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Preface

Superconductivity is developing steadily and new perspective materials appear each year.
Electrodynamics of superconductors is also a vigorously evolving field of science. A lot of
books on superconductivity can be found in libraries and on Internet.

This book is a collection of chapters dealing with various old and new problems of the su‐
perconducting state. It includes 8 experimental and 4 theoretical chapters written by well-
known specialists and young researchers. Oxides, pnictides, chalcogenides and intermetallic
compounds are described here. The superconducting order parameter symmetry is dis‐
cussed and consequences of the actual non-trivial symmetry are studied. Impurity and tun‐
neling effects are among topics covered by the chapters.

I hope the book will be useful for undergraduates, postgraduates and professionals.

Dr. Alex Gabovich
Institute of Physics

Kiev, Ukraine





Section 1

Experiment





Chapter 1

Superconductivity and Physical Properties in the
KxMoO2-δ

L. M. S. Alves, B. S. de Lima, M. S. da Luz and
C. A. M. dos Santos

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59672

1. Introduction

In a normal metallic conductor the electrical resistivity decreases until it reaches a lower limit
(˃0) when heat energy is removed from the system. In these materials electrons are scattered
by the lattice and obey Fermi-Dirac statistics [1]. The behaviour of a gas of identical particles
at low temperature depends on the spin of the particle. Fermions are formed by half-integral
spin, and obey Pauli’s exclusion principle, wherein two of them cannot have the same quantum
numbers [1]. However many metals, alloys and compounds exhibit the electrical resistivity
dropping suddenly to zero and exclude magnetic flux completely when cooled down to a
sufficiently low temperature [1]. This phenomenon is known as superconductivity. It was
observed first by Kamerlingh Onnes in 1911, a couple of years after the first liquefied helium
[2]. At a critical temperature TC, the material undergoes a phase transition from a normal state
to a superconducting state. At that point an electron-electron attraction arises mediated by
phonons and the pairs formation of electron is favourable. Electron pairs are named Cooper
pairs [3,4]. Cooper pairs are a weakly bound pair of electrons, each having equal but opposite
spin and angular momentum.

It is interesting to note that when a superconductor is cooled below its critical temperature its
electronic properties change appreciably, but its crystalline structure remains the same, as
revealed by X-ray or neutron diffraction studies. Furthermore, the formation mechanism of
photons that depends on the thermal vibrations of the atoms remains the same in the super‐
conducting phase as in the normal state. This means that superconductivity is not associated
with any remarkable change in the crystalline structure of the specimens. However, although
superconductivity is not a property of particular atoms, it does depend strongly on their
arrangement. The conduction electrons themselves must be responsible for the superconduct‐

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



ing behaviour. A feature that illustrates an important characteristic of these superconducting
electrons is that the transition from the normal to the superconducting state is very sharp [3,4].
This could only happen if the electrons in a superconductor become condensed into a coherent,
ordered state, which extends over long distances compared to the distances between the atoms.
A superconducting state is more ordered than the normal state in a metal. This means that it
has a lower entropy, the parameter that measures the amount of disorder in a system. In an
analogous way, the entropy of a solid is lower than that of a liquid at the same temperature;
solids are more ordered than liquids. So, when a material turns to a superconducting state, the
superconducting electrons must be condensed into an ordered state compared to normal
electrons.

But what happens if, in a material, the electronic interaction leads to the formation of Cooper
pairs but in a disordered state? If this were so then any local variations from collective action
between the electrons would broaden the transition over a much wider temperature range or
transition could not be noticed. Thus, despite the existence of the Cooper pairs, the state formed
would be unconventional metallic but not superconductor. Due to the existence of bosonic
particles in the crossover from weak coupling Bardeen-Cooper-Schrieffer (BCS) pairing to a
Bose-Einstein condensate (BEC) of tightly bound pairs, this unconventional metallic phase is
conveniently called Bose metal [5,6]. The Bose metal has been characterized as a system without
long-range order. This new state of the matter has attracted a lot of attention over the past
decades due to occurrence of a metal-insulator transition in low dimensional systems [5,6].
Experiments have shown that this transition can be induced by disorder or by applying
external magnetic field. When a sufficiently high magnetic field is applied in the material the
Cooper pairs are completely localized turning its electrical conductivity to zero and leading
to an insulating state. Within this framework a scale law was proposed to identify a Bose metal-
insulator transition (BMIT). So, this transition can be analysed in terms of two-parameter
scaling, as follows:

1
1 2/ 2/ ,z zVRT f T+ æ ö

= ç ÷ç ÷
è ø

bd d (1)

where R is the electrical resistance and T  is the temperature. β =V (z + 2) / 2,  z and V  are critical
exponents, and δ = H −Hc the deviation of the variable parameter (magnetic field) from the
critical values [5]. Hc is the critical magnetic field where the BMIT occurs. Such a transition has
been recently observed in semimetals as graphite and bismuth [7], and also in the quasi one-
dimensional Li0.9Mo6O17 [8]. Theoretical analysis has suggested that the BMIT in graphite is
associated with the transition between Bose metal and excitonic insulator state, whereas in
Li0.9Mo6O17 this transition is discussed in terms of localized bosons in a low dimensional
system, which could be related to the Luttinger liquid (LL) state.

Another interesting subject to consider is that superconductivity and magnetism are two
different ordered states into which substances can condense at low temperatures, and in
general these states are opposite to each other [1]. It has generally been believed that the
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conduction of electrons in a metal cannot be both ferromagnetically ordered and supercon‐
ducting. In conventional superconductors, local magnetic moments break up the spin singlet
Cooper pairs, and hence strongly suppress superconductivity, an effect known as pair-
breaking [3,4]. However, since the 1970s several studies on the interplay between supercon‐
ductivity and magnetism have arisen in the scientific community. Namely, a coexistence
between ferromagnetism and Bose metal state has been demonstrated for both highly oriented
pyrolitic graphite and graphite sulphur composites [9]. Actually, the authors’ assumed the
observation of metal-insulator crossover in both cases might be related to a Bose metal-
insulator transition [9].

This chapter will report results about recent studies on the KxMoO2-δ system, which has
suggested that K doping in the MoO2 matrix causes defects leading to a magnetic ordering
temperature and superconducting critical temperature (TC) ratio ranging from 7 to 18 in this
compound [10]. These are the highest ratios reported so far for a magnetic superconductor.
Furthermore, anomalous metallic behaviour has been reported in this compound [11]. The
study of the anomalies provides important conclusions, such as the temperature dependence
of the electrical resistance is described by a power law of the type R(T) = R0 + CTα, where α is
found to be near 0.5. This value of α can be interpreted according to the theory of LL. Anderson
and Ogata [12] proposed a theoretical description based on the model of the Luttinger liquid
(LL) in which the electrical resistivity of a one-dimensional conductor must be described by a
power law of the type ρ(T) = ρ0 + CTα where the residual resistivity is ρ0, C is a constant and
not universal α is provided in the anomalous exponent model [12,13]. This result suggests a
mechanism for one-dimensional metallic conduction in the KxMoO2-δ system. Furthermore, the
LL theory suggests that the interaction between the conduction electrons is attractive to
positive α and smaller than one. Measurements of several samples with different amounts of
potassium confirm the value of α near 0.5 for all of them. With the goal of increasing the
understanding of the physical properties of KxMoO2-δ at low temperatures, especially the
anomaly shown in the electrical resistivity curves below ~70K, magnetoresistance measure‐
ments as a function of temperature were performed. Under applied magnetic field the electrical
resistance changes to larger values, indicating a positive magnetoresistance. This behaviour is
very similar to a Bose metal-insulator transition observed in semi-metals such as graphite-
bismuth [7], thin films of MoGe [5] and to compounds with quasi-low-dimensional behaviour
such as Li0.9Mo6O17 [8]. This behaviour was interpreted according to the scaling theory. This
theory implies the existence of Cooper pairs without long-range order, thus featuring a metallic
state at absolute zero (Bose metal). This seems to agree with that observed by the LL theory
and with the existence of superconductivity in the KxMoO2-δ system.

1.1. KxMoO2-δ crystalline structure

Polycrystalline samples of KxMoO2-δ with 0 ≤ x ≤ 0.30 were prepared in pellet forms using
appropriate amounts of Mo, MoO3, and K2MoO4. The precursor K2MoO4 was obtained after
heat treating K2CO3 and MoO3 in air at 400°C for 24h followed by a treatment at 700°C for 24h.
The pellets of KxMoO2-δ were sintered at 400°C for 1 day followed by 700°C for 3 days in a
quartz tube under vacuum. Different heat treatments resulted in different potassium (x) and
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oxygen contents due to the volatilization of atoms inside quartz tubes. X-ray diffractometry
(XRD) analysis of the samples was performed using a Shimazu diffractometer (XRD 6000) with
CuK ρ radiation and Ni filter. The 2 data were collected from 10° to 90° using step of 0.058 and
counting time of 1 s.

Figure 1 shows the x-ray diffraction patterns of KxMoO2-δ (x = 0.05, 0.10, 0.20, and 0.30), the
final Rietveld refinement, and the difference between both.
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 Figure 1. X-ray diffraction patterns for the samples of KxMoO2- with x  0.30, Rietveld 
refinement and the difference between both. To right magnifications show the high quality of 
fit as well as the peaks belonging to impurities for the K0.30MoO2-δ sample. 
 
 

Diffractograms of all samples with x  0.20 reported in this work show only peaks of 
the MoO2 phase related to the monoclinic structure (P21/c). The parameters, which 
represent the quality of the Rietveld renement and summarizes the crystalline data 
description resulting from the nal Rietveld renement, are listed in the Table 1. 

Table 1. Rietveld quality parameters renement and crystal parameters to KxMoO2- 
samples with x between 0.05 and 0.20. 
 

x a (Å) b (Å) c (Å) β (°) χ2 Rwp 

0.05 5.600(8) 4.850(7) 5.619(6) 120.906(4) 1.419 0.1238 

0.10 5.602(2) 4.854(3) 5.621(6) 120.926(3) 2.213 0.1570 

0.20 5.604(3) 4.856(3) 5.623(8) 120.934(3) 1.526 0.1482 

For x ≥ 0.3 a second phase appears related to the precursor K2MoO4. Its x-ray 
diffractogram is shown in figure 1. The existence of impurity in this specimen means that the 
solubility limit was reached. 

Figure 1. X-ray diffraction patterns for the samples of KxMoO2-δ with x≤ 0.30, Rietveld refinement and the difference
between both. To right magnifications show the high quality of fit as well as the peaks belonging to impurities for the
K0.30MoO2-δ sample.

Diffractograms of all samples with x≤ 0.20 reported in this work show only peaks of the
MoO2 phase related to the monoclinic structure (P21/c). The parameters, which represent the
quality of the Rietveld refinement and summarizes the crystalline data description resulting
from the final Rietveld refinement, are listed in the Table 1.

x a (Å) b (Å) c (Å) β (°) χ2 Rwp

0.05 5.600(8) 4.850(7) 5.619(6) 120.906(4) 1.419 0.1238

0.10 5.602(2) 4.854(3) 5.621(6) 120.926(3) 2.213 0.1570

0.20 5.604(3) 4.856(3) 5.623(8) 120.934(3) 1.526 0.1482

Table 1. Rietveld quality parameters refinement and crystal parameters to KxMoO2-δ samples with x between 0.05 and
0.20.
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For x ≥ 0.3 a second phase appears related to the precursor K2MoO4. Its x-ray diffractogram is
shown in figure 1. The existence of impurity in this specimen means that the solubility limit
was reached.

In figure 2 is shown the variation of lattice parameters as a function of the K contents (x) in the
specimens.
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Figure 2. Lattice variation as a function of x in KxMoO2-δ. 
 
 

With increasing the amount of K one can observe a slight increase in unit cell 
volume, which is caused by the insertion of K in the crystalline lattice of MoO2. For x = 0.05 
the unit cell volume is 131.11 (5) A3 and for x = 0.20 is 131.25 (5) A3, which represent an 
increase of approximately 1% in the volume of the unit cell. 
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results for x = 0.05.  
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With increasing the amount of K one can observe a slight increase in unit cell volume, which
is caused by the insertion of K in the crystalline lattice of MoO2. For x = 0.05 the unit cell volume
is 131.11 (5) A3 and for x = 0.20 is 131.25 (5) A3, which represent an increase of approximately
1% in the volume of the unit cell.

To expand the knowledge about the physical properties of the KxMoO2-δ compound was chosen
for more detailed study the K0.05MoO2-δ. So, in this part we will focus on the results for x = 0.05.

1.2. Interplay between superconductivity and ferromagnetism in K0.05MoO2

Magnetization curves as a function of the temperature measured in K0.05MoO2-δ sample with
H = 10 and 200 Oe are shown in figure 3 performed under zero field cooled (ZFC) and field
cooled (FC) regimes.
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with applied magnetic field of 10 Oe was calculated as ~ 0.4%. The low superconducting 
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Below TC ~ 9.5 K the specimen undergoes a superconducting transition exhibiting a diamag‐
netic ordering. An estimation of the superconducting fraction through measurements with
applied magnetic field of 10 Oe was calculated as ~ 0.4%. The low superconducting volume
fraction is probably due to the appearance of the ferromagnetic ordering at higher tempera‐
tures (TM = 70 K), which can be seen in the Figure 3 (b). The superconducting state appears
below the ferromagnetic transition and the ratio between critical temperature is TM / TC ~7 [10].

To study in greater detail the relationship between the ferromagnetism and superconductivity
several loops of magnetization as a function of applied magnetic field was obtained above and
below TC. The results are shown in Figure 4.

Hysteresis curves were obtained with applied magnetic field ranging from 0 to 10 kOe at a
temperature of 2 K, as shown in Figure 4 (a). It was observed that for values of applied magnetic
field up to 1 kOe, the magnetization curve is almost linear as a function of applied magnetic
field and is reversible (blue curve) due to the Meissner effect. This result allows one to estimate
the lower critical field (HC1) as approximately 1.17 kOe [10]. It is quite difficult to estimate the
value of the upper critical field (HC2) due to the interplay between weak ferromagnetism and
superconductivity. A rough estimation, considering the measurements at 2 K, allows us to
assume a value of HC2 ~ 10 kOe, since the magnetic moment reaches saturation near to this
field. With these values, it was found κ = 4.1 to 2 K in the sample with x = 0.05, indicating that
the material is a type II superconductor [10]

In  the  inset  of  the  figure  4  (a)  is  shown  the  M(H)  at  20  K.  We  can  observe  clearly  a
ferromagnetic ordering very similar to that observed in magnetic superconductors such as
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Below TC ~ 9.5 K the specimen undergoes a superconducting transition exhibiting a diamag‐
netic ordering. An estimation of the superconducting fraction through measurements with
applied magnetic field of 10 Oe was calculated as ~ 0.4%. The low superconducting volume
fraction is probably due to the appearance of the ferromagnetic ordering at higher tempera‐
tures (TM = 70 K), which can be seen in the Figure 3 (b). The superconducting state appears
below the ferromagnetic transition and the ratio between critical temperature is TM / TC ~7 [10].

To study in greater detail the relationship between the ferromagnetism and superconductivity
several loops of magnetization as a function of applied magnetic field was obtained above and
below TC. The results are shown in Figure 4.

Hysteresis curves were obtained with applied magnetic field ranging from 0 to 10 kOe at a
temperature of 2 K, as shown in Figure 4 (a). It was observed that for values of applied magnetic
field up to 1 kOe, the magnetization curve is almost linear as a function of applied magnetic
field and is reversible (blue curve) due to the Meissner effect. This result allows one to estimate
the lower critical field (HC1) as approximately 1.17 kOe [10]. It is quite difficult to estimate the
value of the upper critical field (HC2) due to the interplay between weak ferromagnetism and
superconductivity. A rough estimation, considering the measurements at 2 K, allows us to
assume a value of HC2 ~ 10 kOe, since the magnetic moment reaches saturation near to this
field. With these values, it was found κ = 4.1 to 2 K in the sample with x = 0.05, indicating that
the material is a type II superconductor [10]

In  the  inset  of  the  figure  4  (a)  is  shown  the  M(H)  at  20  K.  We  can  observe  clearly  a
ferromagnetic ordering very similar to that observed in magnetic superconductors such as
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RuSr2GdCu2O8  [14].  In  the  figure  4  (b)  is  displayed  the  continuous  disappearance  of
superconductivity when the temperature is increasing. At 9 K the superconductivity almost
disappears, leaving only a weak positive magnetic component.

Figure 5 shows magnetization curves as a function of temperature for several samples with
different starting compositions. The superconducting critical temperature of each sample is
indicated by arrows on the figure.

weak ferromagnetism and superconductivity. A rough estimation, considering the 
measurements at 2 K, allows to assume a value of HC2 ~ 10 kOe, since the magnetic 
moment reaches saturation near to this field. With these values, it was found κ = 4.1 to 2 K 
in the sample with x = 0.05, indicating that the material is a type II superconductor [10] 

In the inset of the figure 4 (a) is shown the M(H) at 20 K. We can observe clearly a 
ferromagnetic ordering very similar to that observed in magnetic superconductors such as 
RuSr2GdCu2O8 [14]. In the figure 4 (b) is displayed the continuous disappearance of 
superconductivity when the temperature is increasing. At 9 K the superconductivity almost 
disappears, leaving only a weak positive magnetic component. 

Figure 5 shows magnetization curves as a function of temperature for several 
samples with different starting compositions. The superconducting critical temperature of 
each sample is indicated by arrows on the figure. 
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Figure 5. Diamagnetic transition for four samples with different starting compositions (x). 
Arrows indicate the superconducting TC for each potassium composition. Magnetization 
curves are shifted and shown in arbitrary units for clarity. Inset shows the superconducting 
TC as a function of the starting composition for the KxMoO2-δ compound [10]. 
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with K that exhibits superconductivity is still to be determined. Recently, Parker et al. have 
reported superconductivity near 12 K for non-doped MoO2-δ [15]. 
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appears below the ferromagnetic transition and the ratio between critical temperature is  TM / 
TC ~7 [10]. 

To study in greater detail the relationship between the ferromagnetism and 
superconductivity several loops of magnetization as a function of applied magnetic field was 
obtained above and below TC. The results are shown in figure 4. 
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Figure 4. Magnetization curves as a function of magnetic eld for K0.05MoO2-δ measured at 
(a) 2K using a maximum applied magnetic eld of 1kOe (triangle), 2kOe (full circle), and 
10kOe (open circle). (b) M versus H curves are shown at 4, 5, 6, 8, and 9K. Inset displays 
the M(H) curve at 20K [from reference 10]. 
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at 4, 5, 6, 8, and 9K. Inset displays the M(H) curve at 20K [from reference 10].
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The inset shows the variation in superconducting critical temperature (TC) as a function of
initial amount of potassium in the KxMoO2-δ. The result shows also a systematic decrease of
the TC with the increasing of the amount of K. However, the lower limit of doping with K that
exhibits superconductivity is still to be determined. Recently, Parker et al. have reported
superconductivity near 12 K for non-doped MoO2-δ [15].

1.3. Unconventional metallic behaviour

Figure 6 shows the electrical resistance as a function of temperature below 80 K for K0.05MoO2-δ.
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3p1/2, Mo 3 p3/2, and K 2s peaks [from reference 10]. 
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power law such as R(T) = R0 + CT. The anomalous exponent () indicated for the electrical 
resistance as a function of temperature is the best value found by the fit obtained by the 
method of least squares. This value of  suggests that the one-dimensional conduction 
mechanism is described by Luttinger Liquid theory, with attractive interaction between 
electrons [8,12-13]. Furthermore, this result confirms the  ~ 0.5 that has been observed 
also for several another samples of this system [16], showing that the anomalous metallic 
behavior is characteristic of this material. 

10 20 30 40 50 60 70 80

12.0

12.5

13.0

13.5

14.0

N
or

m
al

iz
ed

 In
te

ns
ity

 (a
.u

)

Binding energy (eV )

R(T) ~ T0.499 (0.004)

TM = 54 K

K0.05MoO2-El
ec

tri
ca

l r
es

is
ta

nc
e 

(
)

Temperature (K)

420 400 380

M
o3+

M
o4+

K
 2

s

M
o 

3p
3/

2

M
o 

3p
1/

2

 

 

M
o3+

M
o4+

Figure 6. Electrical resistance as a function of temperature below ~ 80 K for K0.05MoO2-δ. The blue line is a representa‐
tion of the fit by power law with anomalous exponent α. The inset shows the core level photoemission spectra for the
MoO2 and K0.05MoO2-δ near the Mo 3p1/2, Mo 3 p3/2, and K 2s peaks [from reference 10].

The electrical resistance temperature dependence for K0.05MoO2 sample shown in figure 6
exhibits a anomalous metallic behaviour. The blue line is the best fit using the power law such
as R(T) = R0 + CTα. The anomalous exponent (α) indicated for the electrical resistance as a
function of temperature is the best value found by the fit obtained by the method of least
squares. This value of α suggests that the one-dimensional conduction mechanism is described
by Luttinger liquid theory, with attractive interaction between electrons [8,12-13]. Further‐
more, this result confirms the α ~ 0.5 that has also been observed for several another samples
of this system [16], showing that the anomalous metallic behaviour is characteristic of this
material.

The inset of figure 6 shows the core level photoemission spectroscopy for MoO2 and
K0.05MoO2-δ. The Mo 3p spectrum of the undoped sample shows two main structures associated
with the Mo 3p1/2 and Mo 3p3/2 core levels, which are split due to spin-orbit effects. In the
3p3/2 region, the peak around 395.5 eV is assigned to Mo4+ (4d2) states, but there is also a very
small Mo3+ (4d3) contribution at about 393.4 eV. The later can be associated with the covalent
Mo-O bond character, which is also supported by the relatively small charge transfer satellite,
at around 425 eV. Nevertheless, a small oxygen deficiency in MoO2 cannot be ruled out, as
well. In the 3p1/2 region, the corresponding binding energies of the Mo4+ and Mo3+ states are
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Figure 6. Electrical resistance as a function of temperature below ~ 80 K for K0.05MoO2-δ. The blue line is a representa‐
tion of the fit by power law with anomalous exponent α. The inset shows the core level photoemission spectra for the
MoO2 and K0.05MoO2-δ near the Mo 3p1/2, Mo 3 p3/2, and K 2s peaks [from reference 10].

The electrical resistance temperature dependence for K0.05MoO2 sample shown in figure 6
exhibits a anomalous metallic behaviour. The blue line is the best fit using the power law such
as R(T) = R0 + CTα. The anomalous exponent (α) indicated for the electrical resistance as a
function of temperature is the best value found by the fit obtained by the method of least
squares. This value of α suggests that the one-dimensional conduction mechanism is described
by Luttinger liquid theory, with attractive interaction between electrons [8,12-13]. Further‐
more, this result confirms the α ~ 0.5 that has also been observed for several another samples
of this system [16], showing that the anomalous metallic behaviour is characteristic of this
material.

The inset of figure 6 shows the core level photoemission spectroscopy for MoO2 and
K0.05MoO2-δ. The Mo 3p spectrum of the undoped sample shows two main structures associated
with the Mo 3p1/2 and Mo 3p3/2 core levels, which are split due to spin-orbit effects. In the
3p3/2 region, the peak around 395.5 eV is assigned to Mo4+ (4d2) states, but there is also a very
small Mo3+ (4d3) contribution at about 393.4 eV. The later can be associated with the covalent
Mo-O bond character, which is also supported by the relatively small charge transfer satellite,
at around 425 eV. Nevertheless, a small oxygen deficiency in MoO2 cannot be ruled out, as
well. In the 3p1/2 region, the corresponding binding energies of the Mo4+ and Mo3+ states are
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413.0 and 410.9 eV, respectively. The spectrum of the potassium-doped sample shows a new
structure at 376 eV, assigned to the K 2s core level. More importantly, the peaks due to the
Mo3+ states in the Mo 3p core level increase and become more prominent. This relative increase
indicates that the potassium ions, when incorporated into the MoO2 structure, are effectively
doping the Mo 4d band with electrons, from a nominal 4d2 to 4d3. The extra charge introduced
in the Mo 4d band by the potassium ions would lead to an effective magnetic moment and
might be the origin of magnetism in this material. A similar effect, namely, extra charge
induced by the presence of ligand vacancies, was reported as the origin of ferromagnetism in
other oxides with nonmagnetic ions. Similarly the electrical behaviour of the KxMoO2-δ can be
also influenced by this mechanism, causing the appearance of anomalous resistive electrical
behaviour [10,11].

1.4. Bose-metal insulator transition

With the goal of increasing the understanding of the physical properties of KxMoO2-δ at low
temperatures, especially the anomaly observed in the curves of electrical resistivity below ~
70K and its relation to the existence of superconductivity, we report in this section magneto‐
resistance versus temperature for a sample of composition K0.05MoO2-δ.

Figure 7 shows the electrical resistance as a function of temperature in a zero magnetic applied
field as well as in 7 T. The results show an anomalous metallic behaviour at zero applied field.
Under the applied magnetic field the electrical resistance changes to higher values indicating
a positive magnetoresistance. At zero magnetic field one can observe an anomalous behaviour,
in which the electrical resistance decreases as the temperature decreases. As already discussed,
this behaviour differs from conventional metal-like behaviour in which the electrical resistance
should reach a saturation state at low temperatures.

 
 

Figure 7. Electrical resistance as a function of temperature for K0.05MoO2-δ sample under H 
= 0 and 7 T. The inset shows the suppression of electrical anomalous behavior below 70K. 
Furthermore, it displays the reduced electrical resistance R(T)/R(5K) as a function of 
temperature for K0.05MoO2-δ sample under several values of applied magnetic field [from 
reference 17]. 
 
 

It is important to note in the figure 7 that the anomalous metallic behavior 
disappears at very low temperatures (T< 5 K) when magnetic field is increased. This result 
has asked attention and to obtain further information about the influence of the magnetic 
field on the electrical resistance behavior at low temperatures was measured the magnetic 
field dependence of the electrical resistance in the temperature range of 1.8 K to 5 K. The 
results are shown in the inset of figure 7, which are plotted in terms of reduced temperature 
R(T)/R(5K) for a better comparison. At lower applied magnetic field (H ≤ 5T), the electrical 
resistance as a function of temperature shows a metallic behavior. At higher applied 
magnetic field the electrical resistance first decreases until a minimal value and below this 
temperature the electrical resistance starts to increase, leading to an insulating electrical 
behavior. This behavior is reminiscent of the transition from Bose metal to insulator (BMIT) 
reported for semi-metals such as graphite-bismuth [7], thin films of MoGe [5] and also for 
compounds with quasi-one-dimensional characteristics, such as Li0.9Mo6O17 for example [8]. 

The critical magnetic field where the Bose metal-insulator transition occurs is better 
observed by the crossover in the isotherms shown in the Figure 8. 
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Figure 7. Electrical resistance as a function of temperature for K0.05MoO2-δ sample under H = 0 and 7 T. The inset shows
the suppression of electrical anomalous behaviour below 70K. Furthermore, it displays a reduced electrical resistance
R(T)/R(5K) as a function of temperature for K0.05MoO2-δ sample under several values of applied magnetic field [from
reference 17].
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It is important to note in figure 7 that the anomalous metallic behaviour disappears at very
low temperatures (T < 5 K) when magnetic field is increased. This result has attracted attention,
and to obtain further information about the influence of the magnetic field on the electrical
resistance behaviour at low temperatures the magnetic field dependence of the electrical
resistance in the temperature range of 1.8 K to 5 K was measured. The results are shown in the
inset of figure 7, which are plotted in terms of reduced temperature R(T)/R(5K) for a better
comparison. At a lower applied magnetic field (H ≤ 5T), electrical resistance as a function of
temperature shows a metallic behaviour. At a higher applied magnetic field the electrical
resistance first decreases to a minimal value, and below this temperature the electrical
resistance starts to increase, leading to an insulating electrical behaviour. This behaviour is
reminiscent of the transition from Bose metal to insulator (BMIT) reported for semi-metals
such as graphite-bismuth [7], thin films of MoGe [5] and for compounds with quasi-one-
dimensional characteristics, such as Li0.9Mo6O17 for example [8].

The critical magnetic field where the Bose metal-insulator transition occurs is better observed
by the crossover in the isotherms shown in the Figure 8.

 
 

Figure 8. Isotherms showing HC = 5,59 T. In the inset we can see the Bose metal-insulator 
transition scaling showing the collapse near HC = 5.59 T [from reference 17]. 
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by ∆R(B)/R ~ Hn with n = 2 (typical exponent for metals) [1] for all range of temperature. For 
applied magnetic fields higher than the critical value the system deviates from this classical 
model with values between 1 < n < 2, which features an insulating state (for detail see 
reference 17). The exponents obtained (n = 1 and n = 2) are similar to the values reported 
for graphite and bismuth (n = 1.25 to 1.30) [7], and also for the organic conductor 
(TMTSF)2PF6 (n = 1.25 to 1.50) [18]. 

To better characterize the transition from metal to an insulating state induced by a 
applied magnetic the scaling theory proposed by Das and Doniach [5] was used. This theory 
implies the existence of Cooper pairs tightly bound and without long-range order, thus 
featuring a metallic state at absolute zero (Bose metal). Within this context, these authors 
proposed a scaling law used to characterize the transition from Bose metal to insulator 
based on two scaling parameters  In the inset the result of this scaling to a critical field 
HC = 5.59 T and critical exponent are shown. 

The deviation of the Fermi liquid behavior and a perfect correlation between the 
magnetoresistance data with the model proposed by Das and Doniach [5] suggests that, at 
low temperatures and zero applied magnetic field, the K0.05MoO2-δ compound shows the 
expected for a Bose metal. In this context one may suggest a possible correlation between 
the unconventional metallic behavior observed in the curves R(T) below ~70 K with the 
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Figure 8. Isotherms showing HC = 5,59 T. In the inset we can see the Bose metal-insulator transition scaling showing
the collapse near HC = 5.59 T [from reference 17].

For applied magnetic field lower than the critical value (HC = 5.59 T), the system behaves in
the classical model of magnetoresistance as in metallic systems, expressed by ΔR(B)/R ~ Hn

with n = 2 (typical exponent for metals) [1] for all ranges of temperature. For applied magnetic
fields higher than the critical value the system deviates from this classical model with values
between 1 < n < 2, which features an insulating state (for detail see reference 17). The exponents
obtained (n = 1 and n = 2) are similar to the values reported for graphite and bismuth (n = 1.25
to 1.30) [7], and for the organic conductor (TMTSF)2PF6 (n = 1.25 to 1.50) [18].
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It is important to note in figure 7 that the anomalous metallic behaviour disappears at very
low temperatures (T < 5 K) when magnetic field is increased. This result has attracted attention,
and to obtain further information about the influence of the magnetic field on the electrical
resistance behaviour at low temperatures the magnetic field dependence of the electrical
resistance in the temperature range of 1.8 K to 5 K was measured. The results are shown in the
inset of figure 7, which are plotted in terms of reduced temperature R(T)/R(5K) for a better
comparison. At a lower applied magnetic field (H ≤ 5T), electrical resistance as a function of
temperature shows a metallic behaviour. At a higher applied magnetic field the electrical
resistance first decreases to a minimal value, and below this temperature the electrical
resistance starts to increase, leading to an insulating electrical behaviour. This behaviour is
reminiscent of the transition from Bose metal to insulator (BMIT) reported for semi-metals
such as graphite-bismuth [7], thin films of MoGe [5] and for compounds with quasi-one-
dimensional characteristics, such as Li0.9Mo6O17 for example [8].

The critical magnetic field where the Bose metal-insulator transition occurs is better observed
by the crossover in the isotherms shown in the Figure 8.
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For applied magnetic field lower than the critical value (HC = 5.59 T), the system behaves in
the classical model of magnetoresistance as in metallic systems, expressed by ΔR(B)/R ~ Hn

with n = 2 (typical exponent for metals) [1] for all ranges of temperature. For applied magnetic
fields higher than the critical value the system deviates from this classical model with values
between 1 < n < 2, which features an insulating state (for detail see reference 17). The exponents
obtained (n = 1 and n = 2) are similar to the values reported for graphite and bismuth (n = 1.25
to 1.30) [7], and for the organic conductor (TMTSF)2PF6 (n = 1.25 to 1.50) [18].
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To better characterize the transition from a metal to an insulating state induced by a applied
magnetic field, the scaling theory proposed by Das and Doniach [5] was used. This theory
implies the existence of Cooper pairs tightly bound and without long-range order, thus
featuring a metallic state at absolute zero (Bose metal). Within this context, these authors
proposed a scaling law used to characterize the transition from Bose metal to insulator based
on two scaling parameters Vez. In the inset the result of this scaling to a critical field HC = 5.59
T and critical exponent V = 4

3 ez =1 are shown.

The deviation of the Fermi liquid behaviour and a perfect correlation between the magneto‐
resistance data with the model proposed by Das and Doniach [5] suggests that, at low
temperatures and zero applied magnetic field, the K0.05MoO2-δ compound shows the expected
for a Bose metal. In this context one may suggest a possible correlation between the uncon‐
ventional metallic behaviour observed in the curves R(T) below ~70 K with the existence of
Cooper pairs tightly bounded without long-range order. This seems to corroborate with the
observation of superconductivity in the KxMoO2-δ system [10-11,15].

2. Conclusions

This chapter reported the influence of defects in the crystalline structure on the properties of
K-doped MoO2. Potassium doping leads to superconductivity with critical temperatures up
to 10 K and electrical resistance measurements displayed an anomalous behaviour below the
temperature showing the manifestation of magnetism (T < 70 K). The study of the anomalies
in the electrical behaviour provided important conclusions, such as the temperature depend‐
ence of the electrical resistance as described by a power law of the type R(T) = R0 + CTα, where
anomalous exponent (α) is found to be near 0.5. This value of α described by the theory of
Luttinger liquid (LL) suggests a mechanism for one-dimensional metallic conduction. Fur‐
thermore, the LL theory suggests that the interaction between the conduction electrons is
attractive to positive α and smaller than one. Under an applied magnetic field the electrical
resistance changes to higher values indicating positive magnetoresistance. This behaviour is
very similar to a Bose metal-insulator transition. This behaviour was interpreted according to
the scaling theory proposed by Das and Doniach. This theory implies the existence of Cooper
pairs tightly bound without long-range order, thus featuring a metallic state at absolute zero
(Bose metal). This seems to agree with that observed by the LL theory and with the existence
of superconductivity in the KxMoO2-δ system.
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Chapter 2

Characterization of the Electronic Structure of Spinel
Superconductor LiTi2O4 using Synchrotron X-ray
Spectroscopy

Chi-Liang Chen and Chung-Li Dong

Additional information is available at the end of the chapter

 

1. Introduction

Numerous studies on high-transition temperature (Tc) superconductivity were motivated
primarily by the intention to explore the nature of cuprates. Experimental results, particularly
those based on hard X-ray absorption spectra, show that Cu ions reveal a mixed valence and
are accountable for high-Tc superconductivity. Recently discovered iron-based superconduc‐
tors with perovskite blocking layers [i.e., LnFeAsO (Ln = lanthanide), BaFe2As2, KFeAs, FeSe,
and FeAs] have received considerable attention similar to cuprate superconductivity, which
was first explored in the 1980s. New superconducting compounds and non-cuprate super‐
conductors with magnetic elements, particularly 3d transition metals, have been widely
analyzed by various scholars. Spinel LiTi2O4 (LTO) is a titanium (Ti)-based superconductor
that is considered an exotic BCS s-wave superconductor with a Tc of ~12 K [21]. This super‐
conductor is regarded as such because it can be described using electron–phonon interaction
within the framework of the BCS model [43]. Of the more than 200 typical compounds with
an AB2O4 normal spinel structure, in which low-valent-state cation “A” occupies the tetrahe‐
dral (8a, Td) interstitial sites and high-valent-state cation “B” occupies the octahedral (16d, Oh)
sites, only a few exhibit superconductivity, including CuV2S4 (Tc = 4.5 K), CuRhS4 (Tc = 4.8 K),
and CuRhSe4 (Tc = 3.5 K). LTO is the only known spinel oxide superconductor, and it has the
highest Tc among superconductors with a spinel structure. The 3d transition metals occupying
the Oh sites in spinel oxides may generally exhibit antiferromagnetism, ferromagnetism, and
charge/orbital ordering. The nature of magnetic and electronic properties depends on the
average valence of the cations. The closely related case of LiV2O4 (LVO), which is an isostruc‐
tural compound, exhibits distinct physical properties. LVO is the closest neighbor to LTO, and
it contains a mixed-valence system with an equal ratio of V3+ (S = 1) and V4+ (S = ½). LVO exhibits

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



strong electronic correlation, resulting in a greatly enhanced effective mass. The resistivity of
this compound displays a metallic character. Although LVO is not a superconductor, it exhibits
a heavy fermionic behavior typically observed in a Ce-based (4f electron) system [2, 22].

Similar to cuprates [6, 33] and pnictides [9, 24], Ti-based superconductors (titanate) present
the possibility of a mixed-valence state (with electronic configuration of 3d0.5, equal ratio of
Ti3+ of spin S = 1/2 and Ti4+ with S = 0) in the ground state. Given that magnetic impurities can
suppress the superconductivity of various materials, an investigation into whether the dilute
doping of magnetic ions in LTO results in the complete suppression of superconductivity must
be conducted. Such an undertaking may provide valuable insights into the mechanism of
superconductivity. A previous research observed a rapidly suppressed superconducting Tc in
magnetically doped system LiTi1-xMxO4 (M = Cr and V) [19]. Among the explored dopants,
vanadium (V) was determined to be more effective in decreasing Tc even at small proportions,
and it was also observed in other 3d transition metals (e.g., Cr, Mn, Fe, etc.). The results of the
study not only signified the magnetic influences and other mechanisms for Tc suppression, but
also the charge density wave and structural distortion. For V-doped LTO, the Tc of LTO
decreases with V at 2% proportion from ~13 K to ~5 K [18, 19, 24, 49]. These superconducting
activities in such a series may unravel the mechanism of superconductivity. Material study on
the atomic/electronic structure has essentially illuminated the understanding of its electron
transportation properties. Studies have investigated the electronic structure of LTO [8, 39]. The
decrease in superconductivity of V-doped LTO is discussed based on a pair-breaking mecha‐
nism [19] and a crystalline distortion from octahedral symmetry [34]. The change of Ti and V
valence states is suggested to be thoroughly linked to their chemical and physical properties.
Electron–electron interaction cannot be overlooked because magnetic ions occupy the struc‐
tures [32]. In this event, the mechanism of superconductivity remains unknown.

The atomic and electronic structures of the novel spinel LTO superconductors have been
investigated. X-ray spectroscopy, X-ray absorption near-edge structure (XANES) spectrosco‐
py, and resonant inelastic soft X-ray scattering (RIXS) spectroscopy are powerful tools for
obtaining information on the local orbital character of a specific element. These approaches
are also used to probe occupied or unoccupied electronic states near the Fermi level (EF) and
the structural symmetry of mixed-oxide systems. However, these spectroscopic techniques are
sensitive to atomic symmetry because edge-sharing charge and charge distribution induce
electron–electron and electron-orbital interactions, which may be related to the magnetic
nature of the transition metal systems.

XANES spectroscopy is a sensitive tool that can be employed to probe unoccupied electronic
states above EF and to analyze the structural symmetry of mixed-oxide systems [10, 12]. It can
provide details on the electronic–orbital interaction from the transition metal 3d-O 2p hybrid‐
ization states and the symmetry of the atomic structure. Therefore, the Ti L- and K-edges can
be used to determine the valence states of Ti ions in LiTi2-xVxO4 (LTVO). The V ions occupying
and doped in the Oh site may distort the crystal structure of LTVO because of the bonding of
O–Ti–O as well as the unoccupied states in the 3d orbitals [34].

RIXS spectroscopic technique is used to explore the electronic structure of materials and to
associate the structure with the XANES spectrum. RIXS is a process that describes the de-
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excitation of the final state of X-ray absorption, providing information on ground state via the
excited intermediate states. Consequently, by tuning various excitation energies, certain RIXS
features can be enhanced, allowing the separation of different electronic configurations in the
mixed ground states [11, 30, 42]. The above conditions indicate that RIXS is a complementary
tool compared with XANES. Unlike XANES, RIXS can be used to investigate a forbidden
electronic transition (e.g., d-d or f-f excitation) because it involves two dipole-allowed transi‐
tions, given that its final state has symmetry similar to that of the initial state of the former.
The RIXS of TM L-edge can reflect the 3d partial density of states and is regarded as a useful
approach for analyzing the electron correlation among strongly correlated materials [31, 36,
45] as well as the charge transfer between TM 3d and O 2p orbitals.

In this research, XANES and RIXS spectra were applied to understand the influence of V
doping on the atomic/electronic properties of the LTVO system and to discuss the basis of the
quick suppression of superconductivity. The occupied or unoccupied states near EF of a solid-
state solution may be a useful starting point in obtaining fundamental information on the
complicated behavior of materials, including ferrites, high-Tc superconductors, and strongly
correlated and ladder systems. These properties demonstrate that magnetic behavior and
atypical physical and chemical characteristics can be synthesized and analyzed. The obtained
X-ray spectra reveal that the rapidly suppressed superconductivity is associated with the
variation of Ti-O hybridization mainly at eg bands rather than with the magnetic nature of the
substituted V ion.

2. Experiments

All the LTVO samples were synthesized through conventional two-step solid-state reactions
with highly pure oxides of TiO2 (99%), Li2CO3 (99.99%), and V2O3 (99%) [19]. The samples were
dried at 150 °C for at least 2 h. Additional Li2CO3 (5 mol%) was added into the samples to
compensate for lithium evaporation at high temperature. These processes were performed in
a dynamic vacuum environment. In the first step, a mixture of Li2CO3 and TiO2 was pulverized
and calcined at 750 °C for 8 h in ambient air. The mixture was pulverized and calcined again
at 800 °C for 12 h to form the intermediate compound Li2Ti2O5. In the second step, the stoi‐
chiometric powders of Li2Ti2O5, Ti2O3, and V2O3 were mixed and ground and then cold-pressed
into pellets. The pellets were wrapped with gold foil and sintered in an alumina crucible at
880 °C for 24 h in a dynamic vacuum environment at less than 10−5 torr. The final products
were stored in an Ar-filled glove box or vacuum desiccator to prevent aging. Powder X-ray
diffraction (XRD) patterns [19] with X-ray (Cu, Kα =1.5418 Ǻ) radiation in a diffractometer
(Philips PW3040/60) confirmed the phase purity of the product and showed the variation of
the lattice parameter as a function of V dopant. Different proportions of the dopant up to 2%
were selected to understand the effect of dilute doping. Oxygen stoichiometry was expected
to remain constant for all small concentrations given that the preparations were all the same.

XANES spectra were obtained from the National Synchrotron Radiation Research Center
(Taiwan) and were operated at 1.5 GeV with a current of 360 mA. The K-edge of Ti and V K-
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edge of LTVO were measured with a wiggler beamline BL17C1 equipped with Si (111) crystal
monochromators. The absorption spectra were recorded in the fluorescence-yield mode with
a Lytle detector [27]. These hard X-ray absorption spectra, which could provide information
on the unoccupied states with transition metal p state, were normalized to a unit step height
in the absorption coefficient from below to above the edges. The oxide powders, namely,
TiO2, VO2, Ti2O3, and V2O3, and standard metal foils were used for energy calibration and for
comparing the electronic valence states. The XANES spectra at the Ti L- and O K-edges were
determined at beamline BL20A in the total-electron-yield mode using an ultrahigh-vacuum
chamber with pressure of ~5×10−9 torr. All spectra were normalized with the standard proce‐
dure.

The experiments for X-ray emission spectroscopy (XES) were conducted at beamline 7.0.1 at
the Advanced Light Source, Lawrence Berkeley National Laboratory. The beamline is armed
with a spherical grating monochromator and an undulator (period 5 cm in 99 poles) [3]. The
RIXS spectra were recorded with a high-resolution grating spectrometer at grazing incidence
with a 2D detector [17]. The resolution for Ti L emission spectra was about 0.4 eV. The
monochromator resolution was set up similar to that of the emission measurements.

X-ray absorption at the Ti L-edge determined that the electron in the Ti 2p core level was excited
to the unoccupied Ti 3d and 4s orbitals. XES recorded the signal from the decay process related
to the partial densities of Ti 4s and 3d states. RIXS spectra were acquired by tuning different
excitation energies according to the x-ray absorption spectral profile to measure XES. Sample
current mode was employed to record XANES with an energy resolution of ~0.15 eV. Mean‐
while, a high-resolution grazing-incidence grating spectrometer with a 2D multi-channel plate
detector was used to record XES at a resolution of 0.6 eV [36].

3. Results and discussion

3.1. Structure of LTVO

The crystal structure of cubic spinel LTO, which belongs to the Fd3m space group, is illustrated
in Fig. 1(a). The structure demonstrates that the lattice parameter of LTO is 8.404 Å (a = b = c)
and contains eight AB2O4 units per unit cell. In general, a spinel structure has a total of 56 ions,
32 anions, and 24 cations per unit cell. The Li, Ti, and oxide ions are located at tetrahedral (Td)
A-sites, octahedral (Oh) B-sites, and 32e sites, respectively. The XRD patterns of LiTi2-xVxO4 (x
= 0, 0.05, 0.01, 0.015, and 0.02) are shown in Fig. 2(a). The result of the chemical analysis
(determined with ICP-AES) is consistent with the nominal composition [19, 18, 24, 49]. These
patterns reflect that the crystal structure is of pure spinel structure without an impure phase.
The lattice parameter of LTVO samples displayed in Fig. 2(b) linearly decreases with the
increasing concentration of the dopant. Doping V, which has a smaller ionic radius, induces a
change in the lattice parameter when in a Ti site. This lattice shrinkage can be attributed to the
fact that the ionic radius of V3+ (0.64 Å) is smaller than that of Ti3+ (0.67 Å) in the Oh site [29].
The rate of shrinkage of the lattice parameter is ~3.6 Å/at% based on the occupancy of Oh sites.
This rate is also related to the bond length between the cations (Ti and V) and oxygen. Electronic
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patterns reflect that the crystal structure is of pure spinel structure without an impure phase.
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structure strongly depends on the hybridization states of the transition metal 3d-O 2p orbitals
nearby EF when electronic exchange normally occurs. Thus, the changed electronic structure
around the transition metal ions greatly affects the oxidation state and physical properties of
the latter. Considering these physical properties in AB2O4 with mixed-valence states require
wide-ranging knowledge of their electronic structure, particularly the p-d hybridization and
spin-orbital symmetry. Several experiments and theories show that AB2O4 exhibits strong
electron–hole correlations because of the TM ions located in various sites [8, 39].

Figure 1. Crystal structure of LTO [Li (green), Ti (blue), and O (grey)].
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Figure 2. (a) Powder XRD patterns of LTVO crystals with x = 0, 0.005, 0.01, 0.015, and 0.02. The patterns are fitted to the
Fd3m space group and are indexed. (b) Chemical composition of V dependence of the lattice constant of LTVO.

3.2. Resistive properties

The transport properties of the samples are specified in Fig. 3(a) with V doping of less than
0.025. The findings indicate that the superconducting Tc is suppressed with an increasing
proportion of the dopant. Fig. 3(c) reveals that the resistivity of the samples gradually increases.
The un-doped LTO has a superconducting Tc of ~12 K with a transition width (△Tc) of ~0.4 K.
Fig. 3(b) indicates that when the Ti ion is replaced with V ions, Tc exhibits an abrupt but linear
suppression with respect to the level of doping. Given the magnetic pair-breaking effects [47],
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the doped magnetic ions suppress superconductivity. Considerable research has been devoted
to exploring cuprate [48]; Tarascon et al., 1987) and pnictide [41] superconducting systems
based on resistivity measurements. For the LTO series, the effect of doping with both non‐
magnetic and magnetic impurities at both Td and Oh sites on (Li1-xAx)(Ti2-yBy)O4 [A = Mg and
Mn; B = Al and Cr] compounds has been previously reported [26]. The substitution of non‐
magnetic ions (e.g., Mg2+ at the Td site and Al3+ at the Oh site) slightly suppresses supercon‐
ductivity similar to the case when Li+ ions occupy the Td site. However, the effect of
superconductivity suppression is greater when the magnetic Mn2+ ions occupy the Td site. The
suppression of superconductivity is attributed to pair-breaking when the Cooper pairs are
scattered with magnetic impurities. The effect of substituting Ti3+ with Cr3+ at the Oh site is even
more significant.

10 
 

samples. By distorting the local symmetry of the spinel structure, V substitution will not only alter the 

valence of Ti, but the hole/electron effect as well. This phenomenon is discussed in the next section. 

 

Fig. 3. (a) Transport properties of LTO and LTVO samples at low temperature without magnetic field. 

(b) Chemical composition of V-dependence of superconducting Tc. (c) Resistivity at room 

temperature. 

 

Figure 3. (a) Transport properties of LTO and LTVO samples at low temperature without magnetic field. (b) Chemical
composition of V-dependence of superconducting Tc. (c) Resistivity at room temperature.

The resistivity near 300 K increases as x increases [Fig. 3(c)], indicating the extreme sensitivity
of the transport properties to the electronic effect of 3d transition metals. The itinerant carrier
density can be attributed to the cation (Ti3+) in LTO. Similar to the reports of a previous study
on Al-doped LTO [16], the results of the current study clarify the effect of carrier density on
superconductivity, such that the resistivity increases with the level of doping in the normal
state. Except for the semiconducting behavior at the normal state, a similar Tc has been
determined in LiTi1.7, Al0.3O4, and LTO samples [19]. This observation implies that Tc is slightly
affected by substituting a considerable proportion of the trivalent non-magnetic ions. The ratio
Ti4+/Ti3+ in Oh symmetry can then be modulated with impurity doping to vary the supercon‐
ducting properties of LTO. Electron–electron interaction may be a key factor in causing
changes in the transport properties of the samples. By distorting the local symmetry of the
spinel structure, V substitution will not only alter the valence of Ti, but the hole/electron effect
as well. This phenomenon is discussed in the next section.

Superconductors – New Developments22



the doped magnetic ions suppress superconductivity. Considerable research has been devoted
to exploring cuprate [48]; Tarascon et al., 1987) and pnictide [41] superconducting systems
based on resistivity measurements. For the LTO series, the effect of doping with both non‐
magnetic and magnetic impurities at both Td and Oh sites on (Li1-xAx)(Ti2-yBy)O4 [A = Mg and
Mn; B = Al and Cr] compounds has been previously reported [26]. The substitution of non‐
magnetic ions (e.g., Mg2+ at the Td site and Al3+ at the Oh site) slightly suppresses supercon‐
ductivity similar to the case when Li+ ions occupy the Td site. However, the effect of
superconductivity suppression is greater when the magnetic Mn2+ ions occupy the Td site. The
suppression of superconductivity is attributed to pair-breaking when the Cooper pairs are
scattered with magnetic impurities. The effect of substituting Ti3+ with Cr3+ at the Oh site is even
more significant.

10 
 

samples. By distorting the local symmetry of the spinel structure, V substitution will not only alter the 

valence of Ti, but the hole/electron effect as well. This phenomenon is discussed in the next section. 

 

Fig. 3. (a) Transport properties of LTO and LTVO samples at low temperature without magnetic field. 

(b) Chemical composition of V-dependence of superconducting Tc. (c) Resistivity at room 

temperature. 

 

Figure 3. (a) Transport properties of LTO and LTVO samples at low temperature without magnetic field. (b) Chemical
composition of V-dependence of superconducting Tc. (c) Resistivity at room temperature.

The resistivity near 300 K increases as x increases [Fig. 3(c)], indicating the extreme sensitivity
of the transport properties to the electronic effect of 3d transition metals. The itinerant carrier
density can be attributed to the cation (Ti3+) in LTO. Similar to the reports of a previous study
on Al-doped LTO [16], the results of the current study clarify the effect of carrier density on
superconductivity, such that the resistivity increases with the level of doping in the normal
state. Except for the semiconducting behavior at the normal state, a similar Tc has been
determined in LiTi1.7, Al0.3O4, and LTO samples [19]. This observation implies that Tc is slightly
affected by substituting a considerable proportion of the trivalent non-magnetic ions. The ratio
Ti4+/Ti3+ in Oh symmetry can then be modulated with impurity doping to vary the supercon‐
ducting properties of LTO. Electron–electron interaction may be a key factor in causing
changes in the transport properties of the samples. By distorting the local symmetry of the
spinel structure, V substitution will not only alter the valence of Ti, but the hole/electron effect
as well. This phenomenon is discussed in the next section.
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3.3. Electronic structure results based on x-ray spectra

With the aim to investigate the effects of V dilute doping on LTO, this research measures
XANES and RIXS at Ti L-edges. As shown in the inset in Fig. 4(a), the Ti L-edge XANES spectra
exhibit several well-resolved features because of the excitations of a 2p core electron into the
Ti 3d empty states, that is, a transition from the ground state with configuration 2p63dn to an
excited electronic configuration 2p53dn+1 with numerous multiplet excitations. When the spin-
orbital coupling is in the transition metal 2p state, the spectra reveal two prominent features
located at the energy ranges of 455 eV to 461 eV and 461.2 eV to 468 eV, corresponding to the
absorptions L3 (2p3/2 → 3d) and L2 (2p1/2 → 3d) edge respectively. These prominent features are
due to a strong Coulombic interaction between the poorly screened Ti 3d electrons and the Ti
2p core hole [12]. L2 edge features are normally broadened compared with the L3 edge because
of the lesser lifetime of the 2p1/2 core hole (i.e., a radiationless electron transition from energy
level 2p3/2 to the 2p1/2), accompanied by the promotion of a valence electron into the unoccupied
states (conduction band). In the Oh crystal field, the 3d band splits into t2g (dxy, dxz, and dyz) and
eg (dx

2
-y

2 and 3d3z
2
-r

2) subbands [∆ = (eg) − (t2g) = 10 Dq]. Given the Oh crystal-field splitting, the
Ti L3-edge feature possesses t2g and eg bands. The RIXS Ti 3d spectra of LTO and doped LTO
(V 2 %) are exhibited with energy-loss scales in Fig. 4(a). Four distinct spectral features are
observed in RIXS spectra. These features are as follows: elastic peak at the energy loss at zero,
d–d excitations at about 4 eV, a broad-band feature at around 7 eV, and a large energy
dispersed-feature above 10 eV. Letters a to k denote the different exciting energies based on
the XANES spectra, as displayed in the inset of Fig. 4(a). For example, XES spectrum b is
collected by tuning the incident photon energy at 457 eV in XANES. The inelastic scattering
features ranging from 5 eV to 10 eV originate from the complicated charge-transfer excitation
from O 2p to Ti 3d t2g and eg subbands [1, 31]. The low-energy inelastic scattering features absent
in TiO2 are observed at energy of less than 5 eV [36]. The spectra within this energy range
significantly differ from that of TiO2. The appearance of Ti3+ implies that an electron occupies
the empty 3d t2g orbitals, thus inducing the energy-loss features. Strong d-electron correlation
is revealed because the relative intensities of peaks A4 and B4 (d-d excitations) are observed to
be markedly different at varying excitation energies. An enhanced energy-loss peak is
observed at 1 eV in spectrum a, and the intensity of this peak intensively drops when the
excitation energy is tuned to a higher energy (peak b in XANES). With the increase of excitation
energy at c, another intense peak at energy loss of about 2.9 eV is observed. An excitation
energy tuned below the L3 t2g peak in the spectrum (letter a) enhances inelastic scattering A4,
which is uncommon. This enhanced inelasticity is not observed at either t2g (b) or eg (d) resonant
energy. This phenomenon can be explained by considering the presence of Ti3+, as revealed by
the constant-initial-state absorption spectrum [3]. The spectral shapes in XANES spectra are
similar for both LTO and LTVO, wherein spectral differences are slightly small. Given that the
spectral change of XANES is small with V doping, the spectral deconvolution and specific
electronic state can be measured separately from RIXS [11]. The result at a specific energy (c)
in Figs. 4(b) and 4(c) indicates that an enhanced trivalent Ti contribution is observed at a dip
quadrivalence within the spectrum (between t2g and eg). The Ti3+ t2g- and eg-resonance energies
correspond to the excitation energies 456 and 457.5 eV respectively. [3].
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Fig. 4. (a) Ti L-RIXS spectra of LTVO (x = 0 and 0.02) recorded with several excitation energies 

labeled with letters a to k in the Ti XANES L-edge spectrum. Ti L3 RIXS spectra at (b) Ti3+ 

t2g-resonance and at (c) Ti3+ eg-resonance. The insets of (b) and (c) display the energy diagram of the 

d-d excitation. 
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Figure 4. (a) Ti L-RIXS spectra of LTVO (x = 0 and 0.02) recorded with several excitation energies labeled with letters a
to k in the Ti XANES L-edge spectrum. Ti L3 RIXS spectra at (b) Ti3+ t2g-resonance and at (c) Ti3+ eg-resonance. The insets
of (b) and (c) display the energy diagram of the d-d excitation.

When excitation energy is tuned to the t2g resonance, the low-energy-excited feature C4 at ~1
eV demonstrated in Figs. 4(b) and 4(c) is resonantly enhanced. This feature corresponds to the
electron-hole pairs within the t2g band. When the spectrum is acquired with energy at about eg

resonance energy [Fig. 4(c)], the intensity of peak D4 increases. Such an increase can be
attributed to the transition between the occupied t2g and the unoccupied eg states. The presence
of this RIXS feature indicates a strong electron–electron association. The d-d excitation peak at
an energy loss of about 2.9 eV corresponds to the crystal-field splitting (i.e., 10 Dq) and refers
to the ground state without the core hole. The comparison of the spectra of each set shows that
the intensity of the loss feature decreases with the increasing concentration of dopant (x = 0.02).
Hence, fewer electrons are distributed in the t2g band. In a previous study on TiO2 [31], no
obvious feature was exhibited in the region located below the elastic signal (peak). The change
in intensity is due to the variation of the incompletely filled t2g band arising from the V doped
effect. This result forcefully indicates that the Ti valence is enhanced when V is doped. The
active Ti ions in LTO have a formal oxidation state trivalence and quadrivalence, which display
nearly 0.5 electrons in the 3d orbital, and possess a lesser electronic density. Doping with V
reduces the number of Ti 3d electrons, suggesting an increase in the formal oxidation number
of the Ti ion. The Ti ions show a mixed-valence state and contain some t2g electrons in LTO.
With no t2g electron, d-d excitation is absent because no electron subsists in t2g to be excited to
the t2g/eg unoccupied state. A little variation in valence of Ti is then reflected in the RIXS spectra.
The diminution or absence of features in the energy range from 0 eV to 5 eV indicates a decrease
in d–d transitions. More electrons occupy the t2g orbital when the oxidation number of Ti
changes from trivalence to quadrivalence. The probability of exciting the t2g electron into the
unoccupied states (t2g or eg) is therefore increased. Only RIXS can observe the d-d excitations
(t2g-t2g and t2g-eg) in the spectra. The significance of observing this d-d excitation is that the t2g

occupation number changes with V doping, whereas the number of t2g electrons decreases with
V doping. Therefore, the significant RIXS spectrum can observe this kind of valence change.
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When excitation energy is tuned to the t2g resonance, the low-energy-excited feature C4 at ~1
eV demonstrated in Figs. 4(b) and 4(c) is resonantly enhanced. This feature corresponds to the
electron-hole pairs within the t2g band. When the spectrum is acquired with energy at about eg

resonance energy [Fig. 4(c)], the intensity of peak D4 increases. Such an increase can be
attributed to the transition between the occupied t2g and the unoccupied eg states. The presence
of this RIXS feature indicates a strong electron–electron association. The d-d excitation peak at
an energy loss of about 2.9 eV corresponds to the crystal-field splitting (i.e., 10 Dq) and refers
to the ground state without the core hole. The comparison of the spectra of each set shows that
the intensity of the loss feature decreases with the increasing concentration of dopant (x = 0.02).
Hence, fewer electrons are distributed in the t2g band. In a previous study on TiO2 [31], no
obvious feature was exhibited in the region located below the elastic signal (peak). The change
in intensity is due to the variation of the incompletely filled t2g band arising from the V doped
effect. This result forcefully indicates that the Ti valence is enhanced when V is doped. The
active Ti ions in LTO have a formal oxidation state trivalence and quadrivalence, which display
nearly 0.5 electrons in the 3d orbital, and possess a lesser electronic density. Doping with V
reduces the number of Ti 3d electrons, suggesting an increase in the formal oxidation number
of the Ti ion. The Ti ions show a mixed-valence state and contain some t2g electrons in LTO.
With no t2g electron, d-d excitation is absent because no electron subsists in t2g to be excited to
the t2g/eg unoccupied state. A little variation in valence of Ti is then reflected in the RIXS spectra.
The diminution or absence of features in the energy range from 0 eV to 5 eV indicates a decrease
in d–d transitions. More electrons occupy the t2g orbital when the oxidation number of Ti
changes from trivalence to quadrivalence. The probability of exciting the t2g electron into the
unoccupied states (t2g or eg) is therefore increased. Only RIXS can observe the d-d excitations
(t2g-t2g and t2g-eg) in the spectra. The significance of observing this d-d excitation is that the t2g

occupation number changes with V doping, whereas the number of t2g electrons decreases with
V doping. Therefore, the significant RIXS spectrum can observe this kind of valence change.
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Fig. 5. (a) XANES Ti L3,2-edge spectra for LTVO (x = 0.005 to 0.02), LTO (x = 0), Ti2O3, and anatase 

TiO2. (b) Integrated area ratio of A5/B5. This ratio increase implies the presence of 3d0 states. (c) Total 
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Complementary information is also acquired for this research by thoroughly analyzing the
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in the Oh symmetry. The eg peak at the side with greater energy originates from the short Ti-
O bonds because of the increase in hybridization (relative to the long Ti-O bonds); hence, the
intensity ratio of the high-energy to low-energy eg peaks is increased with V doping. This result
implies that long Ti–O bonds become shorter [17]. An enhancement in the integrated area
under A5 peak implies the increase in unoccupied states of Ti 3d states, thereby indicating that
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the integrated area of ratio A5/B5, which clearly increases with V doping. Consequently, the
more intense A5 (t2g) feature implies a higher oxidation number and exhibits the presence of
Ti4+ (3d0) [28, 40]. Moreover, the area of the L3-edge that corresponds to (A5+B5) progressively
decreases when V concentration increases [Fig. 5(c)] because V replaces Ti. This trend is in
good agreement with the XRD results [18]. A small but actual increase in Ti valence with slight
V doping is observed in XANES Ti L3,2-edge spectra. Such an increase is significantly obvious
in the Ti L-RIXS spectra.

The pre-edge features of Ti K-edge XANES spectra are displayed in Fig. 6(a). These spectral
features at K-edge are due to the transitions from the Ti 1s core level to the 4p-derived final
states based on the dipole selection rule. The pre-edge features are a combination of strongly
hybridized Ti 4sp and 3d and O 2p orbitals. Quadrupole-allowed transitions generally occur
at the pre-edge region in the transition metal oxides, which correspond to the contribution
from 3d orbitals through 4sp-3d hybridization [14, 25, 37]. The inset of Fig. 6(a) reveals that a
Gaussian function is subtracted from the original Ti K-edge spectrum for a detailed comparison
of the pre-edge spectra. Fig. 4(a) shows the Ti K-edge spectra of LTO and LTVO (0.005 to 0.02).
As marked by the black arrow in Fig. 6(a), the spectra of LTVO with a small concentration of
x from 0.005 to 0.01 are similar to that of LTO with the same photon energy at the main peak
A6. The Ti valence performs to maintain +3.5 owing to the smaller concentration of V doping.
Nevertheless, the intensity of the pre-peak spectrum increases relative to that of pure LTO as
the doping level is increased to x = 0.015 and x = 0.02. Meanwhile, as directed by the red arrow
in Fig. 6(a), chemical shift is also observed as V concentration increases. Fig. 6(b) displays the
pre-edge region between 4969 and 4977 eV, as well as the three main features (i.e., C6, D6, and
E6) in XANES Ti K-edge spectra of TiO2 (anatase, Ti4+) and LTVO (x = 0, 0.02) samples. The
origin of the splitting of pre-peaks is caused by local excitations (1s to 3d t2g and eg) [5, 14, 38,
46]. Conversely, the greatest contribution to this splitting is suggested to be the corner- and
edge-sharing Ti octahedra that yield non-local, intersite hybrid excitations. The next-nearest
neighbor 3d states (t2g and eg) are related Ti 4p states that absorb atom via the anion O 2p states
[7, 23, 44]. The local structure of Ti for LTO and LTVO also possesses Oh symmetry; hence, the
pre-peak region (A6 and B6) can be described in terms of a similar scenario [23, 44, 7]. The
intensity of these pre-peaks varies with V concentration. In the V-doped LTO, the substitution
of V for Ti slightly decreases the lattice parameter [18]. A reduced bond length (Ti–O–Ti)
subsequently increases the overlap of the first-nearest-neighbors and the absorbing atom (e.g.,
Ti 4p-Ti 3d orbitals) mediated by O ion. Therefore, these pre-peaks are closely related to the
increase in the number of the first-nearest-neighbor unoccupying the Ti 3d states. These
intersite hybrid peaks intensities increase with the increase of V concentration. The inset of
Fig. 6(b) shows that the variation in the area under the pre-peak suggests that the 3d unoccu‐
pied states are altered via the interaction of the Ti 4p-O 2p-Ti 3d states. These results strengthen
the conclusion that Ti is in mixed-valence states between LTO and LTVO [14, 24]. The analysis
of the spectra of LTO and LTVO (x = 0.02) reveals that pre-peaks A6 and B6 are stronger in
LTVO than in LTO, attended by a chemical shift of the main peak to higher energy. Therefore,
Ti valence is increased when V is doped. The average valence of Ti in the case of doped LTVO
(x = 0.015 and 0.02) is approximately +3.6, which is obtained with a simple calculation and a
fit of the ratio of areas under the spectral lines.
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The O K-edge XANES spectra [Fig. 6(c)] provide useful information about the unoccupied
density of states in TMO because of the covalent mixing between O and TM ions. The two pre-
edge features are at about 530 eV to 536 eV because of the strong hybridizations in Ti 3d–O
2p states, and correspond to the t2g and eg states of Ti 3d orbitals respectively. The intensity of
the t2g and eg peaks at the O K-edge changes is similar to an increased peak ratio t2g/eg in Ti L-
edge XANES. In sum, the above results specified by the XANES and RIXS spectra strongly
confirm that the valence of Ti is increased when the doping level of x increases. Thus, the Ti-
O hybridization and electron–electron correlation are modified when a slight doping of V ions
completely suppresses the superconductivity of LTO.

Previous studies have indicated that LTO is a spinel superconductor, whereas spinel LVO
reveals a heavy fermionic behavior with a Curie-Weiss spin susceptibility and a large electronic
specific heat. Conduction arises on a Ti sublattice via the t2g orbitals with a narrow bandwidth
(2 eV to 3 eV), displaying possible strong electronic correlations. The origin of the physics and
electronic properties of the spinel structure are yet to be resolved. Our current research
demonstrates the role of 3d electrons in the properties of LTO and LTVO. The full solid solution
of LiTi2−xVxO4 (0 ≤ x ≤ 2) has been investigated [24]. The replacement of V ions for Ti site modifies
the bandgap and d electron/hole exchange in Ti energy levels in order to maintain electrical
neutrality. Several mechanisms for understanding the quickly suppressed superconductivity
with a slight doping of LTVO have been proposed. The slight doping of LTVO may incur two
major electronic effects. The first one is a simple pair-breaking effect with electron spin S = 1
on superconductivity [20, 24]. The second one refers to the effect of carrier doping on electron
correlation via band filling. The 3d electrons of V are assumed to hybridize the Ti conduction
electrons, making them itinerant. A simple magnetic pair-breaking of electron spins induced
by additional impurity is commonly assumed to be responsible for suppressing superconduc‐
tivity based on the localized moments of 3d electrons of V [24]. The localized magnetic moment
per V atom is estimated to be 1.7 μB in the V4+ state with S = 1/2 [24]. The XANES measurements
at V K-edges plotted in Fig. 7 show that V is more likely to be in state 3+ (Bordage et al., 2110),
which contains a d2 electronic configuration and is supposed to offer a weak magnetic moment
probably because of the antiparallel orientation of the electron spins. The decreased V magnetic
moment is also obvious in LiZnV2O4 [35]. A second possible reason for a weak magnetic
moment is the decreased charge carriers at Ti t2g bands. In this case, V electrons are expected
to be localized at the Ti conduction electrons. If the Ti ions in LTO possess oxidation numbers
3+ and 4+, then ~0.5 (t2g) electrons are expected to be in the conduction band. This condition
results in the observation of a d-d excitation within the energy range of 0 eV to 5 eV owing to
the presence of electrons in the t2g occupied state that are excited to either the t2g or eg unoccu‐
pied state. The number of electrons occupying the t2g orbital is expected to decrease if the
oxidation number of Ti increases from trivalence to quadrivalence because of the doping of V
ions. The spectra in RIXS reveal a significant variation in the d-d excitation feature, which
suggestively decreases when LTO becomes LTVO, even with slight doping of V ions. This
situation shows the decreased Ti 3d occupied states with the increase of x concentration. The
Ti t2g occupation number is then altered upon V doping. This valence variation is small in
XANES Ti K- or L-edges spectra, but weighty in RIXS spectra. The results, particularly the
reflection of the decreased intensities of t2g-t2g, and t2g-eg transitions from the RIXS spectra,
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support the role of these electronic states in rapidly suppressing Tc in slight V doping.
Accordingly, the findings of this research support the conclusion that the decreased density
of the states of Ti 3d electrons at EF is responsible for rapidly suppressing superconductivity.
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4. Conclusion

The results on the effect of V doping on the atomic and electronic structures of LTVO, XAS,
and RIXS spectra reveal that the valence of V ions remains constant, but the hybridization of
Ti-O considerably varies. In particular, the results show the mixed valency nature of Ti ions
and a significant variation in the hybridization of Ti 3d-O 2p states. The sharp decrease in the
superconductivity of V-doped samples is ascribed to the electron–orbital interaction arising
from the hybridization of TM and O orbitals. Low-energy excitation because of d-d excitation
indicates that electron correlation and Ti oxidation number are enhanced, which support the
XAS observation. Meanwhile, the observed properties of superconductivity are attributed to
an altered density of the states of Ti 3d electrons and Ti-O hybridization. The Ti electronic
configuration and lattice distortion induce the rapidly suppressed superconductivity and are
attributed to hybridization rather than to the magnetic nature of the substituted ion. This
research also demonstrates that RIXS is a powerful tool for investigating the electronic states
and electron correlations of Ti compounds, in which the XANES spectral features are subdued.
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1. Introduction

To date there has been intensive research, both theoretical and experimental, about epitaxial
growth of high critical temperature superconductor (HTS) thin films [1, 2]. The term epitaxy
(from the Greek roots epi, meaning "above", and taxis, meaning "order") appeared around 50
years ago and refers to the growth of an oriented film on a substrate which can be based on
the same substrate material (homoepitaxy) or onto a different material (heteroepitaxy).
YBa2Cu3O7 (YBCO) is one most studied HTS [3,4]. It has an orthorhombic structure and it is
superconductor below the critical temperature (TC) around 90 K. The superconductivity
mechanism in this material is related to the presence of CuO2 planes and charge carriers
reservoir planes in its crystalline structure [5]. The interest in developing superconducting
YBCO films is to produce second generation superconducting tapes [6] which, under the
absence of magnetic fields, can transport high electric current densities (~106 A/cm2) at liquid
nitrogen temperature (77 K).

To achieve the epitaxial growth, the crystal lattice of the substrate must match with that of
YBCO, permitting a small difference between them (e.g. asubstrate ~ 3.9 Å, aYBCO ~ 3.8 Å). If the
lattice constant of the substrate differs from that of YBCO, the epitaxial growth is not achieved,
resulting in a small amount of grains oriented in the c-axis and hence in anisotropy of the
critical current density and magnetic susceptibility.

The methods for synthesizing YBCO layers can be classified into two categories: in-situ and ex-
situ. In the in-situ methods, the YBCO phase is formed during deposition. Some of them are:
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Pulsed laser deposition (PLD), liquid phase epitaxy (LPE) and metal organic chemical vapour
deposition (MOCVD) [7-13]. In the ex-situ methods, the nucleation and growth of the YBCO
film takes place after the deposition, by subsequent heat treatments [14,15]. The advantage of
the in-situ techniques over the ex-situ ones are that they allow YBCO films with high JC values,
they can control thickness of the film and they can permit partially substitution of rare-earth
elements during growing. Nevertheless, these techniques require sophisticated apparatus and
high vacuum systems which make the technique expensive for commercial  purposes.  In
contrast, the ex-situ techniques, in particular the Chemical Solution Deposition (CSD), are more
attractive since they are cheap, fast and can provide large areas films and mass production. In
this chapter, a fluorine-free CSD method is introduced for the fabrication of YBCO films on
different substrates.

2. Chemical solution deposition technique for obtaining YBCO films

Chemical solution deposition is an ex-situ technique in which a chemical solution precursor is
deposited on substrates to epitaxially grow YBCO layers [16,17]. It does not require expen‐
sive conditions or equipments such as high vacuum, irradiation or sputtering. In this techni‐
que, a solution precursor containing stoichiometric cations of Y, Ba and Cu (with ratio 1: 2: 3)
is prepared, usually by sol gel, and directly deposited onto single crystals or templates which
transfers their texture to the coating. The YBCO textured film is then obtained after heat
treatments in oxidizing atmosphere [18, 19]. Therefore, this technique is cheap, fast and can
provide large-area films. In the present work, depending on the Trifluoroacetate composition
of the precursor solution, the CSD is classified into two routes: Trifluoroacetate and free-
trifluoroacetates.

2.1. Trifluoroacetate metal-organic CSD route

The trifluoroacetate metal-organic (TFA-MOD) CSD route is promising for producing YBCO
superconducting films with high critical current density (JC) values [20-26]. This technique was
introduced by Gupta et al. in 1988 in order to prevent the formation of BaCO3 of the YBCO
films usually obtained by CSD [27]. In fact, in other different CSD routes, BaCO3 agglomerates
at the grain boundaries affecting the JC of the YBCO textured films. However, in the TFA-MOD
BaF2 forms during the decomposition of the organic compounds (during pyrolisis) and the
YBCO films are then obtained via hydrolysis of BaF2 [28].

In this technique, the precursor solution is prepared by mixing Y and Ba trifluoroacetates with
Cu acetate (in molar ratio 1:2:3) in methanol [29] or water [30]. The organic components are
eliminated by pyrolisis at around 400 °C, yielding in Y2O3, BaF2 and CuO. These intermediate
compounds are then transformed into YBCO tetragonal (non superconductor) by annealing
at around 800 °C. The reaction follows the equation [31]:

0.5Y2O3 + 2BaF2 + 3CuO + 2H2O→YBa2Cu3O7-x + 4HF↑ (1)
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The superconducting YBCO (orthorhombic) is obtained by oxygenating the latest compound
at high temperatures. Nevertheless, the release of the HF-gas product during heat treatments
makes this technique hazardous for health and environment. Thus non-fluorine routes are
necessary to be investigated.

2.2. Free-trifluoroacetate CSD routes

Chemical solution deposition routes which does not require the use of trifluoroacetates are
vast. However, most of them result in YBCO films containing unreacted and/or secondary
phases such as Y2O3, BaCO3, Y2BaCuO5 (Y211), BaCuO2, Cu2BaO2, etc. Table 1 list free-
trifluoroacetates routes reported in the literature which do not require carbonate ingredients
and without BaCO3 formation. The routes are listed according to the employed reagents. In
metal alkoxides routes the gelation rate of the precursor solution is adjusted by choosing the
proper solvent. The solidification includes the hydrolysis and condensation of the alkoxides
through which a polymeric product is formed [32]. However, since the rate of hydrolysis of Y
and Ba are faster than that for Cu, different sized clusters results in the sol [33]. In the hydrox‐
ides route Ba(OH)2 and Y-and Ba-trimethylacetates are reacted in propionic acid with amine
solvent. Remarkably, it has been reported that this stock solution is stable in air and has a shelf
life longer than 2 years [34-36]. On the other hand, the CSD based on nitrates, which is also
known as polymer-assisted deposition (PAD) because of the use of polymers, obtains a
homogeneous distribution of the metal precursors in the solution and the formation of uniform
metal–organic films [37]. The formed NO and/or NO2 can be easily eliminated leading in a
high homogeneity of the precursor solution. In the following sections, a novel fluorine-free
method, based on oxalates, for the CSD of YBCO films is described.

Route Ingredients Solvent Substrate Advantage Disadvantage Ref.

Metal alkoxides

M(OR)n where M=Y, Ba

and Cu, and R=CH3,

CH2O5

H2O, CH3OH Ni

It is possible to

control the degree of

gelation.

Inhomogeneity of the

precursor gel.
[32]

Acetyl

acetonates

APyP, where A=

acetylacetone of Y, Ba

and Cu, Py= pyridine,

and P = acid

C5H5N,

CF3CO2H,

CH3OH

MgO,

YSZ
Smooth surface

Films composed of

dispersed grains
[38]

Hydroxides

Y(C4H9COO)3, Ba(OH)2

and Cu- trimethyl

acetate

Propionic acid /

amine solvent

YSZ, LaAlO3,

MgO

Smooth surface

without cracks
Difficult to reproduce

[34-36,

39-42]

Nitrates
Y(NO3), Ba(NO3) and

Cu(NO3)
(CH3)2NC(O)H SrTiO3, LaAlO3

Homogeneous

solution precursor

Requires rapid drying

to prevent premature

crystallization

[43]

Note: YSZ refers to Yttria-stabilized Zirconia (Y:ZrO2)

Table 1. Classification of some free-trifluoroacetate CSD routes depending on the reagents reported in the literature
and which do not result on YBCO films containing BaCO3.
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3. Substrates

Similar to the in-situ technique, CSD of YBCO superconducting layers also includes careful
selection of substrates. To obtain high quality growth of YBCO, many considerations should
be taking into mind, such as:

• The potential substrates should have lattice constant similar to that of YBCO orthorhombic
so as to allow epitaxial growth.

• They must be highly insulating for eventual applications in electrical circuits.

• Ferromagnetic substrates must be discarded since they affect the diamagnetic properties of
the YBCO superconducting film.

• They should have a high melting point since the fabrication of the film requires high
temperatures (usually higher than 800 °C).

Some materials which meet well the requirements listed above and are: sapphire (Al2O3),
magnesium oxide (MgO), cerium dioxide (CeO2), yttrium oxide (Y2O3), lanthanum aluminate
(LaAlO3), strontium titanate (SrTiO3) and Yttria-stabilized Zirconia (Y:ZrO2, YSZ). The
following sections describe the CSD of YBCO superconducting films onto the three latest
substrates (LaAlO3, SrTiO3 and YSZ). The substrates used in this work (5 mm2 area) were
purchased from CrysTec Ltd. and their main characteristics are listed in Table 2. Note that
from them, the YSZ substrate present the highest mismatch in lattice constant with respect to
YBCO which, as it will be discussed below, influences in the crystallization, composition,
texture and magnetic properties of the resulting YBCO film.

Material
Crystal

structure

Lattice
constant

(nm)

Mismatch with
YBCO (%)

Density at
25 °C (×103 kg/m3)

Melting
point

(K)

Thermal
expansion

(K-1)

LaAlO3 p.c. 0.3821 -0.83 6.51 2380 10 × 10-6

SrTiO3 c.p. 0.3905 +1.35 5.12 2353 9 × 10-6

YSZ Cubic 0.512 +32.88 5.90 2780 9.2 × 10-6

Note: p.c: Pseudocubic (with microtwins parallel to (100)), c.p: Cubic perovskite structure.

Table 2. Some physical properties of the substrates used for the CSD of YBCO superconducting in this work.

4. Solution preparation and deposition

The first step of the CSD technique to obtain YBCO superconducting films is the preparation
of the precursor solution. This solution is required to have homogeneously dispersed Y, Ba
and Cu cations, suitable viscosity and without precipitation so as to achieve good adherence
to the surface of the substrate and desired thickness of the resulting YBCO film.
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Figure 1 provides a schematic representation of the manufacturing process of the YBCO film
followed in this work. Initially a precursor solution is obtained by sol-gel similar to previous
reports [44-48]. Stoichiometric amounts of yttrium, barium and copper acetates
(Y(OOCCH3)3.4H2O, Ba(OOCCH3)2 and Cu(OOCCH3)2.2H2O respectively) were mixed and
completely dissolved in a solution of ethanol (C2H5OH) and oxalic acid (H2C2O4) (1:1 ratio).
The system was left to decant for about 12 h. The matrix was then dispersed and magnetically
stirred at 250 rpm to achieve a homogeneous metathesis reaction (without the segregation of
any particular constituents) between the acetate solution and the oxalic acid. The resulting
precursor solution was a colloid based on Y, Ba and Cu oxalates. Single drops of this precursor
were carefully dripped on the LaAlO3(100), SrTiO3(100) and YSZ(100) substrates with the help
of a Fisher pipette. The samples were immediately dried in an oven at 40 °C. The last steps
were repeated 7 times. The oxalate is formed by the reaction [49]:

Y2(OOCCH3)3.H2O + Ba(OOCCH3)2 + Cu(OOCCH3)2.H2O + H2C2O4→Y(C2O4).mH2O↓ + Ba(C2O4).nH2O↓ + Cu(C2O4)↓ (2)

Figure 1. Schematic representation followed in this work for the fabrication of YBCO superconducting films on LaA‐
lO3(100), SrTiO3(100) and YSZ(100) substrates by chemical solution deposition. Initially a precursor solution is obtained
by reacting stoichiometric amounts of yttrium, barium and copper acetates in a solution of ethanol and oxalic acid (1:1
ratio). After decanting the solution for 12 h, it was dispersed by magnetic agitation to achieve a homogeneous metathe‐
sis reaction between acetate and oxalic acid. The resulting precursor solution was carefully dripped onto LaAlO3,
SrTiO3 and YSZ substrates and they were immediately dried in an oven at 40 °C. The last two steps were repeated 7
times.
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5. Heat treatments

YBa2Cu3O7-x  has  relatively  strong  oxygen-metal  bonds,  thus  high  temperatures  heat
treatments  are  required  to  rearrange  the  species  in  the  precursor  solution  for  a  correct
crystallization and crystal growth. The thermodynamic stability of YBCO limits the synthesis
and the crystal growth parameters. For example synthesis at temperatures well below 900
℃ result  in  x  values  from 0.7  to  1,  leading  the  crystalline  structure  as  tetragonal  (non
superconductor). Further oxidization at high temperatures is necessary to decrease x to ~
0,  from which cooling it  below the  phase  transition range (~  700  ℃ [50])  results  in  the
orthorhombic structure (superconductor).

In this work, the crystallization and epitaxial growth of the YBCO layers were achieved by ex-
situ heat treatments, as represented in Fig. 2. After drying the samples for 10 min, they were
annealed at 860 °C in a tubular furnace (LENTON LTF-PTF Model 16/610) in low oxygen
atmosphere for 12 h. The low oxygen atmosphere facilitates the liquid phase formation, which
in turn influences the grain growth and interconnection between crystallites [51]. On the other
hand, the slow heating rate (1 °C/min) permits the thermal decomposition to remove residual
volatile hydrocarbons thus lowering the risk of trapping CO2 bubbles in. Besides, it is expected
that both, the slow rate and the high annealing temperature performed in this work also
prevent the formation of BaCO3 [52]. Thus, the chemical reaction during this process might
described by [49]:

Y2(C2O4).H2O + Ba(C2O4).nH2O + Cu(C2O4)→0.5Y2O3 + 2BaO + 3CuO + n '.CO2 + m 'CO + x'.H2O (3)

obtaining mixtures of yttrium, barium and copper oxides (Y2O3, BaO and CuO). At this stage,
epitaxial growth of the crystallites occurs specially at the interface of the layer/substrate,
together with a considerable decrease of the thickness of the film (as it is represented in the
bottom part of the figure) [53]. Furthermore, the microstructure of the film might consist of
irregular arrangement of porous together with groups of chemically bounded crystallites. The
reaction is described by [49]:

0.5Y2O3 + 2BaO + 3CuO + n '.CO2 + m 'CO + x'.H2O→YBa2Cu3O6.5 + n ''CO2↑m''.CO2↑ + x ''.H2O↑ (4)

Note also that at this stage the sample consists on YBa2Cu3Ox (probably with x=6.5 [49], which
is not a superconductor). The sintering of the YBCO superconducting (YBa2Cu3O7, orthorhom‐
bic structure) is obtained after oxygenating the sample at higher temperatures than 800 ℃. For
example, the represented oxygenation at 860 °C in Fig. 2 promotes the increase of the density
of the layer and the epitaxial growth of the crystallites toward the surface, consuming other
disoriented grains to a thermodynamically stable phase during this process. The sintering
process of YBCO superconducting during oxygenation is thus described by [49]:
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YBa2Cu3O6.5 + 0.25O2→YBa2Cu3O7 (5)

Eventually, the samples were subsequently quenched to room temperature with an inter‐
mediate step at 600 °C so as to minimise the stress in the film.

Figure 2. Schematic representation of the ex-situ heat treatments performed on CSD YBCO films. Initially the samples
were dried at 40 °C for 10 min. Then they were annealed at 860 °C in oxygen flow for 12h. The slow heating rate (1 °C/
min) released volatile hydrocarbons. Epitaxial growth of the crystallites occurs together with a considerably decrease
of the thickness of the film. At this stage the sample consists on YBa2Cu3Ox (with unknown x value). The sintering of
the YBCO superconducting film is obtained after oxygenating the sample at 860 ℃.

6. Surface morphology

Figure 3 shows the surface morphology of the YBCO films on LaAlO3, SrTiO3 and YSZ
substrates obtained by the oxalate CSD route and after oxygenation at three different temper‐
atures: 820 840 and 860 °C. The results reveal that all the samples consist on granular films. In
the case of the sample deposited on LaAlO3 the YBCO grains are uniformly dispersed over the
substrate surface, forming small groups. Previous results report that the average grain size
formed is smaller than 100 nm [47]. In the case of the sample deposited on SrTiO3, continuous
films are clearly distinguished independently of the oxygenation temperature. However for
the sample annealed at 820 °C, bright spots are spread on the surfaces. The light in the
microscope might reflect in different directions when it is incident to some clusters or grains
spread on the surface of the sample. Note also the formation of wide cracks (~ 5 μm) on the
surface of the samples revealing parts of the underneath substrate. These cracks, which are
typical for ceramic films under stress, together with some fringes formed on the surfaces
(especially in the case of 860 °C annealing) suggest that the YBCO films strain during quench‐
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ing. The samples deposited on the YSZ substrates also present some cracks indicating stress
during the quenching. However, the granular nature of the films is more pronounced than in
the previous cases. On this substrate, the accumulation of grains is better appreciated in the
film treated at 820 °C, whereas the surface softens at higher temperatures as it is clearly
observed on the sample treated at 860 °C revealing the occurrence of melting. Furthermore,
on all the samples, macro-segregation, leading to the formation of secondary phases and
degradation of the epitaxy might occur as it is studied in more detail by XRD below.

Figure 3. Optical microscopy images of the YBCO films obtained by the oxalate CSD route on LaAlO3, SrTiO3 and YSZ
substrates after oxygenation at three different temperatures: 820, 840 and 860 °C. All the samples consist of granular
films.

7. Crystallization

YBaCu3O7 films can grow in three different orientations: a) random, b) along the a-b plane and
c) along the c-axis. In the case of YBCO films grown by the CSD technique, highly-randomly-
oriented crystallites result if the fabrication has been performed without systematic control of
the viscosity, homogeneity, cations ratio, etc during sol-gel and temperature, oxygen pressure,
water pressure, etc during heat treatments. Fig. 4 depicts a representation of the crystallites in
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c) along the c-axis. In the case of YBCO films grown by the CSD technique, highly-randomly-
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the viscosity, homogeneity, cations ratio, etc during sol-gel and temperature, oxygen pressure,
water pressure, etc during heat treatments. Fig. 4 depicts a representation of the crystallites in
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an YBCO film oriented along the a-b plane and along the c-axis. For technological applications,
a c-axis orientation growth of the YBCO film is preferable.

Figure 4. Schematic representation of the crystallites in an YBCO film oriented along the a-axis and along the c-axis.

The crystal orientation of YBCO thin films is commonly studied by X-ray diffraction. Fig. 5
shows the 4 representative angles (θ−2θ, ω, ϕ and Ψ) of the goniometer in a diffractometer. In
the θ−2θ scans, by varying the angle of incidence θ, a diffraction pattern is recorded. The
position and the intensity of the peaks are used for identifying the phase formation through
their respective characteristic reflections. The ω scans are taken to check for a preferential film
orientation normal to the substrate plane. In that case a strong peak from the θ−2θ scan is
chosen, the detector is set and fixed to the corresponding value of the 2θ angle, as it is discussed
in the next section. In this work, the crystallization of the films is studied by both, θ−2θ and
ω scans. In a Bragg-Brentano geometry [54], YBCO films containing randomly oriented
crystallites are identified by strong (103) reflections. Whereas YBCO films containing a-b and
c oriented crystallites are recognized by high (005) and (200) reflections, respectively.

Figure 6 shows the X-ray diffractograms XRD, in semi-logarithmical scale, of the films grown
on the three different substrates (LaAlO3, SrTiO3 and YSZ) obtained after annealing at 820, 840
and 860 °C. In all the cases, the strongest reflections are those (h00) corresponding to the
substrate: (100), (200) and (300). Regarding the diffractions corresponding to YBCO, all the
diffractograms present (00 ℓ) reflections: (002), (003), (00,4), (005), (006), and (007) indicating
epitaxial growth of the film in the c-direction. Note that comparing to the samples annealed
at 820 and 840 °C, the samples annealed at 860 °C present the highest (00 ℓ) reflections.
Moreover, some (0k0) reflections, such as (010) and (020) are also detected, especially in the
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diffractogram corresponding to the sample deposited on LaAlO3, revealing that some crystal‐
lites grow in the b-direction.

On the other hand, since YBCO is a multi-cationic material, during the heat treatment at high
temperatures the oxygen atoms can diffuse as they are weakly bounded to the structure,
especially the oxygen atoms in the basal plane. Thus, in addition to the YBCO phase, other
different stable phases can be formed according to the phase diagram. The stabilization in other
structures depends on the number and arrangement of the vacant-sites of oxygen (tetrahedral
or octahedral). Following the phase diagram of YBCO at 800 ℃ [55], these phases can be
classified as: i) stable (YBa2Cu3O7, YBa2Cu4O8), ii) Secondary (BaCuO2, Y2Cu2O5, Y2BaCuO5,
BaCO3 etc), iii) unreacted (CuO, BaO, BaCO3 and Y2O3) and iv) unstable (BaCu2O2, Ba2Cu3O6-

x). In the XRD presented in the figure, small reflections corresponding to the phases
Y2BaCuO5 (Y211), Y2O3, BaCuO2 and Cu2BaO2 were also detected. They are listed in Table 3.
Note that in this work, no BaCO3 has been detected on the XRD of the samples, indicating that
the pyrolisis at 860 °C and slow rate (1 °C/min) is effective to prevent the formation of this
unwanted phase. In contrast, reflections belonging to Y211 (also called 'green phase') were
detected in the XRD for all the samples, suggesting that this phase might be formed during
melting of the YBCO phase [56]. Y211 also acts as flux pinning centres improving the electrical
and magnetic properties of the YBCO film [57]. Furthermore, the samples annealed at 820 °C
present the majority amount of unreacted phases, indicating that this annealing temperature
is not high enough to complete all the reaction. Besides, the less formation of secondary phases
is obtained on the LaAlO3 substrate while the sample containing more secondary phases is
obtained on YSZ substrates. The latest suggests that as smaller is the mismatch in lattice
constant to that of YBCO, there is better reaction between the coating components to form more
pure YBCO. The presence of these unwanted phases affect the magnetic properties of the
material, as we discuss in more detail below.

Figure 5. Four representative angles (θ−2θ, ω, ϕ and Ψ) of the goniometer in a typical diffractometer. In the θ−2θ
scans, by varying the angle of incidence θ, a diffraction pattern is recorded. Whereas, the ω scans is performed over a
strong peak from the θ−2θ scan. In this work, the crystallization of the films is studied by both, classical 2θ and ω
scans.
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Figure 6. X ray diffractogram of YBCO films on LaAlO3, SrTiO3 and YSZ substrates obtained by the oxalate CSD route
and annealing at 820, 840 and 860 °C. For all the cases, the strongest reflections are those (h00) corresponding to the
respective substrates. The presence of the (00 ℓ) reflections corresponding to YBCO indicate crystallite growth in the c-
direction. Some (0k0) reflections are also detected, especially in the diffractogram corresponding to the sample deposit‐
ed on LaAlO3, revealing that some crystallites grow in the b-direction.

For all the samples, the mean crystallite sizes and degree of epitaxy (fc) for YBCO were
calculated from the reflection (005) around 38.51°. The crystallite sizes were calculated with
Scherrer's formula, neglecting peak broadening caused by residual stresses in the films [54]:

hkl 

0.916
cos hkl

D l
b q

= (6)

where D is the average crystallite size, λ is the wavelength of the applied X-ray (λCu-Kα1=0.154056
nm), θhkl is the Bragg’s angle and βhkl is the pure diffraction line broadening (in radians), which
were easily found by measuring the full width at the half maximum (FWHM) of the reflection.
The obtained values are listed in Table 3. Note that for all the samples, the crystallite size
increases with temperature and the largest grains are obtained on the sample grown in YSZ
substrates and annealed at 860 °C.
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To calculate fc, the (005) and (002) intensities ( I(005) and I(002) respectively) were compared to
those ones provided in the PDF-2 card 89-6049 ( Istand(005)and  Istand(002) respectively) [58], following
the relation:

I 005I 200 = f c. Istand005(1 - f c)Istand200 (7)

The fc values are also listed in Table 3. Similar to the grain growth, fc increases with annealing
temperature, except for the samples grown on YSZ substrates. The highest fc is also obtained
on the sample grown on YSZ and annealed at 860 °C which is correlated with crystallite size
and sharpest (005) reflections.

Overall, the increase of grain size and fc values with annealing temperature observed in this
work indicate that annealing promotes the epitaxial growth of the crystals orientated to (005)
thus improving the crystallization of the CSD YBCO films, specially at higher temperatures.

Substrate
Annealing

Temperature (°C)
Secondary Phases

Crystallite size
(nm)

fc

LaAlO3

820 Y211, Y2O3, BaCuO2, 25 0.60

840 Y211, Y2O3 32 0.74

860 Y211 33 0.88

SrTiO3

820 Y211, Y2O3, BaCuO2, Cu2BaO2 25 0.02

840 Y211, Y2O3, BaCuO2, Cu2BaO2 30 0.61

860 Y211 35 0.64

YSZ

820 Y211, Y2O3, CuO, BaCuO2 34 0.90

840 Y211, Y2O3, CuO, BaCuO2 36 0.86

860 Y211, Y2O3, BaCuO2 56 0.91

Table 3. Secondary phases, grain size and fc values obtained from the (005) reflections from XRD of YBCO films grown
in LaAlO3, SrTiO3 and YSZ substrates by CSD and annealing.

8. Texture

As mentioned in the previous section, X-ray diffraction can also provide qualitative informa‐
tion about the texture of the YBCO films. Figure 7 shows a schematic representation of inclined
crystallites and their correspondent identification by ω-scans. The inclination (Fig. 7 (a)) is
related to the out-of-plane deviation of the crystallites and it is also called out-of-plane texture
(along the z axis). The ω− scans, also called rocking curves (Fig. 7 (b)), are obtained by scanning
the ω angle as indicated in Fig. 5 above and the degree of out-of-plane texture is then deter‐
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related to the out-of-plane deviation of the crystallites and it is also called out-of-plane texture
(along the z axis). The ω− scans, also called rocking curves (Fig. 7 (b)), are obtained by scanning
the ω angle as indicated in Fig. 5 above and the degree of out-of-plane texture is then deter‐
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mined by the FWHM value of the profile. If the rocking curve is the superposition of more
than one profile, the components indicate different internal layers.

Figure 7. Schematic representation of: a) inclined crystallites and b) the correspondent identification by ω-scans by
XRD.

Figure 8 shows the rocking curves corresponding to the (005) reflection of the YBCO films
obtained by the oxalate CSD route on LaAlO3, SrTiO3 and YSZ substrates and after oxygenation
at 860 °C. This reflection was chosen because its intensity is higher than the other (00ℓ)
reflections and also because its position in the XRD plot (around 2θ=38.72°) is far away from
any other reflection (see Fig 6). As mentioned above, the values of the FWHM (Δω) of the
rocking curves represent the degree of inclination of the crystallites with respect to the normal
of the plane substrate. The rocking curves corresponding to the sample deposited on LaAlO3

can be fitted with two Gaussian functions, while the samples deposited on SrTiO3 and YSZ can
be fitted up to three Gaussian functions respectively. Each Gaussian function provide different
Δω values meaning that the films consist on multilayers of YBCO of different texture. The
Δω values are listed in Table 4. Since the texture of the films is strongly influenced by the
substrate, the smaller Δω values in each sample should correspond to layers close to the YBCO/
substrate interface, whereas high Δω values represent textures of layers close to the film
surface. Note that the sample deposited on LaAlO3 present only two layers with different
texture although the inner layer presents the poorest texture (with Δω=0.45°) compared to
those from the other samples. Despite the YBCO film deposited on SrTiO3 contains three layers
with different texture, the inner layer presents a better texture (Δω=0.35°) than the other
samples. On the other hand, the relative high lattice mismatch between YBCO and YSZ (see
Table 2) was expected to influence the texture of the deposited YBCO. In fact, the intermediate
and outter-layers composing it are highly distorted (Δω=6° and 9° respectively) although the
texture of the deepest layer is similar to the other samples. The effect of increasing Δω from
bottom to top layers is characteristic of films increasing in thickness, once a critical or threshold
thickness is exceeded, the out-of-plane texture becomes negative.
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Figure 8. Rocking curves corresponding to the (005) reflection of the YBCO films obtained by CSD on LaAlO3, SrTiO3

and YSZ substrates, after oxygenation at 860 °C. The rocking curves corresponding to the sample deposited on LaAlO3

can be fitted with two Gaussian functions, while the samples deposited on SrTiO3 and YSZ can be fitted up to three
Gaussian functions respectively. Each Gaussian function provides a different Δω value which is listed in Table 4.

Position LaAlO3 SrTiO3 YSZ

Close to the film/substrate interface 0.45° 0.35° 0.4°

Intermediate layer - 0.83° 6.0°

Close to the surface 2.0° 1.0° 9.0°

Table 4. Full width at the half maximums (FWHM, Δω) of the rocking curves corresponding to the reflection (005) for
YBCO films obtained by the oxalate CSD route on LaAlO3, SrTiO3 and YSZ substrates and after oxygenation at 860 °C.

9. Superconductivity

Figure 9 shows the magnetic moment vs. temperature of the YBCO films on LaAlO3, SrTiO3

and YSZ substrates obtained by the oxalate CSD route and oxygenation at 860 °C. The plots
show the measurements taken in zero field cooling (ZFC) and field cooling (FC) modes for
external magnetic field applied parallel to the film plane of 100 mT for films deposited on
LaAlO3 and SrTiO3 and 50 mT for that deposited on YSZ. The superconducting property of the
obtained films is demonstrated by the diamagnetic signals below the transition temperature
TC=90 K, thus confirming the formation of the superconducting YBCO. Note that the sample
deposited on YSZ shows an up turn in the diamagnetic signal at low temperature, which can
be attributed to other phases which are present in the sample. In fact, according to Table 3, this
sample contains more secondary and unreacted phases than the other samples oxygenated at

Superconductors – New Developments48



Figure 8. Rocking curves corresponding to the (005) reflection of the YBCO films obtained by CSD on LaAlO3, SrTiO3

and YSZ substrates, after oxygenation at 860 °C. The rocking curves corresponding to the sample deposited on LaAlO3

can be fitted with two Gaussian functions, while the samples deposited on SrTiO3 and YSZ can be fitted up to three
Gaussian functions respectively. Each Gaussian function provides a different Δω value which is listed in Table 4.

Position LaAlO3 SrTiO3 YSZ

Close to the film/substrate interface 0.45° 0.35° 0.4°

Intermediate layer - 0.83° 6.0°

Close to the surface 2.0° 1.0° 9.0°

Table 4. Full width at the half maximums (FWHM, Δω) of the rocking curves corresponding to the reflection (005) for
YBCO films obtained by the oxalate CSD route on LaAlO3, SrTiO3 and YSZ substrates and after oxygenation at 860 °C.

9. Superconductivity

Figure 9 shows the magnetic moment vs. temperature of the YBCO films on LaAlO3, SrTiO3

and YSZ substrates obtained by the oxalate CSD route and oxygenation at 860 °C. The plots
show the measurements taken in zero field cooling (ZFC) and field cooling (FC) modes for
external magnetic field applied parallel to the film plane of 100 mT for films deposited on
LaAlO3 and SrTiO3 and 50 mT for that deposited on YSZ. The superconducting property of the
obtained films is demonstrated by the diamagnetic signals below the transition temperature
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Superconductors – New Developments48

860 °C. Therefore, the diamagnetic behaviour of the YBCO superconductor is screened by the
paramagnetic response of those unwanted phases. The latest is better distinguished at the
lowest temperatures in which the paramagnetic response tends to rise both, the ZFC and FC,
branches to positive values of the magnetic moment.
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Figure 9. Magnetic moment vs. temperature of YBCO films on LaAlO3, SrTiO3 and YSZ substrates obtained by oxalate
CSD and oxygenation at 860 °C. The magnetic measurements were taken in zero field cooling (ZFC) and field cooling
(FC) modes. The superconducting property is demonstrated by the diamagnetic signals below the transition tempera‐
ture 90 K. The samples deposited on LaAlO3 and SrTiO3 were measured under μ0Hext=100 mT while the sample depos‐
ited on YSZ was measured under μ0Hext=50 mT.

10. Conclusions

YBa2Cu3O7 films were successfully deposited on LaAlO3, SrTiO3 and YSZ by the oxalate CSD
route and heat treatments at 820, 840 and 860 °C. The preparation of the precursor solution
does not require trifluoroacetates components. The obtained samples consist of granular YBCO
films. X-ray diffraction reveals that all the samples contain crystallites oriented to (00 ℓ)
indicating epitaxial growth of the film in the c-direction. Remarkably, similar to the trifluor‐
oacetates CSD route, the oxalate route presented here does not form BaCO3. However, small
amounts of other phases, such as Y2BaCuO5 (Y211), Y2O3, BaCuO2 and Cu2BaO2, were formed.
The grain size and the degree of crystallinity values increase with annealing temperature
leading in more epitaxial and pure YBCO films. Thus, the samples oxygenated at 860 °C present
less unreacted and secondary phases, and higher (00 ℓ) reflections than the sample oxygenated
at 820 and 840 °C. Rocking curves corresponding to the (005) reflection of these films can be
fitted with more than one Gaussian functions meaning that they consist on multilayers of
YBCO with different texture. Moreover, the relative high lattice mismatch between YBCO and
YSZ was reflected in the texture of the corresponding grown YBCO layer. The superconducting
property of the obtained films is demonstrated by their corresponding magnetic measure‐
ments confirming the formation of the superconducting YBCO with TC=90 K. However, for the
case of the sample deposited on YSZ its corresponding diamagnetic signal is distorted by the
paramagnetic responses of the unwanted phases within this sample.
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Introduction

A well-known A-15 compound Nb3Sn was investigated by the break-junction tunnelling
technique with high superconducting critical temperature Tc ≈ 18 K. Relevant energy-gap
values were measured at T = 4. 2 K and these manifested as conductance peaks at bias voltages
2∆/e = 4–6 mV. Here, T is temperature and e> 0 is the elementary charge. In addition to
superconductivity-driven gap structures, reproducible humps were also detected at biases
±20–30 mV and ±50–60 mV for T = 4.2 K. Such hump features, complementary to coherent
peaks at the superconducting-gap edges, apparently resemble the pseudo-gap manifestations
inherent to high-Tc superconductors. These humps remain the only gap-related features above
Tc. Possible origins of these structures are discussed with emphasis on the charge–density–
wave (CDW) formation. CDWs are accompanied by periodic lattice distortions and are related
to the structural phase transition discovered decades ago in Nb3Sn. The current-voltage
characteristics exhibit asymmetries, being probably a consequence of normal-metal junction
shores or due to the vanishing symmetry of the junction conductance when CDWs are present
in both electrodes.

PACS numbers: 74.55.+v, 74.70.Ad, 71.20.-b, 74.81.Fa, 81.30.Kf

Materials with A-15 (β-tungsten) crystal structure [1, 2] possessed the highest superconducting
critical temperatures, Tc, over a long period of time until Cu-based superconducting ceramic
oxides were discovered [3]. The compound Nb3Sn is a representative material with Tc ≈ 18 K
among those inter-metallic alloy compounds and possesses stable metallurgical characteristics
[1, 2]. Therefore, Nb3Sn and some other older and newer materials, such as MgB2 and Fe-based
superconductors, are competitive with cuprates in technological applications of superconduc‐
tivity [4–11].

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



The crystal structure of Nb3Sn (as well as of its A-15 relatives) is not a layered one as that of
the copper-oxide or Fe-based high Tc superconductors. Instead, it includes orthogonal linear
chains of Nb atoms along each principal cube axis direction [1, 2] (see Figure1). This quasi-
one-dimensional feature served as a guide for the Labbe–Friedel model, which predicted
structural anomalies driven by peculiarities of the normal-state electron density of states, N(E),
near the Fermi level (a cooperative Jahn–Teller effect). More involved Gor’kov model, taking
into account inter alia the inter-chain correlations, also leads to the N(E) singularity and a Peierls
phase transition. Whatever the theoretical details, the primordial (high-temperature, high-T)
electron spectrum in Nb3Sn is unstable towards low-T phase transformation [12].

Figure 1. The A-15 crystal structure for the compound formula A3B. In our case, A stands for Nb whereas B stands for
Sn (taken from Ref. [1]).

In fact, A-15 cubic compounds, including Nb3Sn, are well known to undergo tetragonal
distortion below a certain temperature Tm, being higher than Tc. Hence, some part of the Fermi
surface is gapped by CDWs, which is detrimental to superconductivity, because of the reduced
electron density of states, which to a large extent determines Tc. The interplay between periodic
lattice distortions accompanied by CDWs in the electron subsystem, on the one hand, and
superconductivity, on the other hand, was intensively studied both experimentally and
theoretically and applied to Nb3Sn as a particular case [1, 2, 12–15].

The contest between superconducting and CDW (dielectric) order parameters should inevi‐
tably lead to a superposition of the corresponding energy gaps in the overall electron spectrum
modified by both Cooper and electron–hole pairings. Any experimental technique measuring
the gapped electron density of states below Tc or the convolution with its counterpart (if any)
should be sensitive to the interplay between phenomena discussed above [15–17]. A typical

Superconductors – New Developments56



The crystal structure of Nb3Sn (as well as of its A-15 relatives) is not a layered one as that of
the copper-oxide or Fe-based high Tc superconductors. Instead, it includes orthogonal linear
chains of Nb atoms along each principal cube axis direction [1, 2] (see Figure1). This quasi-
one-dimensional feature served as a guide for the Labbe–Friedel model, which predicted
structural anomalies driven by peculiarities of the normal-state electron density of states, N(E),
near the Fermi level (a cooperative Jahn–Teller effect). More involved Gor’kov model, taking
into account inter alia the inter-chain correlations, also leads to the N(E) singularity and a Peierls
phase transition. Whatever the theoretical details, the primordial (high-temperature, high-T)
electron spectrum in Nb3Sn is unstable towards low-T phase transformation [12].

Figure 1. The A-15 crystal structure for the compound formula A3B. In our case, A stands for Nb whereas B stands for
Sn (taken from Ref. [1]).

In fact, A-15 cubic compounds, including Nb3Sn, are well known to undergo tetragonal
distortion below a certain temperature Tm, being higher than Tc. Hence, some part of the Fermi
surface is gapped by CDWs, which is detrimental to superconductivity, because of the reduced
electron density of states, which to a large extent determines Tc. The interplay between periodic
lattice distortions accompanied by CDWs in the electron subsystem, on the one hand, and
superconductivity, on the other hand, was intensively studied both experimentally and
theoretically and applied to Nb3Sn as a particular case [1, 2, 12–15].

The contest between superconducting and CDW (dielectric) order parameters should inevi‐
tably lead to a superposition of the corresponding energy gaps in the overall electron spectrum
modified by both Cooper and electron–hole pairings. Any experimental technique measuring
the gapped electron density of states below Tc or the convolution with its counterpart (if any)
should be sensitive to the interplay between phenomena discussed above [15–17]. A typical

Superconductors – New Developments56

example of such a method is electronic quasi-particle tunnelling spectroscopy. Moreover, if
multiple gaps of the same nature (usually, those are recognized as superconducting gaps) are
inherent to the reconstructed electron spectrum or multiple gaps are generated by some kind
of proximity effect, they would influence the tunnel conductance together [18–20]. Multiple
superconducting gapping in Nb3Sn was also suggested on the basis of heat capacity [21, 22]
and point-contact conductivity [23] measurements. On the contrary, subsequent heat capacity
studies were considered as manifestations of a single superconducting gap [24].

The origin of superconductivity and the gapping features in A-15 compounds have been
explored by various methods. Namely, fabrication of corresponding tunnel junctions and
electron tunnelling spectroscopic measurements were intensively carried out to probe the
electron–phonon interaction in terms of the Fröhlich–Eliashberg function α2F(ω) and to extract
the superconducting-gap values 2∆ [25–29]. Those junctions made for tunnelling spectroscopy
purposes included artificial oxide barriers that might cause spurious features in the tunnelling
spectra. On the other hand, pristine junctions of Nb3Sn samples such as break junctions or
cleaner direct contacts turned out to be of better quality so that the ambiguous influence of the
barrier was avoided both in the tunnel [30] and point-contact [31] conductivity regimes. Those
measurements revealed a single clear-cut superconducting gap and another feature at higher
voltages most probably connected with the structural transition discussed above. In this
chapter, tunnelling measurements of Nb3Sn single crystals are presented using a break-
junction technique that has been improved on the basis of previous work [30]. The experiments
were carried out focusing on both the superconducting-gap characteristics and the electronic
peculiarities of N(E) emerging due to the structural (martensitic) transition intimately associ‐
ated with CDWs. The latter could be due to the Peierls [1–3, 12] or excitonic (Coulomb) [32]
transitions of the parent high-T state. In the mean-field approach, the coupled system of
equations describing competing superconducting and electron–hole pairings is the same for
any microscopic picture of the CDW pairing [13–15, 33]. Therefore, the consequences impor‐
tant for our subsequent analysis are similar for both kinds of electron–hole instabilities at this
semi-phenomenological level, although one should bear in mind the necessity of the micro‐
scopic justification for any adopted model (see, e.g., electron band calculations [34, 35]).
According to earlier findings in the point-contact measurements [31], we expected the
manifestations of CDWs also in the quasi-particle conductance G(V) = dI/dV, where I denotes
the quasi-particle tunnel current across the break junction. The quantity G(V) in CDW super‐
conductors is a complicated functional of the superconducting, Δ, and dielectric (CDW), Σ,
energy gaps [15, 16, 33] being no more a simple convolution of the electron density of states
as in the conventional Bardeen–Cooper–Schrieffer (BCS) model of superconductivity [36].
From the experimental point of view, tunnel conductances G(V) distorted by CDW gapping
are well known for a number of relevant materials [15, 16, 37, 38].

2. Experimental procedures

Nb3Sn single crystal samples were grown by a standard vapour transport method. The
temperature dependence of the electrical resistance for an Nb3Sn crystal is shown in Figure 2.
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It was measured using the break-junction configuration just before the breaking. To avoid any
difficulty in forming a clean junction interface on the small surface area of the tiny crystalline
piece, making such a break junction is the best method. A cryogenic fracture at 4.2 K of the
crystal piece provides the crucial advantage of this technique. The fracture is performed by at
first mounting the sample on the flexible substrate with four electrodes, subsequently stressed
by an external bending force. Thus, a fresh and clean junction interface appears that can
provide the undistorted gap features both for superconducting and semiconducting electron
spectra including extremely surface-sensitive delicate compounds [38]. This junction design
exhibits the symmetric superconductor–insulator–superconductor (SIS) geometry.

Figure 2. The temperature dependence of the electrical resistance, R (T), for Nb3Sn used in the present break-junction
measurements.

3. Results and discussion

The tunnelling conductance G(V) = dI/dV(V) in the superconducting state at T = 4.2 K is shown
in Figure 3 for several break junctions. The sharp and intensive gap-edge structure observed
in Figure 3 (a) exhibits the peak-to-peak voltage interval Vp-p ≈ 8.6 mV (corresponding to bias
voltages Vp ≈ ±4.3 mV) and very small zero-bias leakage. This is common to the s-wave BCS
gap structure inherent to the SIS geometry of the break junction, for which Vp-p = 4∆/e. Here e
> 0 is the elementary charge.
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Figure 3. Conductance G (V) = dI/dV obtained for different Nb3Sn break junctions (a), (b) and (c). Tunnelling quasi-
particle gap feature (a) is fitted with the broadened BCS density of states N(E, Г) (see the text). G (V) of (b) is broadened
showing much more conductance leakage as compared with (a). Substantial zero-bias leakage with asymmetric back‐
ground conductance is seen in (c).

By employing the standard broadening in the quasi-particle density of states, N(E,Г) = |Re{(E-
iГ)/[∆2-(E-iГ)2]1/2}|, along with thermal smearing, the fitting procedure quantitatively repro‐
duces the SIS spectral features. Here, Г is a phenomenological broadening parameter [39].
Applying the fitting procedure, we emphasized on either the outer or the inner features of the
gap structure. The resultant parameters ∆ were similar in both cases, whereas Г values
describing the pair breaking caused by an identified reason varied conspicuously. The sub-
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gap shoulders at ±2.3 mV in Figure 3 (a) correspond to ± ∆/e singularities as a result of the SIN
admixture to G(V). Here, N stands for the normal metal. In contrast to the SIS junction
characteristics in Figure 3 (a), the gap peak in G(V) of Figure 3 (b) is substantially broadened
showing much more intensive conductance leakage as well as the high-bias conductance
magnitude about 103 times larger than that for the junction of Figure 3 (a). The conductance
leakage level reaches almost the normal-state high-bias value exhibiting also the Josephson or
weak link peak at zero bias. This feature is no longer a standard tunnelling phenomenon
appropriate to junctions with small transparencies [36]. Instead, the Andreev reflection at the
interfaces should govern the current through the junction interface. At the same time, the wide
conductance peaks at about ±5.5 mV corresponding to the values ±2∆/e for an SIS junction do
not differ much from their counterparts seen in Figure 3 (a). We rarely observed much smaller
gap-peak energies. In fact, the shoulders at ±2.3 mV in Figure 3 (a) appear as the apparent but
less enhanced gap-peak structures at the same bias positions in Figure 3 (c), where the
substantial zero-bias leakage (~28% of the high-bias normal state) as well as the asymmetric
conductance background above the gap voltages are evident. These features indicate that the
tunnelling conductance of Figure 3 (c) is due to the accidental formation of an SIN junction
corresponding to the peak positions of ±∆/e, in which one side of the junction is a normal metal.
Assuming the weak-coupling isotropic BCS gap to Tc ratio 2∆/kBTc ≈ 3.5, where kB is Boltzmann
constant, the observed gap values correspond to the local critical temperatures Tc* ≈ 14.2 K (a)
and 18 K (b). The former value indicates the existence of the non-stoichiometric patch,
nevertheless exhibiting almost textbook-coherent gap-edge peaks, while the latter value is
close to the bulk Tc. The smaller gap value extracted from Figure 3 (a) and (c) most probably
corresponds to the reported Sn-deficient phase [28], which is suggested to exist as a quite stable
crystallographic phase of this compound. We note that in the present break-junction meas‐
urements, the observed maximum gap size shown in Figure 3 (b) demonstrates the almost BCS
value, so that we could not find any apparent strong-coupling feature showing the typical
ratios 2∆/kBTc ≈ 4.3–4.4 [10, 11, 28].

In Figure 4 (a), the conductance G(V) is shown for two different break junctions at T = 4.2 K
and bias voltages extended to higher regions of ±40 mV. The well-developed gap peaks, which
are consistent with the results depicted in Figure 3 (a), are clearly seen. The intensive G(V)
peaks of the curve A are cut in order to magnify other important features. The reproducible
appearance of the peaks at ±4.2–4.6 mV as is shown in Figure 4 (a) suggests that the cracking
forming break junctions tends to occur along the defect phase of the crystal [28]. In curve A,
outer peaks appear at values ≈ ±5.5 mV, which can be seen as shoulders in curve B. These
features are consistent with the broad peaks corresponding to the bulk Tc as was discussed
while describing Figure 3, thereby reflecting the inherent gap value of Nb3Sn, although those
coherent gap peaks are not very strong. The outer-bias peaks or shoulders in curves A or B
appear when the zero-bias peak is present. Since zero-bias peaks are manifestations of the
coherent Cooper-pair tunnelling and are not expected to appear in the distorted regions, the
presence of this feature supports the idea that the break-junction interface is formed inside an
optimal superconducting-phase patch of the inhomogeneous Nb-Sn composite displaying
substantial gap distributions. Thus, multiple superconducting gaps are indeed observed in
Nb3Sn, being, however, a consequence of the spatial inhomogeneity and, probably, also certain
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proximity between different phases rather than features appropriate to a true two-gap
superconductivity realized in the momentum-space [20].

In addition to the superconducting-gap structures at ≈ ±4.2–4.6 mV and ≈ ±5.5 mV, one can see
the broad humps around ±20 mV as a third structure inherent to the curves A and B in Figure
4 (a). The hump bias positions and their ≈2–4% intensity increase against the background are
similar for all curves represented. Such ±20 mV structures were also seen previously in Nb-Sn
break junctions [30] and an example is shown for comparison in Figure 4 (b). In those data
(Figure 6 of Ref. [30]), the peculiarities start at ±20 mV and extend up to biases of ±30 mV. Their
subtle intensity could be associated with their possible origin as strong-coupling phonon
features, phonons being the most probable Cooper-pair glue in Nb3Sn. However, this explan‐
ation seems to be unlikely here because similar hump structures are observed together with
the smaller ±4.3 mV superconducting-gap peaks, corresponding to the phase with a lower Tc,
but in the absence of the larger ±5–6 mV ones, which are considered as the predominant gap
features. Furthermore, although the strong-coupling feature of the electron–phonon interac‐

(b)	

Figure 4. (a) G(V) describing different Nb3Sn break junctions. (b) The break-junction data of the superconducting Nb-
Sn composite (taken from Ref. [30]).
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tion should be concomitant with the ideal BCS-like gap structures, no such hump is observed
along with the very distinct BCS gap structure of Figure 3 (a). On the other hand, it seems
remarkable that the coexisting superconducting-gap and hump structures presented here are
very similar to the tunnelling conductance patterns of the high-Tc copper-oxide superconduc‐
tors observed at low T [16, 33], although the energy scales differ in both cases [27]. We note
that a misleading interpretation of the outer structures as a strong-coupling effect was
discussed earlier in the case of a 5f-electron superconductor [40].

We plot the temperature evolution of G(V) in Figure 5 for a mechanically stable break-junction
configuration. This is a representative selected among a number of trial measurements. The
conductance G(V) at each T, G(V, T), is quite stable exhibiting almost no shift along the vertical
G(V) axis in the whole T range from 4.2 K to 20 K. It might be expected that thermal crystal
lattice expansion would destroy the conventional smooth evolution with T of the G(V) spectra,
but in our case this possible disturbance is completely absent or cancels out. To be certain that
this stability of spectra really takes place, we even sometimes measured G(V) with the T-steps
up to several tenths of Kelvin and no shift was noticed just the same. The microscopic origin
of the observed mechanical stability still remains to be clarified, but it can be speculated that
the exposed edges of the fractured crystal may accompany structural changes by possible
surface reconstructions, which might serve as solid junction interfaces. In Figure 5, the well-
defined gap-edge peaks clearly seen at T = 6.4 K are gradually suppressed and smeared when
T increases and finally the sequence G(V) tends to the curve of the shallow V-like shape at T
about 17.4 K. This behaviour is quite common to the BCS superconductors.

Figure 5. Temperature variations of G(V) for an Nb3Sn break junction. The left inset shows the temperature depend‐
ence of the normalized zero-bias conductance, G(0)/G (±30 mV). The right inset shows the G(V) fitting with N(E, Г) for
the SIS junction (see the text).
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To analyze the T-driven evolution of the gap characteristics more closely, we plot the T
dependence of the fixed conductance at zero bias, G(0, T), normalized by high-bias voltage
value (V = 30 mV) in the left inset of Figure 5. It is noted that G(0, T) changes drastically, while
the conductance at 30 mV, G(30 mV, T), is kept almost constant. According to the BCS theory
for isotropic superconductors, the quantity G(0, T) is proportional to the thermally smeared
convolution of two densities of states. Thus, G(0, T) may serve as an estimate of the removed
electronic states due to the superconducting-gap formation with decreasing T. For a typical
SIS junction, however, the intensive Josephson peak and thermally excited states above and
below the gap energy made it impossible to quantitatively measure the smooth G(0, T).
Nevertheless, in the left inset of Figure 5, the actual G(0, T) can be of help to estimate the gap
evolution because of the featureless zero-bias conductance similar to that for an SIN junction.

The critical temperature Tc of Nb3Sn at the break-junction interface should be determined as
≈18 K from the behaviour of the zero-bias conductance G(0, T), which is consistent with the
temperature dependence of the electrical resistance, R(T), in the Figure 2. The low-T gap
combined with the found value Tc ≈ 18 K gives the gap-to-Tc ratio 2∆(0)/kBTc ≈2.8–2.9, which is
notably smaller than the weak-coupling BCS constant 3.5, not to talk about the strong-coupling
values ~4.4 known from literature [10, 28]. After a closer look at the left inset of Figure 5, one
can recognize that G(0, T) has a very weak maximum below 18.3 K and exhibits a decrease
with lowering T, the slope becoming steeper below 14–15 K. The latter threshold T value is
consistent with the local BCS Tc* ≈ 14–15 K corresponding to 2∆ = 4.2–4.6 meV as was inferred
from Figure 3 (a). This smaller gap is probably formed by the proximity effect in the junction
region presumably due to the break-junction fracture of the local imperfect phase. The subtle
rising of the peak in G(0, T) with the decrease of T below ≈18.3 K, may correspond to the BCS
coherence-factor manifestation below Tc due to the energy gap formation. The right inset shows
the SIS conductance fitting results using the N(E,Г) with thermal smearing in order to deter‐
mine accurately the gap value at 6.4 K [39]. We can recognize from these results that the fitted
gap-peak position corresponding to the gap parameter ∆ = 2–2.3 meV changes only slightly
even if the broadening parameter Г varies strongly in the range 0.12–0.46 meV.

Figure 6 displays the conductance curve G(V) extended to the high-bias region. We can notice
larger-V features in addition to the superconducting-gap-edge structures. The magnitude of
G(V) exhibits rather weak voltage dependence up to |V| ≈ 100 mV. In the curve A of Figure
6, the width of the central superconducting-peak region is about 9 mV, which corresponds to
the representative gap value 2Δ = 4.5 meV as has been already indicated and discussed in
connection with Figures 3–5. The main and unconventional features of G(V) shown in the curve
A of Figure 6, which deserve to be emphasized, are the reproducible broadened humps of G(V)
centered at biases ≈ ±50–60 mV with the shallow depression between them. This hump
structure in G(V) possesses the overall change in G(V) ~20% of the background. One finds the
gap-like peaked structures beyond the central region that reveal superconducting-gap
peculiarities and subtle features at -20 mV as discussed in the text concerning Figure 4.

The ±50–60 mV gap-like structures were also obtained for the different junction as is shown in
curve B of Figure 6. The curve exhibits bends or kinks in this case, which exhibit a weaker
change (≈5%) against the background G(V) value, but their bias positions at ± ~50 mV are in
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accordance with each other. This fact testifies that the structures observed in this bias region
have a common origin. Anyway, the subtle peak features at ±20 mV are well reproduced and
most probably have the same origin as discussed in the context of Figure 4. In curve B, the ±5.5
mV superconducting-gap-edge peaks corresponding to the bulk Tc ≈ 18 K are seen as well. All
the features including the conventional superconducting gap of ±4.5 mV are reproduced in
curve B regardless of the conductance G(V) magnitude, which is ~102 times larger than that of
curve A. From these patterns, the reproducible characteristic structures at ±5.5 mV, ±20 mV,
±50 mV inherent to Nb3Sn are confirmed.

Further measurements above Tc were carried out in order to be sure that the above hump
structures are not due to the superconductivity-induced spurious effects. Figure 7 shows the
tunnelling spectra for different break junctions at temperatures 4.2 K (Figure 6, curve B) and
above Tc. The mechanically supported break junctions go usually very unstable at high
temperatures. Therefore, we could not ubiquitously obtain certain spectral features for all the
junctions. Nevertheless, as shown in Figure 7, the tunnelling conductance spectra show
reproducible gap-edge-like structures at characteristic biases around ±50 mV, which are in
agreement with the hump structures appropriate to the conductance measured when the
junction electrodes were at lower temperatures, deep in the superconducting state. The biases
of the apparent gap-edge-like structures are distributed around the ±40–60 mV range. Similar
scattered characteristic bias positions already appeared in the low-temperature superconduct‐
ing data depicted in Figure 6. We should emphasize here that the very existence of the energy
gap in the normal state above Tc is remarkable for Nb3Sn.

Comparison of the substantially suppressed sub-gap conductance features for the normal-state
data of Figure 7 with the extrapolated zero-bias conductance values of curve A in Figure 6
indicates that a sufficient quality of the junction interface should be realized to notice the partial

Figure 6. G(V) for Nb3Sn break junctions in the bias range up to ±150 mV.
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density-of-states gapping in the quasi-particle tunnelling studies. The zero-bias conductance
depression values are noted to constitute about 30% of the normal state conductance. There‐
fore, assuming the SIS geometry of the break junction, one can estimate that about 17% of the
density of states N(EF) at the Fermi energy EF was removed due to formation of the normal-
state gap with the position at about ±50–60 mV. The gap structures in G(V) above 35 K depicted
in Figure 7 exist well above the bulk Tc≈ 18 K. Each G(V) curve corresponds to its own break
junction. One observes reproducible gap-edge-peak positions ±40–60 mV in the conductance
spectra. Such characteristic values are kept almost constant together with the inner gap
structures. The asymmetric gap structures obtained for the symmetric break-junction config‐
uration testify that the single-crystalline samples were cracked along defects or grain boun‐
daries, resulting in the conspicuously asymmetric junction properties. Although the highest
temperature of measurements was 45.8 K, it is remarkable that the gap locations at 50 mV are
almost the same as the hump positions found at 4 K in the superconducting state.

Since the smaller features at ±20 mV of Figure 4 displayed in the superconducting state are
approximately reproduced, the peculiarities found at this bias range and reported previously
for Nb3Sn [25–30], which have been attributed to the electron–phonon interaction manifesta‐
tions in the spectra for this compound, should be rather considered as the gap-edge structures
of a non-superconducting nature. Since the present observations seem to be important in order
to interpret the Nb3Sn tunnelling characteristics found previously, we collected various tunnel
spectra in Figure 8. As shown, the ±20 mV structures manifest themselves regularly at
temperatures from 4.2 K up to 35 K, well above Tc.

The significant conductance asymmetry with respect to the bias as is demonstrated in Figures
7 and 8 was observed in the majority of the tunnelling experiments dealing with the normal-

Figure 7. G(V) for different Nb3Sn break junctions well above Tc up to 45.8 K.
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state gap or the dip-hump structures in high-Tc cuprate superconductors [33]. Such asymme‐
tries can be naturally understood by considering the phase of the CDW order parameter. This
phase may enter and substantially distort the quasi-particle tunnelling characteristics in the
partially CDW-gapped and at the same time partially normal-metal state formed in the
symmetric set-up of the break junction between CDW conductors if the symmetry is somehow
violated. In particular, her hand, appearance of this asymmetry, together with the manifesta‐
tions of double-gap features at both inner biases of ±20–30 mV and almost twice larger values
±50 mV, indicates that the gap structures possessing the smaller values ±20 mV are probably
due to the asymmetric junction formation with the CDW gap Σ and the conductance featured
at V = ± Σ/e. The dissimilarity between G(V) branches in apparently symmetric junctions may
be a consequence of the broken symmetry phenomenon [15, 33]. In this case, both electrodes
are in the same CDW-gapped state but with Σleft and Σright having different signs! Alternatively,
an asymmetric junction might be formed after cracking the sample with one of the electrodes
being in a CDW-free metallic state. Then G(V) is also asymmetric [15, 33].

Possible emergence of extra gapping due to the CDW influence on the Nb3Sn tunnel spectra
makes ambiguous the routine interpretation of extra G(V) structures as the result of strong-
coupling features induced by the electron–phonon interaction, although such an identification
is familiar and often quite correct for more conventional superconductors [40]. Once such
structures are recognized as the intrinsic gaps, like in our case, the difficulties of interpretation
should be resolved taking into account the gapping by instabilities in the electron–hole
channel. The weak hump structure depicted in Figure 4 is now understood as the ± Σ/e
singularity emerging due to the partial Fermi surface CDW-driven gapping in the junction, its
asymmetric form being induced by the broken symmetry in the CDW state with the opposite
signs of CDW order parameters in the electrodes. On the other hand, as we have indicated

Figure 8. G(V) for different Nb3Sn break junctions showing mainly the smaller ±20–30 mV gap structures.
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above, the asymmetric G(V) shape of the apparently symmetric junction may emerge due to
the actual formation of the asymmetric (one-side normal-metal) junction. In this case, the
CDW-driven current-voltage characteristics are asymmetric for any phase of Σ except π/2 [15,
33]. The realization of the actually asymmetric configuration in the nominally symmetric
junctions was observed in the break-junction measurements of both CDW conductors [41] and
superconductors [42].

We attribute the normal-state gap features to the (martensitic) structural phase transition
observed in the A-15 compound Nb3Sn [1, 2, 13–15, 20, 24, 31, 34, 43], on the basis of the
evidence given in the Introduction. Below the corresponding transition temperature, the cubic
crystallographic symmetry is deformed and the tetragonal periodic lattice distortions appear
driven by the Peierls-type instability due to the displacement of Nb atoms. The concomitant
CDW leads to the quasi-particle gap formation in the parent electronic density of states N(E).
Since in Nb3Sn the CDW transition hardly affects the transport properties [12], the dielectric
energy gap Σ should distort only a small section of the Fermi surface. Its electronic signature
is very weak and hence there were previously not so many discussions about the peculiarities
of the tunnel conductance spectra characterizing Nb3Sn junctions. Moreover, CDW distortions
in Nb3Sn seem to be spatially inhomogeneous similarly to what is inherent to cuprate layered
structures [16, 33]. This would make the manifestations of the CDW peculiarity in the electron
spectrum much smoother than in conventional cases of sharp second-kind phase transitions.
Therefore, the CDW gapping reveals itself in the tunnelling G(V) as a weak pseudo-gap-like
feature well known for other objects [16, 17, 33, 44]. Actually, the average depth of the CDW-
related gap-like structure constitutes less than half of the background. This is readily under‐
stood taking into account the inhomogeneity effects and the gapping of only a small Fermi
surface section.

High-T measurements revealed the existence of the gap-like structure at 46 K, which is above
the reported martensitic transition Tm = TCDW ≈ 43 K, and the gap-edge value does not decrease
even at this temperature as compared with the low temperature data. This is in contrast to the
apparent decrease of the normal-state gap energy above Tc reported by Escudero and Morales
[31], although we agree with those authors that the gap feature survives above 45–50 K.
Generally speaking, the inhomogeneity of the CDW structures should result in the scattered
TCDW values. The broad singularities at ±50–60 mV can be attributed to the CDW gap edges
with ±2Σ/e corresponding to the martensitic transition, which normally occurs at TCDW [1, 2].
According to our data, TCDW is in the range ≈46–50 K, so that the gap ratio 2Σ/kBTCDW can be
estimated as ≈14±2. This value is significantly larger than the mean-field s-wave BCS ratio 3.53
describing the isotropic Cooper pairing. However, such values are typical for CDW phase
transitions although their reduced gaps Σ(T)/Σ(0) are well described by the BCS-like mean-field
equations. For instance, 2Σ/kBTCDW is about 15 for the normal CDW transition in the low-
dimensional conductor NbSe3 [45].

Finally, it should be noted that the theoretical approach to the interplay between supercon‐
ductivity and CDW phenomena, which started in connection to A-15 compounds [13], was
recently successfully applied to treat the pseudo-gap manifestations in copper oxides [15–17,
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33]. The presented observations strongly support the idea that certain phenomena in A-15 and
high-T superconductors, in particular the dip-hump structures, are of the similar origin.

4. Summary

From the break-junction tunnelling measurements of the Nb3Sn single crystals, the represen‐
tative superconducting gaps were found to be 2∆ = 4–4.5 meV (2∆/kBTc ≈ 2.8) and 5.5–6meV
(2∆/kBTc ≈ 3.7). The smaller gap is probably due to the proximity effect involving the Sn-
deficient phase, while the larger one is naturally attributed to the bulk value. Hence, the two-
gap superconductivity in Nb3Sn confirmed here and found elsewhere is not an intrinsic two-
gap superconductivity driven by two interacting distinct electron bands.

The high-bias tunnelling conductance exhibits gap-like structures with the characteristic
values 2Σ = 50–60 meV, which are observed up to at least ~50 K. These gaps can be due to the
CDW pairing associated with the martensitic structural phase transition observed at Tm ≡ TCDW.
The gap ratio 2Σ/kBTCDW is estimated to be 14±2, which is typical for the known CDW conduc‐
tors. Further measurements, with the emphasis on the higher temperature evolution of Σ,
should be necessary to clarify the nature of the CDW-related phenomena in this A-15 com‐
pound.
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1. Introduction

Among high-Tc superconductors with Tc > 77 K, YBa2Cu3O7-x (YBCO) is the most elaborated
material for electric power applications and low noise electronics. Discovered in 1987 [1],
YBCO is now included in the most advanced high-Tc superconducting epitaxial oxide thin-
film heterostructures with other metal-oxide materials. Cables for electric power transporta‐
tion, motors, generators and others large scale applications are using 2nd generation flexible
superconducting tapes comprising epitaxial YBCO films with critical current about 2
MA/cm2 at 77 K [2]. Electronic applications of high-Tc superconductors have lower economic
impact and received up to now less publicity but they are also becoming competitive. Low
noise high-Tc superconducting quantum interference devices (SQUIDs) are made from high
quality epitaxial YBCO films and grain boundary Josephson junctions. With a help of a 16-mm
multilayer superconducting flux transformer the best magnetic field resolution of high-Tc

SQUIDs about 4 fT/√Hz at 77 K was achieved [3]: all-oxide heterostructures based on high-
quality epitaxial YBCO thin films with other metal-oxide layers are indispensable for con‐
struction of high-Tc SQUIDs with ultimate sensitivity [4]. High-Tc SQUIDs serve as sensors of
magnetic field in the LANDTEM geophysical survey system that has located mineral deposits
worth Australian $6bn [5]. Metallic contaminant detection systems are integrated in the food
production lines and important for manufacturers of lithium-ion batteries. These systems are
gaining sensitivity with high-Tc SQUID sensors [6]. Scanning high-Tc SQUID biosusceptometry
is used to track noninvasively labelled colorectal tumors by conducting different preoperative
and intraoperative in vivo examinations [7]. In this chapter the prospective applications of
epitaxial thin film heterostructures based on YBCO in information technology, electron
microscopy and magnetoencephalography are described.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



2. Information technology

Storage of information is essential in computers and communication devices which are now
indispensable in our everyday life. Resistive switching and the related oxygen motion in
SrTiO3 may take place in regions as small as 3 nm [8], [9] which corresponds to a hypothetically
possible size of future non-volatile resistive random-access memory (RRAM) memories of
about 1 TB/cm2. Important attributes of resistive switching elements are the presence of a
rectification effect due to a Schottky barrier at one of the interfaces of the insulator with
electrodes and the presence of a conducting channel for oxygen vacancies and electrons within
the insulator [10], [11]. A large difference between the work functions (WF) of the insulator
and the WF of one of the electrodes is required for a pronounced Schottky effect at the interface
and a large amplitude of the resistive switching. An advantage of using of YBCO for RRAMs
is the high value of its WF ~ 6.1 eV [12], [13]. This value of WF is significantly larger than WFs
of Pt or Au electrodes (WF~ 5 eV) and TiO2 and SrTiO3 (STO) insulators (WF~ 4.3 eV).

Resistive switching memory elements were made using epitaxial thin film heterostructures
YBCO-STO-Pt [14]. These elements can operate at room temperature and improve their
On/Off resistance switching ratio at lower temperatures. The rectification effect at the interface
with YBCO is increasing when YBCO is in the superconducting state [15] giving a hope for
further increasing of the On/Off resistance switching ratio. We have produced YBCO-STO-Al-
Pt heterostructures (see sketch in Fig.1) and studied their resistive switching and microstruc‐
tural properties. With YBCO as the bottom electrode a Schottky-like bottom interface is formed
whereas the contact between the STO and Al is ohmic: WF of Al is ~ 4.1 eV. A 3 nm thick Pt
film served for passivation of Al film.

The YBCO and STO films of the YBCO-STO-Al-Pt heterostructure were prepared by high
oxygen pressure DC magnetron sputtering technique [16], [17]. The YBCO electrode was
grounded using ohmic contact with a silver pad and a piece of indium. 20-μm-square top

Figure 1. Sketch of YBCO-STO-Al-Pt heterostructure used for the investigation of the resistive switching effect in the
present work.
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electrodes consisting from Al and Pt films were deposited on STO by DC magnetron sputtering
in pure argon and patterned by deep-UV photolithography and ion beam etching. The
patterning was finished by removing of the residuals by chemical etching of aluminium film
with developer for AZ photoresist AZ326MIF. Electrical contact to the top electrode was
performed by a flexible Pt wire using a micromanipulator and an optical microscope. The
electrical measurements were performed at room temperature in ambient atmosphere.

Pristine contacts have a resistance of about 100 GOhm. Activation of the memory cells was
performed by the process of electrodegradation (electroforming) of the STO insulator at a
negative voltage of −6 V and a compliance current of 6 mA. Opposite polarity did not activate
the cells but irreversibly destroyed them by formation of oxygen bubbles at the STO-Al
interface. Only one conducting channel appeared at each contact pad as the result of electro‐
forming and the position of this channel was beyond traces of Pt wire in the top electrode. The
I(V) and R(V) characteristics of the YBCO-STO-Al-Pt heterostructure are shown in Fig. 2 and
Fig. 3 respectively. All contacts have demonstrated similar characteristics.

Figure 2. I(V)-characteristics of YBCO-STO-Al-Pt heterostructure demonstrating five continuous resistive switching cy‐
cles.

Scanning electron microscopy of the electroformed area was performed in the lower secondary
electron image (LEI) mode (see Fig. 4). A conducting channel with diameter ∼400 nm through
STO film and a trace of overheated area near this channel were observed. Investigation of the
conducting channel and its interfaces with electrodes by cross-sectional high resolution
transmission electron microscopy will give more information about the microstructure and
physical nature of operation of the resistive switching effect in these contacts.
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Figure 4. SEM image of the electroformed area of YBCO-STO-Al-Pt heterostructure performed in the LEI mode.

Figure 3. R(V)-characteristics of YBCO-STO-Al-Pt heterostructure demonstrating five continuous resistive switching
cycles.
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A possible mechanism of the observed resistive switching effect in the YBCO-STO-Al-Pt
heterostructure can be the following. During the process of electrodegradation, a conducting
channel through the STO film separated by a highly ohmic Schottky barrier from the bottom
electrode is formed. The nature of the conducting channel is described elsewhere [11]. The
conducting channel serves for a transport of electrons and oxygen ions by the switching electric
fields. The reactions of creation (at negative bias) and dissociation (at positive bias) of oxygen
vacancies near the bottom interface probably lead to the greatest contribution to the On/Off
resistance switching ratio of the described contacts. A part of oxygen atoms can migrate
through the bottom interface while the other part can be accommodated inside STO leading
to local strain and elastic deformation of STO lattice near the bottom interface. Serving as a
reservoir of oxygen atoms, the high value of the work function and the mechanical strength
of YBCO are favourable for the superior operation, reproducibility and long term stability of
the resistive switching elements described above.

3. Electron microscopy

Modern fifth-order aberration-corrected high resolution transmission electron microscopy
(TEM) is able to resolve a crystal spacing less than 50 pm [18]. Especially correction of chromatic
aberrations is considered as extremely challenging technological task. The complicated
electron optics, extreme machining precision and stability for the power supplies are in the
sub 0.1 ppm range are required. One possibility for the further improvement of the resolution
of TEM will depend on ability to suppress fluctuations of magnetic fields along the optic axis
and especially in magnetic lenses [19]. Some of the magnetic fluctuations are related to thermal
fluctuations (Johnson-Nyquist noise) and can be reduced by cooling of the microscope column
and lenses to cryogenic temperatures [19].

The temporal stability of magnetic fields in magnetic lenses is limited by several sources of
interference, including fluctuations of the current in their coils and the fact that a ferromagnetic
yoke can act as an antenna, which couples external electromagnetic interference or magnetic
fields generated by movable magnetic objects to the electron beam. Both the movement of
magnetic domains (Barkhausen noise) and thermal current fluctuations (Johnson-Nyquist
noise) inside the yoke can lead to statistical fluctuations of the magnetic flux that propagates
through it. In addition, since the permeability of the yoke is temperature-dependent, fluctua‐
tions in temperature can result in variations in the magnetic field in the lens.

We investigate a new approach for improving the performance of magnetic lenses for electron
microscopy and other applications where highly stable magnetic fields are required. We have
proposed using superconducting rings around the ends of the pole piece to stabilize magnetic
fields in the ferromagnetic yokes of magnetic lenses for electron microscopy [20]. Our proposal
involves introducing a superconducting ring around a ferromagnetic yoke, in which the
magnetic flux should remain constant to a much greater precision than the stability of
conventional power supplies allows. Fluctuations of the magnetic field in the yoke induce a
current in the superconducting ring, which results in an oppositely directed magnetic flux in
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the yoke that exactly compensates these fluctuations. Because the superconductor has no
resistance, the induced current can flow indefinitely and the magnetic field in the ferromag‐
netic yoke can be maintained indefinitely. In this way, the current induced in the supercon‐
ducting ring compensates fluctuations in the magnetic field, while the required DC value of
the magnetic field is provided by the coils. By positioning the superconducting ring outside
the magnetic field of the lens, dissipation of the induced currents due to creep of Abrikosov
vortices can be avoided.

This new concept originates from the phase coherence of Cooper pairs in superconductors and
dependence of Berry’s phase of charged particles on magnetic vector potential. As a conse‐
quence, magnetic flux through closed ring of superconductor is automatically kept constant
due to exact compensation of changes in external magnetic field by persistent superconducting
current induced in the superconducting ring (see Fig. 5) [21].

Figure 5. Excitation of persistent current in a superconducting ring [21].

This ability of a superconductor to keep magnetic flux constant can be visualised by a demon‐
strative experiment shown in Fig. 6. The magnetic field induced by the persistent current in
YBCO forces the substrate to maintain its position relative to the magnet constant in spite of
the counteracting influence of gravitation.

A simple computer simulation of magnetic field of source of fluctuating magnetic fields (1)
and ferromagnetic core (2) depending on the presence of superconducting stabilizer (3) was
performed (see Fig. 7). This simulation qualitatively shows that superconducting rings
practically eliminate fluctuating magnetic fields in the gap (4). Due to high permeability of
ferromagnet (~10000) the major part of the magnetic flux through superconducting ring is
concentrated inside the ferromagnetic yoke. Induced superconducting currents keep magnetic
flux penetrating through the rings constant and this eliminates fluctuations in the gap (4).

A "proof-of-principle" demonstration of the proposed approach was achieved by using the
experimental setup shown in the form of a schematic diagram and a photograph in Figures
8a and 8b, respectively. A high-Tc DC SQUID [3] operating at a temperature of 77 K was placed
in the vicinity of a gap in a nanocrystalline VITROPERM core VAC W867-01 and used for
sensitive non-invasive characterisation of the magnetic field in the stabilized region. Two
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serially connected platinum thermometers PT-100 were used as local heating elements. The
heating element was glued on superconducting ring and thermally insulated from liquid
nitrogen by silicone glue.

Figure 9 demonstrates the operation of the superconducting magnetic field stabilizer. Magnetic
field fluctuations were simulated by adding an alternating current (AC) field (~100 Hz) to the

Figure 6. Levitation of 1 cm2 substrate with 100 nm YBCO film under SmCo5 permanent magnet.
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Figure  7. Computer  simulation of magnetic  fields of  source of  fluctuating magnetic  fields  (1) with a  ferromagnetic  core  (2) without 
superconducting stabilizer (left picture) and with superconducting stabilizer (3) (right picture). 
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(2) without superconducting stabilizer (left picture) and with superconducting stabilizer (3) (right picture).
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main DC field of the coil. The superconducting ring was made from an YBa2Cu3O7 high-Tc thin
film tape that was cooled to 77 K in stabilizing mode A. Even in the non-optimized demon‐
strator shown in figure 8b, more than 99 % of the magnetic field fluctuations were removed
by the stabilizer when compared to mode B, in which the superconducting ring was switched
to its normal state by heating above the superconducting transition temperature. In mode B,
adjustment to a new magnetic field value was possible, as shown in figure 9a. Figure 9b shows
the magnetic field in mode A and figure 9c shows the magnetic field in mode B measured with
5 ms time scale.

Schematic representation of commercially available 2nd generation flexible YBa2Cu3O7 high-
Tc thin film tape which was used for preparation of superconducting (SC) rings in the present
study is shown in figure 10 [22]. The 100 mm wide and 100 μm thick stainless steel Hastelloy
substrate is covered by a solution deposition planarization (SDP) layer to reduce surface
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Figure 8. a) Sketch of experimental setup with main field coil (1), soft magnetic yoke (2), stabilized magnetic field re‐
gion (3), superconducting ring (4), local heating element to allow flux entrance into the superconducting ring for a
change of flux (5) and SQUID detector (6) to monitor the flux in the stabilized region. (b) Photograph of experimental
setup, which was placed in liquid nitrogen for the measurement.
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Figure 9. (a) Oscillogram showing measured magnetic field in stabilized (A) and adjusted (B) modes in the test setup. During timespan 
B, the additional interference, which was simulated by adding an AC field to the main (DC) field of the coil, appears. The measured DC 
field was then also changed to a different value during heating of the superconducting ring. (b) Test signals with SC stabilizer ON and 
(c) with SC stabilizer OFF. 
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Figure  10.  Schematic  representation  of  the  Conductus®  superconducting  wire  manufacturing  process  for  commercially  available 
YBa2Cu3O7 high‐Tc thin film tapes [22]. 

Advantage of application of superconducting tapes for magnetic field stabilizer is their low costs (100$/m), flexibility, 
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– 15 [20]. 

Figure 9. a) Oscillogram showing measured magnetic field in stabilized (A) and adjusted (B) modes in the test setup.
During timespan B, the additional interference, which was simulated by adding an AC field to the main (DC) field of
the coil, appears. The measured DC field was then also changed to a different value during heating of the supercon‐
ducting ring. (b) Test signals with SC stabilizer ON and (c) with SC stabilizer OFF.
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substrate is covered by a solution deposition planarization (SDP) layer to reduce surface

 

Figure 6. Levitation of 1 cm2 substrate with 100 nm YBCO film under SmCo5 permanent magnet. 

   

Figure  7. Computer  simulation of magnetic  fields of  source of  fluctuating magnetic  fields  (1) with a  ferromagnetic  core  (2) without 
superconducting stabilizer (left picture) and with superconducting stabilizer (3) (right picture). 

A simple computer simulation of magnetic field of source of fluctuating magnetic fields (1) and ferromagnetic core (2) 
depending on  the presence of superconducting stabilizer  (3) was performed  (see Fig. 7). This simulation qualitatively 
shows  that  superconducting  rings  practically  eliminate  fluctuating  magnetic  fields  in  the  gap  (4).  Due  to  high 
permeability of ferromagnet (10000) the major part of the magnetic flux through superconducting ring is concentrated 
inside  the  ferromagnetic  yoke.  Induced  superconducting  currents  keep magnetic  flux  penetrating  through  the  rings 
constant and this eliminates fluctuations in the gap (4). 
A ʺproof‐of‐principleʺ demonstration of the proposed approach was achieved by using the experimental setup shown in 
the form of a schematic diagram and a photograph in Figures 8a and 8b, respectively. A high‐Tc DC SQUID [3] operating 
at a temperature of 77 K was placed  in the vicinity of a gap  in a nanocrystalline VITROPERM core VAC W867‐01 and 
used  for  sensitive non‐invasive  characterisation of  the magnetic  field  in  the  stabilized  region. Two  serially  connected 
platinum thermometers PT‐100 were used as local heating elements. The heating element was glued on superconducting 
ring and thermally insulated from liquid nitrogen by silicone glue. 
 

 

(a)  (b)
 

Figure 8. a) Sketch of experimental setup with main field coil (1), soft magnetic yoke (2), stabilized magnetic field re‐
gion (3), superconducting ring (4), local heating element to allow flux entrance into the superconducting ring for a
change of flux (5) and SQUID detector (6) to monitor the flux in the stabilized region. (b) Photograph of experimental
setup, which was placed in liquid nitrogen for the measurement.

 

Figure  8.  (a)  Sketch  of  experimental  setup  with main  field  coil  (1),  soft magnetic  yoke  (2),  stabilized magnetic  field  region  (3), 
superconducting ring (4), local heating element to allow flux entrance into the superconducting ring for a change of flux (5) and SQUID 
detector (6) to monitor the flux in the stabilized region. (b) Photograph of experimental setup, which was placed in liquid nitrogen for 
the measurement. 

     

Figure 9. (a) Oscillogram showing measured magnetic field in stabilized (A) and adjusted (B) modes in the test setup. During timespan 
B, the additional interference, which was simulated by adding an AC field to the main (DC) field of the coil, appears. The measured DC 
field was then also changed to a different value during heating of the superconducting ring. (b) Test signals with SC stabilizer ON and 
(c) with SC stabilizer OFF. 

Figure 9 demonstrates the operation of the superconducting magnetic field stabilizer. Magnetic field fluctuations were 
simulated by adding an alternating current (AC) field (100 Hz) to the main DC field of the coil. The superconducting 
ring was made from an YBa2Cu3O7 high‐Tc thin film tape that was cooled to 77 K in stabilizing mode A. Even in the non‐
optimized demonstrator  shown  in  figure 8b, more  than 99 % of  the magnetic  field  fluctuations were  removed by  the 
stabilizer when compared  to mode B,  in which  the superconducting ring was switched  to  its normal state by heating 
above the superconducting transition temperature. In mode B, adjustment to a new magnetic field value was possible, as 
shown  in  figure 9a. Figure 9b shows  the magnetic  field  in mode A and  figure 9c shows  the magnetic  field  in mode B 
measured with 5 ms time scale. 
Schematic representation of commercially available 2nd generation flexible YBa2Cu3O7 high‐Tc thin film tape which was 
used for preparation of superconducting (SC) rings in the present study is shown in figure 10 [22]. The 100 mm wide and 
100 μm thick stainless steel Hastelloy substrate is covered by a solution deposition planarization (SDP) layer to reduce 
surface roughness on to nanometer level. Buffer layer of 200 nm MgO film is prepared by ion beam assisted deposition 
(IBAD) method  followed  by  epitaxial  growth. Epitaxial  3  μm  thick YBCO  film  is deposited on MgO  by  reactive  co‐
evaporation process and covered by 1μm silver  film. The  tape  is able  to  transport persistent superconducting current 
over 500 A/cm at 77 K. We have patterned superconducting rings from such tape by  laser cutter machine and/or by a 
diamond file. 

 

Figure  10.  Schematic  representation  of  the  Conductus®  superconducting  wire  manufacturing  process  for  commercially  available 
YBa2Cu3O7 high‐Tc thin film tapes [22]. 

Advantage of application of superconducting tapes for magnetic field stabilizer is their low costs (100$/m), flexibility, 
high critical current and possibility of patterning by a simple mechanical machining. Currently, up to 12 mm wide tapes 
are  commercially  available. Up  to  10  cm wide  tapes with  complete heterostructure  including YBCO  are  expected  to 
appear  soon  on market.  Single  crystal wafers with  epitaxial YBCO  films  can  be  also  used  but  they  are much more 
expensive, thicker and brittle. 
The  superconducting magnetic  field  stabilizer  can  be  applied  to  several  types  of  scanning  electron microscope  or 
transmission electron microscope (TEM) lenses. Sketches of prospective setups for objective lens are shown in figures 11 
– 15 [20]. 

Figure 9. a) Oscillogram showing measured magnetic field in stabilized (A) and adjusted (B) modes in the test setup.
During timespan B, the additional interference, which was simulated by adding an AC field to the main (DC) field of
the coil, appears. The measured DC field was then also changed to a different value during heating of the supercon‐
ducting ring. (b) Test signals with SC stabilizer ON and (c) with SC stabilizer OFF.
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roughness on to nanometer level. Buffer layer of 200 nm MgO film is prepared by ion beam
assisted deposition (IBAD) method followed by epitaxial growth. Epitaxial 3 μm thick YBCO
film is deposited on MgO by reactive co-evaporation process and covered by 1μm silver film.
The tape is able to transport persistent superconducting current over 500 A/cm at 77 K. We
have patterned superconducting rings from such tape by laser cutter machine and/or by a
diamond file.

Figure 10. Schematic representation of the Conductus® superconducting wire manufacturing process for commercially
available YBa2Cu3O7 high-Tc thin film tapes [22].

Advantage of application of superconducting tapes for magnetic field stabilizer is their low
costs (~100$/m), flexibility, high critical current and possibility of patterning by a simple
mechanical machining. Currently, up to 12 mm wide tapes are commercially available. Up to
10 cm wide tapes with complete heterostructure including YBCO are expected to appear soon
on market. Single crystal wafers with epitaxial YBCO films can be also used but they are much
more expensive, thicker and brittle.

The superconducting magnetic field stabilizer can be applied to several types of scanning
electron microscope or transmission electron microscope (TEM) lenses. Sketches of prospective
setups for objective lens are shown in figures 11 – 15 [20].

Figure 11. Sketch of prospective setup for a TEM objective lens [20]. Coils (1) provide magnetic flux through the yoke
(2). Two stabilizing SC rings (3) are placed near the pole piece ends (4) to stabilize magnetic field in the sample area (5).
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Figure 12. Sketch of prospective setup for a TEM objective lens [20]. The coils (not shown) providing the main magnet‐
ic flux through the yoke (1). The poles are surrounded by SC rings (2), which are placed on heat conducting substrates
(3) inside thermal insulations (4) and cooled through cold leads (5). Magnetic field is stabilized in volume of interest
(VOI) near the sample (6).

Figure 13. Sketch of prospective setup for a TEM objective lens [20]. Apart from the coils (not shown) providing the
main magnetic flux through the yoke (1), two additional coils (2) can be used together with a SQUID detector (3) in
feedback mode for fine adjustment of the magnetic lens field near the sample (4). Two stabilizing SC rings (5) with
local resistive heaters (6) are placed near the pole piece ends.

There  is  still  a  long  way  to  actual  implementation  of  superconductivity  for  electron
microscopy. The superconducting magnetic field stabilizer and cooling elements should fit
into  modern  complicated  array  of  electron  lenses  and  realized  with  the  same  extreme
machining  precision  as  other  parts  of  the  electron  microscopes.  But  the  requirement  of
further improving of resolution of electron microscopes may prevail and, sooner or later,
make this way beneficial.
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There  is  still  a  long  way  to  actual  implementation  of  superconductivity  for  electron
microscopy. The superconducting magnetic field stabilizer and cooling elements should fit
into  modern  complicated  array  of  electron  lenses  and  realized  with  the  same  extreme
machining  precision  as  other  parts  of  the  electron  microscopes.  But  the  requirement  of
further improving of resolution of electron microscopes may prevail and, sooner or later,
make this way beneficial.
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4. Magnetoencephalography (MEG)

The importance of developing a new generation of non-invasive imaging techniques that can
be used to understand human brain function is reflected, for example, in the “Human Brain
Project” (EU) and the “BRAIN Initiative” (USA). Multichannel MEG systems that are based
on low temperature SQUIDs are well developed and routinely used for the non-invasive
investigation of multiple time-dependent sources of weak magnetic field generated by the
human brain. MEG systems that are based on sensitive high-Tc SQUIDs promise to improve
signal-to-noise ratio and to provide better source characterization by reducing the SQUID-to-
scalp separation [23]. In a high-Tc system, one can achieve significant savings in energy and
operational cost, in particular by avoiding problems with the supply of liquid helium [24, 25].
A single-channel MEG system based on high-Tc DC SQUID flip-chip magnetometers with a

Figure 14. Sketch of prospective setup for an SEM conical objective lens [20]. Coil (1) provides magnetic flux through a
yoke (2). A stabilizing SC ring (3) is placed near the pole piece end to stabilize the magnetic field in the area of the
strong magnetic field gradient (4), which focuses the electron beam onto the sample.

Figure 15. Sketch of prospective setup for a quadrupole lens [20]. Coils (1a-d) provide magnetic flux through the yoke
(2). Stabilizing SC rings (3a-d) are placed near the pole piece ends (S, N) to stabilize the magnetic fields and their gradi‐
ents in the volume of interest (VOI).
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16 mm x 16 mm multilayer flux transformer has achieved a magnetic field resolution of ~ 4 fT/
√Hz at 77.4 K [26, 3], which is similar to the magnetic field resolution of individual channels
in commercial MEG systems based on 28 mm x 28 mm low-Tc SQUIDs [27].

The magnetic signals that are detected by MEG originate from neocortical columns, each of
which consists of ~50,000 pyramidal cells with a net current ~10 nA. The magnetic fields
measured by MEG are ~ 100 fT in the frequency range 1 Hz to 1 kHz. A spatial resolution of
the MEG system of a few mm for such sources is usually sufficient. These values result in
mutually dependent restrictions on the sensitivity, size and positioning of the SQUIDs: a
reduction in the size of the sensors and in their proximity to the neural sources in the brain
can partially compensate for a loss in sensitivity. On the other hand, more sensitive sensors
allow for greater flexibility in the construction of the system. High-Tc SQUIDs can be cooled
in cryostats that have fewer radiation shields and can be placed much closer to the outer wall
than low-Tc SQUIDs. Assuming a similar field resolution and similar sizes of the sensors, the
signal-to-noise ratio obtained during the detection of superficial and/or shallower sources of
neuromagnetic signals by a high-Tc MEG system can be higher than for a low-Tc MEG system.
At least 40% more information can be obtained using a high-Tc MEG system when compared
to the state-of-the-art in low-Tc MEG systems [28].

The first source localization of brain activity using a single channel high-Tc system for MEG
was demonstrated recently [29]. Taking into consideration possible systematic temporal drifts
in the physiological and functional condition of the investigated brain area during the
measurements, at least ten simultaneously operating channels are required for better diagnosis
in practical applications of high-Tc MEG systems: for example, 7 signal channels and 3 reference
channels. The construction of high-Tc MEG systems with more than 100 channels would be
the next step in this development. However, multichannel high-Tc MEG systems have not yet
been realized because of a number of issues associated with the integration of high-Tc SQUID
magnetometers into the dense arrays of sensors that are required for MEG systems. Here, we
describe these problems and suggest some solutions. First, we describe the properties of high-
Tc SQUIDs that are essential for the construction of multichannel systems. Several issues,
including crosstalk between the sensors, vibration-free cooling of sensors, minimization of the
sensor-to-object distance, as well as optimization of the sensor positions and gantry design,
are discussed.

In a sufficiently magnetically well shielded room, it is preferably to use magnetometers instead
of gradiometers for improved sensitivity to deep and/or distant sources. The magnetometers
can be made fully with thin film technology, avoiding the use of superconducting wires. This
results in comparable capabilities for high-Tc and low-Tc SQUIDs.

Multichannel high-Tc MEG systems comprise many high-Tc SQUIDs, some of which may
require replacement over time. Although the technology required for producing low noise
high-Tc SQUID magnetometers for MEG has been developed (see [3] and [30] and references
therein), it is still not a mass production technology. Scaling to a higher production rate can
be achieved by using parallel processing and/or larger single crystal MgO wafers, which are
available in sizes of up to ~10 cm. High oxygen pressure sputtering allows deposition of large
homogeneous areas of high-quality stoichiometric epitaxial heterostructures of superconduct‐
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including crosstalk between the sensors, vibration-free cooling of sensors, minimization of the
sensor-to-object distance, as well as optimization of the sensor positions and gantry design,
are discussed.

In a sufficiently magnetically well shielded room, it is preferably to use magnetometers instead
of gradiometers for improved sensitivity to deep and/or distant sources. The magnetometers
can be made fully with thin film technology, avoiding the use of superconducting wires. This
results in comparable capabilities for high-Tc and low-Tc SQUIDs.

Multichannel high-Tc MEG systems comprise many high-Tc SQUIDs, some of which may
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homogeneous areas of high-quality stoichiometric epitaxial heterostructures of superconduct‐

Superconductors – New Developments84

ing cuprates with a mirror-like surface and superior electron transport properties [16]. The
typical superconducting transition temperatures and critical current densities of YBa2Cu3O7-x

(YBCO) films obtained by this method are ~93 K and ~6 106 A/cm2 at 77.4 K, respectively.

The most suitable high-Tc SQUID magnetometers for multichannel systems from a price and
quality point of view were recently developed [3]. These SQUIDs are based on high-Tc step-
edge Josephson junctions, which are fabricated from specially oriented YBCO films grown on
graphoepitaxially buffered steps on MgO substrates [30], [31]. The predecessors of such
junctions were developed in the CSIRO group (see [32] and references therein). The сross-
sectional areas of the graphoepitaxial junctions used in the SQUIDs are ~ 0.1 μm2, which is
about two orders of magnitude smaller than the cross-sectional area of typical Nb-based low-
Tc junctions. Step edge junctions are also characterized by a larger normal state resistance Rn

~20 Ohm, a higher IcRn of ~ 0.6 mV at 77.4 K and a lower capacitance C of ~10 fF, when compared
to bicrystal high-Tc Josephson junctions [30]. The high resistance of these junctions leads to
large voltage swings of the SQUIDs (by ~ 50 μV), but it promotes coupling to radio-frequency
(RF) electromagnetic interference and results in the need for measures to achieve better RF
filtering and shielding. The low capacitance of the Josephson junctions is advantageous for
lowering the intrinsic flux noise of DC SQUIDs [33], [34]:

( )1/232 / ,B CS k TL LC bF » (1)

where βC =2πICRn2 /Φ0≈0.4 is the McCumber parameter and Ф0=2.07 10-15 T m2 is the magnetic
flux quantum. The lower operating temperatures of low-Tc SQUIDs are almost compensated
by the typically much higher capacitance of their Josephson junctions (~1 pF). This property
can explain the comparably high sensitivities of high-Tc and low-Tc SQUIDs in spite of the
much higher operating temperature of high-Tc SQUIDs.

graphoepitaxial  junctions used  in the SQUIDs are ~ 0.1 μm2, which  is about two orders of magnitude smaller than the 
cross‐sectional area of typical Nb‐based low‐Tc  junctions. Step edge  junctions are also characterized by a larger normal 
state resistance Rn ~20 Ohm, a higher IcRn of ~ 0.6 mV at 77.4 K and a lower capacitance C of ~10 fF, when compared to 
bicrystal high‐Tc  Josephson  junctions  [30]. The high  resistance of  these  junctions  leads  to  large voltage  swings of  the 
SQUIDs (by ~ 50 μV), but  it promotes coupling to radio‐frequency (RF) electromagnetic  interference and results  in the 
need  for measures  to  achieve  better  RF  filtering  and  shielding.  The  low  capacitance  of  the  Josephson  junctions  is 
advantageous for lowering the intrinsic flux noise of DC SQUIDs [33], [34]: 
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lower operating  temperatures of  low‐Tc SQUIDs are almost compensated by  the  typically much higher capacitance of 
their  Josephson  junctions  (~1 pF). This property  can  explain  the  comparably high  sensitivities  of  high‐Tc  and  low‐Tc 
SQUIDs in spite of the much higher operating temperature of high‐Tc SQUIDs. 

    

Figure 16. A multilayer high‐Tc superconducting flux transformer with a 20 mm pick‐up loop and a 14‐turn input coil (left photograph) 
and an encapsulated DC SQUID magnetometer containing such a flux transformer (right photograph). 

In MEG  systems,  near‐optimal  sensitivity  of  SQUIDs  to magnetic  fields  can  be  provided  by  a  superconducting  flux 
transformer  with  a  14‐turn  input  coil  and  a  pick‐up  loop  with  an  outer  diameter  of  20  mm.  Figure  16  shows  a 
photograph  of  such  a  flux  transformer  and  a  vacuum‐tight  encapsulated  high‐Tc  magnetometer  (type  HTM‐D20) 
intended for assembly into a multichannel MEG system. The capsule has an outer diameter of ~24 mm, which is smaller 
than the 27‐mm capsule for 16‐mm magnetometers of type HTM‐16 [35]. It encloses a flip‐chip magnetometer, a feedback 
coil and a heater. The magnetometer  consists of a 20 mm  flux  transformer  that  is  inductively  coupled  to  the high‐Tc 
SQUID, as described in [3]. 

 

Figure 17. Schematic diagram of a vacuum‐tight encapsulated SQUID with a superconducting flux transformer, a feedback coil, a heater 
and a grounded RF shield. 

Figure 16. A multilayer high-Tc superconducting flux transformer with a 20 mm pick-up loop and a 14-turn input coil
(left photograph) and an encapsulated DC SQUID magnetometer containing such a flux transformer (right photo‐
graph).
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In MEG systems, near-optimal sensitivity of SQUIDs to magnetic fields can be provided by a
superconducting flux transformer with a 14-turn input coil and a pick-up loop with an outer
diameter of 20 mm. Figure 16 shows a photograph of such a flux transformer and a vacuum-
tight encapsulated high-Tc magnetometer (type HTM-D20) intended for assembly into a
multichannel MEG system. The capsule has an outer diameter of ~24 mm, which is smaller
than the 27-mm capsule for 16-mm magnetometers of type HTM-16 [35]. It encloses a flip-chip
magnetometer, a feedback coil and a heater. The magnetometer consists of a 20 mm flux
transformer that is inductively coupled to the high-Tc SQUID, as described in [3].

 

 

 

Figure 17. Schematic diagram of a vacuum-tight encapsulated SQUID with a superconducting flux transformer, a feedback coil, a heater 

and a grounded RF shield. 

 

Figure 18. Noise spectrum of an encapsulated HTM-D20 magnetometer in a superconducting shield. 

A schematic diagram of an encapsulated SQUID flip-chip magnetometer is shown in Figure 17. The 10-turn modulation 

and feedback coil has a diameter of 3 mm and is coupled directly to the SQUID. The magnetometer has a magnetic field 

sensitivity of ~0.4 nT/Ф0 and a magnetic field resolution of ~4 fT/Hz at 77.4 K (see 18). The measurement of the noise 

spectrum was performed inside a 3-layer µ-metal shield and an YBCO superconducting shield. 

In multi-channel SQUID systems, an important requirement is to prevent crosstalk between channels. Linearization of 

the output signal of each SQUID in a multichannel system is provided by modulation and feedback signals to each 

SQUID from its feedback coils. Parasitic inductive coupling between the feedback coil and the pick-up of the 

neighboring sensors should be minimized. Such coupling can be expressed in terms of crosstalk between the SQUID 

sensors in terms of the ratio between the flux induced by the feedback coil in a test sensor Ф1 by a nearby inducing sensor 

and the flux read by the inducing sensor Ф2: 
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between the feedback coil and the sensing coil of the inducing SQUID and M1,2 is the mutual inductance between the 

feedback coil of the inducing SQUID and the sensing coil of the test sensor (see Figure 19). 

Low crosstalk operation of SQUID arrays requires low values of M1,2 and at the same time high values of M1,1. The 

highest value of M1,1 is generally provided by coupling the relatively large feedback coil to a pick-up loop that has a 

similar size, but in this case the value of M1,2 is unacceptably high. With a fixed size of feedback coil, any increase in M1,1 

Figure 17. Schematic diagram of a vacuum-tight encapsulated SQUID with a superconducting flux transformer, a feed‐
back coil, a heater and a grounded RF shield.

 

 

 

Figure 17. Schematic diagram of a vacuum-tight encapsulated SQUID with a superconducting flux transformer, a feedback coil, a heater 

and a grounded RF shield. 

 

Figure 18. Noise spectrum of an encapsulated HTM-D20 magnetometer in a superconducting shield. 

A schematic diagram of an encapsulated SQUID flip-chip magnetometer is shown in Figure 17. The 10-turn modulation 

and feedback coil has a diameter of 3 mm and is coupled directly to the SQUID. The magnetometer has a magnetic field 

sensitivity of ~0.4 nT/Ф0 and a magnetic field resolution of ~4 fT/Hz at 77.4 K (see 18). The measurement of the noise 

spectrum was performed inside a 3-layer µ-metal shield and an YBCO superconducting shield. 

In multi-channel SQUID systems, an important requirement is to prevent crosstalk between channels. Linearization of 

the output signal of each SQUID in a multichannel system is provided by modulation and feedback signals to each 

SQUID from its feedback coils. Parasitic inductive coupling between the feedback coil and the pick-up of the 

neighboring sensors should be minimized. Such coupling can be expressed in terms of crosstalk between the SQUID 

sensors in terms of the ratio between the flux induced by the feedback coil in a test sensor Ф1 by a nearby inducing sensor 

and the flux read by the inducing sensor Ф2: 

1,21 1

2 1,1 2

,

pu

pu

M

M

Φ Φ

= ≈

Φ Φ

   (2) 

Dummy Text where 
pu

1

Φ  and 
pu

2

Φ  are the fluxes in the pick-up loops of these two sensors, M1,1 is the mutual inductance 

between the feedback coil and the sensing coil of the inducing SQUID and M1,2 is the mutual inductance between the 

feedback coil of the inducing SQUID and the sensing coil of the test sensor (see Figure 19). 

Low crosstalk operation of SQUID arrays requires low values of M1,2 and at the same time high values of M1,1. The 

highest value of M1,1 is generally provided by coupling the relatively large feedback coil to a pick-up loop that has a 

similar size, but in this case the value of M1,2 is unacceptably high. With a fixed size of feedback coil, any increase in M1,1 

Figure 18. Noise spectrum of an encapsulated HTM-D20 magnetometer in a superconducting shield.

A schematic diagram of an encapsulated SQUID flip-chip magnetometer is shown in Figure
17. The 10-turn modulation and feedback coil has a diameter of 3 mm and is coupled directly
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field resolution of ~4 fT/√Hz at 77.4 K (see 18). The measurement of the noise spectrum was
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In MEG systems, near-optimal sensitivity of SQUIDs to magnetic fields can be provided by a
superconducting flux transformer with a 14-turn input coil and a pick-up loop with an outer
diameter of 20 mm. Figure 16 shows a photograph of such a flux transformer and a vacuum-
tight encapsulated high-Tc magnetometer (type HTM-D20) intended for assembly into a
multichannel MEG system. The capsule has an outer diameter of ~24 mm, which is smaller
than the 27-mm capsule for 16-mm magnetometers of type HTM-16 [35]. It encloses a flip-chip
magnetometer, a feedback coil and a heater. The magnetometer consists of a 20 mm flux
transformer that is inductively coupled to the high-Tc SQUID, as described in [3].
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A schematic diagram of an encapsulated SQUID flip-chip magnetometer is shown in Figure
17. The 10-turn modulation and feedback coil has a diameter of 3 mm and is coupled directly
to the SQUID. The magnetometer has a magnetic field sensitivity of ~0.4 nT/Ф0 and a magnetic
field resolution of ~4 fT/√Hz at 77.4 K (see 18). The measurement of the noise spectrum was
performed inside a 3-layer μ-metal shield and an YBCO superconducting shield.
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In multi-channel SQUID systems, an important requirement is to prevent crosstalk between
channels. Linearization of the output signal of each SQUID in a multichannel system is
provided by modulation and feedback signals to each SQUID from its feedback coils. Parasitic
inductive coupling between the feedback coil and the pick-up of the neighboring sensors
should be minimized. Such coupling can be expressed in terms of crosstalk between the SQUID
sensors in terms of the ratio between the flux induced by the feedback coil in a test sensor Ф1

by a nearby inducing sensor and the flux read by the inducing sensor Ф2:
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where Φ1pu and Φ2pu are the fluxes in the pick-up loops of these two sensors, M1,1 is the mutual
inductance between the feedback coil and the sensing coil of the inducing SQUID and M1,2 is
the mutual inductance between the feedback coil of the inducing SQUID and the sensing coil
of the test sensor (see Figure 19).

Low crosstalk operation of SQUID arrays requires low values of M1,2 and at the same time high
values of M1,1. The highest value of M1,1 is generally provided by coupling the relatively large
feedback coil to a pick-up loop that has a similar size, but in this case the value of M1,2 is
unacceptably high. With a fixed size of feedback coil, any increase in M1,1 results in an increase
in M1,2. In this work, we propose a 3-mm multi-turn feedback coil that is inductively coupled
to a 3-mm direct coupled pick-up loop of the SQUID [3].

Figure 19. Schematic diagram of the setup for measuring crosstalk.

The feedback coil can be described as a magnetic dipole with a magnetic moment. |m→ |=INπr2

and a magnetic field
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where L→  is the distance from the dipole to the point of measurement, μ0=4π 10-7 H/m, N=10 is
the number of turns in modulation coil, and r=1.5 mm is the radius of the feedback coil and
the pick-up loop of the SQUID. The crosstalk is:
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where R=1 cm is the radius of the pick-up loop of the neighboring magnetometer. The flux Ф2

induced by the feedback coil in the pick-up loop of the inducing SQUID is:
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The result of the calculation of Eqs. (4) and (5) is shown in Figure 20, while experimentally
measured data for Φ1 /Φ2 are shown in Figure 21.
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A crosstalk of below 1 % was achieved at distances of more than 30 mm in both orientations.
This measurement confirms the possibility to build close-packed arrays of high-Tc SQUID
magnetometers with the proposed configuration of feedback coil.
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Figure 21. Experimentally measured crosstalk for different positions of neighbouring sensors and corresponding esti‐
mations: 1.) (■, ■) for a coplanar orientation (along the Y-axis in Figure 19) and 2.) (■, ■) for an axial orientation
(along the X-axis).

In order to take full advantage of high-Tc SQUIDs, they should be placed in a dense array as
close as possible to the scalp and to neighboring sensors. More than 100 encapsulated HTM-
D20 magnetometers can be arranged around the head of an adult human (see Figure 22). The
problem is the variety of individual sizes of heads that should be accommodated in a me‐
chanically adjustable MEG system to maintain close proximity of the sensors to the scalp.

Figure 22. Example of positioning more than 100 encapsulated HTM-D20 magnetometers around a 3D model of the
head of an adult human.
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In principle, each channel can be placed in an individual cryostat with a small area at its lower
end and individually adjusted to the scalp [36]. The advantage of such a segmented helmet
construction is the possibility to realize a SQUID-to-scalp separation down to ~3 mm by using
a very thin wall at the bottom end of a small cryostat. The main disadvantage is the increased
tangential separation between the channels due to the sidewalls of the cryostat, leading to the
attenuation of high spatial frequencies in the MEG signals. Multiple cryogen transfers and
cryostat costs are less critical for high-Tc systems when compared to the low-Tc systems
suggested in [36]. One can use, for example, a single central reservoir with a solid and liquid
nitrogen mixture at a triple point temperature of 63.15 K and flexible leads for controlled
temperature transfer to the sensors of the individual channels. This approach would solve the
problem of vibration-free cooling of the sensors, which is especially important for MEG
systems.

Another approach is to use several multi-channel systems with individual cryostats with near-
flat bottom ends. Each cryostat can then enclose, for example, 7 signal channels, as achieved
in a dual seven-channel low-Tc MEG system from Biomagnetic Technologies, Inc. (see Figure
2 in [37]). Such a configuration can be used for small region recording by high-Tc MEG system
and can have advantages in spatial resolution when compared to a low-Tc MEG system and a
high resolution EEG system [38].

The high-Tc sensors may be placed very close to the scalp by locating them in the vacuum space
of the cryostat, as shown schematically in Figure 23. In this case, the sensors are fixed inside
thermal conducting sockets and cooled sidewards. The thermal radiation shields between the
sensors and the warm wall are not shown here. Alternatively, the sensors can be placed inside
individual dimples on the other side of the cold wall, preferably immersed in liquid nitrogen.

The high-Tc sensors may be placed very close to the scalp by locating them in the vacuum space of the cryostat, as shown schematically in Figure 23. In this case, the sensors are fixed inside thermal conducting sockets and cooled sidewards. The thermal radiation shields between the sensors and the warm wall are not shown here. Alternatively, the sensors can be placed inside individual dimples on the other side of the cold wall, preferably immersed in liquid nitrogen. 

 

•Figure 23. Schematic view of an array of HTM-D20 magnetometers cooled sidewards in the vacuum space of a liquid nitrogen cryostat. 

Figure 23. Schematic view of an array of HTM-D20 magnetometers cooled sidewards in the vacuum space of a liquid
nitrogen cryostat.

When constructing the cryostat holder or gantry for a multichannel high-Tc MEG system, one
should take into account that the density of liquid nitrogen (~0.8 kg/liter) is much higher than
that of liquid helium (~0.128 kg/liter). A typical 50 liter cryostat for MEG would be ~33 kg
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When constructing the cryostat holder or gantry for a multichannel high-Tc MEG system, one
should take into account that the density of liquid nitrogen (~0.8 kg/liter) is much higher than
that of liquid helium (~0.128 kg/liter). A typical 50 liter cryostat for MEG would be ~33 kg
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heavier if it would be filled with liquid nitrogen. This may require modifications of contem‐
porary gantries for low-Tc MEG systems.
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1. Introduction

The highest critical transition temperature (Tc) among all the intermetallic superconductors in
that was discovered MgB2 has changed the previous approaches to the theory of supercon‐
ductivity because the Tc limit in metallic superconductors had been believed to be ~ 30 K, which
is predicted by the Bardeen-Cooper-Schrieffer (BCS) theory [1]. In the BCS theory of super‐
conductivity [2, 3], the expression for Tc is derived as Tc =θe(−1/λeff), where θ is always equal to
the MgB2 Debye temperature, θD. λeff is defined as the electron and phonon coupling constant
λ = N(EF)× V. N(EF) is the normal state electron number density the Fermi surface, and V is the
average electron interaction matrix element corresponding to the attraction. A weak coupling,
λ << 1, is assumed to exist between the electrons and phonons in the initial BCS theory. In this
case, the value of Tc is limited to Tc ≈ 30 K. According to the BCS theory, an element or
compound with larger N(EF), V, and θD has high Tc value. However, θD of MgB2 is comparable
to those of other diborides and other light materials. Furthermore, the N(EF) is relatively low
because of the absence of d-electrons. Thus, the unusually high Tc in MgB2 has confused
researchers with respect to the origin of its superconductivity. Considerable theoretical and
experimental work has been conducted to explore the superconducting mechanism in MgB2.

MgB2 is the first superconductor to be proved to have two distinct superconducting gaps in
its superconducting state [4]. Initially, an unconventional exotic superconducting mechanism
was suggested for the material [5, 6]. Then, other researchers proposed hole superconductivity,
which is similar to what occurs in high temperature superconductors (HTS), based on the fact
that holes are the dominant charge carriers in the normal state [7, 8]. MgB2 has now been
accepted as a phonon-mediated BCS type superconductor. The superconductivity is attributed
to selective coupling between specific electronic states and specific phonons, such as the E2g

mode. The unusually high Tc value arises from the strong phonon anharmonicity.
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Choi et al. have calculated the phonon frequencies and electron-phonon interactions from frozen
phonon calculations at all the symmetry points of the Brillouin zone [9]. Six non-acoustic modes
at the Brillouin zone centre Γ are divided into four distinct phonon modes based on the point
symmetry of the lattice. The two vibrations along the c-axis are singly degenerate modes of A2u

and B1g. For the A2u mode, both Mg and B move in opposite directions along c. For B1g, the B
atoms move in opposite directions, while the Mg is stationary. The other two modes along the
x or y directions involving only in-plane motions are doubly degenerate. The vibration of Mg
and B planes in opposite directions along the x or y directions is E1u mode. Mg atoms are stationary
in the E2g mode, while B atoms exhibit a breathing vibration in the x or y directions. This mode
is highly anharmonic. The theoretical vibration energy of the E2g mode is around 75 meV [10,
11], which is in agreement with the results from Raman measurements [12, 13].

MgB2 is easy to make into bulk, wire, tape, and thin film forms. However, the critical current
density (Jc) of pristine MgB2 drops rapidly in high magnetic field due to the weak pinning
forces and low upper critical field (Hc2). Many techniques have been employed to improve the
application potential of MgB2, such as chemical doping, irradiation, thermo-mechanical
processing, and magnetic shielding. Although the critical current density, upper critical field,
and irreversibility field (Hirr) have been greatly increased [14], many difficulties need to be
overcome for further application. The origin of the flux pinning force and relevant fabrication
techniques will be discussed in this work. Lattice distortion is found to be one of the most
effective sources of flux pinning centers in pure MgB2. Then, the combined effects of connec‐
tivity and lattice disorder on the flux pinning force are investigated based on nanosize SiC
doped MgB2.

The depairing current density, Jd, can be estimated from the Ginzburg-Landau (GL) formula:

( ) ( ) ( )2
0 0/ 3 / 3 ,é ù= F ë ûdJ T Tpm l x (1)

where Φ0 is the flux quantum, μ0 the permeability of vacuum, λ the penetration depth, and ξ
the coherence length [15]. However, it is not the theoretical maximum [16]. With the help of
optimized pinning, about 15% of Jd can be obtained at low magnetic fields in superconductors
[17, 18]. The high field values for pure MgB2 are λ = 80 nm and ξ = 12 nm, respectively. Jd at
zero K is estimated as ~1.3 × 108 A.cm−2. The contribution from π-band charge carriers to the
depairing current density is quite low, only about 10% [16], and the interaction energy induces
the difference from the high field value. The depairing current is reduced in samples with
defects because of the increased λ values [18].

The grain boundaries in MgB2 do not show the weak link effect, and clean grain boundaries
are not obstacle to supercurrents [19, 20]. On the other hand, dirty grain boundaries do
potentially reduce the critical current [21]. Insulating phases on the grain boundaries, such as
MgO, boron oxides [22] or boron carbide [23], normal conducting phases [24], porosity, and
cracks [25], can further reduce the cross-section effective of supercurrents. The high porosity
in in-situ prepared MgB2 is responsible for its low density, only about half (or less) of its
theoretical value [26].
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The concept of connectivity, Acon, has been introduced to quantify the effective cross-section
(σeff) for supercurrents [21, 27]: Acon = σeff / σ0, where σ0 is the geometrical cross-section. The
connectivity is estimated from the phonon contribution to the normal state resistivity through
Acon ≈ Δρtheo/Δρexp, with Δρtheo ≈ 9 μΩ cm. This estimate is based on the assumption that σeff is
reduced equivalently in the normal and superconducting state [18]. The supercurrents are
limited by the smallest effective cross-section along the conductor. A single large transverse
crack can reduce strongly Jc, while only slightly increases the resistivity of a long sample.
Unreacted magnesium decreases Δρexp [28] and the effective paths for supercurrents. The thin
insulating layers located on grain boundaries can decrease the effective connectivity Acon,
inducing high Δρexp, although this kind of defect is transparent to supercurrents. The Δρtheo

values within the grains depend on the defects and strain in the grains. Sharma observed
negative Δρexp in highly resistive samples [29]. Despite these objections, Acon is very useful for
estimating the connectivity of samples if the resistivity is not too high. A clear correlation
between the resistivity and the critical current was found in thin films [27]. It should be noted
that this procedure is not always reliable, although it offers a possibility for understanding the
influences of the connectivity on the supercurrent [18].

The in-situ route is a practical technique to improve the Hc2 and Jc performance of MgB2 using
magnesium or MgH2 as the precursor material [30-39], which reacts with boron after mixing
and compacting. Low annealing temperature generates MgB2 samples with small grains [25,
40-52] due to the poor crystallinity, and the great amount of grain boundaries result in strong
pinning and high Hc2. Magnesium deficient samples can be fabricated by adjusting the
stoichiometry of the precursor materials. This method can generate strong lattice strain in
MgB2, which decreases Tc, and increases Hc2 [44, 53-56]. On the other hand, an excess magne‐
sium ratio in the raw materials can compensate for the evaporation loss of Mg due to its low
melting temperature and the reaction loss due to the reaction with oxygen or the sheath
material. The morphology and particle size of the precursor magnesium powders are crucial
for the superconductivity and superconducting performance of the final MgB2 [57]. The grain
size of the initial boron powder also has a significant influence on the MgB2 samples. Some
researchers have employed ball milling and mechanical alloying of the magnesium and boron
mixture, reducing the grain size and enhancing the critical supercurrent [55, 58-65].

The reaction kinetics between magnesium and boron can be modified by chemical or com‐
pound dopants [66], which influence the grain shape and size [67, 68], the secondary phases
[69], MgB2 density [70], and the element stoichiometry [71]. Carbon doping is one of the most
promising methods to improve the superconducting performance of MgB2. The carbon sources
include B4C [72, 73], carbon [52, 66, 67, 74], carbon nanotubes [75-78], nanodiamonds [78, 79],
NbC [80], SiC [41, 51, 57, 66, 72, 81-89], and organic compounds [39, 47, 90]. SiC is one of the
most promising dopants because it can react with magnesium and boron to form C doped
MgB2 at quite low temperatures (600 oC), based on the dual reaction model [66]. Higher
processing temperatures are necessary for most of the other carbon sources, leading to grain
growth and worse pinning. Comparable results to those with SiC have also obtained, however,
with nanoscale carbon powder [91], stearic acid [92], and carbon nanotubes [76].
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The in-situ technique also suffers from its disadvantage of low mass density, which is originates
from the annealing process, because the precursor powder has a lower density than MgB2.
High pressure synthesis increases the density [93, 94]. On the other hand, the density of ex-
situ materials is usually close to the real density of MgB2 [94] and can be further improved by
hot isostatic pressing (HIP) [91, 95, 96]. However, the grain size of ex-situ produced materials
is comparatively large and inhomogeneous due to the post annealing [97, 98]. Small grains (~
100–200 nm) have also been reported [99]. A high temperature heat treatment is necessary for
the ex-situ process to improve the connectivity [99-102]. This heat treatment leads to recrys‐
tallization and Hc2 reduction [25]. It is concluded that disorder induced by the low temperature
processing is insufficient for high superconducting performance of the ex-situ MgB2. Further‐
more, thermally stable defects, such as dopants, are necessary for enhancing the high field
performance [18].

2. Thermal-strain-induced high Jc in high density SiC-MgB2 bulk

The connectivity is considered to be a critical issue for improving the Jc of MgB2 based
superconductors. Furthermore, an efficient flux pinning force is crucial for high magnetic field
application. Here, we employed an in-situ diffusion process to make high density MgB2 bulks
and investigate the efficiency of the high flux pinning force induced by lattice thermal strain
[103]. Microstructural analysis and Raman scattering measurements were employed to
investigate the origins of the huge flux pinning force. Doping nano-SiC particles into MgB2 has
been proven to be particularly effective in significantly enhancing Jc, Hirr, and Hc2 [14, 104,
105]. In contrast to chemical doping effects, tensile stress is believed to act as a source of strong
flux pinning centers when there is no reaction between SiC and MgB2. Both the Jc and Tc are
improved by thermal strain on the interface between SiC and MgB2 during the diffusion
process [106] and hybrid physical-chemical vapor deposition (HPCVD) [107]. The influences
of the stress field on the flux pinning force and the electron-phonon coupling constant are
discussed to clarify the superconducting performance of high density SiC-MgB2 composite
fabricated through the diffusion method.

Crystalline B with 99.999% purity was pressed into pellets or mixed with 10wt% SiC particles
and then pressed into pellets. The pellets were sealed in iron tubes and padded with 99.8% Mg
powder. The Mg to B atomic ratio was 1.15:2.0. The diffusion process is time dependente. The
sintering condition were 1123 K for 10 h under a flow of high purity argon gas to achieve fully
reacted MgB2 bulks. Then the samples were cooled down to room temperature. X-ray diffrac‐
tion (XRD) was employed to characterize the phases, and the results were refined to deter‐
mine  the  a-axis  and  c-axis  lattice  parameters  and  the  lattice  distortion.  Microstructure
observations were performed with a transmission electron microscope (TEM). The magnetic Jc

was derived from the height of the magnetization loop ΔM using the Bean model: Jc = 15ΔM/[π
a3h)], where a and h are the radius and height of a cylindrical sample. The Tc value could be
deduced from the temperature dependence curve of the magnetic susceptibility M(T). To
observe the temperature effects of lattice strain, Raman spectra were collected using a confo‐
cal laser Raman spectrometer (Renishaw inVia plus) under a 100× microscope. The excitation
laser is Ar+ 514.5 nm.
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The  density  of  the  pure  MgB2  sample  is  about  1.86  g/cm3,  which  is  about  80%  of  the
theoretical density. This value is much higher than those of the samples made by the in-
situ  process,  which were less than 50%. The SiC-MgB2  composite shows an even higher
density of 1.91 g/cm3 due to the SiC addition. Figure 1 shows the Rietveld refinement XRD
patterns of the pure MgB2 and the 10wt% SiC doped MgB2 samples. In this case, SiC did
not react with magnesium and boron to form C doped MgB2 and Mg2Si. The product is a
SiC-MgB2  composite.  The  Rietveld  refinement  analysis  indicates  that  the  unreacted  SiC
content was about 9.3wt%, similar to the SiC content in the precursor. This is consistent
with the absence of Mg2Si in the XRD pattern as shown in Figure 1. The result is differ‐
ent when the SiC-doped MgB2 prepared by the in-situ technique [14, 41, 84], in which only
a very small amount of SiC remaines, while Mg2Si is always present due to the reaction of
Mg with SiC. The a-  and c-axis lattice parameters were 3.0850 Å and 3.5230 Å for pure
MgB2,  and 3.0840 Å and 3.5282 Å for SiC doped MgB2,  respectively.  The a-axis parame‐
ters are virtually equivalent for the two samples, whereas the c-axis one is slightly stretched
in  the  SiC-MgB2  composite.  The  phenomenon is  different  from the  shortening of  the  a-
axis parameter in in-situ  processed SiC doped MgB2,  while the c-axis parameter remains
unchanged [14, 89].

Figure 1. Rietveld refined XRD patterns of pure MgB2 and 10wt% SiC doped MgB2 samples made by the diffusion
process at 850 oC for 10 h. The a-axis parameters are virtually the same for the two samples, whereas the c-axis parame‐
tar is stretched in the SiC-MgB2 composite.

To explain the abnormal c-axis enlargement of the SiC-MgB2 composite, the thermal expansion
coefficients, α, of MgB2 and SiC are considered. It is reasonable to assume that both the MgB2

and the SiC are in a stress-free state at the sintering temperature of 1123 K due to the relatively
high sintering temperature over a long period of time. However, the lattice parameters are
determined by the thermal strain during the cooling process. The temperature dependences
of the α values for MgB2 and SiC are especially different. Figure 2(a) plots the α(T) for MgB2

and SiC along the a- and c-axes, based on the data of References [108-111]. It clearly shows the
weak temperature dependence ofα(T) for SiC in both directions, whereas the changes are great
for MgB2 and are characterized by high anisotropy. The averaged α(T) is also huge in MgB2 as

High Critical Current Density MgB2

http://dx.doi.org/10.5772/59492
99



shown in the inset of Figure 2(a). The αSiC decreases slightly from 5×10-6/K at 1123 K to 2.5×10-6/
K at 0 K, whereas the αMgB2

 drops quickly from 1.7×10-5/K at 1123 K to zero at 0 K. Based on
α(T), the normalized lattice change and lattice strain in the MgB2 matrix of SiC-MgB2 composite
during cooling from 1123 K to 0 K can be derived, as shown in Figure 2(b). An assumption of
Figure 2(b) is that the two phases are strongly connected and the volume shrinkage of MgB2

is confined by the relatively stable SiC. The normalized lattice strain is estimated to be -0.55%
in SiC-MgB2 along the c-axis at room temperature. The negative value corresponds to tensile
strain in the MgB2. The large c-axis strain in the doped MgB2 results in an enlargement in the
c-axis by 0.15 % in comparison with pure MgB2. As estimated from the Williamson-Hall model
[112], the lattice strain is 0.208 and 0.306 along the a-axis, and 0.292 and 1.13 along the c-axis
for pure and SiC-MgB2, respectively. The lattice strain along the c-axis in the SiC-MgB2 has
increased from that of pure MgB2 by a factor of 4, which is attributed to the high anisotropy
in the thermal expansion coefficient of MgB2.

Figure 3. (a) Bright field TEM image of the pure MgB2 with indexed SAD pattern (inset). (b) High resolution electron mi‐
croscope (HREM) image of interface in pure MgB2 with FFT pattern along the [100] axis (inset). (c) Bright field TEM im‐
age of SiC-MgB2. (d) HREM image of interface in SiC-MgB2 and FFT patterns of SiC and MgB2 from each side of the
interface. The dashed line shows the interface of SiC and MgB2.

Figure 2. (a) Thermal expansion coefficients (α) along the a-axis and c-axis for MgB2 and SiC as a function of tempera‐
ture. The averaged α(T) values for MgB2 and SiC are plotted in the inset. (b) Plots of the normalized lattice changes for
MgB2 and SiC, and the thermal strain in the matrix during cooling from 1123 K to 0 K.
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The unreacted SiC buried in the MgB2 matrix is believed to be one of the most effective sources
of strain, and the strongly connected interfaces of SiC and MgB2 are the most effective flux
pinning centers. The micro morphologies can be detected using TEM to explore the defects
and grain boundaries both in the pure MgB2 and in the SiC-MgB2. Figures 3(a) shows a bright
field image of pure MgB2. A high density of defects, such as dislocations and lattice distortion,
is observed in the MgB2 phase, and the grain size is about 100 nm,as estimated from the grain
boundaries. In contrast to with the highly porous structure in the MgB2 samples [91], the
samples made by the diffusion process are well connected with high density. The indexed
selected area diffraction (SAD) image shows very pure polycrystalline MgB2. A high resolution
grain boundary image is shown in Figure 3(b). The interface is very clean and well connected.
The indexed fast Fourier transform (FFT) pattern indicates that the right part parallels the (1
1 0) plane. The micro structure of SiC-MgB2 is similar with that of pure MgB2 with high density
of defects. Furthermore, nanosize SiC particle are detected in the MgB2 matrix as indicated in
Figure 3(c). Figure 3(d) shows the interface of SiC and MgB2. Based on the FFT analysis, the
interface is marked with a dashed line on the image. The left side is a SiC grain paralleling the
(1 0 1) plane and the right side is a MgB2 grain paralleling the (0 0 1) plane. This kind of interface
will impose tensile stress along the c-axis in MgB2 because the thermal expansion coefficient
for MgB2 is highly anisotropic in the [001] direction, while that for SiC is nearly isotropic, which
is responsible for the enlarged c-axis of MgB2.

Figure 4. The magnetic Jc versus field at 5 K, 20 K, and 30 K for pure and nano-SiC doped samples. The inset shows the
superconducting transitions of the two samples [103].

Based on the collective pinning model, [113], Jc is independent of the applied field in the single-
vortex pinning regime (low magnetic field region: H < Hsb), where Hsb is the crossover field
from single-vortex to small-bundle pinning. The Jc decreases exponentially in the small-bundle
regime (high magnetic field: Hsb < H < Hirr). According to the dual model [14], the significant
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effect of SiC doping on Jc comes from the high level of C substitution on the B planes, which
is responsible for the reduction of the self-field Jc[104, 105]. However, the SiC-MgB2 composite
sample shows not only an improved in-field Jc, but also no degradation in self-field Jc, as
indicated in Figure 4. The approximate Hsb values are also indicated on the Jc curves for 20 K
and 30 K, although Hsb has not been detected at 5 K due to the relatively high supercurrents.
The in-situ processed SiC doped MgB2 normally shows a decrease in Tc of 1.5 to 2 K, [14, 104,
105], but this present SiC-MgB2 composite sample features a small drop of 0.6 K, as shown in
the inset of Figure 4. This phenomenon is attributed to the absence of any reaction between
Mg and SiC, as well as the stretched MgB2 lattice, as indicated by the XRD pattern [107].

To investigate whether the lattice strain is significant in SiC-MgB2 during low temperature
measurements to obtain M(H) and M(T) curves, Raman spectra were collected before and after
the measurements. The Raman spectra for the pure MgB2 are shown in Figure 5(a) and (b) to
compare the cooling effects on the matrix. Both the spectra have been fitted with three peaks:
ω1, ω2, and ω3 [114-116]. Based on the previous results, ω2 is the reflection of the E2g mode at
the Г point of the Brillouin zone in the simple hexagonal MgB2 structure (space group: P6/
mmm), while ω1 and ω3 come from the lattice distortion. The effects of ω1 are not discussed in
the following analysis because of its small influence on the spectra. As indicated by the fitting
parameters that are shown in Figure 5, both the peak centers and the full width at half
maximum (FWHM) values show negligible differences before and after the low temperature
measurements because of synchronic volume fluctuation. The weak temperature dependence
of the Raman spectra for pure MgB2 is in agreement with the results of Shi et al [117]. The ω2

peak of the Raman spectrum of SiC-MgB2 before the low temperature measurement has shifted
to the low frequency of 585 cm-1, as shown in Figure 6(a). The FWHM of the ω2 peak increases
from ~200 cm-1 to 210 cm-1. Furthermore, the FWHM of the ω3 peak increases from ~93 cm-1 to
125 cm-1. The variations in both the Raman shift and the FWHM indicate strong lattice strain
in the SiC-MgB2 composite. Figure 6(b) shows the cooling effect on the Raman spectrum of
SiC-MgB2. The FWHM of the ω2 peak further increases to 228 cm-1, and the frequency of the ω3

peak shifts to 770 cm-1. These results suggest that the stress field is very strong during the low
temperature measurements in the SiC-MgB2 composite. Considering the stable defect struc‐
tures in the sample at room temperature and the measurement temperatures, the high Jc

performance is attributed to the thermal strain. Although the interface or grain boundaries
themselves are effective flux pinning centers, the thermal strain provides more efficient flux
pinning force, based on the comparison of the Jc values in pure the MgB2 and the SiC-MgB2

composite.

It should be noted that the broadened ω2 peak in SiC-MgB2 is a signal of strong electron-E2g

coupling, which is responsible for the high Tc in MgB2. The electron-E2g coupling constant is
estimated from the Allen equation [118]: Γ2 =2πλE2g

N (0)ωE2g

2 , where Γ2 is the ω2 linewidth, λE2g

is the strength of the electron-E2g coupling, and N(0) is the density of states on the Fermi surface.
The experimental phonon frequency and linewidth are simply and directly related to the
electron-phonon coupling constant (EPC), λE2g

. The total density of states (DOS) at the Fermi
energy, EF, of pure MgB2 is taken as 0.354 states/eV/cell/spin. The σ band contribution is 0.15
and the π band is 0.204 [119]. N(0) is assumed to be constant for the small changes of electrons
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and holes in MgB2 and SiC-MgB2. Taking the fitting values of the ω2 peaks with cooling effects,
the λE2g

 values for the pure MgB2 and SiC-MgB2 are 2.327 and 2.706, respectively. The λE2g
 of

SiC-MgB2 is just slightly higher than that of the pure MgB2. However, the Tc of SiC-MgB2 is
slightly decreased compared to that of the pure MgB2. The total EPC constants are degraded
by the scattering effects of SiC impurities in the MgB2 matrix, which can be estimated with the

McMillan formula [120], as modified by Allen and Dynes:[121] Tc =
ωlog

1.2 exp( − 1.04(1 + λ)
λ −μ *(1 + 0.62λ) ),

where ωlog = (390×ωE2g

2 ×690) is the averaged phonon frequency [122], with 390 and 690 cm-1

Figure 5. Fitting and experimental results for the normalized ambient Raman spectrum of MgB2 sintered at 850 oC for
10 h (a), and the cooling effect on the Raman spectrum (b) [103].

Figure 6. Fitting and experimental results for the normalized ambient Raman spectrum of SiC-MgB2 sintered at 850 oC
for 10 h (a), and the cooling effect on the Raman spectrum (b) [103].
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 being the phonon frequencies of the other modes in the MgB2 system [123], μ* is the Coulomb
pseudopotential, taken as equal to 0.13 [124], and λ is the total EPC constant. Taking these
values, λ is calculated as 0.888 in pure MgB2 and 0.886 in SiC-MgB2, respectively. Although
the values are very similar, the λ of MgB2 is a little higher because of its low impurity scattering
effects. It should be noted that the λ values were overestimated using the McMillan formula
for the two-gap nature of MgB2. However, the overestimations do not change the dependence
of λ on the strain effect due to the main contribution of the σ-band. The residual resistivity of
SiC-MgB2 is 16 μΩ cm, but it is just 12 μΩ cm for pure MgB2, due to the weak impurity scattering
effects.

In summary, the thermal strain originating from the interface of SiC and MgB2 is one of the
most effective sources of flux pinning centers to improve the supercurrent critical density. The
weak temperature dependence of the thermal expansion coefficient of SiC stretches the
MgB2 lattice as the temperature decreases. The thermal strain supplies much more effective
flux pinning force than the interfaces and grain boundaries themselves. The low temperature
effects on Raman spectra include very strong lattice stretching at the application temperature
of MgB2, which has benefits from both the Jc and the Tc behaviors.

3. High connectivity MgB2 wires fabricated by combined in-situ/ex-situ
process

The self-field critical current density, Jc(0), of MgB2 is much higher than for pure or doped
samples processed with in-situ annealing [75, 81, 125-128]. Jc(0) values have been reported
as high as 3.5×107 A/cm2 at 4.2 K and 1.6×108 A/cm2 at 2 K in highly connected thin films
made by HPCVD [129, 130]. The connectivity is much lower than the theoretical value in
in-situ  MgB2  because  the  technique  involves  a  liquid-solid  phase  reaction  process  with
considerable shrinkage due to the high density of MgB2 compared to the powder mixture
of Mg and B [104, 115]. Although the diffusion process could increase the Jc of bulk samples,
the Jc(0) and disorder of wires and tapes cannot be improved using similar methods. Several
research groups have reported possible techniques to increase the connectivity of  in-situ
filamentary tapes.  High pressure sintering and cold high pressure densification (CHPD)
can  make  it  possible  to  fabricate  high  density  wire  and  tape  samples  [96,  131,  132].
Nevertheless, neither HIP nor CHPD are suitable for long MgB2 wires and tapes, and the
Jc values are still lower than needed for practical application. Kováč et al. reported a mixed
in-situ/ex-situ process to make MgB2 wires, and it was found that the Jc was increased when
the ex-situ  powder ratio were 23% and 50% [133].  They used commercial  MgB2  powder
from Alfa  Aesar  in  this  process  with  a  very  wide  grain  size  distribution  ranging  from
submicrometer size up to 100 μm. In this work, high quality home-made ex-situ  powder
was used to repeat the mixed in-situ/ex-situ  process to develop MgB2/Fe wires with high
connectivity and strong disorder to increase both the low and high field Jc properties [134].
The  home-made  powder  was  fabricated  through  low  temperature  annealing,  and  the
particle size was homogeneous and as small as ~200 nm. The Jc dependence on microstruc‐
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ture, connectivity, and disorder in MgB2 wires was analyzed based on the microstructure
observations.

MgB2 wires were fabricated by the powder-in-tube (PIT) process using a ball-milled mixture
of Mg (99%) and amorphous B (99%). The in-situ wires were sintered at 750, 850, 950, and 1050
°C for 30 min in high purity Ar and marked as 750in, 850in, 950in, and 1050in, respectively.
The in-situ MgB2 powder was sintered at 650 °C for 30 min in high purity Ar flow and then
ball-milled. Then the PIT method was employed to fabricate in-situ/ex-situ combined MgB2/Fe
wires using 1:3 ratio of precursor powders to form a mixture of Mg and B powders. All the
green wires were annealed at 750, 850, 950, and 1050 °C for 30 min in high purity Ar and marked
as 750inex, 850inex, 950inex, and 1050inex, respectively.

The phases and microstructure were characterized by XRD (D/max-2200) and field emission
gun scanning electron microscopy (FEG-SEM: JSM-6700F) at room temperature. The super‐
conducting properties were detected from 5 K to 305 K using a Physical Properties Measure‐
ment System (PPMS: Quantum Design). The critical superconducting transition temperature,
Tc, is defined as the onset point on the magnetic moment vs. temperature curve, M(T), measured
in a magnetic field of 25 Oe. The magnetic Jc was derived from the Bean model. The resistivity
dependence on applied magnetic field and temperature, ρ(H, T), was measured using the four-
probe method with H from 0 T to 13 T applied perpendicularly to the current direction, from
5 K to 305 K. Hc2 and Hirr were defined as the magnetic field values at 90% and 10% on the
superconducting transition on the ρ(H, T) curve, respectively. The active connectivity factor,
AF, was calculated based on the ρ(H, T) behavior.

Figure 7. Tc dependence on sintering temperatures. The insets display the normalized magnetic moment dependence
on measurement temperature for in-situ samples (upper) and for combined in-situ/ex-situ samples (lower) [134].

According to the indexed XRD patterns, the samples contain a small amount of MgO. The MgO
contents are high in 950in, 1050in, and 1050exin compared with the other samples. The broad
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transition widths from the normal state to the superconducting state of these samples confirm
the high impurity contents, as shown in the insets of Figure 7. The 1050in transition width is
~7 K compared with the width of ~2 K for the other samples, which is attributed to the degraded
connectivity of the magnetic flux due to the high MgO content. The in-situ sintered samples
show higher Tc values by 0.5 – 1 K compared with the in-situ/ex-situ ones. The Tc of 1050in is
similar to that of 1050inex because of the high amount of impurity phase. Ball milling of the
raw materials induces a great amount of defects in the in-situ/ex-situ samples, which display
lower Tc compared with the in-situ samples [135, 136]. The connectivity of the in-situ/ex-situ
samples is worse than those of the in-situ samples judging from their big transition widths.
The low amount of Mg evaporation may be responsible for the narrow transition width of
1050inex compared with that of 1050in because the stable precursor MgB2 and low quantity of
Mg in the raw materials reduce the magnesium loss during the sintering at 1050 oC.

Typical SEM images of the in-situ samples are shown in Figure 8. The grain size of 750in is
about 300 nm, and the grains show an isolated distribution due to independent growth. 850in,
950in, and 1050in have big clusters of grains because the increasing sintering temperatures
have extended the crystal growth time. Some clusters are as big as 1 μm in 1050in. The
crystallinity is enhanced at higher sintering temperatures. A high sintering temperature
induces raw magnesium evaporation and MgO formation, which can be observed as small
white particles without contrast under SEM in 1050in.

The crystal shapes for the in-situ/ex-situ samples are irregular with a dispersed distribution of
grain sizea, as shown in Figure 9. The grain size of 750inex is small because of the low sintering
temperature. The recrystallization effect is triggered for 850inex, 950inex, and 1050inex, and
big grains as large as 1 μm are observed. 1050in and 1050inex show similar microstructures
because the high sintering temperature provides enough energy and a long time for the crystal
growth.

Figure 8. SEM images for the in-situ samples sintered at (a) 750 oC, (b) 850 oC, (c) 950 oC, and (d) 1050 oC. The crystal
growth was improved gradually with increasing sintering temperature.

Figure 10 compares the Jc dependence on applied magnetic field measured at 5 K and 20 K.
The Jc value of 1050in is the worst because of the high MgO content. The Jc performances of
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Figure 10 compares the Jc dependence on applied magnetic field measured at 5 K and 20 K.
The Jc value of 1050in is the worst because of the high MgO content. The Jc performances of
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750in, 850in, 750inex, and 1050inex are quite similar over the whole field range. While the Jc

deteriorated in 950in and 1050in under higher magnetic fields. 850inex and 950inex show
amazingly high Jc properties. The Jc values at 5 K under 8 T magnetic field are around five times
higher than those of the best in-situ samples. The inset of Figure 10 compares the low field
performances measured at 20 K. The in-situ samples, except for 1050in, show competitive low
field Jc. The high crystal quality of 950in is of benefit for its high self-field Jc performance.
750inex and 850inex show low self-field Jc values. While 950inex and 1050inex display
improved Jc, the values are lower than the self-field Jc of 950in due to the high MgO contents.

The Jc performance depends on the flux pinning mechanism under different magnetic field
intensities. The collective pinning model classifies the disorder-induced spatial fluctuations in
the vortex lattice into three regimes based on the strength the magnetic field: e.g. single-vortex,
small-bundle, large-bundle, and charge-density-wave type relaxation of the vortex lattice
[113]. The practicable Jc of MgB2 falls into the single-vortex pinning region and the small-bundle
pinning region in the phase diagram. The connectivity determines the Jc performance in the
single-vortex pinning regime because the effective charge carrier density is responsible for the
self-field Jc, while Hc2 and Hirr are responsible for the Jc performance in the small-bundle regime
based on the disorder or defects.

Figure 10. Jc dependence on applied magnetic field at 5 K and 20 K. The inset compares the self-field Jc behavior at 20 K
[134].

Figure 9. SEM images for the combined in-situ/ex-situ samples sintered at (a) 750 oC, (b) 850 oC, (c) 950 oC, and (d) 1050
oC. The grains are inhomogeneous due to the ball milled MgB2 precursor and the recrystallization effects.
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A practical quantity to evaluate the connectivity is the active area fraction, AF [21],

( )
ideal ,

300K
D

=
DFA r
r (2)

where,

( ) ( )ideal ideal ideal300K  – 40K 9 cm,D = » Wr r r m (3)

is the resistivity of fully connected MgB2 without any disorder [18], and

( ) ( ) ( )300  300  – .D = cK Tr r r (4)

Figure 11. AF dependence on sintering temperature. The short dashed line indicates AF = 0.175. The upper left inset
compares the resistivity of the in-situ samples. The upper right inset compares the resistivity of the combined in-
situ/ex-situ samples [134].

Figure 11 compares the AF of all the samples. All the samples show lower connectivity
compared with those of ideal crystals, as indicated by the low AF values. The AF value of 750in
is just 0.169, and high sintering temperature enhances the connectivity. It is ~ 0.26 for 850in.
Higher sintering temperatures than 850 oC can improve the AF slightly, which indicates that
the connectivity is easy to improve for in-situ samples. Although the MgO content is high in
1050in, its high AF value is attributed to sufficient crystallization. However, its low magnetic
field Jc was degraded by MgO. The combined in-situ/ex-situ samples show rather low AF values
compared with the in-situ samples. The phenomenon is consistent with the high resistivity of
the in-situ/ex-situ samples, as shown in the insets of Figure 11. The gradually improved
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Higher sintering temperatures than 850 oC can improve the AF slightly, which indicates that
the connectivity is easy to improve for in-situ samples. Although the MgO content is high in
1050in, its high AF value is attributed to sufficient crystallization. However, its low magnetic
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compared with the in-situ samples. The phenomenon is consistent with the high resistivity of
the in-situ/ex-situ samples, as shown in the insets of Figure 11. The gradually improved
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connectivity improves the AF values for the in-situ/ex-situ samples due to the improved solid
state reaction. The self-field Jc performances are also improved for 950inex and 1050inex.

The Jc performance in the small-bundle region depends on a strong flux pinning force. The flux
pinning centers could be lattice distortion, most types of defects, and grain boundaries [110,
137]. The temperature dependences of Hc2 and Hirr determine the strength of the pinning force,
as shown in Figure 12. The high field Jc performance is in agreement with the Hc2 and Hirr

behavior. The 1050in sample shows the lowest Hc2 and Hirr among all the samples. 850inex and
950inex show the highest Hc2 and Hirr, which are consistent with their high Jc values in the small-
bundle region. The ex-situ powder induces strong disorder and proper crystallization, which
are responsible for the high Hc2 and Hirr values.

Figure 12. Hc2 and Hirr of (a) the in-situ samples and (b) the combined in-situ/ex-situ samples [134].

In summary, both connectivity and disorder show strong influences on the Jc properties of
MgB2. The connectivity is responsible for the high effective charge carrier density, which
determines the self-field Jc performance. The strong flux pinning force induced by defects and
disorder is responsible for the promising Jc in high magnetic field. The enhanced Jc perform‐
ances of 850inex and 950inex are attributed to the optimized connectivity and disorder. The Jc

values obtained in this work are still far below the Jd value, ~8.7×108 A/cm2 for pure MgB2. The
Jc improvement in MgB2 should be explored based on the chemical doping effects and
combined in-situ/ex-situ process.

4. Nano-SiC doped MgB2 wires made by combined In-Situ/Ex-Situ process

The combined in-situ/ex-situ process has proved to be a promising technique for the fabrication
of practical MgB2 wires. The Jc of MgB2 superconductors has been enhanced through many
different kinds of dopants or additives [125], especially different carbon sources [75, 81,
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126-128, 138, 139]. In this work, a mixed in-situ/ex-situ technique was employed to develop
nano-SiC doped MgB2 wires with high connectivity and strong flux pinning force to increase
both the low and high field Jc properties [140]. The SiC particle size is another critical issue for
introducing strong flux pinning forces into MgB2. The size of SiC used in this work is smaller
than the sizes used in previous research, and the Jc dependence on sintering temperature also
shows a very different trend [81, 104, 141, 142].

The powder-in-tube (PIT) process was employed to make practical MgB2 wires from a ball-
milled mixture of Mg (99%), B (99%, amorphous), and SiC (< 15 nm).]The sample fabrication
and characterization are similar to the techniques mentioned for the pure samples in the last
section.
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Figure 13. XRD patterns of nano-SiC doped MgB2/Fe wires fabricated by (a) the in-situ technique 3
and (b) the in-situ/ex-situ technique, with sintering at 750, 850, 950, and 1050 oC, respectively. All 4
patterns were indexed with MgB2, MgO, Mg2Si, SiC, and Mg.[140] 5

Figure13 shows the XRD patterns of the two batches of samples. According to the indexed XRD 6
patterns, all samples show quite high purity of MgB2 with small amounts of MgO and un-reacted Mg 7
and SiC. The un-reacted Mg can be detected because of the high content of SiC in the raw 8
materials.[104, 115, 143] The most interesting phase change relates to change in the Mg2Si content 9
with sintering temperature. 750in shows very high Mg2Si content, which decreases with the sintering 10
temperature and becomes a trace peak in 1050in. However, more than a trace of Mg2Si can only be 11
found in samples sintered at lower temperature using the combined in-situ/ex-situ method, 750inex 12
and 850inex. The variation of Mg2Si content is an important signal of the C and Si distribution in the 13
MgB2 matrix. Figure 14 shows the SEM images of 850in and 850inex. The 850in sample contains 14
big-size slits between MgB2 clusters due to the volume contraction during in-situ sintering of Mg and 15
B powders. The 850inex sample shows hard-packed MgB2 clusters because the ex-situ precursor is 16
nucleating center and release the strain of the in-situ MgB2.17

The critical transition temperatures (Tc) of the two batches of samples are compared in Figure 15. It 18
is found that the Tc values of the in-situ sintered samples are always a slightly lower than those for the 19
samples from the other batch, except for 1050in, and the Tc dependence on sintering temperature of 20
the two batches of samples is exactly the same, which means that the Tc depends greatly on the 21
sintering temperature, but not on the different techniques. However, the transition widths from the 22
normal state to the superconducting state are quite different for the two batches of samples, as shown 23
in the inset of Figure 15. The transition widths of the in-situ sintered samples are quite broad 24
compared with those fabricated by the combined technique. The transition width is about 4 K for 25
750in and becomes 3 K in the 850in and 950in samples sintered at higher temperature due to the high 26
crystallinity. It should be noted that the transition of 1050in shows a two-step behaviour, which may 27
be attributed to the inhomogeneous carbon substitution effect or the inhomogeneous SiC distribution 28
in the raw materials. The transition widths of all the samples made by the in-situ/ex-situ combined 29
technique are 2.5 K, showing behaviour that is independent of the sintering temperature. This means 30
that the crystallinity is increased through the in-situ/ex-situ combined technique because the precursor 31
MgB2 powder is a source of high quality nucleating centres for newly formed MgB2 during the solid-32
liquid reaction between magnesium and boron. 33

Figure 13. XRD patterns of nano-SiC doped MgB2/Fe wires fabricated by (a) the in-situ technique and (b) the in-situ/ex-
situ technique, with sintering at 750, 850, 950, and 1050 oC, respectively. All patterns were indexed with MgB2, MgO,
Mg2Si, SiC, and Mg [140].

Figure13 shows the XRD patterns of the two batches of samples. According to the indexed
XRD patterns, all samples show quite high purity of MgB2, with only small amounts of MgO
and un-reacted Mg and SiC. The un-reacted Mg can be detected because of the high content
of SiC in the raw materials [104, 115, 143]. The most interesting phase change relates to the
change in the Mg2Si content with sintering temperature. 750in shows very high Mg2Si content,
which decreases with increasing sintering temperature and becomes a trace peak in 1050in.
However, more than a trace of Mg2Si can only be found in samples sintered at lower temper‐
ature using the combined in-situ/ex-situ method, 750inex and 850inex. The variation of Mg2Si
content is an important signal of the C and Si distributions in the MgB2 matrix. Figure 14 shows
SEM images of 850in and 850inex. The 850in sample contains large slits between MgB2 clusters
due to the volume contraction during the in-situ sintering of Mg and B powders. The 850inex
sample shows hard-packed MgB2 clusters because the ex-situ precursor is a course of nucleating
centers and releases the strain of the in-situ MgB2.

The critical transition temperatures (Tc) of the two batches of samples are compared in Figure
15. It is found that the Tc values of the in-situ sintered samples are always slightly lower than
those for the samples from the other batch, except for 1050in, and the Tc dependence on
sintering temperature of the two batches of samples is exactly the same, which means that the
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Mg2Si, SiC, and Mg [140].

Figure13 shows the XRD patterns of the two batches of samples. According to the indexed
XRD patterns, all samples show quite high purity of MgB2, with only small amounts of MgO
and un-reacted Mg and SiC. The un-reacted Mg can be detected because of the high content
of SiC in the raw materials [104, 115, 143]. The most interesting phase change relates to the
change in the Mg2Si content with sintering temperature. 750in shows very high Mg2Si content,
which decreases with increasing sintering temperature and becomes a trace peak in 1050in.
However, more than a trace of Mg2Si can only be found in samples sintered at lower temper‐
ature using the combined in-situ/ex-situ method, 750inex and 850inex. The variation of Mg2Si
content is an important signal of the C and Si distributions in the MgB2 matrix. Figure 14 shows
SEM images of 850in and 850inex. The 850in sample contains large slits between MgB2 clusters
due to the volume contraction during the in-situ sintering of Mg and B powders. The 850inex
sample shows hard-packed MgB2 clusters because the ex-situ precursor is a course of nucleating
centers and releases the strain of the in-situ MgB2.

The critical transition temperatures (Tc) of the two batches of samples are compared in Figure
15. It is found that the Tc values of the in-situ sintered samples are always slightly lower than
those for the samples from the other batch, except for 1050in, and the Tc dependence on
sintering temperature of the two batches of samples is exactly the same, which means that the
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Tc depends greatly on the sintering temperature, but not on the different techniques. However,
the transition widths from the normal state to the superconducting state are quite different for
the two batches of samples, as shown in the inset of Figure 15. The transition widths of the in-
situ sintered samples are quite broad compared with those fabricated by the combined
technique. The transition width is about 4 K for 750in and becomes 3 K for the 850in and 950in
samples sintered at higher temperature due to the high crystallinity. It should be noted that
the transition of 1050in shows a two-step behaviour, which may be attributed to the inhomo‐
geneous carbon substitution effect or the inhomogeneous SiC distribution in the raw materials.
The transition widths of all the samples made by the in-situ/ex-situ combined technique are 2.5
K, showing behaviour that is independent of the sintering temperature. This means that the
crystallinity is increased through the in-situ/ex-situ combined technique because the precursor
MgB2 powder is a source of high quality nucleating centres for the newly formed MgB2 during
the solid-liquid reaction between the magnesium and the boron.

Figure 14. SEM photos of (a) 850in and (b) 850inex [140].

Figure 15. Tc dependence on sintering temperature. The insets show the normalized magnetic moment dependence on
the measuring temperature for the in-situ samples (upper) and for the in-situ/ex-situ samples (lower) [140].
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The Jc dependence on the applied field is shown in Figure 16 for typical samples, which were
measured at 5 K and 20 K, respectively. It should be noted that the Jc dependence on sintering
temperature in this work is totally different from previously reported results, because the solid-
liquid reaction dynamics is different due to the small SiC particle size, less than 15 nm, which
is much smaller than the particle sizes used before. The Jc benefits from the high sintering
temperature. 750in, 850in, and 750inex display non-competitive performance over the whole
field range. 1050inex has very high low field Jc values but its Jc deteriorates with increasing
magnetic field. The Jc properties of 950in, 850inex, and 950inex show outstandingly high Jc

performances among all the samples. It is concluded that the in-situ/ex-situ combined technique
only requires a lower sintering temperature to achieve high quality MgB2 wires, which is very
important for industrial application in terms of energy saving and equipment simplification.
The Jc values of 750inex are double those of 750in at 5 K and 20 K over the measured magnetic
field range. The inset of Figure 16 displays the low field performances at 20 K to avoid the
influence of the flux jumping effect. 750in and 750inex show quite low Jc values in lower
magnetic field. 1050in and 850inex show competitive self-field Jc. The ball-milling process used
to produce the ex-situ MgB2 powder destroyes the porous structure and enhances the density
of MgB2 fabricated by the in-situ/ex-situ combined process. This is because of the small particle
size of SiC used in this work, which induces different reaction dynamics during the in-situ or
in-situ/ex-situ processing [81, 104, 141, 142], so that the present Jc dependence on sintering
temperature is quite different from what has been previously reported. It is proposed that the
liquid Mg reacts with SiC first to form Mg2Si and releases free C at low sintering temperature.
Then the Mg2Si reacts with B to form MgB2 and releases free Si at high sintering temperatures.
Both C and Si have very small sizes and cannot be detected by XRD. The coherence length, ξ,
of MgB2 is anisotropic. ξab(0) = 3.7 – 12 nm, and ξc(0) = 1.6 - 3.6 nm [110], which is shorter than
the particle size of Mg2Si. The Mg2Si particles cannot be effective flux pinning centers, but are
rather useless impurities in the MgB2 matrix, which decrease the density of current carriers.
However, the free C and Si can be very strong flux pinning centers because of their small sizes,
which are responsible for the high Jc performance in high magnetic fields. According to the
collective pinning model [113], the Jc performance in the low magnetic field region depends
on the density of current carriers due to its weak field dependence, while the high magnetic
field Jc performance depends on the flux pinning force due to the increased high Hc2 and Hirr.
The approximate Hsb values are also indicated on the Jc curves estimated at 20 K, as shown in
the inset of Figure 16, where Hsb is the crossover field from single-vortex to small-bundle
pinning based on the collective pinning model. However, Hsb has not been detected at 5 K due
to the relatively high supercurrents [103].

The strength of the pinning force can be reflected by the dependence of Hc2 and Hirr on the
normalized temperature, as shown in Figure 17. Carbon substitution is one of the most effective
methods to improve the Hc2 and Hirr because of the increased scattering by C doping, and the
increased scattering can also contribute to decreased Tc and merging of the two gaps [144]. It
should be noted that the Hc2 and Hirr for 750in, 850in, and 750inex have their highest values at
low temperature, which means a strong flux pinning force. The poor Jc is of these samples
attributed to the lower density of current carriers. Both 1050in and 1050inex show the lowest
Hc2 and the lowest Hirr among all the samples. 850in, 950in, 850inex, and 950inex show
competitive Hc2 and Hirr performances, which are responsible for their high Jc values under
high magnetic field.
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Figure 17. Comparison of Hc2  (solid symbols) and Hirr  (open symbols) for (a) MgB2/Fe wires doped with nano-SiC
and (b) MgB2/Fe wires doped with nano-SiC, with sintering at 750, 850, 950, and 1050 oC, respectively [140].

Figure 16. Jc at 5 K and 20 K. The inset indicates the Jc behavior in low magnetic field at 20 K. Hsb, the crossover field
from single-vortex to small-bundle pinning, is indicated by the dashed-dotted line at its probable position on the Jc

curves [140].
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In conclusion, high sintering temperature can improve the critical current density of small-
particle-size SiC doped MgB2. The two-step reactions between Mg, SiC, and B release free C
and Si to form strong flux pinning centers. The current carrier density and flux pinning force
are important factors in the improvement of the Jc performance of nano-SiC doped MgB2. The
current carrier density determines the Jc behavior in the single-vortex regime, where Jc is
independent of applied magnetic field. The flux pinning force determines the Jc performance
in the small-bundle pinning regime, where the doping induced defects are believed to act as
flux pinning centers. Nano-SiC doped MgB2/Fe wires fabricated by the combined process are
worth ongoing research to develop optimized processing parameters for practical purposes.

5. Conclusions

The diffusion method can greatly improve the critical current density compared with the
normal technique, which indicates that the critical current density greatly depends on the
connectivity of MgB2 grains. The combined process improves the connectivity of MgB2 grains
and the compactness of the superconducting core in wires, which induces high critical current
density in zero field. The flux pinning force can also be improved by dopants for magnetic
field application. Further research could focus on parameter optimization of the combined
process to fabricate high quality MgB2 wires.
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and Si to form strong flux pinning centers. The current carrier density and flux pinning force
are important factors in the improvement of the Jc performance of nano-SiC doped MgB2. The
current carrier density determines the Jc behavior in the single-vortex regime, where Jc is
independent of applied magnetic field. The flux pinning force determines the Jc performance
in the small-bundle pinning regime, where the doping induced defects are believed to act as
flux pinning centers. Nano-SiC doped MgB2/Fe wires fabricated by the combined process are
worth ongoing research to develop optimized processing parameters for practical purposes.

5. Conclusions

The diffusion method can greatly improve the critical current density compared with the
normal technique, which indicates that the critical current density greatly depends on the
connectivity of MgB2 grains. The combined process improves the connectivity of MgB2 grains
and the compactness of the superconducting core in wires, which induces high critical current
density in zero field. The flux pinning force can also be improved by dopants for magnetic
field application. Further research could focus on parameter optimization of the combined
process to fabricate high quality MgB2 wires.
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Spintronics Driven by Superconducting Proximity Effect
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Additional information is available at the end of the chapter
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1. Introduction

In this chapter, we will discuss a few selected topics on the applications of superconducting
proximity effect, and the related inverse proximity effect, in the field of spintronics. Super‐
conducting proximity effect occurs when Cooper pairs from a superconductor propagate into
the adjacent metallic systems and induce superconducting correlations in the otherwise non-
superconducting materials. Due to the limited coherence length of Cooper pairs, this effect is
confined to the very interface between the two materials and can be used as a method to trigger
supercurrent flow, or to create particle-hole symmetry, in a wide range of devices. The inverse
proximity effect can be viewed as the counteraction of the above-mentioned effect. Supercon‐
ductivity in the original superconductor material inevitably weakens when it drives super‐
conductivity into its neighbours; in addition, back flow of unpaired electrons and sometimes
spin polarized electrons, will create more pair breaking within the superconductor and weaken
it further. These effects can, however, be used as effective ways to control superconductivity
through spin manipulations.

This chapter is organized in the following way. After a brief introduction on superconducting
proximity effect and inverse proximity effects, we will continue our discussions from a few
device points of view. 1. Proximity induced superconductivity in low dimensional electron
systems, such as in the surface states of a 3D topological insulator and in the Rashba-split bands
of a heavy metal/semiconductor nanowire. These form the most promising platforms that can
host the elusive Majorana fermions for quantum computing applications. 2. Inverse proximity
from multiple ferromagnetic neighbours can controllably turn superconductivity On and Off.
The change in superconductivity states also leads to a large change in the device resistance,
known as the superconducting spin valve effect.

i. Superconducting proximity effect — the example of Majorana fermion creation

ii. Inverse proximity on superconductors — the example of superconducting spin valves
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and reproduction in any medium, provided the original work is properly cited.



2. Superconducting proximity effect — the example of Majorana fermion
creation

The term superconducting proximity effect [1, 2], by default, refers to the leak-out of a
superconductor’s Cooper pair wave function into an otherwise non-superconducting material,
and the generation of induced superconductivity in that material. This is a spontaneous process
that occurs whenever the superconductor makes clean enough contact with a metallic system.
Fig.1 illustrates the distribution of superconductor pairing potential ∆ across the interface
between a superconductor and a normal metal. Far away from the interface, ∆ simply sits at
the respective bulk values, being ∆0 on the superconductor side and vanishing on the normal
metal side. The proximity effect shows up clearly near the interface: ∆ is weakened on the
superconductor side but gradually emerges in the normal metal towards the interface.
Naturally, the two systems have to be in atomic contact for such wave function overlap to
happen effectively. The interface transparency is critical for the strength of the proximity, and
is often characterized with an impedance parameter γB such that the interfacial transparency

T = 1
1 + γB

. The transparency captures the interfacial quality as well as the wave function
matching between the materials. In Fig.1, a clear discontinuity is seen across the interface which
indicates a less-than-perfect interfacial transparency. A cleaner interface means stronger
proximity, which adds some quite stringent requirements to the materials’ development.

Figure 1. Evolution of the superconductor pairing potential Δ near an S/N interface. Δ0 is the bulk pairing potential of
the superconductor.

Such superconducting proximity effect is of particular interest to the spintronics commun‐
ity because it not only allows for spontaneously driving a non-superconducting material
into  superconductivity,  but  also  enables  actively  pumping  supercurrents  over  a  pro‐
longed distance across a non-superconducting material. Their fundamental principles are
the  same:  extension of  the  superconductor  wave function  into  the  non-superconducting
material. Naturally, the proximity effect can propagate into a material as long as there are
available electronic states near the Fermi level:  i.e.,  a  metallic  material.  There have been
some quite important reports in the field demonstrating superconductor coupling through
unconventional media: for example, the manifestation in 2D semiconductor electron gases
[3,  4,  5]  and  topological  insulator  surface  states  [6,  7,  8];  the  two-valley  nature  with
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relativistic Dirac electrons of graphene [9]; the gate tunability when coupled to 1D carbon
nanotubes [10, 11], as well as with 0D C60 molecules [12] and InAs quantum dots [13]; the
flow of supercurrents through double-stranded DNA molecules [14];  and the conversion
into spin triplet supercurrents in half-metals [15, 16].

Whereas  the superconducting proximity effect  can essentially  drive any electron system
into superconducting,  we focus our attention on a very specific  topic:  generation of  the
long-sought-after Majorana fermions on superconductor platforms and application of these
particles  to  topological  quantum  information  processing  [17].  A  Majorana  fermion,  by
definition, is a spin-1/2 particle identical to its own antiparticle, as opposed to a convention‐
al  Dirac  fermion.  Being  its  own antiparticle  suggests  that  the  particle  has  to  be  charge
neutral  as  well.  A  superconductor’s  wavefunction  has  perfect  electron-hole  symmetry,
making it an ideal platform for creating objects with similar properties. Other than being
electrically charged, the quasiparticle excitations in a superconductor come really close to
the Majorana fermions. Naturally, many of the proposals for creating Majorana fermions
in solid-state systems involve superconductivity as one of the core ingredients. There are
a number of ingenious device concepts for realizing Majorana fermions in a superconduc‐
tor platform. The most practical route of synthesizing a localized Majorana fermion is to
build  on  the  platform  of  p-wave  superconductors  [18,  19]  such  as  strontium  ruthenate
(Sr2RuO4):  a  spinless  px+ipy  superconductor  [20].  A  p-wave  superconductor’s  wavefunc‐
tion is two-fold degenerate and has chirality on the angular momentum; it is therefore often
termed the chiral p-wave state. It differs from the more conventional s-wave BCS supercon‐
ductors and d-wave high-temperature superconductors in the sense that the electrons prefer
to pair into spin-triplet configurations. Since ferromagnetism is observed in many closely
related  strontium  ruthenate  compounds  (such  as  SrRuO3),  it  is  natural  to  consider  the
possibility of triplet pairing on these superconducting species. There has been compelling
evidence confirming that Sr2RuO4 is indeed a p-wave superconductor [21]. This spontane‐
ous time-reversal  symmetry breaking ensures that  the system is  stable against  magnetic
impurity scattering, but not so much against normal elastic impurity scatterings, such as
from non-magnetic  defects,  grain boundaries,  or surfaces.  As a result,  it  is  very hard to
obtain  materials  with  a  high  enough  quality  for  device  purposes.  With  Sr2RuO4  as  an
example, while its TC can reach as much as 1.5 K in the best-quality single crystals, it is
practically non-superconducting in any of the thin films deposited so far [21], which is a
significant  obstacle  for  its  potential  application  in  the  topological  quantum  computer
architectures.

The superconductor proximity effect comes in as an experimentally feasible route to “simu‐
late” a p-wave superconductor that can subsequently host Majorana modes on the resulting
2D platforms [22, 23]. Now that the particle-hole symmetry has already been guaranteed on
the given platforms by the superconductivity induced from the superconducting proximity
effect, what about the spinless nature of the p-wave superconductors? The signature we need
to look for is the so-called helical Dirac spin state, as illustrated in Fig.2, which readily shows
up on the surface of a 3D topological insulator [24]. A 3D topological insulator is a quantum
spin Hall insulator with an inside that is insulating and a surface that is conducting [25]. Due
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to the nontrivial topology of the material, its interface with a topologically trivial insulator,
such as a normal insulator or vacuum, always has the conducting surface states present, which
are strictly protected by the topological orders. We will not go into too much detail about
topological insulator itself as it is not the focus of this article, except to point out that: a) the
electron dispersion relation shows a helical spin texture — the electrons’ spin orientation and
momentum direction are tightly locked due to strong spin-orbit coupling; b) the dispersion is
linear for the energy range we are interested in — known as the relativistic Dirac dispersion;
and c) there is no energy gap and no spin degeneracy — a single band structure, different from
a zero-gap semimetal or the spin and valley degenerate graphene. As the ingenious proposal
from Fu and Kane [22] demonstrates, by coupling the helical surface states of a topological
insulator with a conventional s-wave BCS superconductor through proximity effect, one can
essentially simulate the properties of a p-wave superconductor and perform any subsequent
operations with the composite states. Due to the two-dimensional nature of the topological
surface states, the resultant “p-wave superconductor” is also two-dimensional. When a vortex
nucleates on such a surface, it defines a non-superconducting region which essentially creates
an “edge” on the surface localized to a tiny circle. A closed contour around this circle has a
Berry phase shift of π due to the rotation of spin orientation around this circle. A Majorana
zero mode is trapped within this vortex core, and can therefore be moved coherently when
one physically moves this vortex around, as if it is a standalone physical particle. Once these
localized, non-Abelian Majorana bound states are established, one can then perform the
necessary braiding operation on them which covers all the quantum gates required for
quantum information processing [17].

Figure 2. Electron energy dispersion with a helical spin texture similar to the surface states of a topological insulator.
Blue arrows indicate the directions of the spins, and red cones indicate the linear dispersion near the Dirac point.

Though a topological insulator makes a convenient platform for creating a p-wave supercon‐
ductor and the subsequent Majorana fermions, the above proposal remains an experimental
challenge mainly due to the difficulties associated with perfecting the topological materials
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themselves, which requires significantly more effort along the road [24, 26, 27, 28]. Experi‐
mentalists have progressed remarkably further on a much more mature material platform: the
surface of a semiconductor with strong Rashba spin-orbit coupling. Evidence of Majorana
bound states has already been reported in this direction [29, 30, 31]. The basic idea here is to
also look for an electronic state that resembles the helical spin states as described above, and
the Rashba spin-orbit coupling, resulting from structural change at interfaces; this idea can
become a convenient solution to the problem. Fig.3 illustrates the effect of Rashba spin-orbit
coupling on a “free” electron band. Due to the relativistic effect, electrons moving in the
interfacial electric fields also experience effective magnetic fields on their rest frame. Forward-
moving electrons and backward-moving electrons see opposite in-plane effective magnetic
fields. In the forward-moving direction, the spin-“inward” electrons are lifted higher in energy
than the spin-“outward” electrons, and vice versa in the opposite-moving direction. Here the
inward and outward spin orientations are with respect to the paper of drawing, and which
spin configuration has lower energy is also determined by the Rashba field direction of that
interface. Note that the spins are still degenerate at the k=0 point where the spin-orbit coupling
vanishes, and it creates a crossing between the two bands. The dispersion relation is nearly
linear in k close to this crossing point. Fig.3 only depicts the situation of one-dimensional
electron motions (x-direction). Imagine that we are actually dealing with a two-dimensional
surface, and the k space extends in both x and y directions. This will revolve the spin-split
bands around the centre axis of k=0, and the crossing point evolves into a Dirac point under
the electrons’ two-dimensional motion. Because the Rashba field is normal to the xy-plane
electron motion, the resulting effective magnetic fields — and therefore the principle spin
quantum axes —always lie within the xy-plane and transverse to the direction of motion. This
leads to a helical spin texture as depicted in Fig.3. Note that two helical spin-textured Fermi
surfaces exist in this structure and a perpendicular Zeeman field along z-direction is necessary
to open a gap at the Dirac point and remove the spin degeneracy from this system, eventually
rendering it spinless. With this construction of a helical spin state through Rashba spin-orbit
coupling, we can again proceed with superconducting proximity effect to simulate the
properties of a p-wave superconductor.

Figure 3. Illustration of a Rashba type spin-orbit splitting. Left: a typical parabolic “free” electron band with two-fold
spin degeneracy. Right: In the presence of Rashba spin-orbit coupling, moving electrons feel an effective magnetic field
on their rest frame, and the two spin channels are therefore split in energy. The effect is linear with respect to the wave
vector k, and opposite for the two types of spins. Therefore, the Rashba spin-orbit coupling adds a linear component to
the quadratic function, creating a uniform shift of the parabolas from the origin but in opposite directions for the oppo‐
site spin channels.
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The proposal from Das Sarma et al. [23] is based on a 2D semiconductor electron system
governed by the following equation of motion,

( )
2 2

0 *
ˆ

2 z z
pH V p z

m
= - m + s + a s´ ×

rrh (1)

Here, m*, μ, Vz, α, are the electrons’ effective mass, the chemical potential, the out-of-plane
Zeeman splitting, and the Rashba spin-orbit coupling strength, respectively. Without the
Zeeman term, the band structure would look just like that in Fig.3: revolving around the centre
axis, as described above. We can easily see that the Zeeman term has a negligible influence on
the total wavefunction when p→  is large, but becomes dominant close to  p→  =0 and opens up an
energy gap right at the Dirac point, with the gap size 2Vz determined by the electrons’ g-factor
and the applied Zeeman field strength. This perpendicular Zeeman field is critical in this
proposal for removing the spin degeneracy from the structure, leaving only one band present
within the Zeeman gap. One does need to carefully tune the Fermi level of the system to within
this gap to take advantage of this feature. The next ingredient is the superconducting proximity
effect, which will induce superconductivity into the semiconductor’s Rashba-split surface
states. In order for the proximity effect to be effective, the semiconductor needs to be suffi‐
ciently conducting, in addition to possessing strong Rashba spin-orbit coupling. These
requirements readily identify some of the heavy-element, low-gap semiconductors as the most
promising choices, such as InSb or InAs. They tend to also have very large conduction electron
g-factors, dozens of times larger than 2, making them even more ideal in applied magnetic
fields. The superconductors, on the other hand, tend to have lower critical magnetic fields if
the field direction is pointing out of the film plane, and in many cases the superconductivity
will be completely destroyed by a field of a few Tesla. In order to induce appreciable Zeeman
splitting, hopefully a few meV or higher, without suppressing the superconductivity, magnetic
insulators are often used in these proposals to induce the necessary perpendicular Zeeman
field. These materials are known to produce large exchange Zeeman fields onto adjacent free
electrons, and are most effective on low-dimensional 2D or 1D electron systems [32]. The
induced effective field can reach hundreds of Tesla with this approach. With exchange fields
being short ranged, they have negligible influence on the superconductivity because the
superconductor and the magnetic insulator are not in direct contact. Later, Alicea et al. [33]
offered a clever twist on the above proposals by combining the Dresselhaus spin-orbit
coupling, intrinsic to III-V semiconductors because of their crystallographic inversion asym‐
metry, and the Rashba spin-orbit coupling, due to the structural inversion asymmetry at
interfaces, in a semiconductor quantum well structure with selected crystalline orientations.
Now that the principle spin quantum axis no longer lies within the electrons’ motion plane, a
magnetic field with reasonable strength applied parallel to the plane surface, coupled with the
relatively large g-factors in these semiconductors, can also open up an appreciable energy gap
at the centre point, removing the spin degeneracy found there. Once the spinless platform is
constructed, the next important practice is to tune the chemical potential of the system right
to the middle of this gap through chemical doping or electric field gating. One can then place
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a conventional s-wave superconductor on top, which induces superconductivity into the
system through proximity effect. The induced superconducting correlation opens up another
energy gap on the conduction electrons and the system becomes fully gapped. With all these
ingredients in place, the system can be described with exactly the same Bogoliubov-de Gennes
(BdG) equations as the topological p-wave superconductors, and Majorana bound states are
expected to exist at vortex cores on this special platform.

Figure 4. Majorana state bound to a vortex core on a heterostructure of a Rashba semiconductor platform, with both
superconducting and magnetic proximity effects [23].

Another route of synthesizing Majorana fermions is to perform superconducting proximity on
top of a heavy metal surface with strong Rashba spin-orbit coupling [34, 35]. The Rashba
splitting tends to be much larger than in the semiconductor systems. Under the strong Rashba
spin-orbit coupling, the metal’s surface states also show two spin-split parabolas, with a
crossing at k=0 similar to those shown in Fig.3. A perpendicular external magnetic field, or a
perpendicular exchange field from magnetic insulators, will open up a Zeeman gap at the cross
point, and an s-wave superconductor will induce superconductivity into the system through
superconducting proximity effect. While the superconducting gap stays with the chemical
potential of the system, one still needs to match the chemical potential to the middle of the
Zeeman gap. Due to the abundance of carriers in the metallic systems, however, it is extremely
difficult to move the chemical potential through electric field gating. Therefore, one has to
carefully select a suitable electron system to begin with, with the crossing point of the surface
states not too far from the metal’s Fermi level. Fig.5 shows one such set-up. Tunnelling
spectrum to the interface can reveal the existence of the desired, gapped Rashba surface states.
Once the superconducting proximity effect kicks in, appearance of Majorana zero-energy
modes can mediate resonant Andreev reflection between two leads, with perfect conductance
of 2e2/h independent on the coupling strength. As a comparison, conventional resonant
Andreev reflection only shows the maximum conductance when the two coupling amplitudes
are identical.

The construction of the p-wave-superconductor-like electron systems makes the search for
Majorana fermions much more tangible for experimentalists. It is now possible to revisit
Kitaev’s initial concept of 1D wires hosting Majorana end modes [36], which has been subse‐
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quently extended onto semiconductor nanowire platforms coupled with strong supercon‐
ducting proximity effect [37, 38, 39]. The two ends of a 1D wire form a protected pair of
Majorana fermions. This is analogous to a vortex on a 2D topological superconductor, which
is also a boundary of the 2D platform but a physically moveable entity. To create a 1D p-wave
superconductor wire, one can start with a 1D semiconductor wire and drive it into supercon‐
ductivity with superconducting proximity effect. The regions surrounding the nanowire are
just topologically trivial superconductors/insulators, leaving the enclosed topological super‐
conductor nanowire intact. One can also start with the constructed 2D p-wave superconductor
platforms as described earlier, and use selected electric and magnetic manipulation to suppress
or flip the polarity of the topological superconductivity in order to define the desired 1D
nanowire region with a distinct topology. Specifically, magnetic insulators can exert very
strong interfacial exchange fields onto the desired 2D platforms, and can therefore be used as
a local control to open and close the Zeeman gap of the system without much adverse influence
on the superconductor system. Electric field manipulation from gate electrodes allows for local
and active tuning of chemical potentials in the system. The topologically nontrivial supercon‐
ductor state is enabled when the chemical potential is tuned into the mid gap, and will be
destroyed when it is too far off. Therefore, we see that we can conveniently perform the fusion
and braiding operations on the Majorana end modes with controlled gating on the 1D wire
networks [39]. Similar manipulations can also be achieved on 2D platforms by controllably
moving the vortices. Quantum information is stored non-locally on these non-Abelian systems
and therefore is largely immune to any local perturbations, as long as the topology of the above
systems remains protected by the superconducting and exchange gaps. These properties
ensure that topological quantum computing on these solid-state platforms is inherently error-
tolerant. We will not discuss in this article the details of braiding operations for topological
quantum information processing, except to point out that quantum braids cover all the

Figure 5. The proposed sample layout for the heavy-metal-based Majorana fermion creation [34]. (a) Ag(111) surface

with 1/3 monolayer of Bi coverage in the ( 3× 3) R30° reconstruction. Superconducting proximity from an s-wave
superconductor (Nb alloy), and magnetic proximity from a magnetic insulator (EuO), together create a topological su‐
perconductor channel on the system. (b) Electrons confined on the metal surface experience strong Rashba spin-orbit
coupling and form two parabolas crossing at k=0. The gap of 2VZ comes from the exchange fields from EuO, and the
chemical potential μ of the system needs to be tuned to the mid-gap. (c) Potential verification of the surface states
through tunnelling spectrum, where one should see a dip corresponding to the opening of the exchange gap and a van
Hove singularity corresponding to the very top of the Rashba bands.
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through tunnelling spectrum, where one should see a dip corresponding to the opening of the exchange gap and a van
Hove singularity corresponding to the very top of the Rashba bands.
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necessary quantum gates required for quantum computing. One can refer to the original article
by Kitaev et al. [17] for an accurate account for topological quantum computation with non-
Abelian anyons.

There have been a number of reports about successfully observing the signatures of Majorana
fermions along the route of the proposed proximity-driven platforms [29,30,31, 40, 41, 42].
Semiconductors offer the most opportunities so far because of their maturity in technology.
The first convincing report [29] was based on InSb nanowires with strong spin-orbit coupling
and a very large g-factor (g≈50), and the device layout is shown in Fig.6. The nanowire portion
under the superconductor is the region of interest, where the superconducting proximity effect
drives this nanowire region into superconducting. Note that the superconductor only covers
half of the wire in order that the electric fields coming from the buried gate electrodes are not
completely screened. This practice is very important to ensure that the chemical potential of
this portion of wire can be tuned into the middle of the Zeeman-split gap with controlled
gating. The semiconductor nanowire with strong Rashba spin-orbit coupling can be treated as
a quasi-1D electron system, and its dispersion relation is essentially the same as that illustrated
in Fig.3’s right-hand panel, with two Rashba-spin-split parabolas in zero magnetic fields. In
the nanowire geometry, one can find that when the applied magnetic field is along the wire
direction, a Zeeman energy gap opens up at the Dirac point of the dispersion curve. The above
actions ensure that Majorana bound states will emerge at the ends of the wire when the
topological superconductor phase disappears and the normal gapped semiconductor/
superconductor phase emerges. A quantum mechanical tunnelling measurement on this
Majorana mode confirmed that it is bound strictly at zero energy throughout the field range
in which it is supported. It emerges when the field applied along the wire opens up the Zeeman
gap, and disappears when the field becomes too strong and destroys the topological super‐
conductor phase. The behaviour is distinctly different from other phenomena such as Andreev
reflection and Kondo effect, and is therefore widely accepted as the first observation of
Majorana bound states in solid-state systems. The bound state vanishes under elevated
temperatures, because thermal excitations start to overcome the gap protections. Strictly
speaking, a semiconductor nanowire is not exactly a 1D electron system, and there are multiple
transverse subbands due to the finite width. The above 1D wire theory was expanded to the
more general multichannel situations [34, 43], and the protected Majorana modes exist in the
quasi-1D wires as long as there are only an odd number of bands crossing the Fermi level and
the wire is not substantially wider than the superconducting coherence length. These condi‐
tions are both satisfied in this experiment. The magnetic field was applied along the wire
direction in this experiment, and a magnetic field perpendicular to the device plane (out-of-
the-page) is no longer a suitable choice. The circular geometry of the nanowires leads to a
circular distribution of the Rashba electric fields, and for some parts of the wire surface the
applied magnetic field would be aligned parallel to the wire surface and perpendicular to the
wire direction. Magnetic field in such a configuration is only able to shift the Dirac point a little
bit in energy and momentum, but is not able to open up the desired exchange gap. Therefore,
some parts of the wire would remain gapless if a perpendicular-to-the-device-plane magnetic
field is chosen.
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Figure 6. Device layout for the experimental evidence of Majorana fermion in a solid-state system [29]. The electrodes
seen on the background, numbered 1, 2, 3, 4, etc., are the gate electrodes, separated from the nanowire and top electro‐
des by Si3N4 dielectrics. The nanowire is in contact with a normal metal (N) on one end, and a superconductor (S) on
the other. The gate electrode labelled in dark green is the one used to create a tunnel barrier between the two sides of
the nanowire. This effectively forms a S-NW-N tunnel junction for spectroscopy measurement. The nanowire region
covered under the superconductor would have proximity-induced superconductivity in it, and a Majorana bound state
is therefore trapped at the very edge of the superconductor region when the topology changes. It shows up as a zero-
bias peak on the tunnel spectroscopy when a suitable magnetic field is applied along the wire direction.

3. Inverse proximity on superconductors — The example of
superconducting spin valves

As we have described above, the superconducting proximity effect describes the supercon‐
ductor’s wavefunction propagating into non-superconducting materials and inducing
superconducting paring in there. Because of the leak-out of paired electrons, and the influx of
unpaired electrons, the proximity effect would naturally generate a counter effect that weakens
the superconductor itself. This is known as the inverse proximity effect. We will only focus
our attention on a specific aspect of it — inverse proximity from ferromagnetic materials. The
presence of spin information in the ferromagnets allows for spintronic manipulation on the
superconductor system. For a detailed review on superconducting proximity with ferromag‐
nets, please see the thorough review articles by Buzdin and Bergeret et al. [44, 45]. Here we
proceed to demonstrate the inverse proximity effect from ferromagnets by illustrating with
superconducting spin valve devices that can essentially turn the superconductivity On and
Off through spin manipulations.
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The propagation of superconductor wavefunction in a ferromagnetic metal is qualitatively
different from that in a normal metal. This originates from the mutual incompatibility between
a BCS superconductor, in which opposite spins pair up into Cooper pairs, and a ferromagnet,
in which spins prefer to align parallel to each other to minimize the exchange energy. The
presence of magnetic species in or near a superconductor material could be a drag if one wants
to maximize the performance of the superconductor, because magnetic interactions break time
reversal symmetry and become a strong source of Cooper pair breaking. We can, however,
achieve desired controllability on the superconductor devices through manipulating the
proximity-coupled magnetic systems. Fig.7 illustrates the propagation of superconducting
wavefunction into a ferromagnetic metal. We note that instead of a simple exponential decay
as in the normal metal/superconductor situation (Fig.1), the superconducting order parameter
picks up a fast oscillatory behaviour. This can be qualitatively understood by considering the
two electrons of a Cooper pair with opposite spins sitting inside an exchange field. One of the
electrons, with its spin aligned along the exchange field direction, has its kinetic energy
lowered by δE, while the opposite electron sees an increase in its kinetic energy by δE in the
exchange field. Therefore, they start to propagate with different wavevector k, and the Cooper
pair as a whole no longer has zero net momentum as it used to when it was inside the
superconductor. For an electron near the Fermi level of a parabolic band, the kinetic energy is
quadratic to the wavevector k and an increase (or decrease) in the kinetic energy by δE leads
to a change in the wavevector by δE/ћvF, where vF is the Fermi velocity. The Cooper pair now
gains a centre-of-mass momentum of 2δE/vF, and therefore the order parameter of the Cooper
pairs will oscillate in space with a period of hvF/2δE. This roughly describes the system in the
clean limit. For the dirty limit of a diffusive system, the Cooper pair motion can be described
well with the Usadel equation [46]. Under the assumption that the exchange energy is much
larger than the pairing energy, which is true for most ferromagnets relative to superconductors,

the pair wave function can be solved and has a form of Δexp(− x
ξf

)cos( x
ξf

) [44], i.e., an oscillatory
function with exponential damping. In this special situation, the decay length and the oscilla‐
tion period coincide (but they do not have to in more general situations). Here, ξf = Df / δE ,

Df = 1
3 vF l is the diffusion coefficient and l is the electrons’ mean-free-path in the ferromagnet.

The oscillatory behaviour of the pair wave function adds an oscillatory dependence to the
structure’s overall critical temperature [47] when the ferromagnet layer thickness is compa‐
rable or longer than the pair oscillating period ξF. This has been verified in various supercon‐
ductor-ferromagnet bilayer structures [48, 49, 50, 51]. One can readily see that when the
ferromagnet layer thickness is equal to πξF, the wavefunction has a phase shift of π across the
ferromagnet layer, and the superconductivity is therefore weakened. As the ferromagnet
increases in thickness, the phase oscillates back and forth and the system shows an oscillatory,
non-monotonic behaviour in the critical temperature. The parameter ξF can be approximately
read out from the oscillation period of TC. The oscillatory behaviour of the pair wavefunction
shows up not only in the phases, but also in the electron density of states inside the ferromag‐
nets. At certain distance away from the interface, the density of states can even become larger
than the normal value in the absence of superconducting proximity [52].
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Figure 7. Evolution of the superconductor pairing potential near a S/F interface. The pairing potential inside the ferro‐
magnet shows a strong oscillatory and damping behaviour due to the large internal exchange field. ξF characterizes the
superconducting correlation oscillation length as well as the correlation decay length within a strong ferromagnet,
where the exchange energy δE far exceeds the pairing potential Δ.

Though it is not immediately clear, the above discussions already imply that superconductivity
within the superconductor itself will also be significantly weakened in the presence of a strong
ferromagnet. A critical difference of the proximity with a strong ferromagnet, compared to
that with a normal metal, is the extremely short decay length of the pairing potential. By
connecting the superconducting wavefunction across the interface, one can already see that
the steep slope of the pairing potential on the ferromagnet side influences that on the super‐
conductor side and pulls the whole pairing potential profile downward. The exact boundary
condition matching is subject to the interfacial transparency and the respective diffusion
coefficients. A stronger ferromagnet creates stronger exchange interaction and shorter ξF:
therefore, stronger suppression to the superconductivity. Now we can consider constructing
a sandwich of ferromagnet/superconductor/ferromagnet: i.e., a superconducting spin valve
structure [53, 54]. Although the two ferromagnet layers will both strongly suppress supercon‐
ductivity in the sandwiched middle layer, we can try to cancel out their influence through spin
manipulation. Recall that when one of the ferromagnet layers is placed on top of the super‐
conductor, strong suppression of superconductivity is present. If we place the second ferro‐
magnet layer with the same spin polarity, the inverse proximity effects coming from both
ferromagnets strengthen each other and suppress superconductivity even more. This spin-
parallel configuration ensures that the wavefunction over the whole structure is symmetric
with respect to the film centre (mid-plane of the superconductor). We can conceptually fold
the wavefunction in the middle and it becomes identical to that of a bilayer situation. Because
the equivalent thickness of the superconductor layer is only half of its actual thickness, the
layer suffers even stronger suppression from the inverse proximity effect. If we instead place
the second ferromagnet with an opposite spin polarity relative to the first one, i.e., configuring
the system into a spin-antiparallel state, the proximity effects from the two ferromagnets differ
precisely by a phase of π and will largely cancel each other out. Superconductivity is therefore
restored in this configuration.

We now use an epitaxial pristine structure of Fe/V/Fe as an example to illustrate the above
mentioned superconducting spin valve effect [51]. The structure was deposited with molecular
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beam epitaxy (MBE) onto MgO-buffered Si(100) substrates. X-ray diffraction verified the
epitaxy of the films showing clear four-fold symmetry in the off-axis diffraction patterns. The
quality of the films and interfaces can be verified with the critical temperature TC and upper
critical field HC2 measurements on V single layer films and Fe/V bilayer films. Fig.8 (a) shows
that TC varies linearly with respect to the inverse film thickness. Such dependence indicates
clearly that there exists a superconducting “dead” layer on the film surface due to the lowering
of electron density and weakening of phonon coupling there [55]. This surface layer is
superconductingly inactive, and amounts to about 1 atomic layer (0.18 nm) on the pure V films
(interfaced with MgO on both sides), confirming the superior quality of these films. On the
other hand, the series of bilayer samples of V with proximity to 6 nm Fe show a significantly
steeper slope, corresponding to a much thicker inactive layer of 13.5 nm. For V of the same
thickness, presence of Fe pulls TC much lower than MgO does in pure V films. This is a clear
manifestation of the above-described inverse superconducting proximity effect: the presence
of a ferromagnet strongly suppresses superconductivity in the adjacent superconductor. Fig.
8 (b) shows the upper critical fields of the set of films with 30 nm V. The addition of proximity
from Fe again significantly suppresses superconductivity. The linear dependence of HC2 square
with respect to temperature is an indication of two-dimensional superconductivity behaviour,
which follows HC2(T )= HC2(0)(1− T

T C
)1/2 [56]. From the determined slope of the plot, we can

identify the superconducting coherence length ξS, being about 8.2 nm for the 30 nm V films. It
is interesting to note that the slope does not change when the proximity effect from Fe kicks
in, indicating that no change happens to the Cooper pair correlations. This is quite expected
because the proximity effect and inverse proximity effect do not modify the pairing mecha‐
nisms within the superconductor, and the addition of a few nm metals has little influence on
the electrons’ mean-free-paths either. Fig.8 (c) shows the most important aspects of the inverse
superconducting proximity effect: the quick oscillation and damping of TC with thickness. As
we have described earlier, TC oscillates with the ferromagnetic layer thickness because of the
Cooper pairs’ phase oscillation inside an exchange field. We can roughly estimate the super‐
conducting correlation length inside the ferromagnet ξF to be about 1 nm. We can also clearly
see that the superconductivity suppression from inverse proximity effect is quite dramatic:
with a few monolayers of Fe overlayer, the critical temperature already drops from the original
value of over 5K to only slightly above 3K. The oscillation quickly damps out after several ξF,
when the Cooper pair wavefunction is almost fully suppressed. After the first few nm, further
increase of the ferromagnetic layer thickness does not continue to influence the overall
wavefunction. On the other hand, we notice that TC does not really drop to zero before
recovering, as we have depicted before. This actually is also a consequence of the fast damping
behaviour which significantly limits the transparency of the Cooper pairs into the ferromagnet.
Beyond the first few nm, the remaining portion of the ferromagnet has no significant further
contribution to the TC suppression. In addition, because the measurement of TC is over the
whole structure, the region of the superconductor far away from the interface essentially
retains the original superconductivity strength, and renders the whole structure supercon‐
ducting under conventional DC measurements. Detailed calculations on TC of such ferromag‐
net/superconductor bilayer structures confirm that the oscillation indeed quickly reaches a
saturation value after the ferromagnet thickness increases beyond the first few oscillations [57].
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Figure 8. Critical temperature TC and upper critical field HC2 for epitaxial V and Fe/V films [51]. (a) TC as a function of
inverse V layer thickness; (b) HC2 square as a function of temperature; (c) TC damping and oscillation with respect to
the Fe layer thickness, the solid line is provided as a guide for the eye. ξF can be estimated to be about 1 nm.

Next, we consider the magnetoresistance of these superconducting spin valves. The structure
is fully epitaxial, with high interfacial quality. In order to magnetically separate the two Fe
layers, a CoO antiferromagnetic layer was introduced above the top Fe layer, which exerts
exchange bias [58] on the top Fe layer and essentially pins the magnetization of this layer to a
chosen direction. When the applied magnetic field only sweeps in a range not exceeding the
exchange bias pinning strength, one can only observe magnetic switching of the “free” layer,
which is the bottom Fe layer in this structure. Fig.9 (a) shows the magnetoresistance results
across temperatures close to TC. When the magnetic field varies, clear resistance high and low
states are observed, indicating that the structure toggles between the non-superconducting
and superconducting states. In the spin-parallel configuration, the inverse proximity effects
from both ferromagnet layers strengthen each other and strongly suppress superconductivity
of the sandwiched V layer, leading to the high-resistance, non-superconducting state; in the
spin-antiparallel configuration, the inverse proximity effects largely cancel each other out and
the system returns to the low resistance, superconducting state. For certain temperatures the
ratio between the normal resistance and the superconducting resistance is essentially infinite,
making the magnetoresistance ratio essentially infinite. The effect is only pronounced in a very
narrow temperature window close to TC, because this is when the superconductivity is already
quite weakened by thermal energy, and slight perturbations from the environment (such as
from the inverse proximity effects) can readily drive the system in and out of its supercon‐
ducting state.

Fig.9 (b) shows TC determined for the two spin configurations. Clearly, spin-parallel state has
weaker superconductivity and lower TC, while spin-antiparallel state has stronger supercon‐
ductivity and higher TC. In the temperature range between these two TC, a large resistance
difference exists between the two states leading to the large magnetoresistance described
above. The superconducting spin valve effect relies on the fact that the two ferromagnet layers
are effectively coupled to each other through the superconductor. Therefore, the effect
decreases as the superconductor layer thickness increases, and essentially drops to zero when
the superconductor layer is much thicker than the superconducting coherence length ξS of
about 8 nm in this system. On the other hand, if the superconductor layer is too thin, its
superconductivity would be fully suppressed by the Fe layers and the superconducting spin
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valve effect is also no longer achievable. The TC shift as seen in Fig.9 (b) is clear indication of
the operation temperature range of this effect, which is, however, limited to only tens of mK
across many different systems [59, 60, 61, 62,51]. Improving interfacial transparency is the key
for further improving the performance of these devices. Fig.10 shows the calculated variation
of the P and AP TC’s with the change of the interfacial transparency [53]. The curves with the
highest transparency (solid lines, TF=25) clearly show a region with very large TC shift. For
example, around dF/ξF=0.4, TC of the AP state is around half the bulk value while that of the P
state is fully suppressed. For samples of this structure, infinite magnetoresistance would show
up for any temperatures below half the bulk TC, making it a practically usable device for
turning the superconductivity On and Off. As a comparison, for the curves corresponding to
the lowest interfacial transparency, TF = 1, the TC difference between P and AP states is very
small throughout all the dF choices. This is easy to understand because poor interface trans‐
parency breaks up the correlation between the superconductor and the ferromagnets: there‐
fore, the correlation between the two ferromagnets also vanishes. The two ferromagnets do
not feel much influence from each other and the P and AP configurations make little difference.
Although a weak superconducting spin valve effect is still present, the resultant magnetore‐
sistance is very small and there is no truly On and Off tuning of superconductivity, making it
less useful in practice.

We next examine a special type of superconducting spin valve, where the ferromagnet layers
are not metallic but insulating [63]. The above described inverse superconducting proximity
mechanism does not apply because the Cooper pair wavefunction cannot penetrate into the
insulators. The inverse proximity happens due to the interfacial exchange interactions from
the localized moments of the magnetic insulator, which exert a large effective Zeeman field
onto the superconductor and can also suppress the superconductivity [32]. The interaction
between the magnetic insulator and the carriers in the superconductor is through indirect
exchange interaction, where the free electrons communicate with multiple localized magnetic
moments of the magnetic insulator, and become spin-polarized in the process. This behaves

Figure 9. Measured superconducting spin valve effect in the epitaxial Fe/V/Fe structure [51]. (a) Device resistance as a
function of applied magnetic field H and temperature T. A large magnetoresistance is associated with the switching of
the free Fe layer in the temperature range close to TC. (b) Resistance as a function of temperature for the structure in its
spin-parallel (P) and spin-antiparallel (AP) configurations. There is a clear offset of 30mK between their corresponding
TC’s. Inset: TC offset as a function of the V layer thickness, and an example of a magnetoresistance curve for the sample
with 50 nm V.
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as an effective Zeeman field on the electron system and favours one type of spins over the
other, therefore counteracts the tendency of Cooper pairing and suppresses superconductivity.
Now that the magnetism-superconductivity interaction is established, it is again possible to
use spin manipulations to control superconductivity in a sandwich structure [64]. The
magnetic insulator material used in this study was EuS, which has been shown to generate
exchange fields as large as a few Tesla on thin superconducting Al films [65, 66]. Under this
effective Zeeman field on the conduction electrons, Cooper paring in the superconductor
becomes less stable and superconductivity is thus weakened accordingly. A second magnetic
insulator layer, when configured with its magnetic orientation opposite to the first one, will
serve to cancel the exchange fields from the first one, provided that the electrons’ mean-free-
paths are long enough relative to the superconductor layer thickness such that the Zeeman
fields from one side can propagate across the whole superconductor layer and influence the
other side. As a result, we again recover a spin valve performance: when the two magnetic
insulators are aligned parallel to each other, their exchange fields stack up and destroy the
superconductivity in the system; when they are aligned antiparallel to each other, their effects
cancel and the system goes back to the superconducting state. Experimentally, toggling the
superconductivity On and Off leads to a very large magnetoresistance response, as shown in
Fig.11. Here the system is in the spin-parallel state (finite resistance, non-superconducting
state) when the external field is large and both EuS layers are saturated in the same direction;
and in the spin-antiparallel state (zero resistance, superconducting state) when the external
field is tuned between the magnetic switching fields of the two EuS layers, such that one of
the layers flips while the other does not. Similar to the superconducting spin valves with
magnetic metals, this effect only shows up in a very narrow temperature window close to TC,
when the superconductivity is already very weak to begin with. Though this effect appears
very similar to the previously described superconducting spin valve effect, there is one critical
difference: in this structure, there are negligible superconducting proximity and inverse
proximity effects because of the insulating nature of the ferromagnets. The observed magnetic

Figure 10. Expected TC shift in superconducting spin valves when the interface transparency is varied [53]. Here dS and
dF are the superconductor and ferromagnet layer thicknesses, lF is the electron mean-free-path in the ferromagnet, ξS

and ξF are the superconducting correlation lengths in the superconductor and ferromagnet, and ε is a parameter de‐
pending on the properties of both the superconductor and the ferromagnet, getting smaller with stronger ferromag‐
nets. Two curves are shown for each choice of interfacial transparency, with the upper curve corresponding to the AP
state and the lower one to the P state.
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difference: in this structure, there are negligible superconducting proximity and inverse
proximity effects because of the insulating nature of the ferromagnets. The observed magnetic

Figure 10. Expected TC shift in superconducting spin valves when the interface transparency is varied [53]. Here dS and
dF are the superconductor and ferromagnet layer thicknesses, lF is the electron mean-free-path in the ferromagnet, ξS

and ξF are the superconducting correlation lengths in the superconductor and ferromagnet, and ε is a parameter de‐
pending on the properties of both the superconductor and the ferromagnet, getting smaller with stronger ferromag‐
nets. Two curves are shown for each choice of interfacial transparency, with the upper curve corresponding to the AP
state and the lower one to the P state.
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tuning of superconductivity is in fact a result of the propagation of magnetic exchange
interaction into the superconductor — the magnetic proximity effect, which is especially
pronounced with magnetic insulators [32]. As a result, the system is described with the Cooper
pairs feeling the average exchange fields inside the superconductor rather than with Cooper pairs
feeling the exchange fields inside the ferromagnets.

Figure 11. Superconducting spin valve effect in a magnetic insulator/superconductor/magnetic insulator sandwich
structure (EuS/Al/EuS) [64]. Inset shows the variation of magnetoresistance ratio over the temperatures close to TC.

4. Summary

In summary, we have used a few very specific examples (the creation of Majorana fermions
on 2D surface states and the superconducting spin valves with ferromagnets) to illustrate the
application of superconducting proximity and inverse proximity effects in spintronics. These
examples can be viewed as passive devices of superconducting proximity/inverse proximity.
One can also use active pumping of Cooper pairs to drive supercurrents into non-supercon‐
ducting materials, which is yet another manifestation of the superconducting proximity effect
and can induce superconducting Josephson coupling on many spintronics platforms, such as
graphene and topological insulators. The Josephson effect will be covered in other chapters of
this book and we will not discuss it in this chapter. Overall, we see that the superconducting
proximity and inverse proximity effects are convenient approaches to couple superconduc‐
tivity with many other types of spin systems, and allow us to create hybrid devices that can
benefit from these very distinct spin states: superconductivity, magnetism, and topological
quantum spin Hall state. Such manipulation of superconductivity offers important new routes
for information storage and processing, and rapid advances are expected to happen in these
directions taking information processing to the quantum level. We, as well as many other
groups in the world, are actively working toward such goals.
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1. Introduction

Superconductivity can be regarded as a macroscopic quantum phenomenon. In quantum
mechanics, particles can be described as wavefunctions with an amplitude and a phase. The
striking effect occurring in the superconducting state is that electrons couple together forming
Cooper pairs which can all be described by the same wavefunction, the order parameter (OP).
In some cases, a superconductor can feature multiple order parameters but still preserving its
macroscopic quantum nature.

High-temperature superconductivity (HTSC) was discovered in 1986 in copper-based
compounds (cuprates) by J.G. Bednorz and K.A. Müller [1], who were awarded the Nobel prize
the following year. Cuprates have now been extensively studied, but a definitive answer
concerning the fundamental mechanism responsible for the occurrence of their superconduct‐
ing state has not been given yet [2].

A report in February 2008 of superconductivity in the Fe-based compound LaFeAsO1-xFx with
a critical temperature Tc = 26 K [3], soon increased up to 55 K in similar compounds [4], raised
exceptional interest in the whole solid-state-physics community. One of the reasons for this
excitement was that a new class of high-temperature superconductors based on Fe instead of
Cu was discovered. It is hoped that the study of this new class might clarify the other and,
ideally, HTSC in general.

This discovery is certainly the most important in the field in the past 26 years. Many papers
have been published on this topic: in October 2010, about 2000 experimental and 500 theoretical
papers were already published and/or posted on the arXiv, an online repository for electronic
preprints of scientific papers. Considerable progress has been achieved in a relatively short

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
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time, but several crucial points are still awaiting definitive proof, and some apparently
contradicting results still have to be reconciled.

In this regard, the knowledge of the number, amplitude and symmetry of the order parameters
in a superconductor is a fundamental building block of any microscopic theory of supercon‐
ductivity and therefore is mandatory in order to fully understand the physics of high- Tc

superconductors. Moreover in the most complete theories of superconductivity, like the
Eliashberg theory, the order parameter can be dependent on energy giving the possibility, in
some cases, to experimentally resolve features related to the electron-boson interaction that is
the fundamental glue producing the electron pairing and the emergence of superconductivity.
This is very important as the knowledge of the microscopic mechanism responsible for the
occurrence of superconductivity can help searching for new superconductors with higher Tc

and better properties, in view of their application.

In this chapter we will briefly summarize (with no claim of exhaustiveness) the most relevant
aspects of high-temperature superconductors that have been investigated by point-contact
spectroscopy, mainly (but not only) in the regime of Andreev reflection. In section 2 we will
introduce the very basic concept of order parameter, and provide an overview of the symme‐
tries that have been proposed for various high-temperature superconductors. Section 3 will
describe the technique of point-contact spectroscopy, the conditions that must be fulfilled in
order to obtain reliable spectra, and the mechanism of Andreev reflection. The models used
to describe this mechanism and to fit the experimental spectra (in order to extract information
about the number, the amplitude and symmetry of the gap(s)) will be discussed as well.

Section 4 will finally provide a quick overview of the main results of point-contact spectroscopy
in the two major classes of high-temperature superconductors, namely the cuprates and the
iron-based compounds. It will be shown how the capabilities of point-contact spectroscopy
have been extended and the relevant models have been refined in order to face the challenge
represented by these very complex materials.

2. The Superconducting Order Parameter (OP)

The first successful (semi-)microscopic [5] theory of superconductivity was the Bardeen-
Cooper-Schrieffer (BCS) theory [6, 7]. In the BCS picture, an attractive interaction between
electrons (no matter how weak) can generate an instability of the Fermi sea towards the
formation of pairs of electrons (Cooper pairs). The coupling is strongly favored for electrons
with opposite spin and momentum. In conventional superconductors this interaction is
rationalized as being due to the exchange of a virtual phonon between two electrons. However,
the theory itself does not require specifying what is the origin of the attractive interaction and
can thus be generalized to describe any kind of pairing glue other than that caused by phonons.
Since the BCS ground state turns out to be favorable in energy with respect to the Fermi sea
ground state, at T =0 all electrons are paired and, as already noted, they are described by a
single wavefunction, the order parameter. In order to create single quasi-particle states, Cooper
pairs have to be "broken apart" by giving to the system an energy equal to 2Δ, where Δ is the

Superconductors – New Developments150



time, but several crucial points are still awaiting definitive proof, and some apparently
contradicting results still have to be reconciled.

In this regard, the knowledge of the number, amplitude and symmetry of the order parameters
in a superconductor is a fundamental building block of any microscopic theory of supercon‐
ductivity and therefore is mandatory in order to fully understand the physics of high- Tc

superconductors. Moreover in the most complete theories of superconductivity, like the
Eliashberg theory, the order parameter can be dependent on energy giving the possibility, in
some cases, to experimentally resolve features related to the electron-boson interaction that is
the fundamental glue producing the electron pairing and the emergence of superconductivity.
This is very important as the knowledge of the microscopic mechanism responsible for the
occurrence of superconductivity can help searching for new superconductors with higher Tc

and better properties, in view of their application.

In this chapter we will briefly summarize (with no claim of exhaustiveness) the most relevant
aspects of high-temperature superconductors that have been investigated by point-contact
spectroscopy, mainly (but not only) in the regime of Andreev reflection. In section 2 we will
introduce the very basic concept of order parameter, and provide an overview of the symme‐
tries that have been proposed for various high-temperature superconductors. Section 3 will
describe the technique of point-contact spectroscopy, the conditions that must be fulfilled in
order to obtain reliable spectra, and the mechanism of Andreev reflection. The models used
to describe this mechanism and to fit the experimental spectra (in order to extract information
about the number, the amplitude and symmetry of the gap(s)) will be discussed as well.

Section 4 will finally provide a quick overview of the main results of point-contact spectroscopy
in the two major classes of high-temperature superconductors, namely the cuprates and the
iron-based compounds. It will be shown how the capabilities of point-contact spectroscopy
have been extended and the relevant models have been refined in order to face the challenge
represented by these very complex materials.

2. The Superconducting Order Parameter (OP)

The first successful (semi-)microscopic [5] theory of superconductivity was the Bardeen-
Cooper-Schrieffer (BCS) theory [6, 7]. In the BCS picture, an attractive interaction between
electrons (no matter how weak) can generate an instability of the Fermi sea towards the
formation of pairs of electrons (Cooper pairs). The coupling is strongly favored for electrons
with opposite spin and momentum. In conventional superconductors this interaction is
rationalized as being due to the exchange of a virtual phonon between two electrons. However,
the theory itself does not require specifying what is the origin of the attractive interaction and
can thus be generalized to describe any kind of pairing glue other than that caused by phonons.
Since the BCS ground state turns out to be favorable in energy with respect to the Fermi sea
ground state, at T =0 all electrons are paired and, as already noted, they are described by a
single wavefunction, the order parameter. In order to create single quasi-particle states, Cooper
pairs have to be "broken apart" by giving to the system an energy equal to 2Δ, where Δ is the

Superconductors – New Developments150

energy gap that separates the BCS ground state from the lowest-lying single-particle excita‐
tions. Δcorresponds to the amplitude of the order parameter. The meaning of its name is clear
because it indicates that there are no allowed quasi-particle states at energies between EF −Δ
and EF + Δ.

In the original BCS paper [6] the theory is formulated in a weak electron-phonon coupling
approximation. Therefore, it is assumed that the energy gap is much smaller than the typical
phonon energy, Δ≪kBθD(θD being the Debye temperature).

In this way, the electron-phonon pairing V , which would in general be dependent on the
wavevector k , can be approximated as Vk ,k ′= −V  (BCS approximation) for energies below kBθD

and zero elsewhere. The minus sign indicates that the potential is attractive. Within this
approximation the expression for the temperature-dependent energy gap is
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where N  is the electronic density of states at the Fermi level for a definite spin and NV  is the
BCS coupling parameter. The equation can be solved numerically. The gap is therefore constant
and isotropic over the whole Fermi surface and it is usually said that in this case the symmetry
of the order parameter is of the isotropic s -wave type, i.e. Δ(k )=Δ0(see Figure 1).

2.1. The anisotropy of the OP, multiple OPs and some important symmetries

If the pairing potential Vk ,k ′ is no longer assumed to be constant over the Fermi surface (FS),
the original BCS formulation can be generalized1 and the expression for the gap becomes [8]
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where d N ' =dS ' / 4π 3ℏvF
'  is the element of the density of states associated with the area dS ' of

the Fermi surface and where the summation over k ' implies also summation over all bands
crossing the Fermi level. As a consequence of the momentum-dependent pairing, the energy
gap will in general be anisotropic on the Fermi surface. In conventional superconductors the
pairing potential is usually always attractive and, as a consequence, the gap function is positive
and its phase is zero.

A particular anisotropic gap structure, called anisotropic s -wave, is shown (for simplicity in
the 2D form) in Figure 1.

Since the electrons involved in the pairing are those in the vicinity of the Fermi surface, the
“ angular momentum representation" [9] will be used from now on. In this way, different OP

1 Here we still use the acronym “ BCS" meaning that the basic assumption of a weak electron-boson coupling is still valid;
nevertheless, the addition of a -dependence in the gap is not accounted for by the original BCS paper.
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symmetries can be easily expressed through the variable ϕ, so that k =kF (cosϕ,sinϕ). Within
this representation, the anisotropic s -wave pairing can be expressed as

( ) ( ) ( )4
0= 1 cos 2f fé ùD D - +ê úë û

ò ò (3)

Figure 1. Polar plots of the amplitude of the order parameter for different symmetries and plot of the phase as a func‐
tion of the angle ϕ. In the case of s -wave symmetry and anisotropic s -wave symmetry the phase is constant and equal
to 0 and thus has not been plotted. Red: positive amplitude. Blue: negative amplitude. Green: absolute value of the
order parameter for mixed symmetries with imaginary component.
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Figure 1 reports the function for =0.5.

After the discovery of the cuprate superconductors more exotic symmetries were investigated
in which the gap function can vary in phase and even change sign. The locus of points in the
reciprocal space where the gap function changes sign is called nodal line and when nodal lines
intersect the Fermi surface the OP is said to be nodal, as it occurs, for example, in some cuprate
superconductors (see section 4.1). Another interesting situation can take place when the
material features multiple FS sheets that, however, do not intersect the nodal lines. In this case
the gaps can feature opposite sign on different FS sheets. As it will be shown in a short while
and in section 4.2, this particular gap structure has been theoretically predicted for several Fe-
based superconductors (FeBS).

Δ(k ) can be expanded in a series of spherical functions, which are often labeled as atomic
orbitals (s, p, d , f , getc.). Not every symmetry is allowed in a certain compound. First of all, if
the pairs are spin singlets only s -, d  -, g  -wave symmetries and so on are allowed. Then,
depending on the symmetry of the lattice under consideration, only some of them (and their
admixture) are possible [10]. The situation in which the symmetry of the order parameter is
lower than that of the crystal is usually referred to as unconventional pairing. From now on
we will consider only spin-singlet types of pairing as this will be the case for cuprates and
FeBS, discussed later on.

The d  -wave symmetry can either be of the dx 2−y 2 or dxy type. In the first case, the gap function
can be written as Δ(ϕ)=Δ0cos(2ϕ)=Δ0 cos(ϕ)2 −sin(ϕ)2 . The function is real and features line
nodes at ϕ =45 + nπ / 2 where it changes sign from positive (red in Figure 1) to negative (blue).
On the other hand, the dxy -wave symmetry is expressed in angular coordinates as
Δ(ϕ)=Δ0sin(2ϕ2Δ0(cosϕsinϕ) and has node lines at ϕ =nπ / 2. It is easy to see that it corresponds
to the previous one but rotated by 45° in the plane, as shown in Figure 1.

Mixed symmetries have also been proposed. For example, an s + dx 2−y 2 -wave symmetry, where
Δ(ϕ)=Δ0 (1− ) + cos(2ϕ)  or complex admixtures like d + is or d + id  have been considered while
interpreting PCARS data in cuprates (section 4.1). Some of them are shown in Figure 1.

If the Fermi surface is made up of multiple sheets the gap can be different on each of them and,
generally, also be k  -dependent on the single sheets. This situation is called multi-band or
multi-gap superconductivity which can therefore be regarded as a particular case of aniso‐
tropic superconductivity. The BCS weak-coupling formulation was generalized to the multi-
band case at the end of the ’50s [11, 12]. Assuming the potential to be different on two bands,
1 and 2, but constant on each of them, the disjoint representation can be used and from equation
2 the two gap parameters, in turn constant on each band, can be obtained [13]:
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assuming that the cut-off phonon frequency is the same for the two bands. Here, Λij =Vij Nj

where the averaged pairing potential Vij is called intraband if i = j and interband if i ≠ j.

In order to better understand multi-gap superconductivity and the many different situations
that may stem out of equations 4 let us briefly take into consideration two examples of multi-
band superconductors, MgB2 and FeBS. MgB2 is certainly the clearest example of two-band,
two-gap superconductor. It features two (groups of) bands, σand π. The σ band would be
superconducting on its own, thanks to a considerable electron-phonon intraband pairing,
N Vσσ, while the π band would not. However, a small amount of interband coupling, N Vσπ

couples the σ band to the π one which is made superconduct by the first.

Completely different is one of the most popular scenario invoked to explain superconductivity
in FeBS [14]. The intraband electron-phonon coupling is thought to be too small to set super‐
conductivity in [15], but a predominant repulsive interband coupling (likely of magnetic origin)
can drive the hole-like and electron-like FS sheets into the superconducting state, giving rise
to a gap function of opposite sign on the two types of bands. It is worth noticing that this
situation occurs in the framework of the s -wave symmetry, but, because of this sign-changing
gap, is referred to ass±. Within this symmetry, the occurrence of “ accidental nodes" has been
predicted and experimentally observed in particular situations, depending on fine details of
the pairing interaction and on the specific electronic structure. Therefore, i) a multi-band model
can give rise to extremely diverse situations as far as the OPs are concerned and, in particular,
ii) even within the same symmetry, s-wave for instance, the OPs can feature very different
structures [16]. As we will see for FeBS in 4.2, different gap structures could imply very
dissimilar pairing mechanisms of superconductivity.

2.2. The energy-dependent OP in the Eliashberg theory

In 1960 Eliashberg built [17, 18, 19] a strong-coupling generalization of the BCS theory. The
Eliashberg theory is still based on the electron-phonon interaction, but relaxes the requirement
that this interaction is weak. As a result, the theory accounts for the renormalization of the
electron mass arising from the electron-phonon interaction. The Eliashberg theory takes into
account the exact electron-phonon spectral function, α 2F (k ,k ′,E ) and the energy dependence
of the gap function, Δ(k ,E ).

By introducing the Gor’kov F  function and working simultaneously with the Green function
G and F , Eliashberg could apply the standard perturbation theory to the superconducting state
and obtain a 2×2 matrix self-energy correction. The diagonal terms are called Σ(k ,E ) and the
off-diagonal ones are Δ(k ,E ). The poles of the Green functions are located at ±((Ek + Σk )2 + Δk

2 )1

and correspond to the single particle excitations (hole-like and electron-like). Σk is interpreted
as a shift in the generalized BCS excitation energy due to interactions between electrons and
Δk  as the energy-dependent gap function [7]. The complete expression of the Eliashberg
equations goes beyond the scope of this chapter but what is important to retain here is that
now the order parameter is a complex function of the energy. For example, after averaging
over the Fermi surface (in the case of an isotropic OP), we obtain
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The imaginary part  of  Δ  increases with the increase of  the electron-boson coupling and
takes into account the finite lifetime of the Cooper pairs.  Another interesting quantity is
the electron-phonon coupling constant, λdefined, in the isotropic case, as ∫0

∞
2α 2F (E ) / E dE .

λ  gives an estimation of the electron-boson coupling and can be related to the original BCS
pairing parameter by NV ≡ (λ −μ *1 + λ), where μ * is a purely electronic quantity referring to
the average Coulomb potential on the Fermi surface. As it will be shown later, in case of
strong-coupling  superconductors,  the  energy-dependence  of  the  order  parameter  can
manifest  itself  in  the tunneling or  point-contact  spectra,  possibly giving important  hints
about the pairing mechanism.

It is also possible to account for the gap anisotropy within the Eliashberg theory even though
this can be very demanding from the computational point of view [20]. In this regard, it is
worth recalling a method developed by P.B. Allen, that adopts a particular set of functions,
called Fermi-surface harmonics, that can considerably simplify the solution of the Eliashberg
equations in this case [21, 22].

3. Point-Contact Andreev Reflection Spectroscopy (PCARS)

Point-contact spectroscopy (PCS) was developed in the ’70s [23], especially for studying the
electron-phonon interaction in metals. It was found out later though, that it could be used to
study many kinds of quasi-particle excitation and scattering mechanism, like the electron-
magnon interaction, crystal-field excitations, scattering with magnetic impurities and so on
[24]. Then, especially after the theoretical work of Blonder, Tinkham and Klapwijk in 1982 [25],
it also turned out to be a very powerful and unique method for studying the order parameter
in superconducting materials.

There already exist some very comprehensive reviews or books on point-contact spectroscopy
in the literature where very detailed and exhaustive information about the technique and its
achievements can be found [24, 26 - 29]. The reader who wants to study PCS in greater detail
can refer to those. Below we will only report some basic information that will help to better
follow the issues addressed in section 4.

3.1. Point-contact spectroscopy: Ballistic, thermal and diffusive regime

There are several different ways of fabricating point contacts [24] but one of the most popular
is the so-called needle-anvil or “ hard” PCS technique. It consists of gently pressing a very
sharp metallic tip against the material under study so as to create a “ small" (point-like) contact,
and in measuring the I −V  characteristics across the junction thus formed. However, it is also
worth mentioning here another technique, called “ soft” PCS technique [30]. The soft PCS
consists in making the point contact by using a small drop of silver paint put on the sample
surface instead of the metallic tip. This method can be used even on brittle samples or very
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thin films because no pressure is applied (hence the name “ soft"). Moreover, it ensures a higher
thermal and mechanical stability and, by applying short voltage or current pulses (fritting),
the properties of the contact can often be tuned.

The principle of PCS (in normal metals) is that the quasi-particle that enters the material under
study through the contact can be scattered by elementary excitations. This process leaves its
fingerprints in the I −V  characteristics of the contact, that allow determining the energy
spectrum of the excitations. Of course, for the whole process to be meaningful, the energy of
the injected quasi-particles must be well known and this is true only if they do not lose energy
through scattering in the contact region. In this regard, the situation when they don’t scatter
inside the contact region is called ballistic regime and is the ideal condition for getting good
spectroscopic data. The diffusive regime occurs when they instead undergo elastic scattering in
the contact. In this case it is still possible to observe energy-resolved quasi-particle scattering
but the signal will likely be lower. Finally, when electrons scatter inelastically inside the contact
region information regarding their energy is lost, the contact can get considerably heated and
spectroscopy is definitely hampered: it is the thermal regime. If we model the contact area by a
circular orifice of radius a, the ballistic regime is defined by the condition a≪ℓe, the diffusive
by a≪Λ and the thermal one by a≫ℓi. ℓe and ℓi are the elastic and inelastic electronic mean
free paths, respectively and Λ is the diffusion length, Λ= ℓiℓe.

In the ballistic regime the resistance of the contact can be described by the Sharvin resistance
4ρℓ3πa 2), where ρ is the resistivity and, in case of contacts between different materials
(heterocontacts), the product ρℓ is that of the bank with the smaller Fermi energy [26]. From
this formula it is possible to determine if a contact fulfills the ballistic condition, a≪ℓ, by
comparing the experimental resistance across the contact RN  with the condition
RN ≪4ρ3πℓ). It is worth noticing though, that if the contact does not fulfill the above condition,
it does not necessarily mean that the regime is not ballistic. Indeed, the actual contact can likely
be the parallel of several nano-contacts so that the condition here reported can be regarded as
an upper limit. When it is not fulfilled, one has to look at other experimental features that could
allow to conclude that the contact is ballistic. For instance, heating effects should be absent. In
particular, if the differential resistance of the contact as a function of the voltage drop across
the contact has the same functional form of the resistivity as a function of the temperature,
then the contact is most probably in the thermal regime.

When point contact measurements are carried out in the superconducting state, the process
that allows determining the energy of the superconducting gap is either Andreev reflection or
quasi-particle tunneling, depending on the height of the potential barrier at the interface. In
any case, the spectroscopic information is energy-resolved only if the contact (in the normal
state) is in the ballistic or at most diffusive regime. In the Andreev reflection regime, another
condition is generally to be fulfilled, i.e. a≪ξ, where ξ is the superconducting coherence
length. This is necessary to avoid that superconductivity in the vicinity of the contact is
destroyed by the injected current, which in that region may become overcritical [28].

3.2. PCS in superconductors: The BTK model and beyond

Point-contact spectroscopy can be a very powerful technique to probe the order parameter in
superconductors mainly thanks to the existence of the Andreev reflection [31], a quantum
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process that occurs at the interface between a normal metal N  and a superconductor S . To
explain the Andreev reflection in a nutshell, let us consider an electron incoming from N  with
an energy eV <Δ. When it reaches the N −S  interface (that we now suppose perfectly ideal, i.e.
with no potential barrier) it cannot be transmitted into S  as a quasi-particle, as there are no
allowed energy states in that energy range. It is then reflected as a hole (Andreev reflection)
and, to conserve the charge balance, a Cooper pair is transmitted in S . This fact is equivalent
to a doubling of the conductance at voltages V <Δ / e. If the energy of the incoming electron is
instead eV >Δ it can be transmitted as a quasi-particle and the conductance is that of an N − N
junction. It is clear then that the “ change of slope" in the conductance occurs at energies
corresponding to the energy gap whose amplitude can thus be estimated.

In 1982, Blonder, Tinkham and Klapwijk (BTK) gave the first satisfactory theoretical descrip‐
tion of the Andreev reflection occurring in N −S  microconstrictions [25] that can be compared
to experimental point-contact data. By solving the Bogoliubov-de Gennes (BdG) equations,
BTK were able to calculate the probability coefficients of the transmission and reflection of the
quasi-particles at the N −S  interface. In particular, the Andreev reflection is one of the processes
that come out from the solution of the BdG equations. Noticeably, they also took into account
the effect of a potential barrier at the interface, so that the complete transition from the ideal
Andreev reflection (metallic contact, with no barrier) to the tunneling regime (thick barrier)
was modeled. Also, two more processes can occur at the interface in the presence of a barrier
which are called normal and “ anomalous" reflection. In the BTK model, the potential barrier
is taken into account by a dimensionless parameter Z =U0 / (ℏvF ), where U0 is the height of the
potential barrier, represented by the repulsive potential U0δ(x) localized at the interface [25].
Note that although Z  can be defined in this (rather abstract) way, BTK themselves underline
that it should rather be thought of as a phenomenological parameter when comparing the
predictions of their model to experimental data. Zcan thus account for any source of elastic
scattering in the neck, irrespective of its microscopic origin [32]. Besides considering both the
N  and S  Fermi surface to be spherical, and the gap to have an isotropic s-wave symmetry, the
model also assumes the momentum of incoming electrons to be perpendicular to the interface.
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Zeff = Z 2 + (1− r)24r, where r =vF 1 / vF 2 is the ratio of the Fermi velocities in the superconducting
and in the normal side [32]. Despite its simplicity, the 1D BTK model allowed comparison to
experimental data with a fairly good agreement.
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time being to a plane perpendicular to the interface and call θN  the angle between the incident
electron and the normal to the interface, n, the expression for the normalized conductance at
T =0 is
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Moreover, φd =(φ− −φ+)and φ± are the phases of Δ±, which in turn represent the pairing potential
experienced by electron-like and hole-like quasi-particles (ELQs and HLQs) [35]. The formu‐
lation of the BTK conductance reported here [35], which is different from that of the original
BTK paper and that we will call 2D BTK model, assumes also that the effective masses in N
and S  are equal. This formulation is apt to describe Andreev reflection in superconductors
with all the symmetries of the OP that can be expressed in polar coordinates in the reciprocal
plane (kx,ky). For example, the anisotropic s -wave OP would be expressed as

( )4= 2cosis an Nq a±
é ùD D + D ± -ë û (10)

and the dx 2−y 2 -wave one as

( )0= cos 2 Nq a±
é ùD D ± -ë û (11)

α being the angle between the normal to the interface and the crystallographic axis a, that we
assume to be zero in the configurations shown in Figure 1.
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Figure 2a shows the temperature dependence of the 2D BTK conductance for an isotropic s -
wave gap while panels c and d report the case for a dx 2−y 2 -wave gap with incident angle α =π / 4
and α =π / 8, respectively.

It is important to notice here that when tunneling (in the ab -plane) along the nodal direction
in case of nodal symmetries (like π / 4 for a dx 2−y 2 -wave OP), the shape of the spectra is very
different from the s -wave case reported in panel a. The conductance curves feature a zero-bias
conductance peak (ZBCP) that can be, at high Z values, higher than 2 (not allowed for the s -
wave case) and that decreases when moving away from the nodal direction. At π / 8 (panel d)
it is lower, while other structures appear at finite energy. At the antinodal direction (α =0, not
shown) the spectra are more similar, when Z>0, to those for an s -wave OP but with a slightly
V-shaped dip at zero bias [26].

The ZBCP can be a very important signature of the presence of nodes in the OP and is caused
by the formation of zero-energy Andreev bound states (ABS) at the interface, due to the fact
that along the nodal direction HLQs and ELQs experience pair potentials Δ± with a phase
difference equal to π [35] (see eq. 11).

Figure 2. Temperature dependence of the normalized conductance curves calculated within the 2D BTK model for dif‐
ferent symmetries of the order parameter. The parameters of the model have been chosen to mimic realistic experimen‐
tal conditions. (a): isotropic s -wave gap, Γ=Δ / 5,Z =0.8. (b): two isotropic s -wave gaps with the sameTc, Δ2 =3Δ1,
Γi =Δi / 5, Zi =0.4, w1 =0.5. (c) dx 2−y 2-wave gap, Γ=Δ / 5, Z =1.2, α =π / 4. (d): same as in c but now Z =1.0 and

α =π / 8.
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In some cases (for example when Z  is low, or broadening effects are taking place) the ZBCP
can be smeared out and look like a maximum rather than a peak. In these conditions, the
Andreev spectra for the d  -wave symmetry become very similar to those expected, for example,
in the case of anisotropic s -wave gap with zeroes on the Fermi surface [27]. Moreover, as we
will better see below, symmetries like the d  -wave and the fully anisotropic s -wave can also
appear similar when injecting the current along the c axis.

There may also be situations when, even though the OP features nodal lines, ABS don’t occur
because the line is, for instance, away from the Γ point in the first Brillouin zone and HLQs
and ELQs always see the same sign of the OP. This is the case, for example, of CaFe2A2 under
pressure [36], discussed in section 4.2.

Finally, panel b of Figure 2 shows the temperature dependence of the conductance calculated
within a two-band, 2D BTK model with two isotropic s -wave gaps with the same Tc. In this
case the total conductance is simply the weighed sum of the contribution of the two bands,
GTot =w1G1 + (1−w1)G2, where w1 is the weight of band 1 and G1,2 are expressed by eq. (6).

The 2D BTK model has been commonly used to fit the PCARS spectra of various unconven‐
tional superconductors, namely cuprates, with a d  -wave or a mixed symmetry of the OP.
Cuprates being essentially 2D materials, with a cylindrical Fermi surface, this approach is
justified. In other materials, however, like FeBS, the assumption of spherical or cylindrical FS
is untenable and the 2D BTK approach, even if generalized to the multiband case, is necessarily
approximated. It is actually possible to take into account arbitrary incident directions by
adding an integration over the inclination angle ϕ. Following refs [37, 38], the most general
formula for the conductance in the 3D case at T =0 can be expressed as [26]:
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Here i indicates different FS sheets and the brackets an average over the i -th sheet. nis the
direction of current injection, vik ,n =vik ⋅n is the projection, along n, of the velocity on the i -th
sheet. In the formula for τik ,n, which is the normal-state barrier transparency, vN ,n =vN ⋅n, vN
is the Fermi velocity of the normal material, assumed constant. σik n(E )is similar to eq. (7) but
now τN  is expressed as in eq. (13) and Δ=Δik . The calculation of the conductance in this case
can be very demanding from the computational point of view and, in principle, requires the
knowledge of the k  -dependence of the order parameter on the whole FS. Therefore, we
developed a method [27, 29] that under some assumptions and simplifications allows writing
eq. (12) and (13) in the form of integrals over the angles θ and ϕ provided that: i) the different
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FS are modeled by means of suitable 3D surfaces like hyperboloids, ellipsoids and so on, and
ii) Δ(k )admits a simple analytical expression in the same coordinates. It is in this way possible
to perform the fitting procedure in an easier way. This model, in some cases, allows obtaining
interesting information regarding the actual shape of the FS and the OP symmetry. For
example, when the current is injected along the c -axis in superconductors with warped
cylindrical FS sheets the conductance doesn’t show ZBCPs for a d  -wave OP because ELQs and
HLQs feel the same sign of the OP. But neither the zero-bias maximum (that would be expected
since the gap is zero in some regions of the FS) is observed. Instead, a zero-bias minimum occurs
[27]. The same happens for OPs with full in-plane anisotropy, so that these two symmetries
are almost impossible to distinguish by c -axis PCARS measurements. Only in-plane meas‐
urements can help discriminating between a d  -wave and a fully-anisotropic s -wave, since
only in the former ZBCPs due to Andreev bound states are expected at nodal directions.

Seen the other way around, if a superconductor has at least one FS sheet with line nodes in the
OP and the conductance curves along the c axis feature zero-bias maxima, it means that the
relevant FS sheet has a 3D character [27, 36]. As it will be shown in section 4.2, this is the case
of CaFe2As2 under pressure and Co-doped CaFe2As2.

When tunneling along the c axis in cuprates, the situation is slightly different. Here, because
of the perfectly 2D nature of the Fermi surface, the final states have only transverse wavevector
[39] so that the conductance must be calculated by integration over the entire (kx,ky) plane. No
ZBCP is thus expected to occur, and again – if some broadening is present or the barrier
parameter is low – the d  -wave symmetry might not be distinguishable from a symmetry with
zeroes. Also in this case, measurements in the ab plane could be necessary to detect the possible
presence of ABS and thus of gap nodes.

We have seen in section 2.2 that the actual order parameter is energy-dependent and that when
the electron-boson coupling is strong enough the PCARS conductance can feature typical
structures that arise from the spectrum of the bosonic excitations that may serve as a pairing
glue. Indeed these features appear at the relevant boson energy, Ωbin the density of states that
can be directly measured in tunneling experiments. Since the BTK model can also describe
tunneling experiments when the barrier is large enough, it is possible to introduce the energy-
dependent expression of the OP in equation 9. The electron-boson interaction (EBI) features in
the conductance persist with decreasing values of Z  (Andreev reflection regime) and appear
at energies of about Δ + Ωb in single-band superconductors [26], while the situation can be more
complex in multi-band ones [27]. However, as it will be shown in section 4.2.1, they can be
nevertheless interpreted and convey important information regarding the pairing mechanism
also in case of (strong-coupling) multi-band superconductors.

4. PCARS in High-Tc superconductors

4.1. PCARS in Cuprates

In cuprate superconductors, point contact spectroscopy has been used to address various
fundamental issues concerning the superconducting order parameter, i.e. its amplitude, its
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symmetry (and its possible change as a function of doping) and its relationship with the
pseudogap (PG). As far as the latter point is concerned, the sensitivity of Andreev reflection
to the phase coherence has provided complementary information to tunneling and STM
experiments that probe instead the unpaired quasi-particles. As a result, the (superconducting)
gap probed by PCARS and that closes at Tc differs significantly from the (pseudo)gap meas‐
ured by tunnel spectroscopy at low temperature, and that can persist well above Tc (in hole-
doped cuprates). While the former scales with the critical temperature (thus showing a
maximum at optimal doping, OPT) the second decreases monotonically with increasing
doping until they merge or become comparable at a critical doping (that in most cases is slightly
above the optimal one), as shown in Fig. 3 f. Actually, the gap vs. pseudogap issue is very
complicated, especially as for whether the pseudogap is associated to pre-formed pairs with
no phase coherence (that however determine a suppression in the quasi-particle density of
states around the Fermi level) or is instead unrelated to superconductivity. For a discussion of
this issue please see [40, 28] and references therein.

As noticed in ref. [28], the observation of Andreev reflection itself in cuprates leads to some
interesting conclusions: i) the Bogoliubov-de Gennes equations hold for these materials, and
thus a fermionic description is appropriate for them; ii) the large mismatch in Fermi velocities
between the normal counterelectrode and the cuprates, that should suppress Andreev
reflection [41], in reality does not, because the renormalization of the Fermi velocity in the
point-contact experiments differs from the full quasi-particle normalization (by the way, the
same happens in heavy fermion superconductors); iii) Andreev reflection occurs in cuprates
even though they do not fulfill the BCS condition Δ≪ EF  (especially in the underdoped, UD,
regime) and are rather close to a transition to a Bose-Einstein condensation. It is clearly
impossible here to account for all the published results; for further more detailed information,
we suggest the very good reviews by Deutscher (mainly focused on hole-doped cuprates [40,
28] and Armitage et al. [42](focused on electron-doped cuprates).

As for the symmetry of the OP, it seems now well established that hole-doped cuprates have
a superconducting OP with dominant dx 2−y 2 symmetry (with nodes along the (110) direction)
and, sometimes, minor imaginary contributions like is of idxy that break the time-reversal
symmetry [10]. There has been a long debate about the intrinsic (bulk) or extrinsic (related to
the surface) origin of this additional component, and about the doping range in which it exists,
as will be briefly mentioned in the following.

In YBa2Cu3O7− (YBCO), one of the most studied cuprates, early directional PCARS measure‐
ments in single crystals gave evidence of a ZBCP along the nodal direction (110) and of two
Andreev maxima along the antinodal direction (100) [39], results confirmed by STM meas‐
urements in the same configurations (see fig.3a). The PCARS spectra were successfully fitted
with the 2D BTK model by Tanaka and Kashiwaya for the case of a pure d  -wave symmetry,
which gave an energy gap of amplitude Δ≃28 meV and also set an upper limit of 5% for the
weight of any possible isotropic OP component (s or is). In general, PCARS measurements
away from the nodal direction are in very good agreement with a pure d  -wave symmetry.
However, later PCARS measurements along (100) in Y1−xCaxBa2Cu3O7− crystals were shown to
require (even for x =0) a d + is fit [43] in which the relative amplitude of the s (d) component
increased (decreased) with decreasing the barrier parameter Z  (see fig.3b and c) independent
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of the critical temperature or of the Ca content of the sample. In other words, an almost pure
d  -wave symmetry was found approaching the tunneling regime, while a substantial isotropic
component was found in high-transparency contacts. This puzzling result was explained in
terms of an unusual proximity effect that induces an s -wave OP in the normal metal, and on
the S side depresses the d  -wave component and enhances the (presumably preexisting)
subdominant is -wave OP component [43, 28]. The emergence of the subdominant is compo‐
nent in the OP at the surface of YBCO was indeed predicted theoretically [44], unrelated to
proximity effects and thus intrinsic to this material. Its most striking effect is to break the time-
reversal symmetry, leading to spontaneous supercurrents that flow on the surface of the
crystal, and that result in a Doppler shift of the Andreev bound states to finite energy. Thus,
the ZBCP (that would be seen along the nodal direction for a pure d  symmetry) spontaneously
splits. This splitting has indeed been observed in some measurements [45] (see fig. 3d), but not
in others [46]. In various cases a splitting was seen only in the presence of magnetic fields (and,
moreover, in conditions where the surface screening supercurrents were presumably negligi‐
ble, which would indicate that the subdominant imaginary component in the OP is not due to
the Doppler shift of the ABS but is induced by the field itself) [47, 28]. STM measurements in
Ca-YBCO films with (110) orientation at different doping levels finally showed that the
spontaneous splitting occurs only in the overdoped (OD) regime, suggesting a doping-induced
transition from pure d  wave to a mixed d + is or d + id  symmetry (with the imaginary compo‐
nent being no more than 10% of the main real component) [46]). Incidentally, this points
towards a bulk nature of the subdominant component; its emergence could be due to an actual
change in the pairing interaction within a quantum critical point scenario [28].

In La2−xSrxCuO4 (LSCO) the anisotropy of the OP is suggested by several experimental
techniques such as specific heat, ARPES, Raman scattering, magnetoresistance. Strictly
speaking, however, these do not prove that the gap has nodes. On the other hand, evidence
against gap nodes in LSCO near optimal doping (x =0.15) was given by early tunneling
measurements in single-crystal break junctions. PCARS measurements in LSCO single crystals
near optimal doping along the (110) direction did not show the expected ZBCP but rather two
symmetric conductance maxima at 3-5 meV and a general shape that is incompatible with both
the pure s -wave and the pure d  -wave symmetry [48], and excludes any symmetry with nodes.
A good fit of the spectra was obtained with an s + d  symmetry or an extended s -wave (with no
zeros). A similar conclusion was later drawn for the whole doping range, from underdoped to
overdoped – even though some PCARS measurements in underdoped crystals provided
evidence of a ZBCP disappearing at a temperature Tc

* much lower than the bulk Tc, and which
was well fitted to a pure d  -wave symmetry of amplitude Δ=5meV assuming I ∥ (110) [28].
Stimulated by these results, we performed PCARS measurements in polycrystalline samples
of LSCO with six different compositions, from underdoped to overdoped, by using a sharp
Au tip pressed against the sample. The spectra gave no evidence of ZBCP and instead
suggested, again, the absence of nodes in the whole superconducting dome. As a matter of
fact, the shape of 100% of the spectra is absolutely incompatible with a pure d  -wave symmetry
(see fig.3e); they all show symmetric conductance maxima and some of them are very similar
to those obtained in [48]. It is clear, even from the position of the maxima, that the gap
amplitude has a maximum at optimal doping. The curves are best fitted by using either a s + d
symmetry [49] with a dominant isotropic component, or a d + id  symmetry [50] (even though a
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pure s -wave fit is not too bad at least in some cases). In the latter case (preferable, since the
compatibility of s + d  symmetry with the low-temperature lattice structure of LSCO is ques‐
tionable) the dxy component follows the trend of Tc as a function of Sr concentration and has
thus a maximum at optimal doping, while the dx 2−y 2 component tends to saturate to a constant
value on increasing x [50] as shown in fig.3f. A strong suppression of both the dx 2−y 2 component
and of the gap magnitude |Δ|  occurs at x1, where also Tc is reduced, further indicating a close
relationship between the Andreev gap and the critical temperature.

The dx 2−y 2 + idxy symmetry that allows fitting our data is thus the same proposed for YBCO
above optimal doping, and also invoked to explain the field-induced splitting of the ZBCP in
YBCO and BSCCO. The conditions leading to the quantum phase transition from a pure dx 2−y 2

to a mixed dx 2−y 2 + idxy one (with a smaller dxy component) were indeed find to occur in LSCO
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discussed above for YBCO) cannot be excluded as the origin of the subdominant imaginary
OP component [43]. This could be the case since more recent PCS measurements in under‐
doped LSCO in the tunneling (high Z ) regime [51] have given spectra with symmetric
conductance maxima in the (100) direction and a clear ZBCP in the (110) direction, as expected
for a pure d  -wave symmetry. It is worth noting that, in any case, these findings confirm that
the gap measured by PCARS is different from that measured by tunnel or ARPES measure‐
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component may be originated by an anomalous proximity effect. (d) Position of the peak observed in (110) tunneling
spectra in YBCO as a function of the magnetic field. Notice that even in zero field the peak does not occur at zero bias
(from [45]). (e) PCARS spectra in LSCO at various doping levels, and the relevant fit with a dx 2+y 2 + idxy symmetry

(from [49, 50]). (f) Doping dependence of the dx 2+y 2 and dxy gap amplitudes compared to that of Tc and of the gap

measured by tunnel and ARPES (from [49, 50]). (g) Normalized amplitude of the phase-coherence gap from Andreev
reflection (solid symbols) and of the single-particle excitation gap (open symbols) for different cuprates (from [48, 28]).

Electron-doped cuprates (in which carriers are predominantly electrons) have general formula
R2−xMxCuO4 where R is a rare earth (Pr, Nd, Sm, Eu) and M  is Ce or Th. The most studied are
Nd2−xCexCuO4 (NCCO) and Pr2−xCexCuO4 (PCCO). These materials differ from hole-doped
cuprates in many respects, among which: i) the lattice structure; ii) the maximum critical
temperature (much lower in n-doped ones); iii) the phase diagram (e.g. the antiferromagnetic
phase typical of the parent compounds persists upon much higher doping and even crosses
the superconducting dome). Because of these and other differences, a straightforward
generalization of the results obtained on hole-doped cuprates to the electron-doped cuprates
is not reasonable. A careful investigation of the OP symmetry became possible only with the
synthesis of high-quality samples. The most direct and convincing evidence of d  -wave
symmetry in PCCO came from tricrystal grain-boundary junction and ARPES measurements,
but conflicting results indicating an s -wave symmetry were collected as well, for example by
penetration depth measurements. In-plane PCARS measurements were carried out in c -axis
oriented films of PCCO at different doping by Biswas et al. [52]. The precise direction of current
injection in the ab plane was unknown. In the whole doping range, from UD to OD, high- Z
contacts gave tunnel-like spectra with a zero-bias conductance minimum, coherence peaks at
finite energy, and no ZBCP. Low- Z  spectra were instead doping-dependent. In UD films they
showed a single ZBCP (whose width was of the order of the gap amplitude) that was sup‐
pressed, but did not split, in a magnetic field parallel to (001). In OPT and OD samples, they
displayed Andreev-reflection features in the form of symmetric maxima typically associated
to a nodeless gap. This behavior was interpreted as suggesting a doping-induced transition
between dx 2−y 2 and s -wave (or a nodeless d + is) symmetry, despite a number of unexplained
anomalies. Shan et al. carried out PCS measurements (with a metallic tip) in the tunneling
regime in NCCO single crystals at optimal doping [51]. They unexpectedly obtained very
similar spectra along the (110) and the (100) direction, characterized by: i) clear coherence peaks
at the gap edges; ii) a shape typical of SIN junctions, with no Andreev-reflection conductance
enhancement even at low contact resistance; iii) no zero-bias conductance peak. The spectra
along (110) are thus absolutely incompatible with a pure d  -wave symmetry that would give
a ZBCP and no (or suppressed) coherence peaks. Instead, all the spectra admit an s -wave fit.
The resulting gap amplitude turns out to follow the BCS weak-coupling predictions both for
its amplitude and its temperature dependence. These results would prove that the OP of NCCO
is certainly not pure d  -wave; on the other hand, it is very unlikely that it is pure s -wave.
Indeed, the fit itself works also with an anisotropic s symmetry or, for instance, by assuming
a two-band picture (suggested by ARPES measurements) where one band (crossing the Fermi
level at π / 2, π / 2) has an OP with pure d  -wave symmetry and the other (at (±π,0) and
(0, ± π)) an OP with a s -wave symmetry [51]. Tunneling spectra in SIS c -axis junctions in PCCO
carried out by Dagan et al. [53] were later shown to be compatible with a non-monotonic d  -
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wave symmetry (with gap maxima displaced away from the (100) direction, as suggested by
Raman spectroscopy and ARPES experiments) in the whole doping range. This symmetry is
consistent with the observation of phase-sensitive experiments, even though, exactly as the
pure d  -wave, it would give a ZBCP due to the presence of ABS along the nodal direction and
a marked in-plane anisotropy of the spectra. The lack of both these features in the tunneling
experiments was then ascribed to the materials being in the dirty limit (ξ >ℓ). Interestingly, the
gap determined by the fit follows a BCS-like temperature dependence and scales with Tc, with
a BCS gap ratio 2Δ / kBTc≃3.5, thus similar to the one predicted by the BCS theory. According
to the authors, this would indicate that PCCO and NCCO are characterized by a weak electron-
boson coupling.

4.2. PCARS in Fe-based superconductors

PCARS experiments started being performed on FeBS [54] soon after their discovery and,
initially, they were carried out on polycrystalline samples. Indeed the advantage of PCARS
with respect to other spectroscopic techniques (namely ARPES and STM) is that it does not
require an atomically flat surface. However, early measurements were often contradictory and
some authors reported different results regarding the number and symmetry of the OP(s), i.e.
single-gap, multi-gap, nodal or nodeless superconductivity. After a while though, also thanks
to the availability of higher-quality samples, the multi-band nature of the FeBS became clear
even if, in a few cases, it may be difficult to single out more than one gap in the PCARS spectra.
Moreover, most of the results seem now in favor of an s -wave type of symmetry that could
either feature an s++ or s± gap structure (characterized by isotropic OPs with different sign on
the hole-like and electron-like FS), with possible zeroes or nodes occurring in particular
situations.

As for the pairing, since a phonon-mediated mechanism seems to have been ruled out soon
[15], the two main possible scenarios are at present a magnetic one (either with itinerant or
localized electrons) or a charge/orbital one [66]. In the first case the OP is expected to change
sign on different FS sheets, i.e. to have an s ±  structure (even though in some cases it may
preserve the same sign on different bands [67]) while in the second the main candidate is the
s++ wave, with no sign change. Despite great progress has been achieved in a considerably short
time, the symmetry and, in particular, the structure of the OP in these compounds appear still
rather elusive, maybe even more than it seemed a few years ago. This statement certainly
regards PCARS as well, which has been mainly applied up to now to the investigation of the
compounds that belong to the 1111 and 122 family, mostly to the latter.

PCARS on 1111 FeBS has been performed mainly on polycrystalline samples or thin films (Figure
4a-c and i) as it is still rather difficult to grow large crystals. To the best of our knowledge, only
one PCARS result has been published on single crystals of the 1111 family, namely on F-
doped Sm-1111 [68]. There, Karpinski et al. reported AR spectra, measured by injecting the
current along the ab -plane, that were fitted by two nodeless gaps, in good agreement with other
results obtained on polycrystals by Daghero et al. [56] (panel b). On the other hand, early
measurements by Chen et al. [55] were interpreted in terms of a single BCS gap (panel a), i.e.
isotropic, independent of energy and with a 2Δ / kBTc ratio of about 3.5 and temperature behavior
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as in the original BCS paper [6]. Daghero et al. [56] reported a rather large scattering of the values
for the large OP, which is also one of the arguments invoked to argue that the large gap is actually
not a gap. However, there can be other explanations. First, the features associated to the larger
gap are often less defined in energy [58] and may not give rise to double maxima but show up
rather as “ shoulders" in the conductance. Second, it is actually possible that more than two gaps
are present in these compounds, and that PCARS is unable to discriminate between the
(multiple) large ones. It turns indeed out that the minimal theoretical model to reproduce the

Figure 4. (a,b) Symbols: examples of PCARS spectra in polycrystalline Sm-1111 (from refs. [55] and [56]) with the rele‐
vant fit (lines), with a single isotropic gap (a) and two isotropic gaps (b). (c) PCARS spectra in La-1111 polycrystals
(from [57]) and films (from [58]) with the relevant fit with two isotropic gaps as suggested in [27]. (d) PCARS spectra in
Ba1−xNaxFe2As2 single crystals [59] fitted with either two (upper curves) or one (lower curve) isotropic gap. Whether
the shoulders at ≃15 meV are due to a second gap is actually doubtful. (e,f) PCARS spectra in K-doped (from [60])
and Co-doped Ba-122 (from [61]) single crystals with the fit with two isotropic gaps. (g) An in-plane example of
PCARS spectra in Co-doped Ca-122 crystals that prove the presence of nodes in the gap, with the relevant 3D-BTK fit
with two gaps, of which one has a horizontal line of nodes. The model FS and the gap structure used in the 3D BTK
model are shown in (h) as matt and gridded surfaces. (i) Effect of isovalent substitution (Ru in the Fe site) on the gaps
of Sm-1111. The gaps are reported as a function of Tc

A (from [62]). (j) Tc
Adependence of the gaps in Ba(Fe1−xCox)2As2

films with different x (indicated by labels) compared to other PCARS results [61, 63, 64]. In the UD regime (x ≤10) the
gap ratios 2Δi / kBTc are 3.52 and 9 (lines), in the OD regime they decrease. (k) Gaps of FeTe1−xSex films with x =0.3,

0.4 and 0.5 as a function of Tc
A (from [65]). The gap ratios 2Δi / kBTc are constant (solid lines). In (i, j, k) the gaps were

obtained by fitting the PCARS spectra with two isotropic gaps.
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experimental gaps, within the Eliashberg-like theory assuming a spin-fluctuations-mediated
mechanism, has to take into account at least three bands [69]. On the other hand, a fit of the
experimental spectra with a three-gap model could easily be meaningless because of the much
too high number of free parameters. Therefore, a two-gap model is generally used and the
noticeable scattering of the large gap values in, for instance, ref. [56] has most probably to be
ascribed to the fact that more than two gaps are picked up, as a whole, by different PCARS
spectra. PCARS was also performed on 1111 thin films [58] where the large gap was difficult to
resolve. There, this fact was mainly explained by a possible large interband scattering that smears
out the larger gap features, even though it has been shown that a two-gap model could indeed
fit the data rather well [27], as reported in the upper curve of panel c.

The possibility to grow large single crystals of the 122 family made these materials the most
studied ones among FeBS, also as far as PCARS is concerned (Figure 4d-h and j). Multi-gap,
nodeless superconductivity was reported for K-, Co- and Ni-doped Ba 122 crystals [60, 61,
70] (see Figures 4e, f and 5a, respectively). On the other hand, only one gap has been clearly
resolved, at least up to now, in Ba1-xNaxFe2As2 (x =0.25) [59] (Figure 4d, lower curve) and
SrFe1.74Co0.26As2 [71]. In particular, additional structures were observed in Ba1-xNaxFe2As2 at
higher energies that, when fitted as a second gap, gave an unrealistically large 2Δ / kBTc value,
≈15, (panel d, upper curve). By the way, similar features have recently been reported also for
Fe(Te,Se) thin films and interpreted as electron-boson interaction features [65]. PCS results in
Na-doped Sr 122 didn’t show AR features but V-shaped spectra, that were interpreted in terms
of possible electron scattering from magnetic order [72].

In some cases, depending on the details of the pairing interaction, the structure of the order
parameter can become, within the s -wave symmetry, anisotropic and feature gap minima or
line nodes where the OP changes sign on a FS sheet, either hole- or electron-like [73, 74, 16].
In these situations, the use of the 3D BTK model that takes into account the actual shape of the
Fermi surface, even though approximated by a suitable parametric function, can be unavoid‐
able in order to catch these finer details of the gap structure. Horizontal line nodes have indeed
been observed by PCARS in the CaFe2As2 compound under pressure [36]. The point contact
spectra were very well fitted by the 3D BTK model and results theoretically supported both
by calculations of the electronic structure (within the Density Functional Theory) and of the
gap structure (within a Random Phase Approximation approach in a ten-orbital model), thus
giving a self-consistent experimental/theoretical picture of the OP in this compound. A similar
gap structure (but more anisotropic) is inferred also by PCARS measurements on Co-doped
CaFe2As2 where the spectra can be fitted by the 3D BTK model taking into account the FS
topology, as shown in Figure 4g and h.

As for the 111 family, multiple nodeless gaps were reported for Co-doped NaFeAs [75] while
only one nodeless gap was observed by PCARS measurements on LiFeAs [76].

Multiband superconductivity was also reported for Fe(Te,Se) films. In this case, the small gap
was the most difficult to resolve [65]. Ref. [65] also reported the evolution of the two gaps as
a function of Tc, which increases with increasing the Se content from x =0.3 to x =0.5. The two
gaps have been found to decrease rather monotonically with the critical temperature of the
PCARS junctions (see Figure 4k) and since their gap ratios remain constant, this means that
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the amplitudes of the gaps perfectly scale with Tc, i.e. if plotted as a function of doping they
would mimic the behavior of the critical temperature. The only caveat in this respect is that
the values of the gap amplitudes in each point contact are related to the local Tc

A of the contact
rather than to bulk properties (such as the average doping or the Tc measured by electrical
transport).

There are not so many examples in the literature, up to now, of systematic PCARS studies of
the evolution of the OPs as a function of doping or disorder. Panels i and j report other examples
of energy gaps as a function of the critical temperature, when the latter is modulated by means
of chemical substitutions, either isovalent (Ru for Fe) in optimally F-doped Sm-1111 polycrys‐
tals (i), or aliovalent (Co for Fe) in Ba-122 thin films (j). This kind of studies might be very
important in the attempt of unraveling the symmetry and structure of the OPs since, in some
cases, a change of symmetry has been theoretically predicted when changing some lattice
parameters [77].

Interband interference effects and sub-gap bound states in the Andreev spectra have been
theoretically predicted as a consequence of an s± gap structure [78]. These features though,
have not been reported in any experimental PCARS study up to now. Possibly they may be
washed out by broadening effects or may occur at particular conditions of the model that make
them hardly distinguishable from a more stardard s++ BTK conductance. According to this
model, these interference effects indeed depend on a free parameter, αwhose value has not
been predicted theoretically and changes dramatically the shape of the spectra. However,
interference effects on the BTK conductance due to a sign-changing s -wave OP in multi-band
systems have also been recently calculated [79] by using the quantum waveguides theory.
Simple analytical formulas were obtained that depend on the ratios of the Fermi velocities of
the normal metal and the superconducting bands and could be easily compared to experi‐
mental spectra, possibly helping to catch signatures of a sign-changing OP.

4.2.1. Electron-boson interaction in FeBS

As already noticed in 2.2, in case of moderate- to strong-coupling regime, the energy depend‐
ence of the OP can give rise to EBI features in the conductance spectra that can be better singled
out by taking the sign-changed second derivative of the I-V characteristic. These features can
give important information regarding the pairing mechanism because they indicate that
electrons are actually interacting with some fundamental excitation of the material under
study. EBI characteristics were reported for Co- and Ni-doped (Figure 5a) Ba-122 single crystals
[61, 70]. In both Co- and Ni- doping the main EBI feature showed up at Ep ≈Δmax + Ωb (panel b).
The characteristic bosonic energy, Ωbwas very similar to the spin-resonance energy observed
in neutron scattering experiments on the same compound [80].

Moreover, Ωbdecreased as a function of temperature (panel c), a behavior incompatible with
a phononic interaction whose energy is expected to be temperature-independent. As reported
in section 3.2, it is possible to include the energy-dependent expression for the gap in the BTK
model and compare the result with the experimental normalized conductance. Panel d reports
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an example for an optimally F-doped Sm-1111 polycrystalline sample [27] where it is shown
that, besides reproducing the two energy gaps, the theoretical conductance can reproduce very
well the EBI feature at about 40 meV and the shape of the high-energy tails, but not the one at
25 meV. This might be due to finer details of the bosonic spectral function that was modeled
by a Lorentzian function in the theoretical analysis. It is also worth reminding in this regard
that, as shown in ref. [27], in multiband systems the EBI features don’t necessarily occur at
energies of the order of Δmax + Ωb, but a detailed calculation of the energy dependence of the
gap is desirable. Similar results have also been recently reported for Fe(Te,Se) thin films [65].
The presence of EBI features at these energies and the fact that the experimental gaps can be
reproduced within the Eliashberg-like model, by using a spectral function with Lorentzian
shape whose characteristic energy is Ωb [27, 61, 65], strongly support a spin-fluctuations-
mediated mechanism of superconductivity in FeBS.

Figure 5. (a) Temperature dependence of the raw conductance curves (shifted downward for clarity) obtained from a c
-axis Ag/BaFe1.9Ni0.1As2 junction. Temperatures range from 2 K (upper one) to 20 K with a step of 2 K. The last curve is
measured at 21 K. Arrows indicate the temperature evolution of the EBI features occurring at energies of about
Ep(T )≈Δmax(T ) + Ωb(T ) where Ωb(T ) is the characteristic bosonic energy (from [70]). (b) Temperature dependence of
the sign-changed second derivative of the I −V  characteristics in the BaFe1.5Co0.2As2 point-contact junctions (from [27,
61]). (c) Temperature evolution of Ep and Ωb in BaFe1.9Ni0.1As2 (squares) and BaFe1.8Co0.2As2 (diamonds and circles) sin‐
gle crystals as reported in refs. [70, 61]. (d) Normalized conductance curve (circles) measured from a Ag/SmFeAsO0.8F0.2

point-contact junction. The dashed line is a BTK fit to the experiment, obtained using energy-independent values for
the gaps (Δ1 =6.0meV and Δ2 =19.5 meV). The solid line is a theoretical curve obtained by introducing in the BTK
model the energy-dependent gap functions calculated within the three-band Eliashberg theory whose values are
Δ1 =17.23 meV, Δ2 =6.03meV and Δ3 = −19.56 meV (from [27]).

EBI features have also been observed in the normal state of KFe2As2 [81]. The d 2V / d I 2

characteristics showed a peak at about 20 meV, while were featureless at higher and lower
energies. The results were interpreted on the basis of charge excitations (excitonic-like), a non-
phononic and non-magnetic type of interaction never observed before in PCS spectra. The
authors argued that the manifestation of the EBI features in PCS spectra on these compounds
has been possible thanks to an electron mass renormalization larger than in many metallic
systems.

Finally, a conductance enhancement around zero bias has been reported in the PCS spectra in
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characteristics showed a peak at about 20 meV, while were featureless at higher and lower
energies. The results were interpreted on the basis of charge excitations (excitonic-like), a non-
phononic and non-magnetic type of interaction never observed before in PCS spectra. The
authors argued that the manifestation of the EBI features in PCS spectra on these compounds
has been possible thanks to an electron mass renormalization larger than in many metallic
systems.

Finally, a conductance enhancement around zero bias has been reported in the PCS spectra in
the normal state of several FeBS, and interpreted as being tied to interactions with orbital
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fluctuations, thus providing indication of electronic nematicity [82]. It has also been argued
that such excess density of states can be actually picked up by PCS thanks to the presence of
non-negligible electronic correlations in the studied materials [83].

5. Conclusion

The BCS theory (and, when necessary, its generalizations to the anisotropic and multiband
case) was able to give a satisfactory description of conventional superconductors in terms of
electron-phonon coupling, and the Eliashberg theory can better describe them when the
coupling is stronger. Both theories can, in principle, be generalized to any pairing glue. In
electron-phonon superconductors, the OP parameter is generally single and isotropic but more
complex anisotropies [84] or multi-band scenarios [30] have been observed as well.

However, superconductivity in unconventional HTSC cannot be explained by the same
pairing mechanism. In this regard, the knowledge of the number, amplitude, symmetry and
structure of their OP is essential in order to satisfactorily describe their superconducting state
and pairing mechanism. As a matter of fact, this task turned out to be tremendously more
complicated and challenging than for conventional superconductors.

Thanks to the Andreev reflection process, PCARS has been able to address this issue to a good
extent. The complicated scenarios proposed for HTSC pushed the development of models of
increasing complexity that certainly helped to achieve a more accurate analysis of the experi‐
mental data and to catch important details regarding the OP in HTSC. At the same time, as we
have seen by mainly focusing on the results of PCS in the Andreev reflection regime, several
issues are still open in this field.

There is a general consensus that several cuprates have a dominant d  -wave symmetry.
However, for many of them additional components of the OP (mixed symmetries) were
reported, which sometimes appeared to set in only at certain doping levels. Their origin still
needs to be clarified as well as the pairing mechanism and its relation to the OP. Moreover,
sample- or surface-related issues may also play a role.

Often, PCARS results turned out to be different from those obtained by ARPES or STM.
Although some of these discrepancies still have to be reconciled, on the other hand they
sometimes gave complementary information because, for example, PCARS is sensitive to the
phase-coherent pairs while STM probes the single-particle states. Contrasting results have
been obtained for electron-doped cuprates as well, some of which also considerably differ from
those observed in the hole-doped ones, even suggesting that some of them are weak-coupling
BCS (one isotropic gap with 2Δ / kBTc ≈3.5) superconductors. Therefore, a consistent generali‐
zation between the two types of cuprates is very far from being achieved.

Most FeBS certainly feature multiple superconducting bands and gaps and a more general
picture of the present state of the art can be achieved. Nevertheless, a precise knowledge of

The Superconducting Order Parameter in High-Tc Superconductors – A Point-Contact Spectroscopy Viewpoint
http://dx.doi.org/10.5772/59587

171



the main features of the OPs is still lacking. Even the knowledge of tiny differences in their
structure might be important in order to unravel their pairing glue and, apparently, some new
compounds seem to pose into question some of the most successful theoretical models. In
particular, distinguishing between an s± - and s++ -wave structure of the OP is turning out to
be a conundrum and unambiguous phase-sensitive experiments on single crystals have not
been performed yet in FeBS. Several have been proposed though, and experiments making
use of point contacts may also be very useful in this regard [85].

PCARS is not sensitive to the phase of the OP and, unlike in cuprates, interference effects (that
would be expected only for the s± -wave structure) have not been clearly observed yet. Their
(possible) observation is indeed complicated by the particular electronic structure and by the
similarity between the two main OP structures proposed. However, theoretical models of
increasing complexity are being developed that may be able to detect signatures of a possible
sign change of the OP in FeBS. For the time being, the use of the 3D BTK model turned out to
be very useful and helped to catch, even though somehow indirectly, finer details of the
structure of the OPs, like gap anisotropies or line nodes, thus putting more stringent constraints
on the present theoretical predictions. The study of the dependence of the OPs as a function
of doping or disorder in FeBS might be very important also because the few PCARS results
reported up to now do not show the puzzling behavior obtained in many PCARS studies on
cuprates.

Moreover, the possibility to detect electron-boson interaction features in the point contact
characteristics may be crucial in clarifying the pairing mechanism as not only EBI features
indicate the presence of some fundamental excitation, but more specifically show their
interaction with the electrons in the material.

FeBS feature many differences in comparison with cuprates and, as we have briefly mentioned,
PCARS methods and models are evolving for better investigating the former class of com‐
pounds. Also, PCARS results obtained up to now, although far from being conclusive, seem
less puzzling than for cuprates. Therefore, it is hoped that the progress achieved up to now
and the new methods developed for investigating FeBS by PCARS may at least aid shedding
light on cuprates as well. A more general and complete picture of HTSC and a clarification of
their relevant pairing mechanism(s) is indeed a major objective of the present research in the
field of solid state physics. The achievement of this goal would hopefully pave the way for the
discovery of new materials with higher Tc and better properties, especially in view of the
current applications of superconductivity and of the potentially revolutionary ones that may
be realized with new high- Tc superconductors.
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How to Distinguish the Mixture of Two D-wave States
from Pure D-wave State of HTSC

Peter Brusov and Tatiana Filatova

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59180

1. Introduction

The chapter is devoted to the very important problem of the actual symmetry of the order
parameter in cuprates, and, more generally, in unconventional superconductors. We adopt the
concept of the mixed-order parameter. We calculated collective modes in the dx2–y2 +idxy case
and found them to differ from those appropriate to the pure situation. The results are useful
for both theoretical as well as experimental aspects of the discussed problem.

Several groups have worked in this direction and we can indicate the contributions of Tony
Leggett, James Annett, David Pines, Doug Scalapino, and Sasha Balatsky et al. in the theory
of the problem and of John Ketterson et al. in its experimental study.

In this chapter we look at collective excitations in unconventional superconductors (USC). This
unusual topic was chosen for two reasons: 1) there is no superconductor for which unconven‐
tional pairing has been exactly established, while there is some evidence of nontrivial pairing
in HFSC and HTSC; 2) the existence of collective excitations in superconductors is questionable.

Within the last couple of decades the situation has drastically changed, collective excitations
becoming increasingly important in studies and experiments on USC.

An amplitude mode has been observed in ordinary superconductor films with frequency of
order 2∆. Furthermore, the type of pairing has been established for most superconductors.
There is an s-pairing in electron-type HTSC and in ordinary superconductors, a p-pairing in
pure 3He; 3He in aerogel, Sr2RuO4 (HTSC), UPt3 (HFSC), and d-pairing in hole-type HTSC,
organic superconductors, and some HFSC (UPd2Al3, CePd2Si2, CeIn3, CeNi2Ge2, etc.).

In 2002 a microwave surface-impedance study of the HFSC UBe13 demonstrated an absorption
peak [16]. The frequency-dependence as well as temperature-dependence of this peak scales

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



with the BCS gap function ∆(T). This means that this was the first direct observation of the
resonant absorption into a collective mode (CM). The CM energy turned out to be proportional
to the superconducting gap. This was therefore a new page in the study of collective excitations
in USC.

Figure 1. Temperature dependence of surface impedance in heavy-fermion superconductor UBe13 [Ref. 16].

Figure 2. Normalized frequency of collective mode in heavy-fermion superconductor UBe13 [Ref. 16]

2. Two d-wave states mixture

As has been shown both experimentally [1] and theoretically, [2, 3] in HTSC a mixing of different
d-wave states takes place. The collective-mode spectrum in a mixed dx2–y2 +idxy state of HTSC
was calculated by Paul Brusov and Peter Brusov [4] for the first time. Within the d-pairing model
for superconductive and superfluid Fermi-systems (HTSC, HFSC, etc.) earlier created by Brusov
and Brusov within the path integration technique, [5-7] they showed that the spectrum in
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mixture dx2–y2 +idxy state turns out to be quite different from spectra in both states dx2–y2 and dxy in
spite of the fact that both spectra are identical. [8, 10] Thus the ultrasound and/or microwave
absorption experiments could be used as the probe of the CM spectrum, allowing the pure d-
wave states to be distinguished from the mixture of the two d-wave states [18].

While most scientists believe that there is a d-wave pairing in HTSC, there is still an active
debate over different ideas concerning mixture of s- and d-states, extended s-wave pairing,
and mixture of different d-states [18]. The main cause of this is the absence of answers to the
question of whether there is an exact-zero gap along some chosen lines in momentum space
(as in the case of dx2–y2) or an anisotropic gap that remains nonzero everywhere (except maybe
at some points). There is no certain answer to this question that has been yielded by existing
experiments (tunnelling, etc.) but the answer is quite principled. However, there are some
experiments [1] which, suggesting realization in HTSC in a mixed state like dx2–y2+idxy, could
provide an explanation [3]. The possibility of a mixture of different d-wave states in HTSC has
been considered by Annett et al., [2] who came to the conclusion that the most likely state is
dx2–y2+idxy. [18]

Figure 3. Gap symmetry in pure d-wave state (dxy -state).

One possible way to distinguish pure d-states from mixture was suggested by Peter Brusov and
Pavel Brusov[4], who considered the mixed dx2–y2+idxy state and calculated the spectrum of
collective modes in this state. The comparison of the spectrum of a pure d-wave state of HTSC
with the spectrum of the mixed dx2–y2+idxy state shows that they are significantly different. This
means that they could be used as the probe of the symmetry of the order parameter in HTSC. [18]

Figure 4. Gap symmetry in the mixed s-wave and d-wave states (s+idxy).
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3. Collective-Modes Spectrum Equations in a Mixed d-Wave State

3.1. Mixed d-wave-state model

Brusov et al.’s [4] study is generalized here for the case of arbitrary dxy-state admixture. The
mixed (1–γ)dx

2
–y

2 + iγdxy state in high-temperature superconductors is considered here and a
full set of equations for the collective-modes spectrum in mixed d-wave state with arbitrary
admixture of dxy-state is derived.

Figure 5. Gap symmetry in the mixed (1–γ)dx
2
–y

2+ iγdxy state.

We have used the model of d-pairing in high-temperature superconductors and HFSC, created
by Brusov et al.[5, 11]

It is described by the effective functional of action:

( ) ( ) ( )
( ) ( )( )

1
eff 0 0

, ,

ˆ ,1 ln  det ,
ˆ2 ,

ia ia
ia ia

p i a ia ia

M c c
S g c p c p

M c c

+
- +

+
= +å (1)

where cia
(0) is the condensate value of Bose-fields cia (symmetric traceless matrix) and M̂ (cia, cia

+)
is the 4×4 depending on Bose-fields and parameters of quasi-fermions matrix.

In the case of the d-pairing the number of degrees of freedom is equal to 10. This means that
we have five complex canonical variables:

1 11 22 2 11 22 3 12 21

4 13 31 5 23 32

, , ,
, .

c c c c c c c c c
c c c c c c
= + = - = +
= + = +

The effective action becomes equal to:

( ) ( ) ( )( ) ( )
( ) ( )( )

1
eff 1 0 0

,

ˆ ,12 1 2 ln  det ,
ˆ2 ,

j j
j j j

p j j j

M c c
S g c p c p

M c c
d

+
- +

+
= + +å (2)

Superconductors – New Developments186



3. Collective-Modes Spectrum Equations in a Mixed d-Wave State

3.1. Mixed d-wave-state model

Brusov et al.’s [4] study is generalized here for the case of arbitrary dxy-state admixture. The
mixed (1–γ)dx

2
–y

2 + iγdxy state in high-temperature superconductors is considered here and a
full set of equations for the collective-modes spectrum in mixed d-wave state with arbitrary
admixture of dxy-state is derived.

Figure 5. Gap symmetry in the mixed (1–γ)dx
2
–y

2+ iγdxy state.

We have used the model of d-pairing in high-temperature superconductors and HFSC, created
by Brusov et al.[5, 11]

It is described by the effective functional of action:

( ) ( ) ( )
( ) ( )( )

1
eff 0 0

, ,

ˆ ,1 ln  det ,
ˆ2 ,

ia ia
ia ia

p i a ia ia

M c c
S g c p c p

M c c

+
- +

+
= +å (1)

where cia
(0) is the condensate value of Bose-fields cia (symmetric traceless matrix) and M̂ (cia, cia

+)
is the 4×4 depending on Bose-fields and parameters of quasi-fermions matrix.

In the case of the d-pairing the number of degrees of freedom is equal to 10. This means that
we have five complex canonical variables:

1 11 22 2 11 22 3 12 21

4 13 31 5 23 32

, , ,
, .

c c c c c c c c c
c c c c c c
= + = - = +
= + = +

The effective action becomes equal to:

( ) ( ) ( )( ) ( )
( ) ( )( )

1
eff 1 0 0

,

ˆ ,12 1 2 ln  det ,
ˆ2 ,

j j
j j j

p j j j

M c c
S g c p c p

M c c
d

+
- +

+
= + +å (2)

Superconductors – New Developments186

where

( )
( )

( ) ( )

1 2

1 2

1
11

1
22

1/ 2
1/ 2* 2

12 21 1

2 2
2 3

4 5

,

,

15 1 3cos
32

 sin cos2 sin sin 2
 sin 2 cos sin 2 sin

p p

p p

M Z i

M Z i

M M V c

c c
c c

w x m s d

w x m s d

b q
p

q j q j
q j q j

-

-

-

é ù= + -ë û
é ù= - + +ë û

æ ö é= = - +ç ÷ ëè ø
+ + +

ù+ + û

H

H

(3)

here H-magnetic field, σ=(σ1, σ2, σ3) – Pauli-matrices, p = (k, ω) ; ω = (2n + 1)πT  are Fermi-
frequencies and x = (x, τ), ξ is the kinetic energy with respect to Fermi-level, μ-magnetic
moment of quasi-fermion.

All the properties of the model superconducting Fermi-system with d-pairing are determined
by functional (2).

Let us consider the mixed (1–γ)dx
2
–y

2 + iγdxy state of high-temperature superconductors. The
order parameter in this state takes the following form:
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or in canonical variables:
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The gap equation has the following form:
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For a limited case of γ=0, we obtain dx2–y2 state with order parameter (0;sin2θcos2ϕ;0;0;0).

The gap equation in this case has the following form:
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b w x f

- Q
+ =
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and gap
2 2 4 2

0( ) sin cos 2 .T fD = D Q (9)

For limited case γ=1 one gets dxy-state with order parameter ∆0(T) (0;0; isin2θsin2ϕ;0;0).

The gap equation has the following form:

4 22 2
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b w x f
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+ =

+ + D Qå (10)

and gap

2 2 4 2
0( ) sin sin 2T fD = D Q (11)

Brusov et al.[8] case of equal admixtures of dx2–y2 - and dxy-states in our consideration corre‐
sponds to the case γ=1/2. The order parameter takes the following form:

( )( )2
0

20;sin cos2 ; sin sin 2 ;0;0iT q j q jD (12)

The gap equation has the following form:  

42 2
1

2 2 2 4
0

sin 0
2 sinp

Zg
V

a
b w x

- Q
+ =

+ + D Qå (13)

and gap ∆(T)=∆0(T) sin2θ.

3.2. Equations for collective-modes spectrum in a mixed d-wave state at arbitrary admixture
of dxy-state

In the first approximations the spectrum of collective excitations is determined by the quadratic
part of Seff, obtained after shift cj →  cj+cj

o. Here cj
o are the condensate values of cj of the following

form:[5, 11]
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with all remaining components of bj
0 equal to zero.

Excluding terms involving g −1 by gap equation, one obtains the following form for the
quadratic part of Sh:
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Here,
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The quadratic form coefficients are proportional to the sums of the Green’s functions of quasi-
fermions products. One can go from summation to integration at low temperatures
(Tc −T ~Tc) by the following rule:
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To evaluate these integrals it is useful to use the Feynman equality:
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It is easy to evaluate the integrals with respect to variables ω andξ can also be easy evaluated.
Then, they can be evaluated with respect to parameter α and the angular variables.

We obtain the following set of ten equations for the whole spectrum of the collective modes
for (1–γ)dx

2
–y

2 + iγdxy state at arbitrary γ after calculating all integrals, except over the angular
variables and equating the determinant of the resulting quadratic form to zero:
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We have used the following substitutions: cosθ=x, ω=ω/∆0.

The whole spectrum of collective modes in mixed (1–γ)dx
2
–y

2 + iγdxy state of HTSC and arbitrary
admixture of dxy-state is determined by equations (17). For interpretation of the sound
attenuation and microwave absorption data as well as for identification of the type of pairing
and order parameter in unconventional superconductors, knowledge of the collective-mode
spectrum could be used. They allow, in particular, evaluation of the extent of admixture of a
dxy-state in a mixed state.

Suppose that the dominant state is dx
2
–y

2-state and admixture of dxy-state is small, say 5–10%;
thus, the most interesting case turns out to be the case of small γ. One could in this case expand
all expressions in powers of small γ and obtain the corrections to the spectrum of pure dx

2
–y

2-
state, as found previously. [4, 5, 11]

3.3. Equations for collective-modes spectrum in a mixed-d-wave state with equal admixtures
of dx

2
–y

2 - and dxy-states

Brusov et al. [4] supposed equal admixtures of dx
2
–y

2- and dxy-states – in our consideration this
corresponds to the case γ =1/2 – and derived the following equations:
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These equations were solved numerically[4, 11] and the first equations appear to give either
Goldstone modes or modes with vanishing energies (of order 0.03 ∆0(T) – 0.08 ∆0(T)), while
five high-frequency modes in each state were obtained from the second equations.

We shall now present results for high-frequency modes (Ei is the energy (frequency) of the i -
th branch).
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Comparison of these results with spectrum of pure dx
2
–y

2- and dxy-states, obtained by Brusov et
al. as follows: [4, 11]
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These results led them to conclusion that in spite of the fact that spectra in both pure states,
dx

2
–y

2 and dxy, turn out to be identical, the spectrum in mixed dx
2
–y

2- and dxy--state is quite different
from that in pure states. All modes are non-degenerated in pure states, but two high-frequency
modes are twice degenerated in mixed state. The collective modes have higher frequencies in
mixed state – from 1.59 Δ0(T ) up to 1.93 Δ0(T ), compared to 1.1 Δ0(T ) up to 1.88 Δ0(T ) in pure
state. In pure d-wave states, damping of collective modes is also bigger than in mixed state (in
pure states Im Ei is from 30% to 65% and in mixed state from 20% to 50%). This is because the
gap vanishes in pure states along chosen lines while it vanishes just at two points (poles) in
mixed state. [4]

Such difference in the spectra of collective modes in pure d  -wave states and in mixed d  -wave
state enables us to probe the symmetry of states using ultrasound and/or microwave absorp‐
tion experiments. These experiments require high frequencies (in the order of tens of GHz as
in the experiment of Feller et al. [16]), but there are no principle restrictions for ultrasound
(microwave) frequencies: frequencies of collective modes are proportional to gap Δ0(T ), and
the gap vanishes at Tc, so one could in principle use any frequency approaching Tc.

Note that the case of the dx
2
–y

2 + idxy-state was also considered by Balatsky et al., [17] who studied
one of the possible collective modes in this state. They considered a superconducting state with
mixed-symmetry-order parameter components, e.g., d+is and dx

2
–y

2+idxy and argued for the
existence of a new orbital magnetization mode which corresponds to oscillations of relative

How to Distinguish the Mixture of Two D-wave States from Pure D-wave State of HTSC
http://dx.doi.org/10.5772/59180

193



phase φ between two components around an equilibrium value of φ = π / 2. The analogue of
this mode is the so-called clapping mode of the superfluid A-phase in 3He. The frequency of
this mode ω0(B, T) depending on the field and temperature for the specific case of magnetic-
field-induced dxy-state has been estimated. This mode is tunable with a magnetic field with
ω0(B, T) ∞ BΔ0, where Δ0 is the amplitude of gap of the order parameter in d-wave state. The
velocity s(B, T) of this mode has been estimated as well.

3.4. dx
2
–y

2-state of high-temperature superconductors with a small admixture of dxy-state

The whole spectrum of collective modes in mixed dx
2
–y

2 + iεdxy state of HTSC with arbitrary
admixture of dxy-state is determined by the above equations (17). For interpretation of the sound
attenuation and microwave absorption data as well as for identification of the type of pairing
and order parameter in unconventional superconductors knowledge of the collective-mode
spectrum could be used. In particular, these experiments allow the estimation in a possible
mixed state of the extent of admixture of a dxy-state.

The case of small γ is, however, the most interesting case: one supposes that dx
2
–y

2-state is the
dominant state and the admixture of dxy-state is small, say 3–10%. For this case one can expand
all expressions in powers of small γ and obtain the corrections to the equations for the spectrum
of pure dx

2
–y

2-state, which has been found before [11, 13].

Let us consider the case of small admixture of dxy-state (small ε): we suppose that dominant
state is dx

2
–y

2-state and admixture of dxy-state is small, about 3–10%. After expanding of all
expressions in powers of small ε we obtain the below corrections.

We use the following notations:
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Here, we obtain the following expressions:
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Putting all  expressions (23)–(31) into (17) one obtains the whole set of equations for the
collective-mode spectrum of mixed dx

2
–y

2  + iεdxy  state with small admixture of dxy-state to
dx

2
–y

2-state.

4. Conclusions

In order to solve one of the problems of unconventional superconductivity – the exact form of
the order parameter – we consider the mixed (1–γ)dx

2
–y

2 + iγdxy state in HTSC. A full set of
equations for the collective-modes spectrum in a mixed d-wave state with an arbitrary
admixture of dxy-state has been derived. These equations have been solved for the case of equal
admixtures dx

2
–y

2- and dxy-states by Brusov et al. [4, 11, 14] It has been shown that the difference
of collective excitations spectrum in mixed d  -wave states and in pure state provide the
possibility of probing the symmetry of the state by ultrasound and/or microwave absorption
experiments.

The case of small γ is the most interesting case: one supposes that dx
2
–y

2-state is the dominant
state and admixture of dxy-state is small, say 3–10%. In this case all expressions can be expanded
in powers of small γ and the corrections to the spectrum of pure dx

2
–y

2-state, which has been
found before, can be obtained. [18]

For identification of the type of pairing and determination of the exact form of the order
parameter in unconventional superconductors the results obtained could be quite useful. They
allow evaluation of the extent of an admixture of a dxy-state in relation to the spectrum of pure
dx

2
–y

2-state in a possible mixed state. Obtained equations allow the calculation of the whole
collective mode. This spectrum could be used for interpretation of the sound attenuation and
microwave absorption data. [18]

The results obtained could also allow three quite important questions to be answered: [18]
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2- and dxy-states by Brusov et al. [4, 11, 14] It has been shown that the difference
of collective excitations spectrum in mixed d  -wave states and in pure state provide the
possibility of probing the symmetry of the state by ultrasound and/or microwave absorption
experiments.

The case of small γ is the most interesting case: one supposes that dx
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state and admixture of dxy-state is small, say 3–10%. In this case all expressions can be expanded
in powers of small γ and the corrections to the spectrum of pure dx

2
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2-state, which has been
found before, can be obtained. [18]

For identification of the type of pairing and determination of the exact form of the order
parameter in unconventional superconductors the results obtained could be quite useful. They
allow evaluation of the extent of an admixture of a dxy-state in relation to the spectrum of pure
dx
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2-state in a possible mixed state. Obtained equations allow the calculation of the whole
collective mode. This spectrum could be used for interpretation of the sound attenuation and
microwave absorption data. [18]

The results obtained could also allow three quite important questions to be answered: [18]
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1. Does the gap disappear along some chosen lines?

2. Is there a pure or mixed d-wave state in HTSC?

3. How huge is the admixture of dxy -state to dx2–y2-state in a possible mixed state?
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1. Introduction

Since an unexpected and brilliant discovery of high-Tc superconductivity in cuprates in
1986 [8], experts have been trying to find the origin of superconductivity in them, but in
vain. There are several problems that are interconnected and probably cannot be solved
independently. But they are so complex that researchers are forced to consider them
separately in order to find the key concepts and express key ideas explaining the huge totality
of experimental data. General discussion and the analysis of high-Tc-oxide superconductivity
can be found in comprehensive reviews [21, 25, 42, 50, 53, 65, 73, 75, 78, 80, 86, 89, 104]. In
particular, the main questions to be solved are as follows: (i) Is superconductivity in cuprates
a conventional one based on the Cooper pairing concept? (ii) If the answer to the first
question is positive, what is the mechanism of superconductivity, i.e., what are the virtual
bosons that glue electrons in pairs? (iii) Which is the symmetry of the superconducting order
parameter? This question remains unanswered, although the majority of the researchers in
the field think believe that the problem is already resolved (namely, dx2

−y2 -one, see, e.g.,
Refs. [54, 90])? (iv) What is the role of the intrinsic disorder and non-stoichiometry in the
superconducting properties [2, 28, 43, 69, 70, 75, 103, 105]? (v) What is the origin of the
symmetry loss and, specifically, the emerging nematicity [28, 58, 70, 75, 88, 103]? (vi) What
is the origin of the so-called pseudogap [42, 68, 75, 94, 98, 104]? (vii) What is the role of spin-
and charge- density waves (SDWs and CDWs) both in the normal and superconducting states
of cuprates? The role of various electron spectrum instabilities competing with the Cooper
pairing below the critical temperature Tc is a part of the more general problem: How can
certain anomalous high-Tc oxide properties above Tc be explained, e.g., the linear behavior
of the resistivity [66, 91]? In this connection, a quite reasonable viewpoint was expressed
that if one understands the normal state of cuprates, the superconducting state properties
will be perceived [42, 46]. Here, it is also worth to mention a possible failure [91, 92] of the

©2012 Author(s), licensee InTech. This is an open access chapter distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.



2 Superconductors

Fermi liquid concept belonging to Landau [1] and the role of strong electron correlations
[18, 48, 61, 62].

During last decades we have been developing a phenomenological theory to elucidate the
influence of CDWs on superconductivity of high-Tc oxides, since the CDWs were observed
in a number of those materials [23, 33, 35, 37–39]. We identified the CDW energy gap with the
pseudogap mentioned above. Such an identification is based, in particular, on the appearance
of CDWs only below the approximate border of the pseudogapped region in La2−xSrxCuO4
[14] and YBa2Cu3O7−δ [5, 45]. Moreover, the symmetry of the pseudogap order parameter
(isotropic) differs from that for the superconducting one (dx2

−y2 ) in Bi2Sr2CaCuO8+δ [79],

superconductivity in Bi2Sr2−xLaxCuO6+δ emerges with doping when the (nodal) pseudogap
disappears [72], the pseudogap competes with the superconducting gap at antinodes in
(Bi,Pb)2(Sr,La)2CuO6+δ [43], and the interplay of pseudogapping and superconductivity
among different members of the oxide family (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy is not the
same for varying dopings x [15]. It is worthy of note that both angle-resolved photoemission
spectroscopy (ARPES) and scanning tunnel microscopy (STM) experiments allow one to
measure only overall energy gaps whatever their microscopic origin. That is why it is usually
difficult to distinguish for sure between superconducting, SDW, and CDW gaps even in the
case when they manifest themselves separately in certain momentum ranges each [11, 42].

As for direct experiments confirming the existence of CDWs competing with
superconductivity in cuprates, CDWs have been shown to be a more important factor in
this sense than SDWs, the remnants of which survive far from the antiferromagnetic state
appropriate to zero-doped samples of superconducting families [20]. It is useful to shortly
summarize the main new findings in this area.

X-ray scattering experiments in YBa2Cu3O6+x revealed the CDW ordering at temperatures
lower than those of the pseudogap formation, giant phonon anomalies, and elastic central
peak induced by nanodomain CDWs [9, 10, 45, 59]. The CDW correlation length increases
with the temperature, T, lowering. However, the competing superconducting order
parameter, which emerges below Tc, so depresses CDWs that the true CDW long-range
order does not develop, as was shown by Raman scattering [5]. Suppression of CDWs by
Cooper pairing was also found in x-ray measurements of La2−xSrxCuO4 [14].

The well-known CDW manifestations in Bi2Sr2−xLaxCuO6+δ were recently confirmed by
complex X-ray, ARPES, and STM studies [13]. Those authors associate CDWs with
pseudogapping, but argue that the CDW wave vector connects the Fermi arc tips rather than
the antinodal Fermi surface (FS) sections, as stems from the Peierls-insulator scenario [27, 41].
This conclusion, if being true, makes the whole picture even more enigmatic than in the
conventional density-wave approach to pseudogaps either in the mean-field approximation
or taking into account fluctuations.

The electron-hole asymmetric CDW ordering was demonstrated by STM and resonant elastic
x-ray scattering measurements [17] for Bi2Sr2CaCuO8+δ samples, with the pseudogapping
in the antinodal momentum region. As was shown in those experiments, CDWs
and concomitant periodic crystal lattice distortions, PLDs can be observed directly,
whereas their interplay with superconductivity manifestations can be seen only indirectly,
e.g., as anticorrelations between Tc and the structural, Ts, or CDW, TCDW, transition
temperature.(There is a viewpoint [19] that the strong interrelation between electronic CDW
modulations and PLDs [27], inherent, e.g., to the Peierls model of the structural phase
transition [41], does not exist, and PLDs can emerge without electronic contributions,

Superconductors – New Developments200



2 Superconductors

Fermi liquid concept belonging to Landau [1] and the role of strong electron correlations
[18, 48, 61, 62].

During last decades we have been developing a phenomenological theory to elucidate the
influence of CDWs on superconductivity of high-Tc oxides, since the CDWs were observed
in a number of those materials [23, 33, 35, 37–39]. We identified the CDW energy gap with the
pseudogap mentioned above. Such an identification is based, in particular, on the appearance
of CDWs only below the approximate border of the pseudogapped region in La2−xSrxCuO4
[14] and YBa2Cu3O7−δ [5, 45]. Moreover, the symmetry of the pseudogap order parameter
(isotropic) differs from that for the superconducting one (dx2

−y2 ) in Bi2Sr2CaCuO8+δ [79],

superconductivity in Bi2Sr2−xLaxCuO6+δ emerges with doping when the (nodal) pseudogap
disappears [72], the pseudogap competes with the superconducting gap at antinodes in
(Bi,Pb)2(Sr,La)2CuO6+δ [43], and the interplay of pseudogapping and superconductivity
among different members of the oxide family (CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy is not the
same for varying dopings x [15]. It is worthy of note that both angle-resolved photoemission
spectroscopy (ARPES) and scanning tunnel microscopy (STM) experiments allow one to
measure only overall energy gaps whatever their microscopic origin. That is why it is usually
difficult to distinguish for sure between superconducting, SDW, and CDW gaps even in the
case when they manifest themselves separately in certain momentum ranges each [11, 42].

As for direct experiments confirming the existence of CDWs competing with
superconductivity in cuprates, CDWs have been shown to be a more important factor in
this sense than SDWs, the remnants of which survive far from the antiferromagnetic state
appropriate to zero-doped samples of superconducting families [20]. It is useful to shortly
summarize the main new findings in this area.

X-ray scattering experiments in YBa2Cu3O6+x revealed the CDW ordering at temperatures
lower than those of the pseudogap formation, giant phonon anomalies, and elastic central
peak induced by nanodomain CDWs [9, 10, 45, 59]. The CDW correlation length increases
with the temperature, T, lowering. However, the competing superconducting order
parameter, which emerges below Tc, so depresses CDWs that the true CDW long-range
order does not develop, as was shown by Raman scattering [5]. Suppression of CDWs by
Cooper pairing was also found in x-ray measurements of La2−xSrxCuO4 [14].

The well-known CDW manifestations in Bi2Sr2−xLaxCuO6+δ were recently confirmed by
complex X-ray, ARPES, and STM studies [13]. Those authors associate CDWs with
pseudogapping, but argue that the CDW wave vector connects the Fermi arc tips rather than
the antinodal Fermi surface (FS) sections, as stems from the Peierls-insulator scenario [27, 41].
This conclusion, if being true, makes the whole picture even more enigmatic than in the
conventional density-wave approach to pseudogaps either in the mean-field approximation
or taking into account fluctuations.

The electron-hole asymmetric CDW ordering was demonstrated by STM and resonant elastic
x-ray scattering measurements [17] for Bi2Sr2CaCuO8+δ samples, with the pseudogapping
in the antinodal momentum region. As was shown in those experiments, CDWs
and concomitant periodic crystal lattice distortions, PLDs can be observed directly,
whereas their interplay with superconductivity manifestations can be seen only indirectly,
e.g., as anticorrelations between Tc and the structural, Ts, or CDW, TCDW, transition
temperature.(There is a viewpoint [19] that the strong interrelation between electronic CDW
modulations and PLDs [27], inherent, e.g., to the Peierls model of the structural phase
transition [41], does not exist, and PLDs can emerge without electronic contributions,
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which seems strange in the context of indispensable Coulomb forces.). This fact is well
known, say, for superconducting transition metal dichalcogenides [49] or pseudoternary
systems (Lu1−xScx)5Ir4Si10 [102]. Therefore, it seems interesting to propose such studies
of superconducting properties, which would demonstrate manifestations of CDW existence,
although the CDW gapping is an insulating rather than a superconducting one. In a number
of publications, we suggested that certain measurements of the stationary Josephson critical
current, Ic, between quasi-two-dimensional CDW superconductors with the dx2

−y2 order
parameter symmetry (inherent to cuprates) can conspicuously reveal such dependences that
would reflect CDW gapping as well or at least demonstrate that the actual gapping symmetry
differs from the pure dx2

−y2 one [29–31, 34, 35]. Below, we present further theoretical studies
in this direction, which put forward even more effective experiments.

2. Formulation

Following the dominating idea (see our previous publications [29–31, 34, 35, 95, 96] and
references therein) concerning the electron spectrum of high-Tc oxides identified as partially
gapped CDW superconductors, CDWSs, we restrict our consideration to the two-dimensional
case with the corresponding FS shown in Fig. 1a. The superconducting d-wave order
parameter ∆ is assumed to span the whole FS, whereas the s-wave mean-field dielectric
(CDW) order parameter Σ develops only on the nested (dielectrized, d) FS sections. There are
N = 4 or 2 of the latter (the checkerboard and unidirectional configurations, respectively),
and they are connected in pairs by the CDW-vectors Q’s in the momentum space. The
non-nested sections remain non-dielectrized (nd). The orientations of Q’s are assumed to
be fixed with respect to the crystal lattice. In particular, they are considered to be directed
along the kx- and ky-axes in the momentum space (anti-nodal nesting) [39, 67, 74]. The same
orientation along kx- and ky-axes is also appropriate to ∆-lobes, so that we confine ourselves
to the dx2

−y2 -wave symmetry of the superconducting order parameter as the only one found
in the experiments for cuprates. Hence, the profile of the d-wave superconducting order
parameter over the FS is written down in the form

∆̄(T, θ) = ∆(T) f∆(θ). (1)

The function ∆(T) is the T-dependent magnitude of the superconducting gap, and the
angular factor f∆(θ) looks like

f∆(θ) = cos 2θ. (2)

In the case N = 4, the experimentally measured magnitudes of the CDW order parameter
Σ in high-Tc oxides are identical in all four CDW sectors, and the corresponding
sector-connecting Q vectors are oriented normally to each other. Therefore, we assume
the CDWs to possess the four- (the checkerboard configuration) or the two-fold (the
unidirectional configuration) symmetry [3, 23, 24, 30, 39, 44, 93]. The latter is
frequently associated with the electronic nematic, smectic or more complex ordering
[16, 22, 26, 28, 52, 70, 83, 84, 88, 97, 99, 100]). The opening angle of each CDW sector, where
Σ �= 0, equals 2α. Such a profile of Σ over the FS can also be described in the factorized form
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(a) (b)

Figure 1. (a) Superconducting, ∆̄(θ), and dielectric, Σ̄(θ), order parameter profiles of the partially gapped

d-wave charge-density-wave (CDW) superconductor. N is the number of CDW sectors with the width 2α each.

(b) The corresponding energy-gap contours (gap roses).

as

Σ̄(T, θ) = Σ(T) fΣ(θ), (3)

where Σ(T) is the T-dependent CDW order parameter, and the angular factor

fΣ(θ) =

{

1 for |θ − kΩ| < α (d section),
0 otherwise (nd section).

(4)

Here, k is an integer number, and the parameter Ω = π/2 for N = 4 and π for
N = 2.

The both gapping mechanisms (superconducting and CDW-driven) suppress each other,
because they compete for the same quasiparticle states near the FS. As a result, a combined
gap (the gap rose in the momentum space, see Fig. 1b)

D̄(T, θ) =

√

Σ̄2(T, θ) + ∆̄2(T, θ), (5)

arises on the FS. The actual ∆(T)- and Σ(T)-values are determined from a system of
self-consistent equations. The relevant initial parameters, besides N and α, include the
constants of superconducting and electron-hole couplings recalculated into the pure BCS
(no CDWs) and CDW (no superconductivity) limiting cases as the corresponding ∆0 and Σ0

order parameters at T = 0. It should be emphasized that our model is a simplified, generic
one, because real CDWs are complex objects, which behave differently on the crystal surfaces
and in the bulk [77]. Thus, it is quite natural that they are not identical for various high-Tc

oxides [15]. Nevertheless, the presented model allows the main features of the materials
concerned to be taken into account. For brevity, we mark the CDW d-wave superconductor
with N CDW sectors as Sd

CDWN .
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The s-wave BCS superconductor is described in the framework of the standard BCS theory. Its
characteristic parameter is the value of the corresponding superconducting order parameter
∆BCS at T = 0. Also for the sake of brevity, it will be marked below as Ss

BCS.

In the tunnel Hamiltonian approximation, the stationary Josephson critical current is given
by the formula [7, 57, 85]

Ic(T) = 4eT∑
pq

∣

∣

∣

˜Tpq

∣

∣

∣

2

∑
ωn

F
+
(p;ωn)F

′

(q;−ωn). (6)

Here, ˜Tpq are the tunnel Hamiltonian matrix elements, p and q are the transferred momenta;
e > 0 is the elementary electrical charge, and F(p;ωn) and F

′

(q;−ωn) are Gor’kov Green’s
functions for superconductors to the left and to the right, respectively, from the tunnel
barrier (hereafter, all primed quantities are associated with the right hand side electrode).
The internal summation is carried out over the discrete fermionic “frequencies” ωn =

(2n + 1)πT, n = 0,±1,±2, . . .. Below, we consider tunnel junctions of two types: symmetric
Sd

CDWN − I − Sd
CDWN between two identical CDWSs, and nonsymmetric Sd

CDWN − I − Ss
BCS

between a CDWS as the left electrode and an s-wave BCS superconductor as the right one
(here, I stands for the insulator). Expressions for the corresponding Green’s functions can
be found elsewhere [30, 35]. Since CDWS electrodes are anisotropic, their orientations with
respect to the junction plane will be characterized by the angles γ and γ

′ (the latter appears
only in the symmetric case), i.e. the deflections of the “positive” ∆- and ∆

′-lobes from the
normal n to the junction (Fig. 2). Accordingly, the angular dependences f∆(θ) and fΣ(θ)

of the corresponding order parameters (see formulas (2) and (4, respectively) should be
modified by changing θ to θ − γ or θ − γ

′.

Figure 2. Configuration of symmetric Josephson junction between identical Sd
CDW4’s. See further explanations

in the text.

An important issue while calculating the Josephson current is tunnel directionality [101],

which should be taken into consideration in the tunnel Hamiltonian ˜Tpq. Indeed, if we

calculate Ic between, e.g., pure BCS d-wave superconductors, Sd
BCS, making no allowance for

this factor, formula (6) would produce an exact zero. It is so because, owing to the alternating
signs of superconducting lobes, the current contributions from the FS points described by the

angles θ and θ +
π

2
would exactly compensate each other in this case. The same situation

also takes place in the case of a junction with Sd
CDW4. For a junction with Sd

CDW2, it is not so,
but, in the framework of the general approach, we have to introduce tunnel directionality in
this case as well.
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Here, we briefly consider three factors responsible for tunnel directionality (see a more
thorough discussion in Ref. [31]). First, the velocity component normal to the junction should
be taken into account. This circumstance is reflected by the cos θ-factor in the integrand
and an angle-independent factor that can be incorporated into the junction normal-state
resistance RN [51, 64]. Second, superconducting pairs that cross the barrier at different
angles penetrate through barriers with different effective widths [12] (the height of the
junction barrier is assumed to be much larger than the relevant quasiparticle energies, so

that this height may be considered constant). Since the actual θ-dependences of ˜Tpq for
realistic junctions are not known, we simulate the barrier-associated directionality by the
phenomenological function

w(θ) = exp

[

−

(

tan θ

tan θ0

)2

ln 2

]

, (7)

This means that the effective opening of relevant tunnel angles equals 2θ0. The barrier
transparency is normalized by the maximum value obtained for the normal tunneling
with respect to the junction plane and included into the junction resistance RN . Hence,
w(θ = 0) = 1. The multiplier ln 2 in (7) was selected to provide w(θ = θ0) =

1
2 . Third,

we use the model of coherent tunneling [12, 56, 60], when the superconducting pairs are
allowed to tunnel between the points on the FSs of different electrodes characterized by the
same angle θ.

As a result of the standard calculation procedure [7, 57] applied to formula (6) and in the
framework of the approximations made above, we obtain the following formula for the
stationary Josephson critical current across the tunnel junction:

Ic(T, γ, γ
′

) =
1

2eRN

×

1

π

∫

π/2

−π/2
cos θ w(θ) P(T, θ, γ, γ

′

)dθ, (8)

where [32, 40]

P(T, θ, γ, γ
′

) = ∆̄∆̄
′

max{D̄,D̄′

}

∫

min{D̄,D̄′

}

tanh x
2T dx

√

(x2
− D̄2) (D̄′2

− x2)
. (9)

Here, for brevity, we omitted the arguments in the dependences ∆̄(T, θ − γ), ∆̄
′

(T, θ − γ
′

),
D̄(T, θ − γ), and D̄′

(T, θ − γ
′

). Integration over θ in Eq. (8) is carried out within the interval
−

π

2 ≤ θ ≤

π

2 , i.e. over the “FS semicircle” turned towards the junction plane. If any
directionality and CDW gapping are excluded (so that the integration over θ is reduced to a
factor of π) and the angular factors f∆ and f ′

∆
remain preserved, we arrive at the Sigrist–Rice

model [81].
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3. Results and their discussion

The influence of various problem parameters on the critical stationary Josephson curent in
the symmetric, Sd

CDWN − I − Sd
CDWN , and nonsymmetric, Sd

CDWN − I − Ss
BCS, junctions was

analyzed in detail in works [30, 31]. Here, we attract attention to the problem of CDW
detection in high-Tc oxides.

The number of problem parameters can be diminished by normalizing the “order parameter”
quantities by one of them. For such a normalization, we selected the parameter ∆0 and
introduced the dimensionless order parameters σ0 = Σ0/∆0 and δBCS = ∆BCS(T → 0)/∆0

(for the superconducting order parameter of CDWS, δ0 = ∆0/∆0 = 1). With regard to
experimental needs, we also introduced the reduced temperature τ = T/Tc. Here Tc is the
actual critical temperature of the CDWS. In the framework of our theory, it has to be found
from the system of equations for the CDWS indicated above. For the Josephson current
amplitude Ic, we introduced the dimensionless combination ic = IceRN/∆0.

One more preliminary remark concerns the parameter of effective tunnel directionality θ0

(see formula (7)). Our calculations [30, 31] showed that its choice is very important. On
the one hand, large values of this parameter correspond to thin junctions and large values
of the tunnel current, which is beneficial for the experiment. However, in this case, the
predicted phenomena become effectively smoothed out up to their disappearance. On the
other hand, narrow tunnel cones (small θ0-values) provide well pronounced effects, but
correspond to thick interelectrode layers and, as a result, small tunnel currents. Hence, in the
real experiment, a reasonable compromise should be found between those two extremes.

3.1. Electrode rotation

While examining Fig. 2, it becomes clear that the clearest way to prove that electrons in
high-Tc oxides undergo an additional pairing of some origin besides the d-wave BCS one is

to demonstrate that the gap rose differs from that in the Sd
BCS superconductor. The case in

question concerns pairing symmetries, which may be different from the d-wave one or/and
extend over only certain FS regions. In the framework of the tunnel technique, the most direct
way to perform the search is to fix one electrode and rotate the other one (e.g., γ

′

= const

and γ = var). In the case of Sd
BCS − I − Sd

BCS junction, the corresponding ic(γ) dependences
are known to have a cosine profile stemming from dependence (2) for the superconducting
order parameter ∆ and, since any other gapping is absent, for the corresponding gap rose
(D̄(T, θ) = |∆(T, θ)|). Any deviations of the gap rose from this behavior will testify in favor
of the existence of additional order parameter(s). Certainly, averaging the current over the
FS will smooth the relevant peculiarities and making allowance for tunnel directionality will
distort them. Nevertheless, the proposed method will be sufficient to detect the competing
pairing without its ultimate identification.

In Fig. 3, the corresponding normalized ic(γ) dependences calculated for the symmetric

Sd
CDWN − I−Sd

CDWN junction and the CDW geometries N = 2 and 4, as well as the reference
d-wave BCS curve, are shown. The tunnel directionality parameter θ0 = 10◦ was assumed.
A more detailed analysis of ic(γ) dependences and their relations with other problem
parameters can be found in work [30]. The results obtained testify that the formulated task is

feasible. An attractive feature of this technique is that, instead of the fixed Sd
CDWN electrode,

we may use the Ss
BCS one as well, which might be more convenient from the experimental

point of view.
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Figure 3. Orientation dependences of the reduced critical Josephson current for the symmetric junction.

3.2. Anomalous temperature dependence of Ic

The measurement of the temperature dependences of the critical Josephson tunnel current
Ic(T) seems to be the most easily realizable method of those proposed in this work. The
dependence Ic(T) in the symmetric Ss

BCS − I − Ss
BCS junctions has a monotonic convex shape.

Among other things, this fact is associated with the constant sign of order parameter over
the whole FS. However, in the case of symmetric Sd

BCS − I − Sd
BCS junctions, the situation may

change. Indeed, for junctions involving YBa2Cu3O7−δ, nonmonotonic Ic(T)-dependences
and even the change of Ic sign, i.e. the transformation of the 0-junction into the π-one or
vice versa were observed [47, 87]. Such a phenomenon was not found for other cuprates.
However, it is extremely difficult to produce Josephson junctions made of other materials
than YBa2Cu3O7−δ. Therefore, further technological breakthrough is needed to make sure
that the non-monotonic behavior is a general phenomenon inherent to all high-Tc oxides with
d-wave superconducting order parameter.

It should be noted that, in the measurements concerned, the electrodes remained fixed,
so that the peculiar behavior of Ic(T) could not result from the change of overlapping
between the superconducting lobes with different signs. There is an explanation based on the
existence of the bound states in the junction due to the Andreev–Saint-James effect [51, 64].
This theory predicts that the current Ic(T) between d-wave superconductors must exhibit a
singularity at T → 0. Nevertheless, the latter has not been observed experimentally until now.
Probably, this effect is wiped out by the roughness of the interfaces in the oxide junctions
[6, 76] and therefore may be of academic interest.

Earlier we suggested a different scenario [36]. Namely, we showed that, at some relative
orientations of Sd

BCS − I − Sd
BCS junction electrodes, one of them can play a role of differential

detector, which enables tiny effects connected with the thermally induced repopulation of
quasiparticle levels near the FS to be observed. In our approach, no zero-T singularity of the
current could arise.

A similar situation takes place for CDWSs. Although we cannot assign a definite sign to
the combined gap D̄ (see Eq. (5), the corresponding unambiguously signed ∆ enters the
expression for the calculation of Ic (formulas (8) and 9). In this sense, the FS of the CDWS
“remembers” the specific ∆-sign at every of its points and, thus, can also serve as a differential
detector of the current at definite electrode orientations. As a result, the dependences Ic(T)
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both for symmetric Sd
CDWN − I − Sd

CDWN and nonsymmetric Sd
CDWN − I − Sd

BCS junctions

can also by nonmonotonic and even sign-changing functions. Unlike the Sd
BCS − I − Sd

BCS
junctions, for which the Ic(T)-behavior could depend only on the orientation angles of
both electrodes (γ and γ

′), now the other parameters responsible for the superconducting
and combined gaps—these are σ0 and α—become relevant. In Figs. 4 and 5, the ic(τ)
dependences are shown for various fixed α and σ0, respectively, both for the “checkerboard”
and “unidirectional” CDW geometry. We would like to attract attention to the fact that those
dependences are rather sensitive to the electrode orientations (see the relevant illustration in
Fig. 6), so that it might be laborious to find a suitable experimental configuration.

The key issue is that the parameters σ0 and/or α can be (simultaneously) varied by doping.
Hence, doping CDWS electrodes and keeping their orientations fixed, we could change
even the character of the Ic(T) dependence: monotonic, nonmonotonic, and sign-changing.
Provided the corresponding set of parameters, we could transform the same junction, say,
from the 0-state into the π-one by varying the temperature only.

3.3. Anomalous doping dependence of Ic

Now, let the electrode orientations be fixed by the experimentalist [55, 82] and the
temperature be zero (for simplicity), but the both parameters α and σ0 can be varied
(by doping). In Figs. 7 and 8, the dependences of the dimensionless order parameters
δ(0) = ∆(T = 0)/∆0 and σ(0) = Σ(T = 0)/∆0 on α and σ0 are exhibited for both analyzed
CDW structures. One can see that, in every cross-section α = const or σ0 = const, both
δ(0) and σ(0) profiles are monotonic. At first glance, the Josephson tunnel current should
also demonstrate such a behavior. However, our previous calculations [30, 31, 35] showed

that it is so when the orientations of Sd
CDWN electrodes in the Sd

CDWN − I − Sd
CDWN junction

are close or rotated by about 90◦ with respect to each other, i.e. when the superconducting
lobes strongly overlap in the momentum space and make contributions of the same sign to
the current. But if they are oriented in such a way that mutually form a kind of differential
detector for monitoring the states at the gapped and non-gapped FS sections, contributions
with different signs cancel each other and more tiny effects become observable. Such a
conclusion can already be made from Figs. 4 and 5.

Really, as is illustrated by Figs. 7 and 8, in the limiting cases—σ0 → ∞ for both kinds of
CDWs, and, if σ0 ≥

√

e/2 ≈ 0.824 (here, e is the Euler constant), α → π/4 at N = 4 or
π/2 at N = 2 [24]—we have δ(0) → 0. Then, according to formulas (8) and 9), Ic also
vanishes. Therefore, if the current crosses the point ic = 0 at some values of parameters α

or σ0 different from their limiting ones, (i) the current behavior becomes nontrivial, because
larger values of α and σ0, which are accompanied by smaller values of the superconducting
order parameter δ, lead to the current enhancement. Nevertheless, as α or σ0 grows further
towards its corresponding limiting values, the current must sooner or later begin to decrease
by the absolute value.

This conclusion is confirmed by Figs. 9 and 10, where the dependences ic(σ0, α = const)
and ic(α, σ0 = const) at T = 0 are shown. While analyzing those figures, the following
consideration should be taken into account. Namely, we suppose that gradual doping

monotonically affects the parameters α and σ0 of Sd
CDWN superconductors. Specific

calculations (Figs. 9 and 10) were made assuming that only one of the control parameters, α
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(a) (b)

Figure 4. Temperature dependences of the Josephson current for various numbers of CDW sectors N = 4 (a)
and 2 (b), and their widths α = 0 (solid), 5 (dashed), 10 (dotted), 15 (dash-dotted), 20 (dash-dot-dotted), 25
(short-dashed), and 30◦ (dash-dash-dotted). σ0 = 1.3, γ = 15◦, γ

′

= 45◦, θ0 = 10◦. See further explanations
in the text.

(a) (b)

Figure 5. The same as in Fig. 4 but for α = 15◦ and various σ0 = 0.9 (solid), 1 (dashed), 1.1 (dotted), 1.3
(dash-dotted), 1.5 (dash-dot-dotted), and 3 (short-dashed).

or σ0, changes, which is most likely not true in the real experiment. However, the presented
results testify that each of those parameters differently affects the current. Moreover,
underdoping is usually accompanied by the increase of both α and Σ (proportional to the
structural phase transition temperature, i.e. the pseudogap appearance temperature, T∗)
[39, 42, 63, 94]. Therefore, the situation when the doping-induced simultaneous changes
in the values of α and Σ0 would lead to their mutual compensation seems improbable.
Accordingly, we believe that the proposed experiments may be useful in one more, this
time indirect, technique to probe CDWs in high-Tc oxides. In particular, the oscillating
dependences ic(α) depicted in Fig. 10b, if reproduced in the experiment, will be certain to
prove the interplay between the superconducting order parameter and another, competing,
one; here, the latter is considered theoretically to be associated with CDWs.
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Figure 6. The same as in Fig. 4a but for α = 15◦ and σ0 = 1.1 and various 10◦ ≤ γ ≤ 20◦.

(a) (b)

Figure 7. Dependences of the normalized zero-temperature order parameters δ(0) (a) and σ(0) (b) for the

Sd
CDW4 superconductor on α and σ0.

(a) (b)

Figure 8. The same as in Fig. 7 but for the Sd
CDW2 superconductor.
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(a) (b)

Figure 9. Dependences of the normalized zero-temperature Josephson current on σ0 for N = 4 (a) and N = 2
(b) CDW configurations and various α’s: (a) α = 5 (solid), 10 (dashed), 15 (dotted), 20 (dash-dotted), and 25◦

(dash-dot-dotted); (b) α = 5 (solid), 15 (dashed), 25 (dotted), 35 (dash-dotted), 45 (dash-dot-dotted), and 55◦

(short-dashed).

0 0

(a) (b)

Figure 10. Dependences of the normalized zero-temperature Josephson current on α for N = 4 (a) and N = 2
(b) CDW configurations and various σ0 = 0.9 (solid), 1,1 (dashed), 1.3 (dotted), 1.5 (dash-dotted). γ = 15◦ and
γ′ = 45◦.

4. Conclusions
In the two-dimensional model appropriate for cuprates, we calculated the dependences of the
stationary critical Josephson tunnel current Ic in junctions involving d-wave superconductors
with CDWs on the temperature, the CDW parameters, and the electrode orientation angles
with respect to the junction plane. It was shown that the intertwining of the CDW and
superconducting order parameters leads to peculiar dependences of Ic, which reflect the
existence of CDW gapping. The peculiarities become especially salient when the crystal
configurations on the both sides of the sandwich make the overall current extremely sensitive
to the overlap between the superconducting lobes and the CDW sectors. In this case, the
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4. Conclusions
In the two-dimensional model appropriate for cuprates, we calculated the dependences of the
stationary critical Josephson tunnel current Ic in junctions involving d-wave superconductors
with CDWs on the temperature, the CDW parameters, and the electrode orientation angles
with respect to the junction plane. It was shown that the intertwining of the CDW and
superconducting order parameters leads to peculiar dependences of Ic, which reflect the
existence of CDW gapping. The peculiarities become especially salient when the crystal
configurations on the both sides of the sandwich make the overall current extremely sensitive
to the overlap between the superconducting lobes and the CDW sectors. In this case, the
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whole structure can be considered as a differential tool suitable to detect CDWs. Doping
serves here as a control process to reveal the CDW manifestations. Such configurations have
already been created for YBa2Cu3O7−δ [55, 82] and may be used to check the predictions of
our theory.
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[15] T Cvitanić, D Pelc, M Požek, E Amit, and A Keren. 17O-NMR Knight
shift study of the interplay between superconductivity and pseudogap in
(CaxLa1−x)(Ba1.75−xLa0.25+x)Cu3Oy. Phys. Rev. B, 90(5):054508, 2014.

[16] E H da Silva Neto, P Aynajian, R E Baumbach, E D Bauer, J Mydosh, S Ono, and
A Yazdani. Detection of electronic nematicity using scanning tunneling microscopy.
Phys. Rev. B, 87(16):161117, 2013.

[17] E H da Silva Neto, P Aynajian, A Frano, R Comin, E Schierle, E Weschke, A Gyenis,
J Wen, J Schneeloch, Z Xu, S Ono, G Gu, M Le Tacon, and A Yazdani. Ubiquitous
interplay between charge ordering and high-temperature superconductivity in
cuprates. Science, 343(6169):393–396, 2014.

[18] E Dagotto. Complexity in strongly correlated electronic systems. Science,
309(5732):257–262, 2005.

[19] J Dai, E Calleja, J Alldredge, X Zhu, L Li, W Lu, Y Sun, T Wolf, H Berger,
and K McElroy. Microscopic evidence for strong periodic lattice distortion in
two-dimensional charge-density wave systems. Phys. Rev. B, 89(16):165140, 2014.

Superconductors – New Developments212



14 Superconductors

[7] A Barone and G Paterno. The Physics and Applications of the Josephson Effect. John Wiley
and Sons, New York, 1982.

[8] J G Bednorz and K A Müller. Possible high Tc superconductivity in the Ba-La-Cu-O
system. Z. Phys., 64(2):189–193, 1986.

[9] E Blackburn, J Chang, A H Said, B M Leu, R Liang, D A Bonn, W N Hardy, E M Forgan,
and S M Hayden. Inelastic x-ray study of phonon broadening and charge-density wave
formation in ortho-II-ordered YBa2Cu3O6.54. Phys. Rev. B, 88(5):054506, 2013.

[10] S Blanco-Canosa, A Frano, E Schierle, J Porras, T Loew, M Minola, M Bluschke,
E Weschke, B Keimer, and M Le Tacon. Resonant x-ray scattering study of
charge-density wave correlations in YBa2Cu3O6+x. Phys. Rev. B, 90(5):054513, 2014.

[11] M C Boyer, W D Wise, K Chatterjee, M Yi, T Kondo, T Takeuchi, H Ikuta, and E W
Hudson. Imaging the two gaps of the high-temperature superconductor Bi2Sr2CuO6+x.
Nature Phys., 3(11):802–806, 2007.

[12] C Bruder, A van Otterlo, and G T Zimanyi. Tunnel junctions of unconventional
superconductors. Phys. Rev. B, 51(18):12904–12907, 1995.

[13] R Comin, A Frano, M M Yee, Y Yoshida, H Eisaki, E Schierle, E Weschke, R Sutarto,
F He, A Soumyanarayanan, Y He, M Le Tacon, I S Elfimov, J E Hoffman, G A
Sawatzky, B Keimer, and A Damascelli. Charge order driven by Fermi-arc instability in
Bi2Sr2−xLaxCuO6+δ. Science, 343(6169):390–392, 2014.

[14] T P Croft, C Lester, M S Senn, A Bombardi, and S M Hayden. Charge density wave
fluctuations in La2−xSrxCuO4 and their competition with superconductivity. Phys. Rev.
B, 89(22):224513, 2014.
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1. Introduction

The recent discovery of superconductivity (SC) with rather high critical temperature in the
family of doped iron pnictide compounds [1, 2], has motivated a great interest to these
materials (see the reviews [3, 4]). Unlike the extensively studied cuprate family [5], that present
insulating properties in their initial undoped state, the undoped LaOFeAs compound is a
semimetal. As was established by the previous physical and chemical studies (see, e.g., [6, 7]),
this material has a layered structure, where the SC state is supported by the FeAs layer with
a 2D square lattice of Fe atoms and with As atoms located out of plane, above or below the
centers of square cells (Fig. 1). Its electronic structure, relevant for constructing microscopic
SC models, have been explored with high-resolution angle-resolved photoemission spectro‐
scopy (ARPES) techniques [8, 9]. Their results indicate the multiple connected structure of
Fermi surface, consisting of electron and hole pockets and absence of nodes in both electron
and whole spectrum gaps [8], suggesting these systems to display the so-called extended s-
wave (also called s±-wave) SC order, changing the order parameter sign between electron and
whole segments [10].

To study the band structure, the first principles numeric calculations are commonly used,
outlining the importance of Fe atomic d-orbitals. The calculations show that SC in these
materials is associated with Fe atoms in the layer plane, represented in Fig. 1 by their orbitals
and the related hopping amplitudes. The dominance of Fe atomic 3d orbitals in the density of
states of LaOFeAs compound near its Fermi surface was demonstrated by the local density
approximation (LDA) calculations [10-15]. It was then concluded that the multi-orbital effects
are important for electronic excitation spectrum in the SC state, causing formation of two
spectrum gaps: by electron and hole pockets at the Fermi surface. To explain the observed SC
properties, an unconventional pairing mechanism, beyond the common electron-phonon

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



scheme, was suggested for these materials [16-19]. In general, the total of 5 atomic orbitals for
each iron in the LaOFeAs compound can be involved, however the ways to reduce this basis
are sought, in order to simplify analytical and computational work. Some authors [20, 21] have
suggested that it is sufficient to consider only the dxz and dyz orbitals. Building such minimal
coupling model based on two orbitals, one is able to adjust the model parameters (energy
hopping and chemical potential) to obtain the Fermi surface with the same topology that in
the first principles calculations of band structure. Even though it fails to reproduce some finer
features of the electronic spectrum [22, 23], this minimal coupling scheme is favored by its
technical simplicity to be chosen as a basis for study of impurity effects in LaOFeAs which
could be hardly tractable in more involved frameworks.

Having established the SC state parameters, important effects of disorder, in particular by
impurities, on the system electronic properties, have been studied for doped iron pnictides.
Alike the situation in doped perovskite cuprates, impurity centers can result here either from
dopants, necessary to form the very SC state, or from foreign atoms and other local defects.
Within the minimal coupling model, an interesting possibility for localized impurity levels
within SC gaps in doped LaOFeAs was indicated, even for the simplest, so-called isotopic (or
non-magnetic) type of impurity perturbation [24, 25]. This finding marks an essential differ‐
ence from the traditional SC systems with \emph{s}-wave gap on a single-connected Fermi
surface, were such perturbations are known not to produce localized impurity states and thus
to have no sizeable effect on SC order, accordingly to the Anderson theorem [26].

In presence of localized quasiparticle states by isolated impurity centers, the next impor‐
tant issue is the possibility for collective behavior of such states at finite (but low enough)
impurity concentration. They are expected to give rise to some resonance effects like those
well  studied  in  semiconductors  at  low doping  concentrations  [27].  This  possibility  was
studied long ago for electronic quasiparticles in doped semiconducting systems [28] and
also for other types of quasiparticles in pnononic, magnonic, excitonic, etc. spectra under
impurities  [29],  establishing  conditions  for  collective  (including  coherent)  behavior  of
impurity excitations. Thus, indirect interactions between impurity centers of certain type
(the so-called deep levels at high enough concentrations) in doped semiconductors can lead
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Figure 1. Schematics of a FeAs layer in the LaoFeAs compound with dxz (dark) and dyz (white) Fe orbitals and the Fe-Fe
hopping parameters in the minimal coupling model. Note that the hoppings between next near neighbors (t3, 4) are
mediated by the As orbitals (out of Fe plane)
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scheme, was suggested for these materials [16-19]. In general, the total of 5 atomic orbitals for
each iron in the LaOFeAs compound can be involved, however the ways to reduce this basis
are sought, in order to simplify analytical and computational work. Some authors [20, 21] have
suggested that it is sufficient to consider only the dxz and dyz orbitals. Building such minimal
coupling model based on two orbitals, one is able to adjust the model parameters (energy
hopping and chemical potential) to obtain the Fermi surface with the same topology that in
the first principles calculations of band structure. Even though it fails to reproduce some finer
features of the electronic spectrum [22, 23], this minimal coupling scheme is favored by its
technical simplicity to be chosen as a basis for study of impurity effects in LaOFeAs which
could be hardly tractable in more involved frameworks.

Having established the SC state parameters, important effects of disorder, in particular by
impurities, on the system electronic properties, have been studied for doped iron pnictides.
Alike the situation in doped perovskite cuprates, impurity centers can result here either from
dopants, necessary to form the very SC state, or from foreign atoms and other local defects.
Within the minimal coupling model, an interesting possibility for localized impurity levels
within SC gaps in doped LaOFeAs was indicated, even for the simplest, so-called isotopic (or
non-magnetic) type of impurity perturbation [24, 25]. This finding marks an essential differ‐
ence from the traditional SC systems with \emph{s}-wave gap on a single-connected Fermi
surface, were such perturbations are known not to produce localized impurity states and thus
to have no sizeable effect on SC order, accordingly to the Anderson theorem [26].

In presence of localized quasiparticle states by isolated impurity centers, the next impor‐
tant issue is the possibility for collective behavior of such states at finite (but low enough)
impurity concentration. They are expected to give rise to some resonance effects like those
well  studied  in  semiconductors  at  low doping  concentrations  [27].  This  possibility  was
studied long ago for electronic quasiparticles in doped semiconducting systems [28] and
also for other types of quasiparticles in pnononic, magnonic, excitonic, etc. spectra under
impurities  [29],  establishing  conditions  for  collective  (including  coherent)  behavior  of
impurity excitations. Thus, indirect interactions between impurity centers of certain type
(the so-called deep levels at high enough concentrations) in doped semiconductors can lead

atoms and the out-of-plane As atoms (above and below the centers of squares, Fig. 1) that mainly 

define a proper topology of electronic spectrum for the SC transition. The related microscopic 

SC models were chosen based on the results of high-resolution angle-resolved photoemission 

spectroscopy (ARPES) 8,9 that display a multiply connected Fermi surface with electron and 

hole pockets and the SC transition produces nodeless band gaps on both of them 8. This 

suggests the so-called extended s-wave (also called s-wave) SC order in such systems, with 

opposite signs of the order parameter on electron and hole segments 10.

The most common first principles approach to the band structure of these materials uses 

numeric calculations with most importance for Fe atomic d-orbitals. Thus, the local density 

approximation (LDA) calculations 10-15 confirm predominance of Fe atomic 3d orbitals (Fig. 

1) in the LaOFeAs density of states near the Fermi level and so in the SC state. The next general 

conclusion is that the most relevant for the SC state feature of two spectrum gaps, by electron 

and hole pockets at the Fermi surface, is due to the multi-orbital effects. The observed SC 

properties are considered to follow from an unconventional pairing mechanism 16-19, beyond 

the common electron-phonon scheme. From the total of 5 atomic orbitals that can be involved 

for each iron in the LaOFeAs compound, a certain reduced basis was sought, in order to simplify 

analytical and computational work, and it was suggested 20,21 that the choice of only dxz and 

dyz orbitals is sufficient. With such minimal coupling model based on two orbitals, the reduced 
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Figure 1. Schematics of a FeAs layer in the LaoFeAs compound with dxz (dark) and dyz (white) Fe orbitals and the Fe-Fe
hopping parameters in the minimal coupling model. Note that the hoppings between next near neighbors (t3, 4) are
mediated by the As orbitals (out of Fe plane)
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to  formation  of  collective  band-like  states  [28,  30].  This  corresponds  to  the  Anderson
transition in a general disordered system [31], and the emerging new band of quasiparti‐
cles in the spectrum can essentially change thermodynamics and transport in the doped
material  [32].  In  this  course,  the fundamental  distinction between two possible  types  of
states is done on the basis of general Ioffe-Regel-Mott (IRM) criterion that a given excita‐
tion has a long enough lifetime compared to its oscillation period [32, 33].

Analogous effects in superconductors were theoretically predicted and experimentally
discovered for magnetic impurities, both in BCS systems [34-36] and in the two-band MgB2

system [37, 38]. In all those cases, the breakdown of the Anderson's theorem is only due to the
breakdown of the spin-singlet symmetry of an s-wave Cooper pair by a spin-polarized
impurity. This limitation does not apply to the high-Tc doped cuprates, however their d-wave
symmetry of SC order only permits impurity resonances in the spectrum of quasiparticles [39,
40], not their true localization, and hinders notable collective effects on their observable
properties.

Therefore the main physical interest in SC iron pnictides from the point of view of disorder in
general is the possibility for pair-breaking even on non-magnetic impurity [41-43] and for
related localized in-gap states [21, 44-46]. This theoretical prediction was confirmed by the
observations of various effects from localized impurity states, for instance, in the superfluid
density (observed through the London penetration length) [47, 48], transition critical temper‐
ature [49, 50] and electronic specific heat [51], all mainly due to an emerging spike of electronic
density of states against its zero value in the initial band gap. An intriguing possibility for
banding of impurity levels within the SC gap [38, 52], similar to that in the above mentioned
normal systems, was recently discussed for doped iron pnictides [53]. Here a more detailed
analysis of the band-like impurity states is also focused on their observable effects that cannot
be produced by localized impurity states.

We apply the Green function (GF) techniques, similar to those for doped cuprate SC systems
[54], using the minimal coupling model by two orbitals for host electronic structure and the
simplest isotopic type for impurity perturbation. The energy spectrum near in-gap impurity
levels at finite impurity concentrations, emergence of specific branches of collective excitations
in this range, and expected observable effects of such spectrum restructuring are discussed.
Then specific GFs for SC quasiparticles are used in the general Kubo-Greenwood formalism
[55, 56] to obtain the temperature and frequency dependences of optical conductivity. These
results are compared with available experimental data and some suggestions are done on
possible practical applications.

2. Model Hamiltonian and Green functions

For the minimal coupling model of Fig. 1, the hopping Hamiltonian Ht is written in the local
orbital basis as:
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where xn, σ and yn, σ are the Fermi operators for dxz and dyz Fe orbitals with spin σ on n lattice site
and the vectors δx, y point to its nearest neighbors in the square lattice. Passing to the operators
of orbital plane waves xk ,σ = N −1/2∑n eik ⋅nxn,σ (N is the number of lattice cells) and analogous
yk, σ and defining an "orbital" 2-spinor ψk, σ = (xk, σ, yk, σ), one expands the spinor Hamiltonian in
quasimomentum:
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ˆ .t tH hk k
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k (2)

Here the 2×2 matrix

( ) e s e s e s+ -= + +, 0 , 3 , 1
ˆ ˆ ˆ ˆt xyh k k kk (3)

includes the Pauli matrices σ̂ i acting on the orbital indices and the energy functions
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(a is the distance between nearest neighbor Fe). An optimum fit for the calculated band
structure in the minimum coupling model is with the hopping parameters (in |t1| units): t1 =
–1.0, t2 = 1.3, t3 = t4 = –0.85, and with the Fermi energy εF = 1.45 [15]. A unitary transformation
brings ĥ t(k ) from orbital to diagonal subband basis:

( ) ( ) ( ) ( ) s qe s e s -
+ -= = + = 2ˆ / 2†

, ,
ˆ ˆˆ ˆ ˆˆ ˆ ,              e .i

b t e hh U h U U k
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Here θk = arctan (εxy, k/ ε–, k), σ± = (σ0 ±σ3)/2, and the energy eigenvalues:
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structure in the minimum coupling model is with the hopping parameters (in |t1| units): t1 =
–1.0, t2 = 1.3, t3 = t4 = –0.85, and with the Fermi energy εF = 1.45 [15]. A unitary transformation
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( )e e e e+ -= ± +2 2
, , , , ,h e xyk k kk (6)

correspond to the two subbands in the normal state spectrum that respectively define electron
and hole pockets of the Fermi surface. There are two segments of each type, defined by the
equations εe, h(k) = μ, as shown in Fig. 2. We note that both functions cosθk and sinθk change
their sign around each of these segments, corresponding to their "azimuthal dependencies"
around the characteristic points of the 2D Brillouin zone (Fig. 2), so that integrals of these
functions with some azimuthal-independent factors over the relevant vicinity of Fermi surface
practically vanish and are neglected beside the integrals of fully azimuthal-independent
functions in the analysis below.
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Fig. 2: Electron (pink) and hole (blue) segments of the Fermi surface in the normal state 
of model system with electronic spectrum by Eq. 5. The dashed line around the point 
marks a circular approximation (see after Eq. 11). 

Figure 2. Electron (pink) and hole (blue) segments of the Fermi surface in the normal state of model system with elec‐
tronic spectrum by Eq. 5. The dashed line around the Γ point marks a circular approximation (see after Eq. 11).

The adequate basis for constructing the SC state is generated by the operators of electron and
hole subbands:

  

  

a q q
b q q
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x y
y x

k k k k k
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giving rise to the "multiband-Nambu" 4-spinors Ψk
√ = (αk, ↑

 √, α–k, ↓, βk, ↑
 √, β–k, ↓) and to a 4×4

extension of the Hamiltonian Eq. (2) in the form:

( )


 Y Y †

,
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where the 4×4 matrix
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( ) ( ) t s t= Ä + D Ä3 0 1
ˆ ˆ ˆ ˆ ˆ ,s bh h kk k

includes the Pauli matrices τ̂ i acting on the Nambu (particle-antiparticle) indices in Ψ-spinors
and ĥ b(k ) is defined by Eq. (5). The simplified form for the extended s-wave SC order is realized
with the definition of the gap function by constant values, ∆k = ∆ on the electron segments and
∆k = –∆ on the hole segments.

The electronic dynamics of this system is determined by the (Fourier transformed) GF 4×4
matrices [58, 29, 54]:

( ) ( )e
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= Y Y = Y Yò h
0

†† /
, ' ' '

ˆ e , 0 ,i tG i dt tk k k k k k (9)

whose energy argument ε is understood as ε – i0 and <A(t), B(0> is the quantum statistical
average with Hamiltonian H of the anticommutator of Heisenberg operators. From the
equation of motion:

e d s t é ù= Ä + Y Yë ûh †
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ˆ ˆ ˆ , | ,G Hk k k k k k (10)

the explicit GF for the unperturbed SC system with the Hamiltonian Hs, Eq. (8), is diagonal in
quasimomentum, Ĝk ,k ' =δk ,k 'Ĝk

0 , with the diagonal term:
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where the denominators Di, k = ε2 – εi
2(k) – ∆2 for i = e, h. Below we refer energy to the Fermi

level εF, approximate the segments of Fermi surface by circles of radius ki around the charac‐
teristic points Ki in the Brillouin zone, and linearize the dispersion laws near the Fermi level
as εj(k) = εF + ξj, k with ξj, k ≈ ℏvj(|k – Kj| – kj). Though the Fermi wavenumbers kj and related
Fermi velocities vj for j = e, h can somewhat differ at given hopping parameters and chemical
potential, we shall neglect this difference and consider single values kj = kF and vj = vF.

3. Impurity perturbation and self-energy

We pass to the impurity problem where local perturbation terms due to non-magnetic
impurities [24] on random sites p in Fe square lattice with an on-site energy shift V:

( )s s s s
s

= +å † †
, , , ,

,
,impH V x x y yp p p p

p
(12)

are added to the Hamiltonian Hs. Without loss of generality, the parameter V can be taken
positive, and this perturbation is suitably expressed in the multiband-Nambu basis:
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(13)

through the 4×4 scattering matrix V̂ k ,k ' =V Û k †Û k ' ⊗ τ̂3. From Eq. (5) for Û k , this matrix involves
either "intraband" and "interband" elements [41]. The latter scattering could lead to a transition
from s± to a competing s++ SC order (with the same sign of order parameter on both Fermi
pockets) under impurity effect [43]. However, as shown below, such a possibility is effectively
eliminated for the chosen local perturbation type, due to the specific quasimomentum k-
dependence of the scattering elements, unlike their constancy postulated in Ref. [43].

Following Refs. [29, 53], the solution for Eq. (10) with the perturbed Hamiltonian Hs + Hi can
be obtained in different forms, suitable for different types of states, band-like (extended) or
localized. All these forms result from the basic equation of motion:

( )d - ×= + å ''0 0
, ' , ' , '' '', '

, ''

1ˆ ˆ ˆ ˆˆe ,iG G G V G
N

k k p
k k k k k k k k k k

p k
(14)

by specific routines of its iterating for the "scattered" GF's Ĝk '',k '. Thus, the algorithm, where
the next iteration step never applies to the scattered GF's already present after previous steps,
e.g., to that with k'' = k in Eq. (14), leads to the so-called fully renormalized form (RF), suitable
for band-like states. Its result for the most relevant diagonal GF Ĝk ≡ Ĝk ,k  reads:

( )
--é ù= - Sê úë û

110ˆ ˆ ˆ ,G Gk k k (15)

where the self-energy matrix Σ̂k  is expressed by the related group expansion (GE):

( )S = + +Kˆ ˆˆ 1 .cT cBk k k (16)

Here c = ∑p N–1 is the impurity concentration (per Fe site) and the T-matrix results from all the
multiple scatterings by a single impurity:

¹ ¹ ¹

= + + +å å å K0 0 0
, , ' ' ', , ' ' ', '' '' '',2

' ' '' , '

1 1ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ .T V V G V V G V G V
N Nk k k k k k k k k k k k k k k k

k k k k k k k
(17)

The next term to the unity in the brackets in Eq. (16):

( )( )-- ×
- -= + +å

1ˆ ˆ ˆ ˆ ˆ ˆe 1 ,iB A A A A Ak n
k n n n n n

n
(18)
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describes the effects of indirect interactions in pairs of impurities, separated by vector n, in
terms of interaction matrices Ân = T̂ k∑k '≠k eik '⋅nĜk '. Besides this restriction on summation,
multiple sums in the products like ÂnÂ−n never contain coincident quasimomenta. Eq. (18)
presents the first non-trivial GE term and its other terms omitted in Eq. (16) relate to the groups
of three and more impurities [29].

An alternative iteration routine applies Eq. (14) to all the scattered GF's, leading to the so-called
non-renormalized form (NRF), suitable for localized states:

= + S0 0 0 0ˆ ˆ ˆ ˆˆ ,G G G Gk k k k k (19)

The NRF self-energy admits a GE: Σ̂k
0 =cT̂ k

0 (1 + cB̂k
0 + …), that differs from the RF one by no

restrictions in k-sums for T-matrix, interaction matrices Ân
0 = T̂ k

0 ∑k ' eik '⋅nĜk '
0  and their products.

At the first step, we restrict GE to the common T-matrix level to find the possibilities for
localized quasiparticle states and related in-gap energy levels by single impurities [21]. Next,
at finite impurity concentrations, formation of (narrow) energy bands of specific collective
states near these levels is studied. Finally, the criteria for such collective states to really exist
in the disordered SC system follow from the analysis of non-trivial GE terms. We notice that
RF for GF's Ĝk ' in the above interaction matrices is just necessary for adequate treatment of
interaction effects within the in-gap bands. To simplify the T-matrix, Eq. (17), note that
V̂ k ,k =V σ̂0 ⊗ τ̂3 and use the integrated GF matrix:

( ) ( )e e s e s t+ -
é ù= = + Äë ûå 0 †

0 0
1ˆ ˆˆ ˆ ˆ ˆ ˆ .e hG U G U g g
N k k k

k

This diagonal form (restricted only to the "intraband" matrix elements) follows from the
aforementioned cancellation of integrals with cosθk and sinθk in the "interband" matrix
elements of Û kĜk

0 Û k
† . This permits to consider below the SC order unchanged under the

impurity effects.

The functions gj(ε) = N–1∑k Dj, k
–1 for j = e, h are approximated near εF, |ε – εF| δ ∆, as:

( )
pr

e
e

» -
D -2 2

.j
jg (20)

Here ρj = mja2/(2πℏ2) are the Fermi densities of states for respective subbands (in parabolic
approximation for their dispersion laws), and by the assumed identity of the Fermi segments

they can be also considered identical ρj = ρF, so that gj(ε) = g(ε) = –πρF/ Δ 2 −ε 2. Omitted terms
in Eq. (20) are of higher orders in the small parameter ε/εF ≪ 1. Then the momentum inde‐
pendent T-matrix is explicitly written as:
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non-renormalized form (NRF), suitable for localized states:

= + S0 0 0 0ˆ ˆ ˆ ˆˆ ,G G G Gk k k k k (19)

The NRF self-energy admits a GE: Σ̂k
0 =cT̂ k

0 (1 + cB̂k
0 + …), that differs from the RF one by no

restrictions in k-sums for T-matrix, interaction matrices Ân
0 = T̂ k

0 ∑k ' eik '⋅nĜk '
0  and their products.

At the first step, we restrict GE to the common T-matrix level to find the possibilities for
localized quasiparticle states and related in-gap energy levels by single impurities [21]. Next,
at finite impurity concentrations, formation of (narrow) energy bands of specific collective
states near these levels is studied. Finally, the criteria for such collective states to really exist
in the disordered SC system follow from the analysis of non-trivial GE terms. We notice that
RF for GF's Ĝk ' in the above interaction matrices is just necessary for adequate treatment of
interaction effects within the in-gap bands. To simplify the T-matrix, Eq. (17), note that
V̂ k ,k =V σ̂0 ⊗ τ̂3 and use the integrated GF matrix:

( ) ( )e e s e s t+ -
é ù= = + Äë ûå 0 †

0 0
1ˆ ˆˆ ˆ ˆ ˆ ˆ .e hG U G U g g
N k k k

k

This diagonal form (restricted only to the "intraband" matrix elements) follows from the
aforementioned cancellation of integrals with cosθk and sinθk in the "interband" matrix
elements of Û kĜk

0 Û k
† . This permits to consider below the SC order unchanged under the

impurity effects.

The functions gj(ε) = N–1∑k Dj, k
–1 for j = e, h are approximated near εF, |ε – εF| δ ∆, as:

( )
pr

e
e

» -
D -2 2

.j
jg (20)

Here ρj = mja2/(2πℏ2) are the Fermi densities of states for respective subbands (in parabolic
approximation for their dispersion laws), and by the assumed identity of the Fermi segments

they can be also considered identical ρj = ρF, so that gj(ε) = g(ε) = –πρF/ Δ 2 −ε 2. Omitted terms
in Eq. (20) are of higher orders in the small parameter ε/εF ≪ 1. Then the momentum inde‐
pendent T-matrix is explicitly written as:
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1

vVT
v

(21)

it presents two symmetric poles within the gap, at ε = ± ε0 = ± Δ / 1 + v 2 [21], with the dimen‐
sionless impurity perturbation parameter v = πρFV. Near these poles, Eq. (21) can be approxi‐
mated as:

( ) e e t
e g

e e
-

»
-

2 0 3
2 2

0

ˆˆ ,T (22)

where γ2 = V∆v2/(1 + v2)3/2 is the effective constant of coupling between localized and band
quasiparticles. At finite c, this T-matrix can be used in Eqs. (16) and (15) and then in the formal
dispersion equation: RedetĜk −1 =0 [57], to obtain the dispersion laws of perturbed SC system
in terms of the normal quasiparticles dispersion ξk = εk – εF ≡ ξ. They follow from the general

expression: Re(ε̃2 −Δ 2 − ξ̃2)=0, with ε̃ =ε(1−cVv 1−ε 2 /Δ 2 / (ε 2 / ε02 −1)) and
ξ̃ =ξ + cV (ε 2 /Δ 2 −1) / (ε 2 / ε02 −1), and display a peculiar multiband structure shown in Fig. 3.
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Figure 3. Dispersion<$%&?>laws<$%&?>for<$%&?>band-like<$%&?>quasiparticles<$%&?>in<$%&?>the<$%&?>T-
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the<$%&?>εb<$%&?>bands,<$%&?>there<$%&?>appear<$%&?>also<$%&?>four<$%&?>(narrow)<$%&?>in-
gap<$%&?>εi<$%&?>bands,<$%&?>generated<$%&?>close<$%&?>to<$%&?>ε0<$%&?>at<$%&?>finite<$%&?>concentrat
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Figure 3. Dispersion laws for band-like quasiparticles in the T-matrix approximation, neglecting their finite lifetime, at
a specific choice of impurity parameters v = 1, c = 0.1∆2/γ 2. The argument ξ composes all specific ξj = ℏvF(|k – Kj| - kF)
for k near each j-th characteristic point in the Brillouin zone (see in the text), blue lines are for impurity bands near
electron-like Fermi segments and red lines do for those near hole-like segments. The single-impurity localized levels
are shown with dashed lines. The narrow rectangle around the top of εi-band (shown by the arrow) delimits the region
in Fig. 5.
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First of all, there are modified initial bands

( ) ( ) ( )e x e x x» + G ,b i (23)

whose main difference from the unperturbed SC bands with dispersion ε(ξ)= Δ 2 + ξ 2 is a finite
linewidth Γ(ξ) ∼ cVvξ∆/[(1 + v2)(ξ2 + ξ0

2)], ξ02 =Δ 2 −ε02, defined by the T-matrix term of the self-
energy, Eq. (16). It should be noted that these subbands for opposite signs of their argument
ξ in fact refer to excitations around different Fermi segments (by electron and holes), but for
clarity all four εb bands are set in Fig. 3 in the same ξ-reference. Then from the IRM criterion
of band-like states:

( ) ( )x e x x
x «

¶
G

¶
,b (24)

the position of mobility edge εc for these bands is estimated as: εc – ∆ ~ (c/c1)2∆, with c1 = πρF∆
≪ 1. Besides the εb bands, there appear also four (narrow) in-gap εi bands, generated close to
ε0 at finite concentration of impurities, accordingly to:

( ) x e
e x e g

x x
-

» +
+

2 0
0 2 2

0

,i c (25)

As follows from Eq. (25), the εi band has its extrema εmax = ε0 + cγ2 /(∆ + ε0) at ξ+ = ∆ + ε0 and εmin

= ε0 – cγ2/(∆ – ε0) at ξ– = ∆ – ε0. The energy and momentum shifts of these extremal points seen
in Fig. 3 specify the impurity effect on a multiband initial spectrum, compared to a simpler
situation for an impurity level near the edge of a single quasiparticle band [29].

All these spectrum bands would contribute to the overall density of states (DOS) by the related
quasiparticles: ρ(ε) = (4πN)–1 Im Tr ∑k Ĝk . More common contributions there come from the
εb bands and they can be expressed through the Bardeen-Cooper-Schrieffer (BCS) DOS in pure

crystal [57]: ρBCS(ε, ∆) = ρFε/ ε 2 −Δ 2, as follows:

( ) ( ) ( )( )
e er e r e

pe e e
- D

» D -
+ -

2 2 2

BCS 2 2 2
F 0

2, ,
1b
cv

v
(26)

at ε2 ↔ εc
2. The second term in the r.h.s. of Eq. (26) describes a certain reduction of the BCS DOS

at energies farther from the gap limits.

More peculiar contributions to DOS come from the εi bands, written as:
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at εmin
2 ↑ ε2 ↑ εmax

2, and presented in Fig. 4.
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As it will be shown below, formation of the ei bands can strongly influence the physical 

properties of a disordered SC system. But for the related quasiparticles to really exist, some 

Fig. 4: Density of states in the narrow in-gap band near the impurity level e0 (dashed 
line) for the case by Fig. 3. 

Figure 4. Density of states in the narrow in-gap band near the impurity level ε0 (dashed line) for the case by Fig. 3.

criteria should be satisfied, especially near the limits of corresponding bands and this requires a 

more involved analysis of non-trivial GE terms for self-energy. 

4. Group expansion and Ioffe-Regel-Mott criteria 
We focus on the threshold between band-like and localized states, choosing for 

definiteness a vicinity of the upper limit emax of the ei band. If the actual energy e < emax is within 

the band-like range, the RF self-energy matrix, Eq. (16), can be used up to its pair term, 2 ˆ ˆc TBk ,

that will add a certain finite imaginary part i(e) to the dispersion law e = ei(), Eq. (25). Then 

the IRM criterion for a state at this energy be really band-like (or extended) is written as: 

 .max ie e e-        (28) 

Here the scalar function i(e) can be estimated by fixing e value in the numerators of T̂  and Ân

matrices at e= e0 and obtaining their simplified forms: 
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where the matrix  0 0 3ˆ ˆ ˆ ˆm        obeys an important algebraic rule: 2ˆ ˆ2m m  . The k-sum 

in Eq. (29) is fairly approximated by an integral in polar coordinates over circular Fermi 

segments. Its azimuthal part only applies to the phase of numerator and readily gives the zeroth 

order Bessel function:  
2

cos
0

0

e 2ix d J x


   . Since x = n(kF + vF) is typically big, x  1, the 

Fig. 5: The dispersion law (solid line) near the top of impurity band, within the region 
indicated by a thin rectangle in Fig. 3, and its parabolic approximation (dashed line). Figure 5. Parabolic approximation (dashed line) for the dispersion law near the top of impurity band (solid line), with‐

in the region indicated by a small rectangle in Fig. 3.

Formation of the εi bands can have important repercussions in the physical behavior of a
disordered SC system and they will be considered below. But before this, we need to analyze
the criteria for the considered quasiparticles to really exist, especially in closeness to the limits
of corresponding bands and this requires a more involved analysis of non-trivial GE terms for
self-energy.
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4. Group expansion and Ioffe-Regel-Mott criteria

Let us now study the crossover from band-like to localized states near the limits of εi bands,
say for definiteness, near its upper limit εmax. Supposing the actual energy ε < εmax to be within
the range of band-like states, we use the RF self-energy matrix, Eq. (16), up to the GE pair term,
c 2T̂ B̂k , that will add a certain finite imaginary part Γi(ε) to the dispersion law ε = εi(ξ), Eq.
(25). Then the IRM criterion for a state at this energy be really band-like (also called extended)
is written as:

( )maxe e e- G? .i (28)

To simplify calculation of the scalar function Γi(ε), we fix the energy argument in the numer‐
ators of T-matrix and interaction matrices at ε = ε0, obtaining their forms:

( ) ( ) ( ) ( )
g e ee e e

ee e

×

+» »
- å
2

0
,2 2

0

eˆ ˆ ˆˆ      ,
i

T m A T
N D

k n

n
k k

(29)

both proportional to the matrix m̂+ = σ̂0 ⊗ (τ̂0 + τ̂3) with important multiplicative property:
m̂+2 =2m̂+. The k-summation (integration) in Eq. (29) is suitably done in polar coordinates over
the circular segments of Fermi surface. Here the azimuthal integration only refers to the phase

of numerator, resulting in zeroth order Bessel function: ∫
0

2π

eixcosθdθ =2π J0(x). Since x = n(kF + ξ/

ℏvF) is typically big, x ≫ 1, the asymptotical formula applies: J0(x) ≈ 2 /πx cos(x – π/4). Then,
for radial integration in ξ around the extremum point ξ+, it is convenient to decompose this
function into fast and slow oscillating factors: J0(x) ≈ 2 / (πk+n) cos(k+n – π/4)cos[(ξ – ξ+)n/ℏvF]
with the fast wavenumber k+ = kF + ξ+ /ℏvF ≈ kF, and to write the denominator in the parabolic
approximation: Dξ(ε) ≈ (ξ – ξ+)2 – δ2(ε), with δ2(ε) = 4∆(∆ + ε0)2 (εmax – ε)/(2cγ2) (see Fig. 5). Thus,
the interaction matrix Ân(ε)= An(ε)m̂+ only depends on the distance n between impurities, and,
for ε close to εmax, this dependence can be expressed as:

( ) e
ee » Fsin cos ,r

rA k r k r
r

(30)

where the length scales both for the monotonous decay:
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the interaction matrix Ân(ε)= An(ε)m̂+ only depends on the distance n between impurities, and,
for ε close to εmax, this dependence can be expressed as:

( ) e
ee » Fsin cos ,r

rA k r k r
r

(30)

where the length scales both for the monotonous decay:

( )
( )e

e r ep
d e

é ùD +
= ê ú

ê úë û

2

0 F 0

F

2 ,r
k c

Superconductors – New Developments232

and for the sine factor: kε–1 = ℏvF/δ(ε), are much longer than kF
–1 for the fast cosine. The latter

fast oscillation is specific for the interactions mediated by Fermi quasiparticles (like the known
RKKY mechanism), unlike the monotonous or slowly oscillating interactions between
impurities in semiconductors or in bosonic systems [29].

Now calculation of Γi(ε) = c2T(ε) Im B(ε) mainly concerns the dominant scalar part of the GE
pair term:

( ) ( )
epe

e
»

-ò2 2
2 ,

1 4

r

a r

rdrB
a A

(31)

(since the k-dependent term in Eq. (18) turns to be negligible beside this). The upper integration
imit in Eq. (31) refers to the fact that its integrand only has poles for r < rε. With respect to the
slow and fast modes in the function, Eq. (30), the integration is naturally divided in two stages.
At the first stage, integration over each m-th period of fast cosine, around rm = 2πm/kF, is done
setting the slow factors, $r ≈ rm and sinkεr ≈ sinkεrm constant, and using the explicit formula:
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p
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At next stage, summation of these results in m is approximated by integration in slow variable:
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(32)

Numerical calculation of the latter integral results in:

( )e
e e=

2

2Im ,
rB f k r
a

(33)

where the function f(z) is zero for z < z0 ≈ 1.3585, and monotonously grows for z > z0, rapidly
reaching the asymptotic constant value: fas ≈ 1.1478, for z ≫ z0. Then the IRM criterion, Eq.
(28), at ε so close to εmax that kε rε ≫ z0, is expressed as:

max
max

ege e
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(34)

giving an (c-independent) estimate for the range of extended states within the impurity band:
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Its comparison with the full extension of this band, εmax – εmin = cγ2(1 + v2)/(v2∆), would suggest
a possibility for such extended states to really exist if the impurity concentration surpasses the
characteristic (small) value:
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For typical values of ρF
–1 ~ 2 eV, akF ~ 1, and ∆ ~ 10 meV in LaOFeAs system [8, 13, 58], and

supposing a plausible impurity perturbation v ~ 1, we estimate c0 ≈ 8 10–4, manifesting impor‐
tant impurity effects already at their very low content.

However, the r. h. s. of Eq. (33) vanishes at kεrε < z0, which occurs beyond the vicinity of the
band top:
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Under the condition of Eq. (36), this vicinity is yet narrower than Γ0 by Eq. (35), defining the
true, even wider, range of extended states within the impurity band.

Otherwise, for c ≪ c0, the impurity band does not exist at all, then we analyze the energy range
near the impurity level with the NRF GE and write an approximate criterion for its convergence
as c|B0| ≪ 1. This calculation is done in a similar way to as before but replacing the interaction
function, Eq. (29), by its NRF version:
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with kFRε = 2π(ε0 /|ε – ε0|)2 and kFr0 = 2εF/ξ0. Then the above GE convergence criterion is assured
beyond the following vicinity of impurity level:
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defining its broadening due to inter-impurity interactions. Within this range, the DOS function
for localized states can be only estimated by the order of magnitude, but outside it is given by:
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Notably, the total number of states near the impurity level is

( )r e eò : ,loc d c

alike that of extended states in the impurity band by Eq. (26). The summary of evolution of
this area of quasiparticle spectrum in function of impurity concentration is shown in Fig. 7.
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where the function f(z) is zero for z < z0  1.3585, and monotonously grows for z > z0, rapidly 
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Its comparison with the full extension of this band, emax  emin = c2(1 + v2)/(v2), would suggest 

a possibility for such extended states to really exist if the impurity concentration surpasses the 
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For typical values of rF
 ~ 2 eV, akF ~ 1, and  ~ 10 meV in LaOFeAs system 8,13,59, with a 

reasonable choice of impurity perturbation v ~ 1, this value is estimated as low as c0  8·10,

indicating a possible extreme sensitivity to impurity effects. 

Fig. 6: Interaction function A2
r(e) by Eq. 29 for the parameters emax  e = 0.1 and eF = 

5·102 combines slower sine oscillations (solid line) with the monotonic decay function 
(dashed line). The contributions to Im B only come from the shadowed intervals where 
(re/r)sin2ker > 1. The inset presents the expansion of a narrow rectangle in the main panel to 
show also the faster cosine oscillations. 

Figure 6. Interaction function A2
r(ε) by Eq. 29 at the choice of parameters εmax – ε = 0.1 and ∆/εF = 5 10–2 displays slower

sine oscillations (solid line) and the monotonous envelope function (dashed line). The shadowed intervals are those
contributing to Im B, accordingly to the condition (rε/r)sin2kεr > 1. Inset: the expansion of the rectangle in the main pan‐
el shows also faster oscillations by the cosine.

We note the f-function in Eq. (33) to vanish at kere  < z0, that occurs beyond the vicinity 

of the band top: 
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Under the condition of Eq. (36), this vicinity is yet narrower than 0 by Eq. (35), so that the true 

limit for extended states within the impurity band results even closer to this band top. 

Otherwise, at c  c0, the very concept of  impurity band does not make sense at all, and the 

energy range near the impurity level should be described using the NRF GE, until the 

approximate criterion for its convergence, c|B0|  1, holds. Then similar calculations are done 

with replaced interaction function of Eq. (29) by its NRF version: 
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defining its broadening due to inter-impurity interactions. Within this range, the DOS function 

for localized states can be only estimated by the order of magnitude, but outside it is given by: 

Fig. 7. Composition of the energy spectrum near the impurity level e in function of 

impurity concentration. 
Figure 7. Composition of the energy spectrum near the impurity level ε0 in function of impurity concentration.

5. Impurity effects on superconducting characteristics

The above results on the quasiparticle spectrum in the disordered SC system can be immedi‐
ately used for calculation of impurity effects on its observable characteristics. Thus the
fundamental SC order parameter ∆ is estimated from the modified gap equation:
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where Ĝ(ε)= N −1∑k Ĝk (ε), λ = ρFVSC is the (small) dimensionless SC pairing constant, and the
Debye energy εD restricts the energy range of its action. In absence of impurities, c = 0, using
of Eq. (11) leads straightforwardly to the known result for the non-perturbed ∆0 value: λ–1 =
arccosh (εD/∆0) and thus ∆0 ≈ 2εD e–1/λ.

For finite c, contributions to Eq. (41) come both from the main band, Eq. (25), and from the
impurity band (or level), Eqs. (26) (or (40)). The latter contribution is ~ c, accordingly to the
previous discussion, defining a small correction beside λ–1 ≫ 1. But a much stronger c-
dependent correction comes from the modified main band (limited to its range of extended
states):

e

e

eee

e
= -

D D- D
ò
D

D
2 2

arccosh arccosh .
c

cd

For εc – ∆ ∼ (c/c1)2∆ (see after Eq. (24)) and c ` c1, the last term is well approximated by:
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and leads to the modified gap equation as:
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Its approximate solution for c ≪ c1 describes the initial decay of SC order parameter with
impurity concentration as:
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and for the values of ρF and ∆0 used above, the estimate of characteristic concentration c1 is
quite low: c1 ~ 10–2 (though higher than c0 by Eq. (36)), suggesting a very strong impurity effect.
With further growing c up to c ≺ c1, the value of ∆ from Eq. (43) would formally tend to zero
as ≈ ∆0(c1/c)2/2. However, concentrations c ~ c1 would already correspond to the impurity band
as wide as the gap itself; this goes beyond the validity of the present approach and needs a
special treatment.
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To study another important dependence, that of the SC transition temperature Tc on concen‐
tration c, one has, strictly speaking, to extend the above GF techniques for finite temperatures,
but a very simple estimate can be done, supposing that the BCS relation ∆/Tc ≈ 1.76 still holds
in the presence of impurities. Then the r.h.s. of Eq. (44) would also describe the decay of Tc/Tc0.

It is of interest to compare the present results with the known Abrikosov-Gor'kov solution for
BCS SC with paramagnetic impurities in the Born approximation [59, 60]. In that approxima‐
tion, the only perturbation parameter is the (constant) quasiparticle lifetime τ. In our frame‐
work, τ–1 can be related to Im Σ(ε) at a proper choice of energy, ε ~ |∆ – ε| ~ ∆. Then, in the
self-consistent T-matrix approximation \cite{psl}, we estimate τ–1 ~ c∆/c1 which leads to the
relation τTc ~ c1/(1.76c), reaching at c ~ c1 a good agreement with the Abrikosov-Gor'kov
universal criterion for complete SC suppression τTc < 0.567.

Also, a notable impurity effect is expected on the London penetration depth λL ~ ns
1/2, as follows

from the temperature dependence of superfluid density:
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When compared to its unperturbed value in the pure SC system
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the effect by the last term in Eq. (45) produces a considerable slowing down of the low-
temperature decay of the difference λ(T)/λ(0) – 1 (Fig. 8), in a reasonable agreement with recent
experimental observations for SC iron pnictides under doping [47].
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the effect by the last term in Eq. (45) produces a considerable slowing down of the low-

temperature decay of the difference (T)/(0) -1 (Fig. 8), in a qualitative agreement with the 

experimental observations for SC iron pnictides under disorder 48.

Finally, the impurity effect on the electronic specific heat in the SC state can be obtained 

in a similar way, considering its dependence on inverse temperature  = 1/(kBT):
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that is naturally divided in two characteristic contributions, C = Ci + Cb, from ri and r b states: 
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Also its comparison with the known low temperature behavior C0() ~ exp(-D) for non-

perturbed SC system shows an important slowing down at  > ln(c1/c - 1)/(D- e0) where it is 

dominated by the exponent ~ exp(-e0) as seen in Fig. 9. 

Fig. 8. The London penetration depth for a SC with impurities (solid line) has a slower 

low-temperature decay of its difference than that in absence of impurities (dashed line).  
Figure 8. Low-temperature decay of the London penetration depth difference for a SC with impurities (solid line) is
slower than that in absence of impurities (dashed line).
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Finally, a similar analysis can be applied for the impurity effect on the electronic specific heat
in the SC state, whose dependence on inverse temperature β = 1/(kBT) is represented as:
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and naturally divided in two characteristic contributions, C = Ci + Cb, from ρi and ρ b states:
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The resulting function C(β) deviates from the known low temperature behavior C0(β) ~ exp(–
β∆) for non-perturbed SC system at β > ln(c1/c – 1)/(∆ – ε0), where the characteristic exponent
is changed to a slower ~ exp(–βε0) as seen in Fig. 9.

The further extension of this approach is for kinetic properties of SC under impurity 

effect, such as, e.g., heat conductivity, differential conductivity of scanning tunneling 

spectroscopy or absorption coefficient for far infrared radiation is done in the next section. 

6. Kubo-Greenwood formalism for multiband superconductor
The relevant kinetic coefficients for electronic processes in the considered disordered 

superconductor follow from the general Kubo-Greenwood formulation 56,57, adapted here to 

the specific multiband structure of Green function matrices. Thus, one of the basic transport 

characteristics, the (frequency and temperature dependent) electrical conductivity is expressed in 

this approach as: 
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for e' = e -  and the electric field applied along the x-axis. Besides the common Fermi 

occupation function f(e) = (ebe + 1)-, the above formula involves the generalized velocity 

function:
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This function is defined in the whole ,e plane in a way to coincide with the physical 

quasiparticle velocities for each particular band, Eqs. (23,24), along the corresponding dispersion 

Fig. 9. The crossover in the characteristic exponent of specific heat for a SC with 

impurities from high-temperature bD (dashed line) to low-temperature be0 after the 

impurity dependent threshold b > ln(c1/c - 1)/(D- e0). 

Figure 9. Temperature behavior of specific heat for a SC with impurities presents a crossover from β∆ exponent (dash‐
ed line) to βε0 at low enough temperature (high enough β = 1/(kBT)).

The same approach can be then used for other observable characteristics for SC under impurity
effect, such as, e.g., heat conductivity, differential conductivity for scanning tunneling
spectroscopy or absorption coefficient for far infrared radiation that is done in the next section.

6. Kubo-Greenwood formalism for multiband superconductor

The relevant kinetic coefficients for electronic processes in the considered disordered super‐
conductor follow from the general Kubo-Greenwood formulation [55, 56], adapted here to the
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The same approach can be then used for other observable characteristics for SC under impurity
effect, such as, e.g., heat conductivity, differential conductivity for scanning tunneling
spectroscopy or absorption coefficient for far infrared radiation that is done in the next section.

6. Kubo-Greenwood formalism for multiband superconductor

The relevant kinetic coefficients for electronic processes in the considered disordered super‐
conductor follow from the general Kubo-Greenwood formulation [55, 56], adapted here to the
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specific multiband structure of Green function matrices. Thus, one of the basic transport
characteristics, the (frequency and temperature dependent) electrical conductivity is expressed
in this approach as:
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for ε' = ε – ℏω and the electric field applied along the x-axis. Besides the common Fermi
occupation function f(ε) = (eβε + 1)–1, the above formula involves the generalized velocity
function:
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This function is defined in the whole ξ, ε plane in a way to coincide with the physical quasi‐
particle velocities for each particular band, Eqs. (23, 24), along the corresponding dispersion
laws: v(k, εj(k)) = ℏ–1∇kεj(k) = vj, k, j = b, i. The conductivity resulting from Eq. (48) can be then
used for calculation of optical reflectivity.

Other relevant quantities are the static (but temperature dependent) transport coefficients, as
the heat conductivity:
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and the thermoelectric coefficients associated with the static electrical conductivity σ(T) ≡ σ(0,
T) [62], the Peltier coefficient:
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and the Seebeck coefficient S(T) = Π(T)/T. All these transport characteristics, though being
relatively more complicated from the theoretical point of view than the purely thermodynam‐
ical quantities from the previous section, permit an easier and more reliable experimental
verification and so could be of higher interest for practical applications of the considered
impurity effects in the multiband superconductors.

It is worth to recall that the above formulae are only contributed by the band-like states, that
is the energy arguments ε, ε' in Eqs. (47, 49, 50) are delimited by the relevant mobility edges.
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This is the main distinction of our approach from the existing treatments of impurity effects
on transport in iron pnictide superconductors using the T-matrix approximation to a solution
like Eq. (15) for the whole energy spectrum [62], even for its ranges where the very concept of
velocity, as Eq. (48), ceases to be valid.

Next, we consider the particular calculation algorithms for the expressions, Eqs. (47, 49, 50),
for the more involved case of dynamical conductivity, Eq. (47), that can be then reduced to
simpler static quantities, Eqs. (49, 50).

7. Optical conductivity

The integral in Eq. (47) is dominated by the contributions from δ-like peaks of the Im Ĝk (ε)
and Im Ĝk (ε ') matrix elements. These peaks arise from the above dispersion laws, Eqs. (23),
(24), thus restricting the energy integration to the band-like ranges: |ε| > εc for the b-bands and
εc, – < |ε| < εc, + for the i-bands. Regarding the occupation numbers f(ε) and f(ε') at reasonably
low temperatures kBT ≪ ∆, ε0, the most effective contributions correspond to positive ε values,
either from b- or i-bands, and to negative ε' values from their negative counterparts, b' or i'.
There are three general kinds of such contributions: i) b-b', due to transitions between the main
bands, similar to those in optical conductivity by the pure crystal (but with a slightly shifted
frequency threshold: ℏω → 2εc), ii) b-i' (or i-b'), due to combined transitions between the
principal and impurity bands within the frequency range ℏω → εc + εc, –, and iii) i-i', due to
transitions between the impurity bands within a narrow frequency range of 2εc, – < ℏω < 2εc, +.
The frequency-momentum relations for these processes and corresponding peaks are dis‐
played in Fig. 10. The resulting optical conductivity reads σ(ω, T) = ∑α σα(ω, T) with α = b-b', i-
i', and i-b'.

is a smooth enough function while the above referred peaks result from zeros of Re Dk(). Now, 

the quasimomentum integration in Eq. (47) under the above chosen symmetry of Fermi segments 
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This is the main distinction of our approach from the existing treatments of impurity effects
on transport in iron pnictide superconductors using the T-matrix approximation to a solution
like Eq. (15) for the whole energy spectrum [62], even for its ranges where the very concept of
velocity, as Eq. (48), ceases to be valid.

Next, we consider the particular calculation algorithms for the expressions, Eqs. (47, 49, 50),
for the more involved case of dynamical conductivity, Eq. (47), that can be then reduced to
simpler static quantities, Eqs. (49, 50).
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The frequency-momentum relations for these processes and corresponding peaks are dis‐
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For practical calculation of each contribution, the relevant matrix Im Ĝk (ε) (within the band-
like energy ranges) can be presented as Im Ĝk (ε)= N̂ (ε, ξ) Im Dk (ε)−1  where the numerator
matrix:

( ) ( )e x e xt t= + + D%% 3 1
ˆ , Re ,N (50)

is a smooth enough function while the above referred peaks result from zeros of Re Dk(ε). Now,
the quasimomentum integration in Eq. (47) under the above chosen symmetry of Fermi
segments spells as ∫dφ∫dk = 2(hvF)–1∫dφ∫dξ where the factor 2 accounts for identical contributions
from e- and h-segments. The azimuthal φ-integration contributes by the factor of π (from x-
projections of velocities) and the most important radial ξ-integration is readily done after
expanding its integrand in particular pole terms:
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where v(ξ, ε) = |vk(ε)| and Ĝ(ξ, ε)≡ Ĝk (ε) define the respective residues:
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Here vα ≡ v(ε, ξα), v'α ≡ v(ε', ξα), and the indices α, β run over all the poles of the two Green
functions. As seen from Eqs. (23, 24) and Fig. 10, there can be two such poles of Ĝ(ξ, ε) related
to band-like states with positive ε and respective quasi-momentum values denoted as ξ1,2(ε).
For energies within the b-band, ε > εc, they are symmetrical:

( )x e e» ± - D2 2
1,2 , (53)

but within the i-band, at εc, – < |ε| < εc, +, their positions are asymmetrical:
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Within the i-band, there is a narrow vicinity of ε0 of ~ c0
1/3(c0/c)3ε0 width where only the ξ1 pole

by Eq. (54) is meaningful and the other contradicts the IRM criterion (so that there is no band-
like states with those formal ξ2 values in this energy range). Analogous poles of Ĝ(ξ, ε ') at
negative ε' are referred to as ξ3,4(ε') in what follows. Taking into account a non-zero Im Dk(ε)
(for the i-band, it is due to the non-trivial terms in the group expansion, Eq. (16)), each α-th
pole becomes a δ-like peak with an effective linewidth Γα but this value turns to be essential
only at calculation of static coefficients like Eqs. (49, 50).
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Since four peaks in Eq. (47) are well separated, the ξ-integration is done considering them true
δ-functions, then the particular terms in σ(ω, T) are given by the energy integrals:
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for ν = b-b', i-b', or i-i' and the limits εν, ± should assure both ε and ε' to be within the band-like
ranges. Thus, in the b-b' term, the symmetry of the poles ξ1, 2(ε) and ξ1, 2(ε') by Eq. (55) and the
symmetry of b- and b'-bands themselves defines their equal contributions, then using simplic‐
ity of the function v(ε, ξ) = ξ/ε and non-renormalized energy ε̃ → ε and momentum ξ̃ → ξ,
integration between εb-b', – = εc and εb-b', + = ℏω – εc gives an analytic form σb-b'(ω, T) = σb-b'(ω, 0)
– σb-b', T(ω). Here the zero-temperature limit value is:
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with characteristic scale σ0 = e2/∆2 and simple asymptotics:
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vs the threshold frequency ωc = 2εc/ℏ, reaching the maximum value ≈ 1.19σ0 at ω ≈ 2.12 ωc (Fig.
11). The (small) finite-temperature correction to Eq. (57) is:
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with the Dawson function F(z) = πe−z 2
erf(iz) / (2i) and the error function erf(z) [64].

Calculation of the i-b'-term is more complicated since asymmetry of the i-band poles ξ1, 2(ε) by
Eq. (55) and their non-equivalence to the symmetric poles ξ3, 4(ε') of the b'-band analogous to
Eq. (54). Also the generalized velocity function within the i-band range:
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and the energy integration limits: ε'i-b', – = εc, – and ε'i-b', + = min εc,+, ℏω −εc  are more complicated.
Then σi-b'(ω, T) follows from numerical integration in Eq. (56); as seen in Fig. 11, it has a lower
threshold frequency ωc' = εc + εc,– than the b-b'-term. Above this threshold, it grows linearly as
~ (ω/ωc' – 1)c5/2c0

–5/3σ0 and, for "safe" impurity concentrations c ≪ c1 ~ c0
2/3, becomes fully

dominated by the b-b' term, Eq. (57) above its threshold ωc. Finally, the i-i'-term from a similar
numerical routine on Eq. (56) within integration limits εi-i',– = εc,– and εi-i',+ = min[εc,+, ℏω – εc, –],
using Eq. (55) for the poles ξ1, 2(ε) and ξ3, 4(ε') and Eq. (59) for generalized velocities. The
resulting σi-i'(ω, T) occupies a narrow frequency band from ωi-i' = 2εc,–/ℏ to ωi-i', + = 2εc,+/ℏ (Fig.
11) with asymptotics near these thresholds in the zero-temperature limit:
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at 0 < ω – ω– ≪ ω–, and alike for 0 < ω+ – ω ≪ ω+ with only changes: : ξ– → ξ+, ω– → ω+.

Extrapolation of these asymptotics to the center of impurity band gives an estimate for the
maximum of i-i' term: σi-i', max ~ c5c0

–10/3(ξ+/ξ–)7/2σ0. It shows that the narrow i-i' peak of optical
conductivity around ω ≈ 2ε0/ℏ, unlike the "combined" i-b' term, can become as intense as the
"main" b-b' intensity, Eq. (58), if the small factor ~ (c/c1)5 be overweighted by the next factor (ξ
+/ξ–)7/2. It is only possible for weak enough impurity perturbation: v ≪ 1. Then the ratio ξ+/ξ–

≈ (2/v)2 ≺ 1 can really overweight the concentration factor if c reaches ~ c1(v/2)7/5 ≪ c1, that is
quite realistic within the "safety" range c ≪ 1. The overall picture of optical conductivity for
an example of weakly coupled, v = 0.25, impurities at high enough c = 4c0 is shown in Fig. 11.
The effect of "giant" optical conductivity by the in-gap impurity excitations could be compared
with the known Rashba enhancement of optical luminescence by impurity levels near the edge
of excitonic band [64] or with huge impurity spin resonances in magnetic crystals [29], but here
it appears in a two-particle process instead of the above mentioned single-particle ones.

To emphasize, the considered impurity features in optical conductivity cannot be simply
treated as optical transitions between localized impurity states (or between these and main

Impurity Effects in Iron Pnictide Superconductors
http://dx.doi.org/10.5772/59629

243



bands) since localized states can not contribute to currents. Such effects only appear at high
enough impurity concentrations, c ↔ c0, when the impurity banding takes place.

8. Concluding remarks

Resuming, the GF analysis of quasiparticle spectra in SC iron pnictides with impurities of
simplest (local and non-magnetic) perturbation type permits to describe formation of impurity
localized levels within SC gap and, with growing impurity concentration, their evolution to
specific bands of extended quasiparticle states, approximately described by quasimomentum
but mainly supported by the impurity centers. Explicit dispersion laws and densities of states
are obtained for the modified main bands and impurity bands. Further specification of the
nature of all the states in different energy ranges within the SC gap is obtained through analysis
of different types of GEs for self-energy matrix, revealing a complex oscillatory structure of
indirect interactions between impurity centers and, after their proper summation, resulting in
criteria for crossovers between localized and extended states. The found spectral characteris‐
tics are applied for prediction of several observable impurity effects.

Besides the thermodynamical effects, expected to appear at all impurity concentrations, that
is either due to localized or band-like impurity states, a special interest is seen in the impurity
effects on electronic transport in such systems, only affected by the impurity band-like states.
It is shown that the latter effects can be very strongly pronounced, either for high-frequency
transport and for static transport processes. In the first case, the strongest impurity effect is
expected in a narrow peak of optical conductance near the edge of conductance band in non-
perturbed crystal, resembling the known resonance enhancement of impurity absorption (or
emission) near the edge of quasiparticle band in normal systems. The static transport coeffi‐
cients at overcritical impurity concentrations are also expected to be strongly enhanced
compared to those in a non-perturbed system, including the thermoelectric Peltier and Seebeck
coefficients.
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The proposed treatment can be adapted for more involved impurity perturbations in SC iron
pnictides, including magnetic and non-local perturbations, and for more realistic multiorbital
structures of the initial iron pnictide system. Despite some quantitative modifications of the
results, their main qualitative features as possibility for new narrow in-gap quasiparticle bands
and related sharp resonant peaks in transport coefficients should be still present. The experi‐
mental verifications of such predictions would be of evident interest, also for important
practical applications, e.g., in narrow-band microwave devices or advanced low-temperature
sensors, though this would impose rather hard requirements on quality and composition of
the samples, to be extremely pure aside the extremely low (by common standards) and well
controlled contents of specially chosen and uniformly distributed impurity centers. This can
be compared to the requirements on doped semiconductor devices and hopefully should not
be a real problem for modern lab technologies.
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1. Introduction

With the discovery in 1986 of high critical temperature superconductors Tc ≥ 77K –which
belong to the type-II classification– efforts have been made to recognize which mechanism
rules its current carrying capacity in order to expand knowledge of the vortex state and,
moreover, devise new and better technological applications. Critical-state phenomenological
models for such materials have been a feasible alternative for the theoretical study of
the magnetic properties of high- or low-Tc type-II superconductors. Here we present a
brief revision of macroscopic critical-state models; following a chronological order, we
will begin with the Bean model, moving on with the generalized double-critical state
model, the two-velocity hydrodynamic model, and finalizing with the Elliptic Flux-Line
Cutting Critical-State Model (ECSM). It will be described further the main features of
type-II superconductors, the physical meaning of the critical state and the flux-line cutting
phenomenon.

1.1. Type-II superconductor critical state

In 1911 Kammerlingh Onnes discovered the superconductivity of mercury at very low
temperature. Nowadays, the characteristics of superconductors are well established: their
electric resistance abruptly drops to zero as temperature decreases through a critical
temperature value designated as Tc. They show the Meissner-Ochsenfeld effect, that is, they
completely expel a weak magnetic field as temperature decreases through the transition
point. Depending on how this diamagnetic phenomenon is destroyed, superconductors can
be classified as type I or II. Type-I superconductors are perfect diamagnets below a critical
field Hc. Because their coherence length ξ exceeds the penetration length λ, it is energetically
unfavorable for borders to be formed between the normal and superconductive phases.
However, when a type-II superconductor is subjected to a magnetic field Ha, free energy can
diminish, thus generating normal matter domains that contain trapped flux, with low-energy
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2 Superconductors

borders created between the normal core and the superconductive surroundings. When the
applied magnetic field exceeds the lower critical field Hc1, the magnetic flux penetrates in
quantized units Φ0, forming cylindrical domains called vortices. As Ha increases, vortices
will overlap increasing the interior field until the material gently enters the normal state,
once Ha has reached the upper critical field Hc2. Between the fields Hc1 and Hc2 the
superconductor state coexists with the magnetic state in a mixed state or vortex state.

Another characteristic of superconductors is the presence of a gap, just below the Fermi
energy, the energy of conduction electrons. BCS superconductivity theory demonstrated
that electrons in the vicinity of the Fermi level are grouped in the so-called Cooper pairs.
In addition, the junction of two superconductors –separated by a thin insulating layer–
shows the DC Josephson effect, in which the superconductor current tunneling is caused by
the tunneling of Cooper pairs. This effect demonstrated that the superconductor state is
a coherent state, which is associated to a macroscopic uniform-phase wave function; this
function corresponds to the order parameter κ = λ/ξ in the Ginzburg-Landau theory. Finally,
they also show the AC Josephson effect that describes the relation between the time variation of
the macroscopic wave function with the voltage produced across the junction. This voltage
arises from the quantized magnetic flux movement, and is identical to the macroscopic
voltage observed in type-II superconductors in flux flow state.

Indeed, it is well established that type-II superconductors posses a stationary vortex spatial
arrangement only if the total force over each vortex is null. If an electric current is applied
with J density, vortices move at a velocity v with a direction determined by the Hall angle. If
both the Magnus force and the Hall effect on the material are neglected, equilibrium between
the Lorentz force FL = J × B and the pinning force Fp will exist:

(J × B)− Fp = 0. (1)

In addition to being able to describe the vortex dynamics under the transport current
influence, the equation (1) can be used for the time-variable external magnetic case, in
absence of transport currents.

Indeed, Fp opposes the magnetic flux velocity v due to the local depression of the Gibbs
free energy of each vortex. This potential well may be due to inhomogeneities, defects, or
material grains. Therefore, magnetic flux movement will occur if the Lorentz force exceed
the pinning force. Any electromotive force, even small, causes the vortices to move further
into the material, inducing a local current. Initially, this superconductive current flows in
regions close to the superconductor surface because pinning centers near the sample surface
can catch the vortices in such a way that, in the interior, the Meissner state is preserved, thus
the sample is partially penetrated. For higher external magnetic field values, vortices will
completely penetrate the material.

1.2. Bean model for a type-II superconductor in critical state

Half a century ago, Charles Bean approached — with great physics intuition and from a
macroscopic point of view — the study of the magnetic properties of superconductors made
with impure metals or alloys. Bean modeled the spatial distribution of the magnetic flux, for
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partial and totally penetrated states, a couple of years before having experimental evidence
of the mixed or vortex state predicted by A. A. Abrikosov.

He relied on Mendelssohn sponge model to describe the magnetic behaviour of such
superconductors, supposing they possessed a filamental structure capable of maintaining
a maximum macroscopic current Jc, without energy dissipation in form of Joule heating,
that he called it critical current density. Due to the Jc dependence on the magnetic field, he
considered that such currents were extended into the material, preserving the magnitude Jc.

Bean argued that the macroscopic current is a consequence of the magnetic induction
gradient penetrating the material, governed by Ampère’s law ∇× B = µ0J. He also argued
that the current originates as the Lorentz force drives the magnetic flux into the interior of
the material. Therefore, he considered that any local region where an electric field (related
to heat dissipation) is perceived during the process of magnetization, it would originated a
critical current density Jc which flows in the electric field direction and it keep flowing even
if it the electric field was null [6–9]. He synthesized these ideas in the material law:

J = Jc(B) sign(E), (2)

which is valid for slabs or infinite cylinders subjected to a magnetic field parallel to the
superconductor’s surface (this is the so-called parallel geometry).

To exemplify the Bean model, Figure (1) shows the profile evolution of magnetic induction
for a PbBi plate at mixed-state, as it increased (blue curves) or decreased (red curves) the
external magnetic field magnitude Ha parallel to its surface. The hysteresis cycle of the
average static magnetization is shown when the Ha varies a full cycle, from −0.3T to 0.3T.
The superconducting plate has a 8mm thickness and a penetration field µ0Hp = 0.1015T. We
have considered the reliance on B of the critical current density Jc(B).

Subsequently, Bean studied energy dissipation in materials subjected to a magnetic field that
rotates in the specimen’s plane. He extended his arguments assuming the current density J

and the electric field E vectors would be parallel to each other [9]. For this case, the material
equation can be written as follows:

J = Jc(B)
E

E(J)
, (3)

where it is necessary to model the E(J) function form. The Bean model, corresponding to
the material equation (2) or (3), together with the Ampère’s law, have been used to calculate
magnetic induction profiles, hysteresis of magnetization cycles, and the energy dissipation of
several type-II superconductor materials. In the search for new superconducting alloys that
would produce more intense magnetic fields, or a greater current conduction capacity, these
materials were simultaneously subjected to a magnetic field and a transport current parallel
to each other. It was desirable that the electric current density J and the magnetic induction B

established a force-free configuration, that is, a zero Lorentz force FL = J × B = 0. However,
experimental evidence showed that even if FL could be considered null, a significant voltage
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Figure 1. Theoretical curves of a superconductor plate, with thickness d = 8mm and penetration field µ0 Hp = Bp = 0.1015T,
obtained with the Bean critical-state model and considering Jc = Jc(B). (Left) Evolution of magnetic induction B as it increases
(continuous blue lines) and decreases (red discontinuous lines) the magnitude of the external magnetic field Ha. When µ0 Ha =

µ0 Hp, B at the center of the plate is null. (Right) Average static magnetization cycle µ0�M� against the applied magnetic field

µ0 Ha. Since this material is an irreversible type-II superconductor, µ0�M� describes a hysteresis.

would arise from the material. Therefore, if the vortex velocity is equal to zero in a force-free
configuration, what is going on in this type of configuration? This question could not be
answered using the Bean model, so it was considered that another phenomenon might be
occurring. The answer to this query is the so-called flux-line cutting or flux crossing, which
will be discussed in the next section.

1.3. Flux-Line cutting

D.G. Walmsley [10] measured the magnetization and the axial resistance of a type-II
superconductor –in mixed state and with cylindrical geometry– by subjecting it
simultaneously to a magnetic axial field and a transport current, parallel to each other. The
objective was to prove under what the Lorentz force density could be null. He found that,
at low currents, the potential difference between the extremes of the sample was negligible
(∼ 10µV). However, when the superconducting sample conduced a sufficiently high current,
it measured a voltage (or a longitudinal electric field), as well as a paramagnetic moment, that
is, a positive average magnetization. He then suggested that the force-free structure could not
be established on the material’s surface, which originated the flux-flow and, consequently, a
voltage in the rest of the material.

He intuited that the measurement of a paramagnetic moment suggested a helicoidal vortex
distribution. Nonetheless, the voltage produced by the flux flow would imply a permanent
increase in the longitudinal magnetic field. For this reason, he supposed the existence of a
non-stationary process in which the magnetic flux lines would continually divide each other,
only to reconnect afterward.

As a solution for the flux-flow movement contradiction in a force-free configuration, Clem
was the first to suggest that the helicoidal instabilities were precisely the precursors of vortex
cutting or crossing; that is, considering the elastic properties of flux lines, he proposed that
they could stay fixed but they would be able to bend, calling this phenomenon flux-line
cutting.
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will be discussed in the next section.
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D.G. Walmsley [10] measured the magnetization and the axial resistance of a type-II
superconductor –in mixed state and with cylindrical geometry– by subjecting it
simultaneously to a magnetic axial field and a transport current, parallel to each other. The
objective was to prove under what the Lorentz force density could be null. He found that,
at low currents, the potential difference between the extremes of the sample was negligible
(∼ 10µV). However, when the superconducting sample conduced a sufficiently high current,
it measured a voltage (or a longitudinal electric field), as well as a paramagnetic moment, that
is, a positive average magnetization. He then suggested that the force-free structure could not
be established on the material’s surface, which originated the flux-flow and, consequently, a
voltage in the rest of the material.

He intuited that the measurement of a paramagnetic moment suggested a helicoidal vortex
distribution. Nonetheless, the voltage produced by the flux flow would imply a permanent
increase in the longitudinal magnetic field. For this reason, he supposed the existence of a
non-stationary process in which the magnetic flux lines would continually divide each other,
only to reconnect afterward.

As a solution for the flux-flow movement contradiction in a force-free configuration, Clem
was the first to suggest that the helicoidal instabilities were precisely the precursors of vortex
cutting or crossing; that is, considering the elastic properties of flux lines, he proposed that
they could stay fixed but they would be able to bend, calling this phenomenon flux-line
cutting.
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Even though Josephson had already established that cutting or crossing of vortices could not
occur because they were energetically too expensive, theoretical calculations done by Brandt,
Clem, and Walmsley — using the London and Ginzburg-Landau theories — proved that the
threshold of cutting of a pair of rigid flux lines was possible since the characteristics energies
of a type-II superconductor.

Subsequently, Brandt and Sudbo extended these results for the case of a pair of twisted
flux lines, they considered the tension and interaction between each flux-line or vortex.
Given that cutting is energetically plausible, they found that flux-line cutting is an effective
disentanglement mechanism of flux lines; and that the cutting energy barrier, in the case
of twisted flux lines, is lower for the rigid two-flux-lines case [11, 12]. Several groups, for
example, M.A.R. LeBlanc et. al [13–15], have done experiments in the last decades that have
shown flux-cutting presence in materials with low or high κ, and low or high Tc. In the
Clem et. al [16–18] and Brandt [19] papers, we can see flux-line cutting diagrams for the
case of rigid-vortices arrangement. Furthermore, it includes diagrams for the first theoretical
formulations for this often-studied and not completely understood phenomenon.

More recent theoretical studies have studied the scattering dynamics of vortices, and
the resulting topology after a collision between two flux lines generated by an applied
current. Using the time-dependent Ginzburg-Landau equations, numerical results yielded
two generic collision types dependent on the initial angle: one local collision that induces
changes in topology through recombination, and a double collision that can occur due to
geometrical restrictions. The second case leads to a vortex-crossing type configuration, that
is, it seems as if two vortices, while interacting, would cut themselves and join again. This
can be seen in the simulations shown in paper [20]. Experiments have been proposed using
a magnetic force microscope to monitor vortex-line dynamics and prove if these cut through
each other when they are in a liquid-vortex phase [21].

In 2008, A. Palau et al. reported results with superconductive heterostructures subjected to
an external magnetic field at a θ angle respect to the sample’s normal. For this, they designed
a device made out of a thin film of low-pinning amorphous material (Mo82Si18), sandwiched
between two Nb films– a material characterized for strongly pinning the vortices.

They measured the critical current density Jc obtained as a function of θ, the applied field
µ0Ha, and temperature T. Once obtained, they calculated the balance force between the
Lorentz force, the pinning force, and a so-called breaking force. They found that the latter
was necessary in order to consider vortex deformation and destabilization. Results showed
that the breaking force is independent of B, and that the following cross joining neither limit
vortex movement nor increase Jc. Even if a flux-line segment is strongly pinned to the area
where Nb material is found, the cut induces other vortex segments to be liberated, thus
reducing Jc [22].

Furthermore, Campbell’s revision paper can be consulted to know the state of the art about
experiments and critical state theories for flux-cutting in superconductors [23]. He included
the last proposal of Clem to determine the electric field direction, for the flux transport
regime in a type-II superconductor.

Here it is presented three critical state models created for the phenomenological study of
type-II superconductors subject to magnetic fields that vary not only in magnitude, but also
in direction. All models consider that flux pinning and flux-line cutting govern their answer.
It is undeniable that both phenomena can occur in cases when a sample oscillates in presence
of a static magnetic field, or when it is subjected to a DC magnetic field and a transversal
sweeping magnetic field is superimposed.
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6 Superconductors

2. Other critical state models

2.1. Generalized Double Critical-State Model

LeBlanc et. al proposed a model containing two critical-state equations based on their
experimental observations on the magnetic response of a disc oscillating at low frequency, in
presence of a magnetic field [24]:

dB

dx
= ±

Fp(B)

B
,

dα

dx
= ±k(B)

dB

dx
. (4)

This pair of equations is known as the Double Critical-State Model (DCSM). In their
construction, the fact that the magnetic induction B and the orientation α of flux-lines varied
spatially was considered. They assumed as well that gradients existed in critical states. In
his model, Fp(B) is a parameter that characterizes pinning intensity; k is associated to the
shearing coefficient of the flux lattice in the superconductive sample.

Clem and Perez-Gonzalez extended the DCSM based on the assumption that intersection
and cross-joining of adjacent non-parallel vortices generate a electric field different to the
electric field E = B × v. The latter field is associated to the flux flow with velocity v, for the
case in which J is perpendicular to B. For this, they proposed a pair of constitutive laws of
the form:

J
⊥
= Jc,⊥ sign E

⊥

J
�
= Jc,� sign E

�
, (5)

where parameters Jc,⊥ and Jc,� correspond to the depinning and the flux-line cutting
thresholds, respectively. They considered that the electric field E components obey
independently the vertical laws:

E
⊥
=







ρ
⊥
[|J

⊥
| − Jc,⊥] sign (J

⊥
), |J

⊥
| > Jc,⊥

0, 0 � |J
⊥
| � Jc,⊥

(6)

E
�
=







ρ
�
[|J

�
| − Jc,�] sign (J

�
), |J

�
| > Jc,�

0, 0 � |J
�
| � Jc,�;

(7)

here, ρ
⊥

and ρ
�

are the resistivities caused by flux transport and superconductor flux-line
cutting, respectively. The group of equations (5)-(7) constitutes the Generalized Double
Critical-State Model (GDCSM.) Clem and Perez-Gonzalez did numerical calculations
considering as possible values for magnitude Jc all those defined within a rectangular region
of Jc,� and Jc,⊥ sides. The model reproduced successfully the experimental distributions

Superconductors – New Developments256



6 Superconductors

2. Other critical state models

2.1. Generalized Double Critical-State Model

LeBlanc et. al proposed a model containing two critical-state equations based on their
experimental observations on the magnetic response of a disc oscillating at low frequency, in
presence of a magnetic field [24]:

dB

dx
= ±

Fp(B)

B
,

dα

dx
= ±k(B)

dB

dx
. (4)

This pair of equations is known as the Double Critical-State Model (DCSM). In their
construction, the fact that the magnetic induction B and the orientation α of flux-lines varied
spatially was considered. They assumed as well that gradients existed in critical states. In
his model, Fp(B) is a parameter that characterizes pinning intensity; k is associated to the
shearing coefficient of the flux lattice in the superconductive sample.

Clem and Perez-Gonzalez extended the DCSM based on the assumption that intersection
and cross-joining of adjacent non-parallel vortices generate a electric field different to the
electric field E = B × v. The latter field is associated to the flux flow with velocity v, for the
case in which J is perpendicular to B. For this, they proposed a pair of constitutive laws of
the form:

J
⊥
= Jc,⊥ sign E

⊥

J
�
= Jc,� sign E

�
, (5)

where parameters Jc,⊥ and Jc,� correspond to the depinning and the flux-line cutting
thresholds, respectively. They considered that the electric field E components obey
independently the vertical laws:

E
⊥
=







ρ
⊥
[|J

⊥
| − Jc,⊥] sign (J

⊥
), |J

⊥
| > Jc,⊥

0, 0 � |J
⊥
| � Jc,⊥

(6)

E
�
=







ρ
�
[|J

�
| − Jc,�] sign (J

�
), |J

�
| > Jc,�

0, 0 � |J
�
| � Jc,�;

(7)

here, ρ
⊥

and ρ
�

are the resistivities caused by flux transport and superconductor flux-line
cutting, respectively. The group of equations (5)-(7) constitutes the Generalized Double
Critical-State Model (GDCSM.) Clem and Perez-Gonzalez did numerical calculations
considering as possible values for magnitude Jc all those defined within a rectangular region
of Jc,� and Jc,⊥ sides. The model reproduced successfully the experimental distributions

Superconductors – New Developments256
Theory of Flux Cutting for Type-II Superconducting Plates at Critical State 7

10.5772/59512

of magnetic induction and magnetization, when the magnetic field oscillates at great
amplitudes [25].

The GDCSM was also used to try to reproduce Magnetization Collapse and Paramagnetism,
phenomena encountered when a type-II superconductor is subjected first to a DC magnetic
field on which an oscillating low-frequency magnetic field is superposed, perpendicular to
the former.

2.2. Two-velocities Hydrodynamic Model (TVHM)

This macroscopic model considers that electrodynamics of a type-II superconductor depends
on the translation of vortex planes and the interaction between them. It establishes two vortex
subsystems, assuming they posses no elastic properties and that the flux cutting consists of
the disappearance of interacting vortices, creating new vortices on a plane with an orientation
different to the previous one. Gibbs energy varies through small disturbances on the vortices’
coordinates considering the following: 1) magnetic energy; 2) work done by pinning forces
given the translation of the vortex network; and 3) the work done by the pinning forces to
straighten a vortex after its crossing [26–28]. Thus, the model is conformed by a continuity
equation for total vortex density n(x, t), and the average angular distribution α(x, t) of the
vortex planes:

∂n

∂t
= −

∂

∂x

[

n
VA + VB

2

]

, (8)

∂(nα)

∂t
= −

1

2

∂[nα(VA + VB)]

∂x
−

1

4

∂[nα(VA − VB)]

∂x
, (9)

where

VA = V +
U

2
, VB = V −

U

2
, (10)

correspond to the velocities of subsystems A and B, V(x, t) is the mean hydrodynamic
velocity, and U(x, t) is the relative velocity. The TVHM requires additionally two equations
obtained from force balance conditions in a superconductor, defined for the magnetic
induction gradient and for angular distribution:

∂B

∂x
= −

µ0 Jc,⊥

2
[F(VA) + F(VB)], (11)

∆αB
∂α

∂x
+ p

√

n

8
[B − µ0Ha cos(α − α0)]∆α

2 sign(VA − VB),

= −µ0 Jc⊥[F(VA)− F(VB) + p sign(VA − VB)], (12)
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here p corresponds to the probability that flux-line cutting occurs. Finally, to resolve the
equation system (8)-(12) for variables VA, VB, B = nΦ0, α and ∆α, it is required to introduce
a phenomenological equation that relates ∆α to the mean orientation’s spatial derivative of
the form:

∆α = −l sign(VA − VB)
∂α

∂x
, (13)

where l is the vortex mean free path between two successive cuttings or crossings.

3. Theoretical Description of the ECSM

Now we introduce the characteristics of the Elliptic Critical-State Model (ECSM) used in this
chapter.

3.1. Geometrical aspects of a superconductor plate
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x=D

x=0
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j
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Figure 2. Diagram of a portion of infinite superconducting plate. It is shown, in an instant of time t, the orientation of the
external magnetic field Ha, which is always parallel to plane yz.

The study system is a superconducting plate possessing an infinite surface parallel to a plane
yz and a finite thickness 0 ≤ x ≤ D, as it is shown in Figure (2). The plate is subjected to a
magnetic field Ha parallel to plane yz given by the expression:

Ha = Hayŷ + Haz ẑ = Ha(sin αaŷ + cos αa ẑ), (14)

where αa is an angle measured relative to z axis . This problem pertains to the parallel
geometry. Demagnetization effects are not present, the current density J, electric field E, and
magnetic induction B vectors are all coplanar with their components y and z depending only
on variable x and time t. Given the applied magnetic field Ha, local magnetic induction in a
superconducting sample is:
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B = B(x, t)ê
�
= B(sin αŷ + cos αẑ). (15)

The superconducting current circulates around planes x = constant. In region x ∈ [0, D/2)
it circulates in the opposite direction from the one in region x ∈ (D/2, D].

Since we are studying flux-line cutting, ECSM postulates that the current density J and
electric field E can possess components both parallel and perpendicular to B. The
perpendicular component is associated to the flux-pinning effect, while parallel components
are associated to flux-line cutting. Therefore, we wish to calculate how large is the force-free
component parallel to B of the current density, and if the latter reaches its critical value Jc�.

It is convenient to work with a reference system that rotates (follows) with the (the) magnetic
induction B. The current density and electric field components –parallel and perpendicular
to B– are monitored:

J = J
�
ê
�
+ J

⊥
ê
⊥

, E = E
�
ê
�
+ E

⊥
ê
⊥

, (16)

where the unit vector ê
⊥

is built as ê
⊥
= ê

�
× x̂ = cos αŷ − sin αẑ.

3.2. Physical considerations for a Type-II superconductor

Type-II superconductor materials are found in vortex state and contain a dense distribution
and random pinning centers. When applying a magnetic field Ha, Eq. (14), it is considered
that the material is in a critic state (metastable state) when there is a balance between Lorentz
force density FL = Jc⊥ × B and the average pinning force. If the perpendicular component
of the current overcomes its critical value Jc⊥, flux transport is begun until another material
metastable state is reached. Also, vortex avalanches can occur; however, we will not cover
here this phenomenon [29]. In addition, given that a J component is parallel to B, magnetic
flux distribution will depend on flux line cutting, only if J

�
exceeds its critical value Jc�.

Finally, the magnitude of an applied magnetic field is considered to be much larger than the
first critical field Hc1, that is, the Meissner currents on the material’s surface are neglected.

We are interested in the macroscopic electrodynamics of a type-II superconductor; thus,
we work with Maxwell equations, given that low-frequency magnetic fields are considered,
displacement current is neglected. In order to establish the critical state, this model considers
quasi-stationary electromagnetic fields. This is why first the Faraday law is used, and
subsequently stationary solutions are sought. Having chosen a reference system that rotates
with magnetic induction B, Ampère and Faraday laws are written as follows:

−

∂B

∂x
= µ0 J

⊥
B

∂α

∂x
= µ0 J

�
, (17)
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∂E
⊥

∂x
+ E

�

∂α

∂x
= −

∂B

∂t
, E

⊥

∂α

∂x
−

∂E
�

∂x
= −B

∂α

∂t
. (18)

In absence of a demagnetization factor, and considering that the applied magnetic field Ha

is much larger than Hc1, the constitutive relation between B and H is modeled with the
linear approximation B = µ0H, where the Bean-Livingston superficial barrier is neglected.
Therefore, the boundary condition is written as follows:

µ0Hay(t) = By(0; t) = By(D; t), (19)

µ0Haz(t) = Bz(0; t) = Bz(D; t). (20)

3.3. Elliptic Flux-Cutting Critical-State Model for a type-II superconductor in
critical state

The Elliptic Flux-Cutting Critical-State Model (ECSM) [1] considered the presence of an
electric field in non-critical states. It models the material as a highly non-linear conductor,
using a constitutive relation E = E(J, B), which completes the system of equations (17)-(18).
Furthermore, it monitors the electric field’s decrease through a vertical law. The model
supposes that the material reaches a critical state when the magnetic induction distribution
enters a stationary state where the electric field has decreased to zero.

The material law of the elliptic model considers, in contrast to multicomponent Bean and
double critical-state models, that the critical current density is a rank-2 tensor determined by
the equation:

Ji = (Jc)ik
Ek

E
, (Jc)ik = Jc,i(B)δik, i, k =⊥, �. (21)

or, by the vector relation:

J = Jc�(B)
E
�

E
+ Jc⊥(B)

E
⊥

E
. (22)

In critical state, the magnitude of J, that is, the critical current density Jc(B, ϕ) traces an
ellipse on the plane J

�
− J

⊥
, defined by the equation:

Jc(B, ϕ) =





�

cos ϕ

Jc�(B)

�2

+

�

sin ϕ

Jc⊥(B)

�2




−1/2

, (23)
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where the angle ϕ is measured respect to B. Notice that the behaviour of the vortex
distribution is a function of the magnitude of J and its relative orientation respect to B.
The model postulates that Jc(B, ϕ) is defined in terms of critical values Jc⊥ and Jc�, that is,

Jc(B, ϕ) is restricted to the critical ellipse (23). The fact that J
�

and J
⊥

are different produces
an anisotropy on the plane J

�
− J

⊥
because of the external magnetic field Ha and since

such components are associated with different physical phenomena which are still not fully
understood. Lastly, a vertical law is used to relate the current density and the electric field
magnitudes as:

E(J) =

{

0, for J ≤ Jc(B, ϕ),
ρ(J − Jc(B, ϕ)), for J > Jc(B, ϕ).

(24)

It can be considered that an electric field can exist in the superconductor only if the current
density exceeds its critical value Jc(B, ϕ). Conventionally the parameter ρ acts as a resistivity,
however, here it serves as an auxiliary parameter that counteracts the difference J − Jc(B, ϕ).
The empirical relation between the critical current density Jc and magnetic induction B used
is known as generalized relation, it is an adaptation to such deduced by Y.B. Kim et al. [30],
and was proposed by M. Xu et al. [31], its explicit form is as follows:

Jc(B) = Jc(0)/

[

1 +
B

B∗

]n

, (25)

where n and B∗ are fitting parameters, and the maximum critical current density value
Jc(B = 0) is defined by the following relation:

Jc(0) =

[

(

1 +
Bp

B∗

)n+1
]

2B∗

(n + 1)µ0d
. (26)

In our case, temperature dependency remains implicit in the parameters election.

All solutions that satisfy the system of equations formed by the Ampère’s law (17), the
Faraday’s law (18), the critical current density Jc(B, ϕ) (23), and the material law (24) establish
the superconductor’s critical state. Such system is designated the Elliptic Flux-Cutting
Critical-State Model (ECSM) [1].

4. Results using ECSM for a type-II superconductor in vortex state

Here we present theoretical curves obtained with the ECSM, corresponding to experimental
results which depend on vortex dynamics. Specifically, numerical results are shown for
magnetic-moment curves and magnetic-induction evolution, using type-II superconductor
samples in mixed state, subject to transverse fields, or to a low-frequency rotating field.
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4.1. Type-II superconductor plates subjected to transverse DC and AC fields

In this section we present the effect of an AC magnetic field on the static magnetization of a
type-II superconductor plate. The purpose was to compare and explain experimental results
- obtained by Fisher et al.- from YBCO samples subjected to two fields perpendicular to each
other, in parallel geometry [28, 33].
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Figure 3. Theoretical average magnetization curves �µ0 Mz� vs Hy of an YBCO plate. The red (blue) curves were calculated

for an initial paramagnetic (diamagnetic) state. In each figure, the magnitude of magnetic fields to which the sample was

subjected to is shown: a static one Hz, and one with oscillation amplitude Hy,max . These fields are perpendicular to each

other and coplanar to the specimen. We observe the dependency of �µ0 Mz� to the first cycles of Hy. Results correspond to a

texturized YBCO plate, cooled down on field, a d = 3mm thickness and a µ0 Hp = 0.0856T penetration field. The specimen’s
larger sides are parallel to the crystallographic plane ab.

In the experiments of Fisher et al., plates were cut out from the homogenous part of
melt-textured YCBO ingots. This was done in such a way that the larger-sized sides
were parallel to the crystallographic ab plane, which possesses isotropic properties respect
to current conduction capacity. First they applied on the sample an Hz field generated
by direct current, with a direction such that it was parallel to the plate’s main surface.
Afterward they applied a second field Hy, oscillating at low frequencies -of the order
1kOe- coplanar to the sample’s surface and perpendicular to the first field. Under this
configuration, and depending on the order of magnitude for both fields, they observed
phenomena denominated Magnetization Collapse and Paramagnetism.

Results presented in Figure (3) correspond to a plate with a d = 3mm thickness that possesses
a penetration field µ0Hp = 0.0856T. This last value is very close to the experimental µ0Hp ∼

0.1T value for the YBCO samples [33]. The parameters used to model the perpendicular
component of current critical density Jc⊥(B) (see Eq. 25) are: n

⊥
= 0.5 y B∗

⊥

= 0.2T, and

a maximum value Jc⊥(0) = 5 × 108A/m2 (see Eq. 26). The parallel component Jc�(B) was
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to current conduction capacity. First they applied on the sample an Hz field generated
by direct current, with a direction such that it was parallel to the plate’s main surface.
Afterward they applied a second field Hy, oscillating at low frequencies -of the order
1kOe- coplanar to the sample’s surface and perpendicular to the first field. Under this
configuration, and depending on the order of magnitude for both fields, they observed
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Results presented in Figure (3) correspond to a plate with a d = 3mm thickness that possesses
a penetration field µ0Hp = 0.0856T. This last value is very close to the experimental µ0Hp ∼
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component of current critical density Jc⊥(B) (see Eq. 25) are: n
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modeled just as Jc⊥(B). Therefore, we use B∗

�

= B∗

⊥

, n
�
= n

⊥
. The best fitting to the

experimental curves was achieved assuming Jc�(0) = 2Jc⊥(0).

Results for �Mz(Hy)� during the first cycles of the oscillating magnetic field Hy are shown
in Figure (3). One can observe in (A)-(C) graphics the symmetric reduction of the average
magnetization for both the diamagnetic initial state (blue curves) and paramagnetic initial
state (red curves). These three cases are characterized by the fact that static magnetic
field Hz is greater than Hp (Hz = 5, 10Hp), whereas the AC magnetic field oscillates at
small amplitudes (Hy,max ≪ Hz). In graphic (D) we appreciate a different behavior of
the diamagnetic branch of �Mz(Hy)� (blue curve). This is due to the order of magnitude
of fields Hz and Hy, which have the same order of magnitude of the sample penetration
field Hp. One can observe in graphics (A)-(C) that for the same number of cycles of
the oscillating field Hy, the magnetization reduction prevails, however, it is asymmetric.
Specifically, the diamagnetic branch of the average magnetization changes sign, this behavior
is the so-called paramagnetism. All theoretical results successfully agree with experiments
for large (|Hy| ∼ Hz) and small (|Hy| ≪ Hz) values of the transverse field amplitude.

The asymmetrical suppression of average magnetization �Mz(Hy)� — caused by an AC
magnetic field for diamagnetic and paramagnetic initial states as well as the change of sign in
its diamagnetic branch — is only possible to reproduce if the effects of flux-line cutting and
anisotropy between the perpendicular and parallel components of Jc(B) are incorporated.
Also, it is necessary to consider that the effect of flux-line cutting has greater influence on
the sample’s magnetic induction behavior than the pinning effect.
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Figure 4. Theoretical magnetic induction curves Bz/µ0 Hp vs x/d for a YBCO plate (in Fig. (3) specimen characteristics are
specified). The red curves (blue) were calculated for an initial paramagnetic (diamagnetic) state. The magnitude of the static

magnetic field Hz, and the amplitude of the oscillating magnetic field |Hy | are shown. In all panels (A)-(D) it is initiated with a

magnetic field Hy = Hy,max , each profile is generated every half cycle of Hy.

We can observe in Figure (4) the evolution of the magnetic induction profiles Bz(x) as Hy

ocillates. They correspond to the paramagnetic and diamagnetic branches of the average
magnetization �Mz� (see Fig.(3). In graphics (A)-(C) we can see the reduction of magnetic
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induction component Bz(x) as the transverse field Hy describes small-amplitude cycles
(|Hy| < Hp ≪ Hz). The ECSM predicts that Bz(x) has a tendency towards a fixed distribution
(see (A), (B)) or quasi-uniform (see (C)), regardless of the number of cycles. Close to the
sample’s borders, the distribution Bz(x) collapses to an almost homogeneous value (Bz ∼ B)
as Hy oscillates. However, the graphic (D) shows that when the magnitude of Hz and Hy

are comparable to Hp (|Hy| ∼ Hz = Hp), the slope of Bz(x) changes (conserves) its sign
close to the plate borders if the initial state is diamagnetic (paramagnetic). Moreover, Bz

collapse areas are not present in the region close to the plate border. Therefore, the average
magnetization value �Mz�, after several Hy cycles becomes positive for the initial diamagnetic
state.

In more recent experiments using the magneto-optic technique and Hall sensors, the effect
of crossed magnetic fields in the perpendicular geometry was studied [34]. In this case,
the sample is pre-magnetized in z-direction. Once the magnetic field along the z-axis is
removed, an AC magnetic field, parallel to the sample’s ab plane, is applied. Experimental
results show that in this perpendicular geometry, given the magnitude of external magnetic
fields Hy and Hz, only the symmetrical collapse effect of the average magnetization �Mz� is
present. This occurs regardless of the transverse field Hy magnitude respect to the sample’s
penetration field µ0Hp. It was employed a finite-element numerical model and a power
law function E(J). They reproduced the experimental curves of �Mz� considering that the
flux-line cutting effect is not present in the superconductor dynamics. Indeed, their results
do not contradict those obtained with the ESCM, because we have reproduced symmetrical
collapse of �Mz� in a type-II superconductor with the Bean multicomponent model, which
does not consider flux-line cutting.

It has also studied results of magnetization collapse for dissipative states using both ECSM
[1] and the extended ECSM, the latter proposed by Clem [32]. In the experiments, it was
measured the remanent magnetization of a PbBi superconductor disk. First, the disk is
magnetized with a single pulse of a Hz field, and subsequently it is subjected to an oscillating
magnetic field Hy. Even though the theoretical curves �Mz� vs Hy obtained with each model
are very similar, the profile evolution of Bz obtained by using the extended ECSM contradicts
the cases when the magnitude of fields Hy and Hz are comparable to Hp [5].

4.2. Rotating type-II superconductors in presence of a magnetic field

Another instance in which flux-line cutting occurs is when a superconductor sample rotates
or oscillates in presence of an external magnetic field. We will focus on experiments
conducted by Cave and LeBlanc [24] where a low-Tc type-II superconductor disk oscillates
slowly in presence of a static magnetic field in parallel geometry. Cave and LeBlanc realized
extensive research on the magnetic behavior of such sample, for a series of rotation angles,
different initial states i.e. magnetic, non-magnetic, diamagnetic, paramagnetic and hybrid,
and investigated the energy dissipation during oscillations.

Here we present theoretical calculations both for magnitude and direction of the magnetic
induction B, as the sample rotates under different angles, also present the average component
�Bz� and the hysteresis cycles. Results were obtained considering that the parallel and
perpendicular components of current density possess a dependency on the magnetic
induction of the form:
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Jc⊥(�)(B) = Jc⊥(�)(0)

(

1 −
B

Bc2

)

. (27)

We used the second critical field Bc2 = 0.35T reported in Ref.[24], and the maximum value

of critical current density Jc⊥(0) = 1.6 × 109A/m2. We found that, with the anisotropy
parameter Jc�(0)/Jc⊥(0) = 4, we obtain the best agreement with the experimental curves.

Figures (5) and (6) show the theoretical curves of �By(θ)� and �Mz� = µ0Ha − �Bz� for a
non magnetic initial state and four rotation angles θmax = 45o, 120o, 270o, 360o. All theoretical
curves show the main characteristics of the corresponding experimental measurements.
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Figure 5. Theoretical curves of �Bz� vs θ for a non magnetic initial state for an Nb plate with thickness d = 0.25mm,
Bc2 = 0.25T , and Jc⊥(0) = 1.6 × 109A/m2. The relation Jc�(0)/Jc⊥(0) = 4 was used. Curves are shown for different
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The most outstanding phenomenon in this experiment is the magnetic flux consumption. This
phenomenon is analyzed with the help of the spatial evolution distribution of B(x) and α(x)
predicted with the ESCM. For instance, Fig. 7 presents the results for an amplitude oscillation
θmax = 45o of the sample in presence of a static field µ0Ha = 261mT. We can observe in the
left panel that, as the sample rotates, the two U-shaped minima of the profile of B(x) move
away from the surface of the sample, as well as the local magnetic flux reduction. The right
panel shows how α(x)(B) decreases from a maximum value at the sample’s surface to a
zero value at the region 0.4 � x/d � 0.6. Therefore, the ECSM can predict the existence
of three areas within the material: (1) an exterior area where both flux cutting and flux
transport occur, (α �= 0 y dB/dx �= 0); (2) an internal area where only flux transport occurs
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(α = 0 y dB/dx �= 0) and (3) a central area were neither transport flux nor flux cutting occur
(α = dB/dx = 0).
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Figure 6. Theoretical curves of −µ0�Mz� vs θ corresponding to the graphs presented in Fig.(5).
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5. Conclusions and expectations

As J.R. Clem [32] emphasized, in contrast with other critical-state models, the
Elliptic Flux-line Cutting Critical-state Model (ECSM) contains important new physical
characteristics: it considers that the depinning threshold decreases as magnitude J

�
increases

and, in the same way, the flux cutting threshold decreases as magnitude J
⊥

increases. The
model also reproduces the experimentally observed soft angular dependency of Jc(B). In
this chapter, we have shown that the ECSM satisfactorily reproduces the response of type-II
superconductors subjected to external magnetic field varying in magnitude and direction —
when the flux-line cutting effect is considered. Following this line of research, and based
on recently results reported [32, 35, 36], the effects of the flux transport will be studied,
as well as energy dissipation. This can be achieved incorporating an electric field with a
well-defined direction. Our next study will consider the anisotropy in the current carrying
capacity, since this characteristic is present in high-Tc superconductors, and flux line cutting
as well. It is also desirable to study more complex phenomena in high-Tc superconductors,
such as Meissner holes or the turbulent structures that occur in the perpendicular geometry
when the external magnetic field is rotated. For this, it is essential to implement the ECSM
for the case of finite geometries.
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