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Preface

Crystallization is certainly among the most studied processes in science and is of great prac‐
tical importance. This is because crystals are the pillars of modern technology. Without
them, there would be no electronic or photonic industry and no fibre optic communications,
solid state lasers, non-linear optics, piezo-electric, electro-optic or crystalline films for micro‐
electronics and computer industries. Crystallization is an elemental separation technique. It
is one of the most simple self-assembly processes that is used to create order from the atomic
to macroscopic scale. Finally, crystallization creates beautiful crystals of aesthetical value,
which have fascinated humankind for centuries. Crystallization is an interdisciplinary sub‐
ject that covers physics, chemistry, material science, chemical engineering, metallurgy, crys‐
tallography, mineralogy, etc.

It is not astonishing that crystallization processes have been studied for a long time, begin‐
ning in a systematic and scientific fashion at the end of the 18th century with alchemy. Over
the past few decades, there has been a growing interest in crystal growth and crystallization
processes, particularly in view of the increasing demand of materials for technological appli‐
cations. Having been studied for over a century, one might think that a process of such sci‐
entific and technological importance is well known, right down to the finest details.
However, this is not the case. The understanding of crystallization, beginning with the
atomic level, is still rather restricted. The same can be said for the interface of a crystal with
solvents and other dissolved compounds.

The overall purpose of this book is to provide timely and in-depth coverage of selected ad‐
vanced topics of crystallization. This book goes into considerable detail about the many ele‐
ments of knowledge that are needed to understand, both quantitatively and qualitatively,
the advanced subjects of the crystallization process. The chapters in this book have been
contributed by the most respected researchers in this area and cover the frontier areas of
research and developments in crystallization processes. They incorporate the most recent
developments and applications of crystallization technology. Divided into three sections,
this book provides the latest research developments in many aspects of crystallization in‐
cluding the crystallization of biological macromolecules and pharmaceutical compounds,
the crystallization of nanomaterials and the crystallization of amorphous and glassy materi‐
als. It is our hope that you, as readers, find this book useful for your work. If so, this will be
the best reward for us.

I wish to thank all of the authors for their contributions to this book. Additionally, it is my
pleasure to acknowledge the assistance of Ms Iva Lipović, who showed continued support
during the write-up of this book and preparation of the final format.



Finally, I would like to acknowledge my family, who has supported me throughout all my
years of studying science - to my wife, Dina von Schwarze, and to our children, Michael,
Reut and Noa for their patience and support.

Yitzhak Mastai
Department of Chemistry and the Institute of Nanotechnology

Bar-Ilan University,
Ramat-Gan, Israel
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Section 1

Crystallization of Biological Macromolecules
and Pharmaceutical Compounds





Chapter 1

Solvent-Interactive Transformations of Pharmaceutical
Compounds

Marique Elizabeth  Aucamp, Wilna Liebenberg and Nicole Stieger

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59586

1. Introduction

A major factor which determines the overall success of a pharmaceutical product is the solid-
state form in which the active pharmaceutical compound exists. It is a well-known fact that
most pharmaceuticals possess the ability to exist in different solid forms. The solid-state of a
compound significantly influences the physical-, chemical and mechanical properties exhib‐
ited by the drug [1, 2]. Subsequently, these properties not only affect the processability and
stability of a drug, but also the dissolution and bioavailability thereof [3]. Optimal drug
performance depends to a large extent on the solid-state form used in the design and devel‐
opment of a pharmaceutical product. Considering the abovementioned facts it becomes quite
evident why it is so important to select the best solid-state form of a given drug to be incor‐
porated into a dosage form. Not only is it imperative that the appropriate solid-state form is
chosen, but also to ensure that the specific form will remain unchanged during processing,
manufacturing as well as during distribution and storage of the final product [4]. Knowledge
of solid-state forms of drugs and the identification of possible transformations have developed
from mere scientific interest to matters that must be addressed for every dosage form.

Usually, the most stable solid-state form of a given drug is preferred for incorporation into
marketable formulations, because a metastable form may transform to its stable counterpart.
Such a transformation may lead to precipitation from solution, physical instability of the
dosage form and even changes, and resultant unpredictability, in the bioavailability thereof
[5]. Whilst the most stable solid-state forms of drugs offer the best shelf-life for products, they
are also always the least soluble forms. This is the reason why there is now a heightened interest
in the use of metastable solid-state forms such as metastable polymorphs, amorphous drugs
and amorphous solid dispersions, in pharmaceutical products. A decade ago the incorporation
of metastable forms in dosage forms was almost unthinkable and a contradiction of pharma‐
ceutical manufacturing guidelines, but it is steadily becoming more commonplace. The

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



challenge facing pharmaceutical researchers is understanding and preventing/managing the
tendency of these metastable forms to invariably revert to their most thermodynamically stable
solid-state form, either during processing, storage, distribution or patient administration [3].

Transformations often result from the interaction of a drug with a solvent. These transforma‐
tions are usually classified as: solvent-mediated, solution-mediated or solvent-exchange
processes. A review of current literature quickly shows that these terms, especially the first
two, are often used interchangeably and that many authors have different views on which
process is involved in a given transformation. It is evident that the different solvent-interactive
processes need to be defined more clearly and, by reverting to fundamental principles, this
chapter aims to do just that.

2. Overview of solid-state transformations

A solid-state transformation may be defined as any transition from one solid-state form of a
compound to another solid-state form resulting in the same composition but different packing
arrangement. The phenomena that govern solid-state transformations can be classified as
thermodynamic, kinetic and molecular recognition. Competition or reinforcement between
these processes is affected by mechanical, thermal and chemical stresses. Molecular recogni‐
tion determines the number of possible solid-states for any given molecular entity. Thermo‐
dynamics control the relative stability and the conditions/direction in which a transformation
can occur, but kinetics determines how long a transformation will take [6, 7, 8]. The transfor‐
mations that may occur in drugs are classified in accordance to the general underlying
process(es) of the transformation(s). The following are listed by Zhang et al. [4]: solid-solid,
solvent-mediated and solution-mediated. All solid-state transformation types will not be
discussed in this chapter but for the sake of completeness and to serve as a quick reference
guide, Table 1 summarises solid-state transformations, as described in literature, in terms of
the type of transformation, possible underlying process(es) as well as processing steps that
might induce each transformation. The next few paragraphs will briefly discuss all solid-state
transformations. Special attention will be paid to the transitions involving solvent-interactive
transformations and these will be discussed in more detail throughout the chapter.

Solid-solid transformations occur as a direct conversion from one solid-state form to another
without an intermediate solution or melt phase. Melt-induced transformation occurs when a
solid-state form of a drug is melted and subsequently cooled. Parameters such as the cooling
rate, nucleation rate and the presence of impurities or seed crystals determine the solid-state
form that will be produced. In such a solid-melt-solid process, both the initial form and the
resultant form can be either crystalline or amorphous [4]. Solution-mediated and solvent-
mediated transformations are typically respectively described only as occurring in solution or
in the presence of a solvent (or solvent vapour). Two important facts that should be highlighted
here is that almost any environment or processing method can initiate a solid-state transfor‐
mation and also that it can be extremely difficult to identify the causative agent or process.

The study and proper understanding of the types of solid-state transformations is currently
seen as imperative within the pharmaceutical industry. Recently more and more attention is
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being paid to the identification of solid-state transitions of drugs and excipients. As mentioned
earlier, the physical state in which an active pharmaceutical ingredient (API) exists is deter‐
minant towards the stability, processability, solubility and bioavailability of the compound [2].
Transformation studies of pharmaceutical compounds will assist in the identification of the
type of solid-state transformation that occurs, which in turn will help to identify the mechanism
of the transformation process and most importantly the processing step responsible for the
transformation. Information obtained through transformation studies will allow pharmaceut‐
ical scientists to make appropriate, cost-effective and time saving decisions throughout the
manufacturing process of a pharmaceutical product.

Transformation type Transformation result Transformation process Possible processing step involved

Solvation or hydration

• Transformation of an

anhydrous crystalline form

to a solvate or hydrate

• Solution-mediated

• Solvent-mediated

• Crystallisation

• Wet granulation

• Pelletisation

• Exposure to humidity/moisture during

manufacturing or storage

Desolvation or

dehydration

• Solvate/hydrate to

amorphous form

• Solvate/hydrate to

anhydrous crystalline form

• Solid-solid

• Exposure to dry conditions during

manufacturing or storage

• Processing steps involving the drying of

the drug i.e. spray-drying, freeze-drying or

fluid-bed drying

Polymorphic

transformation

• Polymorphic form X to

polymorphic form Y of a

drug

• Solid-solid

• Solution-mediated

• Solid-melt-solid

• Grinding/milling

• Compression

• Heating

• Recrystallisation

• Heating above melting point, followed

by cooling

• Dissolution or solubility testing of

metastable forms

Vitrification

• Crystalline form to

amorphous form

• Solvate/hydrate to

amorphous form

• Solid-solid

• Solid-melt-solid

• Milling

• Compression

• Dehydration of solvates/hydrates

• Spray-drying

• Freeze-drying

• Quench cooling of the melt

Crystallisation
• Amorphous form to

crystalline form

• Solution-mediated

• Solid-solid

• Heating

• Grinding/milling

• Humidity or plasticiser-induced

crystallisation

• Dissolution or solubility testing of

amorphous drugs

Table 1. Summary of solid-state transformations of drugs [4, 9]

Solvent-Interactive Transformations of Pharmaceutical Compounds
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The unintentional transformation of a solid form to another is an unwanted occurrence within
the pharmaceutical industry. If necessary preventative steps aren’t put in place, a multitude
of unplanned solid-state transitions can occur throughout the manufacturing and processing
cycle of a pharmaceutical compound, leading to unexpected and unwanted product proper‐
ties. One unintended transition can lead to an array of problems that detrimentally affect
further processing and development steps. Solid-state transformations may also be advanta‐
geous, if they are utilised in a controlled and conscious manner to deliberately obtain alternate
solid-state forms.

3. Solvent-interactive transformations

Within the context of solid-state transformations, we propose the use of “solvent-interactive
transformations” as a collective term for all transformations that are caused or accelerated by
the presence of solvent. One often sees the two terms, solvent- or solution-mediated transfor‐
mations, used interchangeably by many authors when, in fact, they are very different proc‐
esses. The synonymous use of these two terms can be attributed to a lack of proper
understanding of the different pathways that the two transformations follow. This section aims
to explain the subtle but extremely significant differences between solvent- and solution-
mediated transformations, as well as to put forth a new concept namely “solvent-catalysed
transformation”.

In an effort to obtain sufficient information to clarify the discrepancies that exist with the
current use of the terms solvent- and solution-mediated, a literature study was undertaken.
Table 2 provides a summary of some of the misconceptions and overly generalised statements
found in literature.

Solvent-mediated transformation Solution-mediated transformation

- Always: Metastable form → Stable form

Driving force is the removal of solvent from the system -

Transformation occurs during drying/removal of solvent Transformation occurs when metastable form is in contact
with the saturated solution of the drug

Transition occur out of solvent Transition occurs in solvent

Table 2. Summary of some of the misconceptions and overly generalised statements regarding solvent- and solution-
mediated transformations, as currently found in literature [4, 5, 9, 10, 11]

Our attempts to extract, from literature, concrete facts and unambiguous definitions that could
be applied to explain the difference between solvent- and solution-mediated transformation,
has met mostly with failure. To make sense of all the contradictory information that is available
in current texts, we have opted for a fresh start in defining the relevant terms based on
fundamentals. The first question that needs to be answered is: What does “mediation” mean in
scientific context?

Advanced Topics in Crystallization6
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Mediate: “Exhibiting indirect causation, connection, or relation” [12] or “Connected indirectly
through another person or thing” [13]. From these definitions it is clear that only those solvent-
interactive transformations in which the initial solid form does not directly transform to a
second solid form may be described as being either solvent- or solution-mediated.

Mediation may be further elaborated upon by employing, in its most simple form, the concept
of a statistical mediation model (Figure 1) [14]. According to such a model, the initial solid
form (Form X) is the independent variable, because it is the starting material and its existence
is independent of both the transformation itself (B) and the product of transformation (Form
Y). In a mediated process, there is no direct causal relationship (C) between the independent
variable (starting material) and the dependent variable (product of the transformation).
Instead, the relationship between the independent variable and the dependent variable is
governed by a mediator variable, which in this case is either a solution or a solid-solvent
association.

The product of a mediated transformation may be either more or less stable than the starting
material. Dissolution testing of a metastable starting material may cause solution-mediated
transformation to a more stable form, but recrystallisation techniques may also be used to
produce metastable forms of a stable starting material via solution-mediated transformation.
It is important to keep in mind that this chapter focusses on but one variable, the role of
solvents, but in real-world applications the outcome of a mediated transformation will be
dependent on numerous thermodynamic and kinetic variables [6].

Many solid-solid transformations are capable, given enough time, of converting one form to
another without the aid of solvent interaction (F), but they occur much more rapidly in the
presence of a solvent or solvent vapour (E). To occur without mediation, such transformations
need to be thermodynamically favoured and therefore can only result in products that are
more stable than the starting material. The fact that solvents can accelerate these transforma‐
tions is evidence of solid-solvent interaction (solvent-interactive transformation), but direct
conversion rules out mediation. In these instances the solvent or solvent vapour acts as a
catalyst to transformation by reducing the energy barrier and increasing the rate at which the
transformation occurs. This is a purely kinetic phenomenon. We therefore propose the use of
the term “solvent-catalysed transformation” for cases where a solvent or solvent vapour increases
the rate of a non-mediated transformation.

Some authors [4, 9, 10] have described solvent-mediated processes as requiring the removal
of the solvent to obtain the transformation product. We believe that this may be ascribed to a
failure to distinguish between multiple transformations. It is much more likely that solvent-
mediated transformation will have resulted in a metastable form (Form Y) that subsequently
transformed, via regular non solvent-interactive solid-solid transformation (G), to a more
stable form (Form Z). Another possibility is that said metastable form (Form Y) could have
undergone solvent-catalysed transformation to a more stable form (Form Z).

From the above discussion, the following definitions were distilled:

Solvent-interactive transformation: A solid-state transformation which is caused or accelerat‐
ed by the presence of solvent in liquid or vapour form.

Solvent-Interactive Transformations of Pharmaceutical Compounds
http://dx.doi.org/10.5772/59586
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Three types of solvent-interactive transformation exist:

• Solution-mediated transformation: A solid-solution-solid transformation of the solid-state
in which no direct transformation of the starting material to the product takes place, but
which is instead mediated by a solution of the starting material in a solvent that was
introduced in liquid or vapour state.

Examples:
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◦ Recrystallisation to obtain polymorphs, hydrates and solvates

◦ Vapour sorption on the surface of the starting material resulting in deliquescence and
subsequent transformation to a hydrate/solvate or more stable polymorph

• Solvent-mediated transformation: A solid-solid transformation of the solid-state in which
no direct transformation of the starting material to the product takes place, but which is
instead mediated by an interaction between the undissolved starting material and a solvent
that was introduced in liquid or vapour state.

Examples:

◦ Anhydrous form converting to a hydrate or solvate

◦ Solvent exchange resulting in a change of structure

◦ Crystallisation of an amorphous form to a solvate or hydrate

• Solvent-catalysed transformation: A direct, non-mediated, solid-solid transformation of the
solid-state which is accelerated by the catalytic effect of a solvent introduced in liquid or
vapour state.

Example:

◦ Accelerated crystallisation of an amorphous form to an anhydrous crystalline form due to
plasticisation

With fundamental definitions now having been set, Table 2 should be reconsidered. It is now
obvious that the driving force for solvent-mediated transformation cannot be the removal of
the solvent and that any transformation subsequently taking place outside of the solvent
during drying has to be a non solvent-interactive solid-solid transformation. It is equally
obvious that solution-mediated transformation is not limited to metastable forms that convert
to more stable forms. The last two statements about solution-mediated transformation in Table
2 are perhaps not erroneous per se, but they are vague enough to warrant further discussion.
A metastable form will convert to a more stable form via solution-mediated transformation if
a saturated solution of the metastable form, supersaturated regarding the stable form, exists.
Transformation will happen through nucleation and crystal growth of the stable form. This
means that continued contact with the metastable form is only required to feed and maintain
crystal growth of the stable form. As for the transformation taking place “in solvent”, the
presence of solvent is most definitely required for a solution of the starting material to be
obtained, however the starting material needs not necessarily have been placed “in solvent”.
If solvent vapour were to adsorb onto the starting material, and said material is sufficiently
soluble in that solvent, the solid may deliquesce to create a solution layer around it in which
solution-mediated transformation could take place.

The processes and implications of solvent-interactive transformations will be discussed, with
reference to practical examples, in the following section.
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4. Implications of solvent-interactive transformations

Solid-state transformations can affect a significant number of solid dosage form attributes.
Aspects like dissolution, bioavailability, stability, appearance, manufacturability, hardness, to
name but a few, can be influenced by solid-state transformations [15]. The effect of solvent-
interactive transformations on the dissolution and bioavailability of metastable drugs is of
particular concern, especially with poorly soluble drugs where a further decrease in solubility
or dissolution rate will negatively impact bioavailability and subsequent treatment outcomes
[4]. In this section the macrolide antibiotic, roxithromycin, will be used as a model drug to
illustrate the effects of solvent-interactive transformations on solid-state properties.

Studies on the physico-chemical properties of roxithromycin showed that solid-state trans‐
formations attributable to solvent interaction are possible. Solution-mediated transformation
of roxithromycin metastable forms to the thermodynamically favoured form was identified
during dissolution studies. Powder dissolution studies were done using three solid-state forms
of roxithromycin [16]. During the dissolution studies of the roxithromycin solid-state forms,
the solid-state transformation of the metastable forms to the stable monohydrate was demon‐
strated. Powder dissolution studies were done in distilled water at 25°C with a rotational speed
of 100 rpm. No medium replacement was done, because doing so will mask or suppress the
transformation. During the dissolution process a steady decline in the dissolved roxithromycin
concentration was observed after about 120 minutes for roxithromycin Form III (anhydrate).
In comparison, the transformation of the amorphous form of roxithromycin (Form II) to stable
Form I resulted in a concentration decrease after approximately 40 minutes (Figure 2).

Further studies of the solution-mediated transformation process of roxithromycin solid-state
forms were done utilising X-ray powder diffraction (XRPD) and subsequent principal

Figure 2. Dissolution profiles obtained from powder dissolution studies of different roxithromycin solid-state forms at
25°C and 100 rpm rotational speed. (Form I=roxithromycin monohydrate; Form II=amorphous roxithromycin; and
Form III=roxithromycin anhydrate).
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component analysis (PCA). During the XRPD experiments anhydrous and amorphous
roxithromycin (Form III and II, respectively) were separately exposed to a sufficient amount
of distilled water to allow dissolution, resulting in the nucleation and crystal growth of Form
I. This experiment was performed at 25°C (± 2°C). From the experimental data of the trans‐
formation process of Form III to Form I it was possible to quantify the transformation process.
This was done by following either the decrease or increase of a particular Bragg peak, char‐
acteristic to the solid-state forms under investigation. This method was investigated and
established as an accepted technique to determine phase transformations by Klug and
Alexander in 1974 [17].

The decrease of the anhydrous portion and subsequent increase of the monohydrate form
of roxithromycin is plotted versus time in Figure 3. With the help of the phase proportion
graph the investigators were able to determine the time required for Form III to complete‐
ly disappear [16].

The XRPD cluster analysis of amorphous roxithromycin is depicted in Figure 4. The plot shows
a 25% conversion from cluster 1 to cluster 23 and further cluster analysis eventually showed
a 100% conversion of Form II to stable Form I as depicted in Figure 5.

Figure 3. Phase conversion of anhydrous roxithromycin (Form III) to the stable monohydrate (Form I) at 25°C (± 2°C).
Adapted, with permission from [16].

The pharmaceutical impact of such a solid-state transformation can be significant. Currently,
the incorporation of metastable forms of drugs into solid dosage forms is at the order of the
day due to their improved dissolution and solubility properties. When considering a solution-
mediated transformation such as described above, one can see that it will lead to a decrease in
the solubility and dissolution rate of a drug, which will ultimately influence the bioavailability
negatively. At this time no reports could be found on solution-mediated transformations that
have occurred in vivo, but we could also not find any mention of it yet having been investigated
at all. In theory it could happen that the in vivo rate of dissolution of an orally administered
solid metastable form might exceed the maximum possible rate of absorption for that specific
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drug, resulting in a supersaturated solution that can lead to nucleation and crystal growth of
the more stable, less soluble drug within the gastro-intestinal tract.

Another theoretical possibility is that, during dissolution testing, the undissolved portion of
a metastable solid could undergo solvent-mediated and/or solvent-catalysed transformation

Figure 4. Phase conversion of amorphous roxithromycin at 25°C (± 2°C) determined with XRPD cluster analysis (PCA).Figure 4. Phase conversion of amorphous roxithromycin at 25°C (± 2°C) determined with XRPD cluster analysis (PCA). 

Figure 5. Representative XRPD patterns showing the solid-state transformation of amorphous roxithromycin (A). (B = PCA Cluster 
23: partial conversion; C = PCA Cluster 54: complete conversion to Form I). 
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parallel to the solution-mediated process in which the dissolved portion is participating. To
investigate the possibility of parallel solvent-interactive transformations occurring during the
dissolution testing of metastable roxithromycin forms, vapour-sorption studies were per‐
formed. The vapour sorption isotherm given in Figure 6 shows no recrystallisation due to
solvent-interactive transformation. Had solvent-interactive crystallisation taken place, it
would have been evident from a step increase or-decrease in the weight of the sample [18] as
opposed to the observed gradual increase and decrease corresponding to relative humidity.
A step increase in the weight during crystallisation can be explained by the incorporation of
solvent molecules in the new crystal structure to form a solvate/hydrate by solvent-mediated
transformation. When a step increase is observed during sorption analysis, care should be
taken to rule out the possibility of deliquescence however, this will likely manifest as a more
drawn-out process of weight gain and the sample will become visibly wet. Deliquescence of
a sample due to the exposure to vapour might lead to a solution-mediated transformation. A
step decrease in sample weight associated with solvent-interactive transformation can be
ascribed to the fact that a form results which has a denser crystal structure, more efficient
molecular packing arrangement and fewer voids which may accommodate solvent molecules.
The transformation to a denser form therefore leads to the displacement of solvent molecules
from the solid and a resultant decrease in sample weight. A step decrease may be observed if
an anhydrous crystalline form is obtained via solvent-catalysed transformation OR if the
hydrate/solvate, produced via solvent-mediated transformation, incorporates less solvent than
the starting material can accommodate at the same humidity level.

Evaporative recrystallisation (at 25°C ± 2°C) of roxithromycin monohydrate (Form I) from
dichloromethane  (DCM)  results  in  a  roxithromycin  DCM  solvate  via  solution-mediated
transformation.  Drying of  the  DCM solvate  in  an oven at  50°C for  24  hours,  results  in
desolvation to roxithromycin anhydrate (Form III) by means of a non solvent-interactive
solid-solid transformation. The XRPD patterns of Form I,  Form III and the DCM solvate
are given in Figure 7.

Roxithromycin is also capable of a solid-state transformation through a solvent-mediated
process by means of solvent exchange. Mallet et al.  [19] reported the transformation of a
1:1  roxithromycin  acetonitrile  (ACN)  solvate  to  roxithromycin  Form  I  via  a  solid-solid
transformation  in  the  presence  of  water  vapour.  During  this  study,  well-defined  single
crystals  of  the roxithromycin ACN solvate were removed from the crystallisation medi‐
um  and  maintained  at  100%  relative  humidity  (RH)  and  ambient  temperature.  The
investigators  observed  that  the  initially  clear  crystals  became  opaque  after  48  hours
however, the shape of the crystals remained unchanged. Subsequent analysis of the opaque
crystals showed that the acetonitrile molecules had been replaced by water, resulting in a
stoichiometry of 1:1 (roxithromycin : water). One might argue that the transition could also
have been due to a solution-mediated process since an environment of 100% RH could have
led to deliquescence of the crystals and resultant dissolution and recrystallisation. Further
studies  by  Aucamp  [20]  however,  showed  that  the  same  transformation  will  occur  at
ambient conditions. The study showed that, upon storage of the acetonitrile solvate crystals
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at  ambient  conditions  (25°C  /  65%  RH),  the  same  transformation  occurs,  resulting  in
roxithromycin : water (1:1) stoichiometry.

Figure 6. Moisture sorption isotherms of amorphous roxithromycin. Adapted, with permission, from [16].

Considering the fact that it can be challenging to determine whether any given solvent-
interactive transformation is occurring in isolation, in parallel with others, or even as part of
a number of transformation steps, care should be taken when interpreting experimental
observations and, where possible, multiple techniques should be used to verify results.

5. Solid-state transformations and pharmaceutical manufacturing

The previous sections focused on neat APIs and transformations that occur during pre-
formulation steps. However, it should be mentioned that the combination of drugs with
excipients might also lead to significant phase changes. Tablets and capsules contain drugs
and excipients and are formulated in such a manner that enhanced performance and physical
appearance will be obtained. Even if the physico-chemical properties of the drug are taken into
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account and compensated for, the excipients included in the formulation, as well as, the
manufacturing steps taken, can still cause unforeseen solid-state transformations of the drug.
It cannot be emphasised enough that, after an in-depth physico-chemical study of the drug,
the next step should be to investigate the effects that excipients and processing of the drug in
combination with excipients will have on the solid-state properties of the drug. Excipients may
facilitate conversion of an amorphous form to a crystalline form or vice versa. Hydration or
dehydration of a drug might be triggered by an excipient, which might lead to the formation
of metastable or stable forms or mixtures of various crystalline forms of a given drug. All of

study showed that, upon storage of the acetonitrile solvate crystals at ambient conditions (25°C / 65% 
RH), the same transformation occurs, resulting in roxithromycin : water (1:1) stoichiometry.   

Figure 7.  XRPD patterns of (a) roxithromycin monohydrate (Form I), (b) a roxithromycin DCM 
solvate and (c) roxithromycin anhydrate (Form III). Single crystal structural data of roxithromycin 
Form I (monohydrate) is available from the Cambridge Structural Database (reference code: 
FMPROA) [19]. 
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Figure 7. XRPD patterns of (a) roxithromycin monohydrate (Form I), (b) a roxithromycin DCM solvate and (c) roxi‐
thromycin anhydrate (Form III). Single crystal structural data of roxithromycin Form I (monohydrate) is available from
the Cambridge Structural Database (reference code: FMPROA) [19].
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these solid-state changes can have detrimental effects on the product stability and ultimately
the treatment of patients.

A multitude of processes are employed during the manufacturing of solid dosage forms
(Figure 8). Although some of these methods do not involve the use of solvents, it should be
realised that these methods can alter the solid-state of the drug and this altered state might be
prone to solvent-interactive transformations at a later stage.

Generally, the first step during the manufacturing of a solid dosage form is size reduction of
the drug particles. Size reduction is necessary to improve morphological characteristics,
powder flow properties and uniformity. Size reduction is usually achieved through milling [4].
Milling or grinding imparts mechanical stress and often generates heat that might cause
dehydration or complete/partial vitrification of the drug. If the intactness of the preferred solid-
state is not confirmed at this stage, any undetected solid-state transformation will be prob‐
lematic during ensuing stages of manufacturing or during after-production quality testing.
Therefore, because milling can cause solid-solid transformations it is imperative to understand
that incorporation of a drug, with an already altered state, into a product will most probably
lead to solvent-interactive transformations during other stages of the production cycle.

Granulation is often the next processing step to which a drug is subjected. During this step,
the combination of the drug with some or other excipients come into play. Granulation is a
processing step that is employed to improve flowability, cohesiveness, compressibility and/or
lubrication of the bulk material. There are very few APIs that do not need improvement in
terms of flowability or compressibility and therefore a substantial percentage of drugs are
granulated before further formulation steps towards tablet/capsule production. Two types of
granulation are commonly used in industry, namely: wet granulation and dry granulation.
Wet granulation is the most widely used due to its versatility and superior results in terms of
bulk properties. Even though wet granulation is usually the preferred method for granulation
it is also the most likely to induce solid-state transformations. The liquid used during the
granulation process, drying parameters, drug loading, solubility of the drug in the granulation
fluid and the procedure for including the drug into the granules are all factors that may affect
the solid-state form of the drug. Wet granulation creates favourable conditions for solvent-
interactive transformations to occur, often resulting in hydration/solvation, polymorphic
conversions, vitrification or crystallisation [4].

In solid dosage form manufacturing, the use of dry granulation is reserved for drugs that are
sensitive to moisture and/or elevated temperatures, because it requires neither solvents for
granulation nor heat for drying. The mechanical stresses imparted on the drug through the
dry granulation process can lead to solid-solid transformations that ultimately might lead to
solvent-interactive transformation further along the manufacturing process. For both wet-and
dry granulation, mixing with excipients might also induce solid-state transformations due to
incompatibility reactions that might occur.

Spray-drying is a technique that produces homogenous particles of uniform shape and size.
This process requires the complete or partial dissolution of the drug in a solvent and therefore
increases the probability of solid-state changes due to solvent-interactive transformation.
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Figure 8. Flow diagram illustrating the processing steps for a pharmaceutical product, to obtain a solid dosage form,
indicating where solvent-interactive transformations can occur.
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Solvent removal from the spray of droplets is a rapid process that may lead to crystallisation
of a metastable form or even another polymorphic form [4, 21].

After powder characteristics have been improved, a second granulation or blending step
usually follows. This processing step is generally considered a low energy and- intensity step
and is unlikely to induce solid-state changes, although it should not be completely excluded
as a possibility. Also, the fact that the drug is now being mixed with lubricants, glidants and
disintegrants makes the detection of phase changes more difficult. Tablet compression is
another high energy process that can induce solid-solid transformations to metastable forms.
Following compression of the drug-excipient blends, a coating process may be required or
desired. In most cases it is unlikely that a solid-state change will occur during film-coating due
to the fact that process parameters have been optimised to such an extent that the period of
time for which the tablet is subjected to the coating solution is minimal. Drying of the coating
by means of an efficient air exchange method also ensures a short exposure time of the tablet
to the coating solution [4]. On the other hand, coating procedures used in the manufacture of
modified release products may cause problems. Generally, in the case of modified release
products, a portion of the total dose may be applied as a drug coating layer. This coat is essential
in providing immediate release for fast onset of action. Typically, the drug layer is applied by
spraying a drug-excipient solution or suspension onto the tablet surface. Dissolving or
suspending the drug in a liquid significantly increases the probability of solvent-interactive
transformations occurring. Furthermore, the rapid solvent removal after the coating process
could lead to the precipitation of an altered solid-state form in the coating layer [4].

Considering all the pitfalls and challenges mentioned above, it becomes clear that solid-state
transformations and the prevention thereof are of critical importance to the pharmaceutical
industry. Not only must the pharmaceutical scientist keep a watchful eye out for solvent-
interactive transformations occurring during the manufacturing of neat drugs, but attention
must also be paid to solid-solid transformations arising during final product manufacturing.

6. Regulatory requirements: Solid-state characterisation and monitoring

According to the Food and Drug Administration’s (FDA’s) guideline on drug substances it is
a regulatory requirement that the solid-state form of a drug be controlled throughout all
processing and manufacturing steps. It is also required that the solid-state form of a drug must
be known at any given time during the product manufacturing process, as well as during
storage and distribution. Guidelines established by the International Conference for Harmo‐
nization (ICH) require a complete polymorphic study of a new drug prior to the product
development stage [1, 4, 22].

Nearly a decade ago, a regulatory framework, namely Process Analytical Technology (PAT),
was established. This FDA initiative encompasses the following:

1. To ensure product quality and performance through the design of effective and efficient
manufacturing processes;
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2. Specifications of products and processes are based on a mechanistic understanding of how
processing steps and formulation can affect product performance;

3. Continuous and real-time quality assurance of the pharmaceutical compound;

4. Risk-based regulatory approaches to understand how formulation and manufacturing
processes can affect the quality and performance of the end-product; and

5. The establishment of process control strategies to prevent or mitigate the risk of having a
poor quality product at the end of a manufacturing process.

PAT was developed to ultimately build quality into pharmaceutical products. The guide
highlights the necessity for understanding processes that could detrimentally affect pharma‐
ceutical products [22, 23]. It is not only thorough initial characterisation (and the reporting of
knowledge gained) that is essential, but also the continuous monitoring of pharmaceutical
ingredients during the manufacturing of medicines. In essence, this guide states that the solid-
state form used to produce a dosage form must be known, as well the effects of solid-state
changes on the performance or stability of the drug product. The influence that solvent-
interactive transformations can have on the solid-state properties of a drug was discussed in
detail in the previous sections of this chapter.

Numerous analytical techniques are available for the rigorous characterisation and monitoring
of solid-state forms of APIs. To avoid oversights and inconclusive results, it is always advisable
to use multiple complimentary techniques. Advances made in the refinement of techniques,
and the improvement of equipment sensitivity, allow for better characterisation of not only
new chemical entities (NCEs), but also older ones for which comprehensive data was not
previously available. The “re-discovery” of older drugs is important and opens up many
opportunities for the development of optimised products with improved patient treatment
outcomes.

7. Characterisation techniques

Many analytical techniques are used to study and characterise the solid-state forms of APIs.
The following paragraphs will elaborate on the techniques and the valuable information that
can be obtained from the resulting data. Rather than defining the techniques or explaining in
detail the underlying principles on which they are based – information that is widely available
– we will focus on their application within the context of solid-state transformations.

7.1. X-Ray Powder Diffraction (XRPD)

XRPD is used to generate X-ray diffraction patterns that are unique to a specific crystalline
arrangement of a particular drug. This may serve as an identification method for specific
polymorphs. Any change in crystal structure will result in changes in the peak positions of the
diffraction pattern. XRPD may also be used to quantify the relative proportions of two forms
during a transformation process by monitoring changes in relative peak intensity, of peaks
unique to each of the two forms, over time. If an X-ray diffractometer is equipped with a
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controlled temperature-and humidity-chamber, transformations due to temperature or
moisture changes can be studied [24].

An amorphous material gives a diffraction “pattern” that lacks peaks, but instead features
broad humps, referred to as an amorphous halo [23]. Crystallisation of an amorphous material
can be confirmed if peaks appear on the diffraction pattern. The amorphous halo is not
meaningless or devoid of information, but is the result of the short-range order within the
material. If an amorphous halo is recorded with a high-energy X-ray source, and pair-
distribution-function analyses are performed, the extent of short-range order can be deter‐
mined and sometimes even “matched” to the most similar crystalline polymorph [25].

7.2. Differential Scanning Calorimetry (DSC)

This thermal method measures the amount of energy taken up or released by a sample during
a heating and/or cooling program. Thermal events such as melting, glass transition, desolva‐
tion and crystallisation are recorded on a thermogram showing heat flow against temperature
or time. Any given solid-state form of a drug will have thermal events that are characteristic
for that particular form. Changes in the number or nature of thermal events are indicative of
changes in the solid-state, as are changes in the temperature at which melting of crystalline
materials occur. Integration of the area under the heat flow curve yields the enthalpy change
associated with that particular thermal event. Although DSC analysis is not a direct method
for quantifying solid-state changes due to solvent-interactive transformations, it is still a
helpful tool to identify whether changes did occur and to what extent solid-state characteristics
were affected [4, 23].

7.3. Thermogravimetric Analysis (TGA)

TGA is a thermal technique that measures sample mass change under either isothermal
conditions or ramped heating at a set rate [26, 27]. Weight loss at temperatures lower than the
melting point of the drug is usually due to the loss of solvent. Adsorbed/absorbed moisture
or solvent vapour is usually lost gradually, whilst solvent included in the crystal structure is
typically lost in a characteristic step-wise manner. Weight loss profiles can be analysed to
determine the amount or percentage of weight lost at any given temperature [26]. By factoring
in the respective molecular weights of the drug and the lost solvent, one can also determine
the stoichiometric relationship.

7.4. Hot Stage Microscopy (HSM)

This is one of the simplest and oldest thermal analysis methods. It is used to study solid-state
transformations by observing a sample as it is heated and cooled. HSM is used to visually
confirm DSC findings and to identify thermal events that cannot be conclusively identified
from DSC thermograms. Possible observations include morphology, birefringence (polarising
filter required), solid-solid transformations, interaction between different compounds,
dissolution of one compound in another, sublimation and/or evaporation, vapour deposition,
melting/liquefaction, crystallisation/solidification, charring/decomposition, crystal growth
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and rate thereof. Gas evolution during desolvation can be observed if a sample is covered in
a drop of mineral oil [28].

7.5. Vibrational spectroscopy and microscopy

The most prominent vibrational spectroscopic methods for solid-state form identification are
infrared-(IR) and Raman spectroscopy. These two techniques can be used as qualitative and
quantitative analytical methods. Although these techniques are generally used as complimen‐
tary methods they are still important, especially for investigating differences in hydrogen-
bonding patterns that often differ with solid-state forms [8, 29]. An IR or Raman spectrum
consists of several absorption bands, each band is related to a specific vibrational or rotational
frequency. These frequencies are dependent on the intermolecular interactions and bond
strength. Therefore, the obtained ‘pattern’ due to the vibrational frequencies is highly charac‐
teristic of a given drug. Any changes in the spectra due to solid-state transformations will be
identifiable through changes in the relative intensities, frequencies, number and contours of
the absorbance bands [24]. Confocal Raman microscopy can be used for the identification of a
particular solid-state form of a drug in solid dosage forms. Not only is this a useful application
for determining drug homogeneity in the dosage form, but the identification of solid-state
transformations is also possible. Raman microscopy furthermore allows the investigation of
amorphous-to-crystalline transformation at the dissolving interface of a solid dosage form [30].

7.6. Dissolution studies

In vitro dissolution studies are extremely useful for the identification and even quantification
of solvent-interactive transformations. As mentioned earlier, the incorporation of metastable
solid-state forms in solid dosage forms, especially amorphous forms, has become increasingly
prevalent over the last decade. However, it has been demonstrated that general methods for
testing dissolution and equilibrium solubility are not optimised for determining the true
solubility advantage that these metastable forms offer [31].

Solution-mediated transformation, occurring during dissolution, involves three stages: (1) a
pre-transformation stage, during which the metastable phase dissolves at a constant rate; (2)
the transformation stage that begins after the solution has become supersaturated with respect
to the stable form. During this stage the nucleation and crystal growth of the stable form, as
well as dissolution of both forms occur. The relative amount of the stable form increases and
as a result thereof the overall dissolution rate decreases until no metastable form is left. After
the transformation stage, a steady-state stage (3) is reached (Figure 9) [32]. Aaltonen et al. [32]
reported a Raman spectroscopy method that is ideal for accurately determining drug concen‐
tration in solution as well as the concomitant analysis of the solid phase within the dissolution
environment.

7.7. Microcalorimetry

Microcalorimetry is a technique that has a variety of applications in the pharmaceutical
research environment. This technique involves the real-time monitoring of chemical and
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physical processes occurring when a compound is subjected to certain conditions (tempera‐
ture, humidity, solvent vapour or in combination with another compound). The monitoring
process can extend over a period of hours or days and it measures the onset, rate, extent and
energetics of reactions or transformations. During microcalorimetric analysis, the heat flow of
a sample is measured and recorded versus elapsed time. This analytical tool was developed
around the basic principle that all chemical and physical processes are either exothermic or
endothermic. Microcalorimetry is such a sensitive method that it can detect very slow proc‐
esses. It will also detect physical or chemical reactions that generate minuscule amounts of
heat. To study solid-state transformations due to solvent vapour exposure, a small amount of
drug will be added to an inert ampoule and a micro hygrostat filled with the solvent will be
inserted into the ampoule [33]. A specific humidity environment can also be created within
the sealed ampoule by using a micro hygrostat containing saturated salt solutions and
maintaining the calorimeter at a specific temperature. Any solid-state transformation will be
seen as either an increase or decrease in the measured heat flow. The heat flow data can be
applied to calculate the kinetics of a transformation process.

7.8. Vapour sorption analysis

Vapour sorption analysis, also known as dynamic vapour sorption (DVS), is a gravimetric
technique that measures the amount and rate of solvent absorption/adsorption by a sample.
Typically, water sorption-desorption isotherms are obtained by exposing a sample to a relative
humidity (RH) cycle ranging from 0 – 98% and plotting the corresponding weight change.
During typical vapour sorption studies the temperature is kept constant at 25°C ± 0.5°C,
however some sorption analysers have the ability to apply a temperature ramp as well.

Figure 9. Typical dissolution graph showing the effect on concentration of solution-mediated solid-state transforma‐
tion of a metastable drug to a stable form of the drug.
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Sorption analyses usually involves 3 steps, namely a first up-ramping of the RH (0 to 98%),
secondly a downwards ramp of the RH (98 to 0%) and thirdly and finally another upward
ramping (0 to 98%). These RH ramping steps are usually applied when one wants to study the
effect that water has on a drug during high % RH conditions. The resulting moisture sorption
and desorption isotherms will indicate any change in the sample weight during the humidity
ramps. Differences in the adsorption and desorption isotherms is referred to as hysteresis.

The solid-state change of an amorphous drug can be detected through sorption analysis. The
glass transition is the point where an amorphous material becomes less stable and rearrange‐
ment to the more stable crystalline structure occurs. Typically the glass transition is affected
by temperature and humidity. Hence, it can be determined using either ramped temperature
experiments at constant humidity or using ramped humidity experiments at constant tem‐
perature. The amorphous material gains weight until the glass transition is reached. Then, as
the amorphous drug rearranges to the crystalline form, there is a step increase or decrease in
weight [18]. Another occurrence that can easily be identified from vapour sorption studies is
that of deliquescence. Drugs that are susceptible to deliquescence will absorb very little
moisture during a humidity ramp until the % RH reaches a “critical” level. At that point the
drug will absorb any available moisture. This will result in a rapid increase of the monitored
sample weight [34]. It should be noted that, if possible, vapour sorption studies should be
performed in conjunction with XRPD, DSC and/or TG analyses. This will assist in the definitive
identification of solid-state changes due to exposure of the drug to vapour.

8. Conclusion

Pharmaceutical compounds have the ability to exist in different solid-state forms. The re-
arrangement of molecules, that allows a single drug to present itself in various solid-state
forms, presents an array of challenges to scientists working in the pharmaceutical industry.
Different solid-state forms of the same API differ in terms of physical, chemical and mechanical
properties. The understanding of the solid-state properties of APIs is imperative and even
more so the factors that can induce changes in the solid-state of a given drug.

This chapter focussed on the solid-state form changes that may occur due to solvent-interactive
transformations. There is much confusion and contradiction in current literature when it comes
to differentiating the types of solvent-interactive transformations. We have concluded that
solvent-interactive transformations may be either indirect and mediated or direct and non-
mediated. The latter is a solvent-catalysed solid-solid transformation, whilst the former can be
either a solvent-mediated solid-solid transformation or a solution-mediated solid-solution-
solid transformation.

Solvent-interactive transformations can affect not only drugs but also excipients used in the
formulation of a drug into a dosage form. It is essential to identify possible pitfalls, caused by
solvent-interactive transformations, during the complete drug processing and dosage form
manufacturing cycle. It is important to know that solvent-interactive transformations can
change the solid-state form of a drug at any point between the very start of manufacturing
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right up to the time when the drug is absorbed in vivo after having been administered to a
patient.
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1. Introduction

Phase transition in molecular crystals and molecular liquids is a complicated phenomenon.
The energy of intra-molecular interaction is higher than the characteristic temperatures of
the transitions, so the structural transformations are determined by a competition between
the inter-molecular interactions that try to put the molecules in some ordered state and
tendency of the entropy to break of this order. Since the small molecules interact with small
number of the neighbors, mean-field-approximation is inadequate and calculating of the
free energy requires non-trivial higher approximations. Besides, the relevant parameters of
the inter-molecular interactions depend on details of the molecular structure and correct
estimation of them requires a complex quantum-mechanical calculation, so huge numerical
calculations should be done in the real cases.

In this chapter we will consider the system that consists of the long semi-flexible
macromolecules1 or molecular aggregates (LM). We will assume also that the energy of
the relevant intra-units interactions is of the same order as a characteristic temperature
of the phase transformations. In such a case above mentioned complications could
be avoided by using the concepts of “quasi-monomers” or “blobs” (see [13, 16] and
references therein). Because of the macroscopic nature of these units, an effective inter-unit
interaction are defined by their geometrical properties, while most details of the internal
structure and internal interactions of the units become irrelevant. Moreover, since for
the relevant densities each macro-unit interacts with large number of the neighbors, so
the mean-field-approximation could be quite adequate for calculation of the most the
thermodynamic characteristics and these calculations can be done analytically.

1 A molecule will be called “long” if it length L is much more than it thickness a and “semi-flexible” if it persistent
length lp is much more than it thickness and much less than the molecule’s length: L ≫ lp ≫ a.

©2012 prezimena autora, kod vise prvi et al., licensee InTech. This is an open access chapter distributed under
the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
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2. Experimental study of phase transitions in the biological materials

2.1. The collagenous materials

A novel material was developed by exerting high pressure and temperature on natural
leather material2 in an oxygen poor environment. This material, which was called pleather, is
thermoplastic [2]. The leather itself may be inexpensive scrap which is commutated into fine
particles (∼2 mm). By using common plastic forming techniques it is possible to mould this
material into various shapes. Pleather, having a warmer feel than polymers, could replace
polymers in furniture parts and prestigious packaging, where the price of genuine leather
makes it use prohibitive.

Figure 1. SEM micrograph of internal structure of leather. Adapted with permission from Ref. [14]. l’
[1995] American Physical Society.

The structure and properties of leather and their building unit, the collagen molecule, at
atmospheric pressure and moderate temperatures have been extensively studied (see e.g. [8]
and the bibliography there). The collagen molecule in helix form, has a length of 3000A and
a diameter of 15A. The three folded spirals are bonded by relatively weak, mainly hydrogen,
bonds. The spiral consists of about 300 segments and each one contains approximately
3 amino-acid residues with 20 − 30 Carbon and Nitrogen atoms [8]. It was shown that
at temperatures 310o

− 330oK the collagen molecules are reversibly denatured (“melted”
[9]). The structure of collagenous material that emerges after compression at pressures
between 5 − 30MPa and at temperatures 310o

− 390oK have been investigated. Scanning
Electron Micrographs (SEM) taken after treatment [2], at room temperature, show how the
fibrous open leather structure transforms into a composite matrix, where left over fibers are

2 The term leather pertains to hides from cow and sheep that are chemically treated to make it stronger and to give
more resistance to heat.
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Figure 2. SEM micrograph of compressed leather at room temperature. Pressure: 750atm Adapted with
permission from Ref. [14]. l’ [1995] American Physical Society.

embedded in a continuous material (see Fig.1, Fig.2 and article [12]). By chromatography
and electrophoresis methods it was shown that harsher processing conditions (higher
temperature and pressure) produce an extensive degradation of the collagen superstructure,
without degradation of the amino acid chains of the collagen molecule.

The biochemical [12] and mechanical properties of the material, compression strength,
Young’s modulus and bulk density have been studied at various processing parameters [4].
The effect of pressure on the sol-gel transition in an aqueous solution of collagen (gelatin)
has been investigated in [11]. It was found, that high pressure shifts the temperature interval
of collagen denaturation to higher temperatures.If the temperature is low (T ≪ Td1, where
Td1 ≈ 310oK ) the helix form is stable. At higher temperature, hydrogen and other weak
bonds, which stabilize the helix form, become unstable and the helix breaks down to random
coils [8]. This transition, however, is not sharp, but spreads over a temperature interval
of 30o

− 40oK. This indicates that a cooperative process takes place and not a real phase
transition [9]. For higher temperature (T ≥ Td2, Td2 ≈ 350oK ) collagen molecules are
“melted” completely. This process of the breakdown of the ordered helix structure, held
together by non-covalent bonds, to a randomly coiled phase is called denaturation. The
organized fibers are stable for T ≪ Td1 and break down for T ≥ Td2.

2.2. Crystallization of bacterial DNA

Bacterial DNA is an important example of a closed circular macromolecule. Although the
tightly packed crystalline state is generally considered as incompatible with life, simple
living systems use crystallization for different purposes. In viruses and bacteriophages
DNA crystallization is used for accommodating large amounts of DNA in a very small
volume. Bacteria use crystallization for protection against varied environmental assaults,
thus promoting their endurance and virulence [17, 18, 29]. DNA condensation was
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extensively studied during the last decade. This phenomenon has been found to be
complicated, strictly depending on the DNA’s topology and the cytoplasm’s composition
[17, 19] and involving the influence of different forces [20, 21]. DNA crystallization includes
many processes and could lead to different condensed states: liquid crystals, DNA-protein
co-crystals, DNA toroid [17, 18, 22].

DNA crystallization was studied in wild-type Escherichia coli AB1157 (recA1,lexA1) as well
as various recA mutants, which were grown to midlogarithmic phasein LB medium without
NaCl. Cultures then were exposed to DNA-damaging agents like UV irradiation (20 Jym2,
254 nm) or 100 mg of nalidixic acid. The cells were incubated at 37řC for different times
from 15 to 120 min, afterwards the E.coli cells were fixed by ultrafast freezing in liquid
ethane. For each time point 3 independent experiments were conducted and about 103 cell
slices were screened. After a wash with the blocking solution, the grids were incubated with
gold-conjugated goat antirabbit IgG for 1 h, dried, and stained with uranyl acetate. Images
of the intracellular crystals were digitized with an Imacon Flextight scanner [18].

In the SEM micrographs bacterial chromatin of the active cells is demarcated as amorphous
spaces, which are irregularly spread over the cytoplasm. After exposing to DNA-damaging
agents, the cells show the SOS response, where the DNA breaks by stalling its activity.
Continuous addition of nalidixic acid leads to an expansion of the assembly, whose average
length increases up to 4 times after 60 min. Further incubation does not affect an expansion
but results in a higher lateral order. The crystalline morphology of bacteria that have
sustained prolonged exposure to DNA-damaging agents is clear seen in Fig.3.

Figure 3. SEM micrograph of E. coli has been exposed to DNA-damaging agents. The array shows
crystallized DNA. Adapted with permission of the author from Ref.[18].
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3. Qualitative consideration of the theoretical approach

It is well known [6] that properties of phase transition in the polymer and liquid crystal

systems are determined by general characteristics of the molecule’s geometry and analytical

behavior of the intermolecular forces, while particular details of these features are less

relevant. So, we can assume that near the phase transition the major factors that determine

the process of the LM crystallization are the topology of the LM molecule and the behavior

of the effective LM’s segment-segment interactions.

The liquid-crystal ordering of a LM is determined by the angular-dependence of interactions

between LM segments. At low density, the LM pieces interact only at a small number of

points, but when the solvent approaches the crossover point the number of collision points

increases. When typical length between the collision points become approximately the same

as the persistent length, the rigidity of a long molecule becomes important and there is a

tendency to align quasi-straight pieces with quasi-parallel structure. This means that in the

high density state of LM the phase transition from disordered to liquid-crystal-like ordered

phase [5], should take place.

Let us estimate critical volume fraction of the molecules near crystallization point. The
average number of binary collisions between LM quasi-straight pieces can be estimated as:

kL ∼ N

(

L

lp

)2

v, (1)

where N is number of the molecules in the volume V and v is an interaction volume. So, we
have

kL ∼ L
cv

a2l2
p

, (2)

where - c is the volume fraction of LM segments. On the other hand, the average distance
between collision points is on the order of:

lk ∼
L

kL
∼

a2l2
p

cv
. (3)

Critical volume fraction - c∗, where structural phase transition could take place, can be
estimated from lk ∼ lp

c∗ ∼
a2lp

v

Since part of the LM shorter than lp can be considered as an almost rigid rod, for v we can

use an excluded volume approximation v ∼ l2
pa, which leads to

c∗ ∼
a

lp
. (4)
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This “naive” estimation is consistent with more rigorous calculations for the liquid-crystal
ordering of long semi-flexible molecules under pressure (see Sec.4.1).

4. Crystallization of the collagenous materials

4.1. A phase transition under pressure at low temperatures

Although the main assumptions of our theory are general enough to apply to a whole class
of compressed materials made from various natural or artificial fibers, we will discuss here
a concrete case of collagen made material - natural leather, which is made up of fibers of
the collagen molecules (see Section 2.1). At low temperature the fibers are stable and can be
considered as basic units. If the volume fraction of fibers - c, is relatively small which occurs
at low pressure, the fibers intermingle in a disordered way and interact only at a relatively
small number of points (see Fig.1). When the pressure is increased the number of fibers per
volume fraction increases and the interaction between the fibers becomes important.

If we designate a typical coefficient of elasticity per unit of length of fiber as γ, the persistence
length (quasi-straight pieces) lp, will be of order γ/T where T is the temperature. The
condition, that lp is much longer than the diameter a of the fibers, can be expressed as
aT/γ ≪ 1. It can also be seen from the SEM micrographs Fig.1, that the typical length of
fiber L is much longer than lp. So LT/γ ≫ 1. The energy of a fiber consists of its elastic
energy and the energy of interaction with other fibers. It follows from experimental data
[12],[2] that an ordered phase appears for quite a large value the of fiber’s volume fraction.
In this case repulsive short-range forces between fibers are dominant. It is obvious also that
the interaction between two quasi-straight pieces depends on the angle between them.

In the mean field approximation (MFA) the angular dependent part of the energy of
interaction between one fiber and the others can then be represented in the form:

∆Ui =
∫ L

0
dl U[si(l)]

where

U(s) =
Tc

a

∫

n
2=1

dn S(n)u (s;n)) (5)

Here si(l) is the unit tangent vector of the fiber (i) at a distance l from the beginning of the
fiber, S(n) is the average fraction of the quasi-straight pieces of the fibers that are directed in
the direction n and Tcu(s,n)/a is the angular dependent interaction between two pieces of
fibers.

If we assume the simplest form for the elastic energy of the fibers (isotropic approximation),
than in the lowest order on a/lp part of the energy, which depends on the local orientation
of the fiber pieces will be:

∆EMFA =
1

2

N

∑
i

∫ L

0
dl

{

γ

(

∂si

∂l

)2

+ U[si(l)]

}

(6)
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where N is the total number of fibers. The free energy of the system can be expressed as
path integral over all the possible shapes of the fibers:

F = F0 − T ln

[

∫

∏
i

D{si(l)} exp

(

−
∆EMFA

T

)

]

(7)

where F0 is the part of free energy which does not depend on the elasticity and shapes of
the fibers.

In the usual way3 the path integral (7) may be written in the form:

F = F0 − N ln

(

∑
n

exp−EnL

)

(8)

where En is the eigne-value of the Schrodinger-like equation associated with this path
integral

∂ψ

∂l
=

T

2γ
∇

2
s

ψ −
U(s)

2T
ψ (9)

here s is a unit vector and ∇
2
s
= ∂2/∂θ2 + tan−1 θ∂θ + sin−2 θ∂2/∂ϕ2 is the angular part of

the Laplacian operator.

In the ordered phase the “depth of the potential well - (Umax −Umin)/2T" is large compared
to the “kinetic energy -T/2γ", because, the phase transition to the ordered phase occurs for
c ∼ 1 [2] and

max
( γ

T2
U
)

∼
cγ

aT
∼ c

lp

a
≫ 1.

while min(U) ≈ 0. On the other hand, in a disordered phase S(n) ≡ 1/4π and U(s) = const.
In both cases the energy spectrum will be discrete and the gap between the ground state and
the 1st exited state will be about

E1 − E0 ∼
T

γ
.

As LT/γ ∼ L/lp ≫ 1, the ground state is dominant, and we obtain for the free energy per
unit volume

F = F0 +
Tc

a2
E0 (10)

and for S(n)

S(n) = |ψ0(n)|
2 = Ψ2(n) (11)

3 See more precise consideration in Sec.5
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E0 can be obtained by using the variation principle from which we find that

F = F0 +
Tc

2a2

∫

ds

[

T

γ

(

∂Ψ

∂s

)2

+
c

a

∫

dnΨ2(s)u(s;n)Ψ2(n)

]

(12)

This is a well known Ψ4 field Hamiltonian. The function Ψ(s) must be found by minimizing
F under the restriction

∫

dsΨ2 = 1 (13)

It can be done in many ways. Here we will use the simple approximation, which Onsager
used in his treatment of liquid crystals [5]. In this approximation it is assumed that Ψ(s) is
a narrow peaked function in an ordered phase

Ψ(s) = φ (λ(s · s0)) (λ ≫ 1) (14)

where s0 is the direction of an average orientation of the quasi-straight pieces, while in a
disordered phase Ψ(s) ≡

√

1/4π (this means that in a disordered phase λ = 0) 4. The
parameter λ should be found by minimizing F.

The difference between the free energy in the ordered and disordered phases is

∆F ≃
Tc2

2a3

{

g

(

Ta

γc

)

− 1

}

(15)

where the specific form of the function g(x) depends on the behavior of u(s,n) near s ≈ n.
If it is assumed that near s ≈ n the behavior of u(s,n) is of the form

f ∝ η[s×n]2ν (16)

(η is a constant O(1)), then in the Onsager approximation one finds5

g(x) ≈ (µx)
ν

1+ν (17)

with

µ ≈ (4κνη)
1
ν (18)

4 Onsager used the function φ in the form φ(x) = A cosh(λx), but the final results are weakly sensitive to the concrete
form of φ(x).

5 The parameter λ here is

λ =

{

(

4νac T∗
T

)1/1+ν
≫ 1 if T < T∗c

0 if T > T∗c

which justifies the use of the approximation (14)
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The difference between the free energy in the ordered and disordered phases is

∆F ≃
Tc2

2a3

{

g

(

Ta

γc

)

− 1

}

(15)

where the specific form of the function g(x) depends on the behavior of u(s,n) near s ≈ n.
If it is assumed that near s ≈ n the behavior of u(s,n) is of the form

f ∝ η[s×n]2ν (16)

(η is a constant O(1)), then in the Onsager approximation one finds5

g(x) ≈ (µx)
ν

1+ν (17)

with

µ ≈ (4κνη)
1
ν (18)

4 Onsager used the function φ in the form φ(x) = A cosh(λx), but the final results are weakly sensitive to the concrete
form of φ(x).

5 The parameter λ here is

λ =

{

(

4νac T∗
T

)1/1+ν
≫ 1 if T < T∗c

0 if T > T∗c

which justifies the use of the approximation (14)
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The numerical coefficient κ is O(1) and depend on the explicit form of the test function (14).

It is obvious from (15), that for fixed T and a specific value of the fiber fraction

c∗ =
T

T∗
(19)

where

T∗ =
γ

µa

the material undergoes a first order phase transition from the disordered to the ordered
phase. The ordered phase is stable for T < T∗ and it is called compressed leather (see Fig.2).

The order parameter Q, that describes the ordering in the orientation of the fibers, can be
defined as

Q ≈
1

2

(

3
∫

dnS(n)(n · s0)
2
− 1

)

(20)

In the ordered phase using (11) with Ψ(n) from (14) one obtains

Q ≈ 1 −
3

λ
≈ 1 − 3(4νa)−1/1+ν

(

T

T∗c

)
1

1+ν

(21)

(in the disordered phase Q = 0). The difference between thermodynamic parameters of the
ordered and disordered phase can be obtained as follows

q ∼
T∗
a3

ν

1 + ν

(

T

T∗

)3

(22)

∆C ∼
1

a3

ν(1 + 2ν)

(1 + ν)2

(

T

T∗

)
ν

1+ν

c
2+ν
1+ν (23)

∆KB ∼
Tc2

a3

(

1 −
2 + ν

2(1 + ν)2

(

T

T∗c

)
ν

1+ν

)

(24)

where q is the latent heat, C is the specific heat, KB is the bulk modules, and ∆ indicates the
difference between ordered and disordered phase. In general, the ordered phase consists of
domains with different fiber orientation (see Fig.2) but the energy of the domain boundaries
gives a small contribution to ∆F.

It should be noted, that for large volume fraction of the collagen fibers the form of their cross
sections changes, and therefore so do the effective diameter and elasticity. Furthermore, the
elasticity of the fiber bundles and coefficient ρ in the expression (12) depend on temperature,
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so that we must consider T∗ = T∗(T, c). If T is less than Td1 (Td1 is the lowest temperature of
collagen denaturation: Td1 ∼ 350oK) the inner structure of the fibers almost doesn’t change
and the dependence T∗ = T∗(T, c) is quite weak. In general such dependence does not
change the expressions for the free energy and order parameter, but additional terms appear
in the other thermodynamic quantities. However, as most of the expressions contains T∗ in a
low power they are relatively insensitive to its variations. It is not anticipated that a change
from the isotropic approximation for the elastic energy to a more realistic approximation
would produce changes of any significance.

4.2. A phase transition under increasing temperature at high pressure

If we increase the temperature of compressed leather with fixed c, to a temperature higher than
T0 = cT∗ a first order phase transition from the ordered to the disordered phase takes place.
If T0 ≪ Td1 this phase will be leather. A more complex situation occurs for T0 > Td1. If the
temperature is higher than Td1 the helix form of the collagen molecule becomes unstable,
the molecules melt and the fibers are destroyed. The approach of the previous Section fails,
because the variation in the internal free energy of the fibers plays a major role [10]. The
structure of the material for T ≥ Td1 is determined by the competition between the melting
and ordering of the collagen molecules. We will describe the behavior of the material by
using the following model.

In a first approximation the leading term of the free energy can be represented as

F = F0 + c fmol + Tceorien + Fint (25)

where fmol is the free energy of a single collagen molecule, eorien is the orientation dependent
part of the entropy and Fint is the energy of intermolecular interaction. In order to calculate
fmol we use an approximation which is close to the well-known Zimm-Bragg model. The
latter is in good agreement with the real behavior of the collagen molecules (see, for example
[9]).

Consider a collagen molecule that contains sN segments in helix form and pN boundaries
between “helix” and “coil” parts of the molecule (in the literature s is called spirality), where
N is the number of segments in the molecule. N is large. Let us call the free energy of
a segment in helix form - εh, in coil form - εc and the energy of segments on the boundary
between helix and coil parts as εs (εh − εc = ∆U − T∆S ≡ ∆S (Tm − T), where ∆U and ∆S are
the differences between the internal energy and entropy of a spiral and a melted segment).
As the collagen molecule can be considered as a one-dimensional system, we can calculate
the free energy fmol in an analogous way as for the 1D-Ising model. The result is [9]:

fmol = − (εc − εh) s + εs p − T {s ln s + (1 − s) ln (1 − s)− (26)

−2p ln p − (s − p) ln (s − p)− (1 − s − p) ln (1 − s − p)} (27)

The last two terms in (25) can be obtained in the MFA approximation (see Sec.4.1)
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eorien = s
∫

n
2=1

dn g(n) ln (4πg(n)) ; (28)

Fint =
c2

2

{

s2
∫

n
2=1

dkdng(k)g(n)U(k;n) + 2Tχshs (1 − s) + Tχss (1 − s)2
}

(29)

where g(n) is the average fraction of the segments in helix form that are directed in
the direction n. The first term in (29) corresponds to the interaction between helix-helix
segments, while the others describe the interaction between helix-coil and coil-coil segments
resp.

The energy of interaction between spiral segments we write in the form

U(k;n) ≃ Tχhhu(k;n), (30)

We assume as above, that near k ≈ n

u ∝ |k×n|
2ω , (31)

which corresponds to a repulsive interaction in an excluded-volume approximation6. In
this approximation, ω = 0 corresponds to the bundles made from hard spheres, ω = 0.5
to the bundles made from hard bars, ω = 1 corresponds to MaierŰSaupe approximation
and larger ω may be used for arch-like “hemstitch” units. We will also assume that in a first
approximation the coefficients χhh ≈ χhs ≈ χss ≈ nsχ are of the same order. ns is the number
of atoms in the segments.

Using Onsager approximation for g(k) [5] and integrating (29) over n and k, we obtain for
λ ≫ 1:

Tceorien + Fint ≃ Tc
{

s (ln λ − 1) + s2 cnsχ

2
ζ (ω) λ−ω

− s2 cnsχ

2

}

+
Tc2nsχ

2
(32)

where coefficient ζ (ω) is (see Appendix 1)

ζ (ω) = 22ω+1π−1/2Γ

(

3

2
+ ω

)

.

6 In fact, U(k;n) must includes the term that corresponds to an attractive interaction. This term has the form:

δU ∼ −
p

s
µuattr(k;n).

In our theory, however, δU can be neglected for the following reasons: for s ≤ 1 and εs ≫ εc − εh , δU is small
because p ≪ s. On the other hand, if s ≪ 1 and p ∼ s the whole term s2

∫

n
2=1

dkdng(k)g(n)U(k;n) in (29) is
small and can be neglected.
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In the disordered phase g(k) ≡ 1/4π and the interaction term in this approximation does
not depend on spirality:

F′

int =
Tc2

2

{

χhhs2 + 2χshs (1 − s) + χss (1 − s)2
}

≈
Tc2nsχ

2
. (33)

In the ordered phase the quantities s, p and λ have to be found by minimizing (25). This
gives

λ =

(

c

c0

)1/ω

s1/ω , (34)

(1 − s − p) s

(s − p) (1 − s)
=

λ

τ
exp

2

ω

(

−
c

ζc0
s + 1 −

ω

2

)

, (35)

p2

(s − p) (1 − s − p)
= σ, (36)

where

τ = exp
εc − εh

T
≡ exp ∆S

Tm − T

T
,

σ = exp−
εs

T
, (37)

c0 =
2

χnsωζ
. (38)

(for collagen εs ≫ Tm, ω ≈ 0.5, ns ∼ 2 · 101 and ∆S ∼ 10). If cs ≪ c0, λ is small and the above
used approach fails. For such c and s however, the angle-dependent interaction between
molecules becomes irrelevant, and the system will be in the disordered phase. In this phase
λ = 0 and the free energy F′ can be calculated in an explicit form. The result is [9]

F′
≈ F0 − cT ln

τ + 1 +
√

(τ − 1)2 + 4στ

2
+

Tc2nsχ

2
. (39)

The order parameter in the ordered phase is

Q ≈ 1 −
3

λ
+ o

(

1

λ2

)

≃ 1 − 3
( c0

c

)1/ω
s−1/ω . (40)
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Note, that we have here

∂ ln (1 −Q)

∂ ln c
=

∂ ln (1 −Q)

∂ ln s
≈ −

1

ω
, (41)

while for the phase transition under pressure at low temperatures it is obtained in Sec.4.1
that:

∂ ln (1 −Q)

∂ ln c
≈ −

1

1 + ν
, (42)

So in (41) the dependence of Q on ω is much stronger for small ω, than the dependence of
Q on small ν in (21). These derivations depend only on ω or ν and thus measurement of Q
gives important information on the type of inter-fiber interaction.

The solution of the system (34)-(36) that corresponds to large λ, is

1 − s ≈
1

τ

��

c

c0

�

exp

�

−
2c

ζc0
+ 2 − ω

��
1
ω

≪ 1

Q ≈ 1 − 3

�

c

c0

�

−
1
ω

. (43)

The phase transition temperature - Tc is found from the condition Forder (Tc) = F′

disorder (Tc).
So we obtain:

∆S
Tc − Tm

T c
≃ ξ

�

ω,
c

c t

�

− ln

�

1 +
σe−2ξ

1 − e−ξ

�

, (44)

ξ ≈
ρ (ω) (c/ct − 1)− ln (c/ct)

ω
,

ρ = ln ρ + ln ζ (ω) e1−ω , (45)

ct = ζρc0. (46)

The ordered phase can be stable only if c > ct = ζρc0. Thus λ > (ζρ)1/ω and the above used
approximation (32) is valid, because ζρ > 1.

The derivative of the transition temperature to the pressure

∂Tc

∂P
∝

∂Tc

∂c
∼

T3
c

qωTm



1 + σ

�

2 − e−ξ
�

e−2ξ

�

1 − e−ξ
�2





� ct

c

�

�

ρ
c

ct
− 1

�

> 0 (47)

Crystallization of the Long Biological Macro-Molecules 39



14 ime knjige

is positive. The latent heat and the jump in compressibility for this case are

q ∼ ctTc∆S (48)

∆κ ∝
ctTc

ω

(

1 − 2ρ
c

ct

)

< 0. (49)

For the jumps in the orientation order parameter and in the spirality we have

∆Q ≃ 1 − 3

(

ct

ζρc

)
1
ω

,

∆s ≃ 1 − exp
1

ω

(

1 − ρ
c

ct

)

, (50)

so the phase transition is of first order. Note, that in our approximation these jumps strongly
depend on the exponent of the small-angle interaction between the molecules segments.

The restriction ct ≤ 1 leads to

ns ≥ ns0 (ω) =
2ρ

χω
(51)

and for ns < ns0 (ω) the phase transition does not exist.

The numerical solution of the system (34)-(36) is shown in Fig.4. On the left hand side (c < ct)
cooperative “melting” takes place, while on the right hand side (c > ct) a first order phase
transition can clearly be seen. The inter-molecular interaction transforms the cooperative
“melting” to the phase transition of the first order.

5. Crystallization of a Closed Long Macromolecule

In the previous Section we have discussed crystallization of the long open macromolecules,
even though closed long macromolecules (CLM) are also widespread components of living
systems. Major efforts in these and many other works were put forth to understand the
peculiarities, structures and thermodynamics of condensed states of CLM. In contrast, the
present paper focuses on the phase transition to a crystalline state and on the behavior of its
general characteristics, like jumps of the CLM local density, the liquid crystal order parameter
and transition entropy, which are biologically significant, because DNA packaging capacity
and sharpness of the transition directly influence bacteria protection efficiency [17].

It is well known [6] that properties of phase transition in the polymer and crystal systems are
determined by general characteristics of the molecule’s geometry and analytical behavior of
the intermolecular forces, while particular details of these features are less relevant. So, we
can assume that near the phase transition the major factors that determine the process of the
CLM crystallization are the topology of the CLM molecule and the behavior of the effective
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Figure 4. Spirality as a function of the normalized inverse temperature and volume fraction of the
molecules. Adapted with permission from Ref. [14]. l’ [2000] American Physical Society.

CLM’s segment-segment interactions. The condensation process of a long macromolecule
includes two phenomena: collapse of the molecule’s chain and structural ordering of the long
semi-flexible molecule’s segments. Separately, each of these phenomena has been discussed
in literature [6, 13, 16, 27], but, as we will see later, these processes influence each other, so
their combined consideration leads to considerable change in the theoretical approach.

Consider a long closed macromolecule with a hard-core diameter a, persistent lengths lp and

total length L. (For bacterial DNA: lp/L ∼ 10−4, a/lp ∼ 10−2). Above the crossover point
between good and poor solvent, an effective repulsion between CLM segments dominates
over effective attraction and CLM remains in a low density “coil” state. Near the crossover
point, segment-solvent interactions compensate contribution of binary segment-segment
repulsion, so that below the crossover the effective attraction becomes dominant and
the molecule undergoes transition into a compact globular form. Since segment-solvent
interactions are independent of the segments’ orientations, such compensation takes place
only for angular-independent contributions to binary collisions.

In contrast, the liquid-crystal ordering of a CLM is determined by the angular-dependence
of interactions between CLM segments. At low density, the CLM pieces interact only at a
small number of points, but when the solvent approaches the crossover point the number
of collision points increases. When typical length between the collision points become
approximately the same as the persistent length, the rigidity of a CLM molecule becomes
important and there is a tendency to align quasi-straight pieces with quasi-parallel structure.
This means that in the high density state of CLM the phase transition from disordered to
liquid-crystal-like ordered phase [5], should take place. However, “naive” estimation (4) is
even qualitatively incorrect in the case of the condensation of a long macromolecule. In
the liquid-crystal ordering that is accompanied by molecular collapse in a poor solvent,
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non-binary interactions should be taken into account and the critical volume fraction is given
by (see below):

ρc ∼

(

a

lp

)
ω

1+2ω

≫ ρ∗, (52)

where quantity ω is determined by a small-angle-limit of angular-dependent interactions
between two CLM segments [15].

The Hamiltonian of a DNA molecule in bacteria is very complicated and includes many
variables describing a DNA molecule, solvent components and DNA associated proteins.
It can be simplified, however, by integrating the microscopic Hamiltonian over the solvent
and the protein’s degrees of freedom. Of course, the resulting Hamiltonian will still be
sophisticated and will include nonlinear terms with derivatives and terms with nonlocal
segment-segment interaction. Near the transition point, however, where the CLM density
ρ is of the order of o(a/lp, K̄lp) (where K̄ is an average local curvature of the molecule,
see later), the nonlinear derivative terms can be omitted for the lowest approximation on
a/lp, K̄lp, while nonlocal contribution to the segment-segment interactions can be treated by
using self-consisting-field approximation, which is, apparently, valid in the transition region
(see below and corresponding discussion in [14]).

We will assume that the molecule’s core is twisted around its centerline, so in a mechanical
equilibrium state the molecule is super-coiled [23, 25] (Fig. 5). Since for bacterial DNA:
K̄lp � 10−1 [23], we will consider a case: a/lp ≪ 1, lp/L ≪ 1 and K̄lp ≪ 1.

Figure 5. Super-coiled macromolecule. lp is the effective bending persistent lengths, s is a unit tangent
vector and b is a unit bi-normal vector. β is the opening angle of the super-helix, a is the hard-core
diameter, ϕ is the twist angle and K0 is a local curvature. Reproduced with permission from Ref.[15].

For the lowest order on a/lp and K0lp energy of deformation of the super-coiled CLM can be
approximated as [15]:

HS

T
=

∫ L

0

{

lp

2

(

ds

dl
− K0(l)[s× b]

)2

+
lt
2

(

dϕ

dl
− Ω0(l)

)2
}

dl,

where the molecule is considered as a semi-flexible chain, with the contour parameter l
and the contour length L. lp and lt are the effective bending and torsion persistent lengths
(lp ∼ lt). s(l) is a unit tangent vector at the point l and b(l) is a corresponding unit bi-normal
vector. ϕ(l) is the twist angle. Note that b, s and ϕ are related as db/dϕ = [s× b]. The terms
are proportional to K0 and Ω0 ensure minimum of HS at an initial super-coiled state with
local curvature K0(l) and local twist per unit length Ω0(l).
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vector and b is a unit bi-normal vector. β is the opening angle of the super-helix, a is the hard-core
diameter, ϕ is the twist angle and K0 is a local curvature. Reproduced with permission from Ref.[15].

For the lowest order on a/lp and K0lp energy of deformation of the super-coiled CLM can be
approximated as [15]:

HS

T
=

∫ L

0

{

lp

2

(

ds

dl
− K0(l)[s× b]

)2

+
lt
2

(

dϕ

dl
− Ω0(l)

)2
}

dl,

where the molecule is considered as a semi-flexible chain, with the contour parameter l
and the contour length L. lp and lt are the effective bending and torsion persistent lengths
(lp ∼ lt). s(l) is a unit tangent vector at the point l and b(l) is a corresponding unit bi-normal
vector. ϕ(l) is the twist angle. Note that b, s and ϕ are related as db/dϕ = [s× b]. The terms
are proportional to K0 and Ω0 ensure minimum of HS at an initial super-coiled state with
local curvature K0(l) and local twist per unit length Ω0(l).
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The effective energy of interactions between the molecule pieces and the molecule and
solvent components can be taken into account by adding an effective field U, induced by
the renormalized segment-segment interactions:

HPT = HS +
1

a

∫ L

0
U(x(l), s(l), ϕ(l))dl,

where x(l) is a coordinate vector at the point l. It follows from Eqs. (1) and (4) that near
the transition point each quasi-straight piece interacts with a large number of neighbors
[kneigh ∼ ρcv/a2lp ∼ (lp/a)1+ω/1+2ω

≫ 1]. Therefore, the term U(x, s, ϕ) can be obtained
by using a self-consisting-field approach [14]. In this region the repulsive and attractive
contributions to binary collisions between the molecule’s pieces compensate each other
and high order collisions become significant [6]. Such compensation, however, takes place
only for angular independent contributions, so we should keep higher order terms only
for angular independent contributions, while for angular-dependent interactions we could
take into account only collisions of the lowest order. Thus, the interaction energy can be
approximated as:

U ≃ T̺(x)

(

∮

ds′ dϕ′ γ(s− s
′; ϕ − ϕ′)g(x, s′, ϕ′) + Φ(̺(x))

)

, (53)

where function g(x, s′, ϕ′) describes local fraction of quasi-straight segments with twist ϕ′,
which are oriented along the direction s

′. ̺(x) is the local density of the CLM segments near
point x. γ(s− s

′; ϕ − ϕ′) describes the angular-dependent part of energy of interactions,
while angle-independent contributions are included in the term Φ(̺). It is assumed that the
first term (53) is vanished for g(x, s, ϕ) = const. Using the same arguments as in [6, 16], we
can consider Φ(̺) as an analytical function and expand it over ̺:

Φ ≃ τ + κ̺. (54)

Note, that for the main approximation, higher order terms in (54) should be omitted, because

they lead to higher order contributions to the free energy ∼ o
(

(a/lp)4ω/(1+2ω)
)

. τ > 0

corresponds to a good solvent and τ < 0 to a poor solvent and it depends on the chemical
composition of the solvent.

It should be noted that because g(x) and ̺(x) are slowly changed within the interaction
scales, we can use local approximation for the functions γ and Φ. Corresponding
contribution to the free energy per unit volume can be found from [26]:

F = −
Tρ

a2L
ln

∫

d3
x

∮

ds dϕ G(s, ϕ,x|s, ϕ + 2πm,x; L), (55)

where G(s0, ϕ0,x0|s1, ϕ1,x1; L) is a Green function of Hamiltonian HPT and
∮

designates
integration over ϕ and directions of s and ρ is the average volume fraction of the molecule
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(m is an integer number). It can be shown in a standard way [6] (see Appendix 2) that for
the first approximation on (a/lp) and K0lp, G is:

∂G

∂L
− ̂HG = δ(L)δ(s1 − s0)δ(x1 − x0)δ(ϕ1 − ϕ2), (56)

with

̂H = −(s · ∇)− K0

(

A ·
∂

∂s

)

− Ω0
∂

∂ϕ
+

1

2lp

∂2

∂s2
(57)

+
1

2lt

∂2

∂ϕ2
−

K0

2

∂A

∂s
−

U

aT
;

A = [s× b] =
(e− s(e · s)) cos ϕ + [e× s] sin ϕ

√

1 − (e · s)2
,

where ∂/∂s and ∂2/∂s2 - are gradient and Laplacian over the angular variable s, while
∇ is gradient over the space variable x, (e is a constant unit vector, which reflects initial
orientation of the super-helix. The free energy, of cause, is invariant under arbitrary rotation
of e).

If K0(l), Ω0(l) are changed slowly on scale lp, where G significantly changes (this is typical
for bacterial DNA [25]), we can use adiabatic approximation for Green function [26] and
write:

G ≃ ∑
i

w+
i (s1, ϕ1,x1)w

−

i (s0, ϕ0,x0) exp−

∫ L

0
Ei(K0(l), Ω0(l))dl, (58)

where l is considered as an imaginary time and {Ei} is the energy spectrum of the equation

̂Hwi ≃ −Eiwi. (59)

w−

i (s, ϕ,x) = w+
i (−s,−ϕ,x) and they are normalized as

∫

w+
i w−

i d3
x ds dϕ = 1.

The main contribution to the sum in Eq. (58) is given by the lowest part of the energy

spectrum. The structure of this part depends on the ratio of l−1
p , l−1

t to the depth of the

"potential well": ∼ (Umax − Umin)/T. If this ratio is small, the lowest part of the spectrum
will be discrete, otherwise it will be continuous. In the high density phase this ratio can
be estimated as Tl−1

p /(Umax − Umin) ∼ a/ρlp ∼ ρ∗/ρc, so, for ρc ≫ ρ∗ the lowest part
of the spectrum is discrete. (In the low density phase ∇w = 0 and U ≃ const., and
the spectrum is obviously discrete, because s and ϕ are changed in the finite regions.)
Since a gap between the ground and the first exited state is about E1 − E0 ∼ l−1

p , so

[exp−L(E1 − E0)] ∼ exp−L/lp ≪ 1, we can keep in (58) only the term with the lowest
E0 [15].
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Then, free energy is expressed as:

F ≃
Tρ

a2L

∫ L

0
E0(K0(l), Ω0(l))dl + o(a/L).

Rewriting w in the pseudo-polar form:,

w(s,x, ϕ) = u(s,x, ϕ) exp[K0lp f (s,x, ϕ)], (60)

where

u(s, ϕ,x) =
√

w(s, ϕ,x)w(−s,−ϕ,x)

K0lp f (s,x, ϕ) = ln

(

√

w(s, ϕ,x)/w(−s,−ϕ,x)

)

, (61)

one obtains (see Appendix 3):

F =
T

a3

∫

d3
x

∮

ds dϕ

{

a

2lp

(

∂u

∂s

)2

+
a

2lt

(

∂u

∂ϕ

)2

+

+

[

U(s,x, ϕ)

T
+ h

(

(

∂ f

∂s

)2

+
lp

lt

(

∂ f

∂ϕ

)2
)]

u2

}

, (62)

where h = alpK2 = alpL−1
∫ L

0 K2
0dl. For DNA molecule h can be estimated as h ≃

(lp/2a)σ2 cos4 β [25], where σ is super-helical density and β is an opening angle of the
super-helix.

Expression (62) should be minimized over u(s,x, ϕ) under restriction (see Appendix 3):

(

∂

∂s
·

(

u2 ∂ f

∂s

))

+
lp

lt

∂

∂ϕ

(

u2 ∂ f

∂ϕ

)

= (63)

=

(

∂

∂s
· (u2

A)

)

+
Ω0

K0

∂u2

∂ϕ
+

1

K0

(

∇ · su2
)

,

∫

d3
x

∮

ds dϕ u2(s,x, ϕ) = 1

In order to find the minimum of (62) we will use the Onzager approach [5], where it is
assumed that u = exp λψ(s,x) and the function ψ(s,x) has a maximum in the direction
of the local average orientation of quasi-straight segments. The parameter λ is found by
minimizing F and it is assumed that λ > 0 in the ordered phase and λ = 0 in the disordered
one.
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To define factor γ(s − s
′; ϕ − ϕ′) , note that for λ ≫ 1 (which is correct near the phase

transition in our case), the function u(s,x) has a narrow maximum in the direction of the
local average orientation of quasi-straight segments. Because in the used approximation
g = u2, the small-angle collisions give the main contribution to the angular-dependent term
in (53). This means that the behavior of γ near |θ| ≪ 1, where θ is the angle between s and
s
′, is relevant and we will approximate γ as

γ ≃ ς + η|θ|ω ,

The constant ς < 0 ensures that the average of γ(s− s
′; ϕ − ϕ′) is vanished (we will assume

later that ς is included in τ). Generally speaking, η is an analytical function of (ϕ − ϕ′), but
for Ω0lt ≪ K0lp dependence γ on ϕ can be neglected. For the excluded volume contribution
and for the forces that were considered in [21] ω = 1 should be chosen.

The final result depends weakly on the specific form of the prob function u (see Appendix
5) and can be obtained explicitly for λ ≫ 1. Somewhat exhausting but straightforward
calculations show that λ ∼ [ηΓ(2 + ω)ρlp/a]1/1+ω , so λ ≫ 1 for ρ ≫ a/lp. (Here Γ is
Gamma function). Finally one obtains

F ≃ Ta−3
[

(

ã/lp
)α

ρ2−α + τρ2 + κρ3 + hρ
]

, (64)

with α = ω/1 + ω and ã ∼ [ηΓ(2 + ω)]1/ωa.

It is easy to show (see Appendix 4) that near point:

τc ≃ −2κρc

{

1 + (1 − α)

(

ασ

κσc
Λ

)

−1/1+α
}

, (65)

where σc ≃ [(ηΓ(2 + ω))−1/2ωα(3+α)/2(1+α) cos−2 β]κ(α−1)/2(1+α)(ã/lp)(1+3α)/2(1+α), the
system undergoes the first order liquid-crystal phase transition with critical volume fraction
of the molecule:

ρc ≃ co

(

ã

lp

)α/1+α σ

σc
Λ

(

σ

σc

)

, (66)

where co ≃ (α/κ)1/1+α and function Λ satisfies to

(σc/σ)1+α
Λ1−α

− Λ2 + 1 = 0. (67)
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system undergoes the first order liquid-crystal phase transition with critical volume fraction
of the molecule:

ρc ≃ co

(

ã
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It has an asymptotic:

Λ

(

σ

σc

)

≃

{

σc/σ for σ ≪ σc

1 for σ � σc

The jump of entropy near the transition point is:

∆Sc = q/T ∼ (ã/lp)
2α−1/1+αρ2−α

c , (68)

where q is latent heat and it is relatively small, while a jump of the liquid-crystal order
parameter

Qc ≃ 1 −
3

λ(ρc)
∼ 1

is large.

It is clearly seen that there is a well defined critical value of the super-helical density - σc,
that alters the transition properties. For σ ≪ σc the transition’s parameters are independent
of the super-helical density:

τc ∼ −κ

(

ã

lp

)α/1+α

,

ρc ∼

(

ã

lp

)α/1+α

,

and the phase transitions in the closed and the open macromolecule are the same. However,
in the opposite case σc � σ the situation is cardinally changed:

τc ∼ −κ

(

ã

lp

)α/1+α σ

σc

[

1 + o
(

(σc/σ)1/1+α
)]

,

ρc ∼

(

ã

lp

)α/1+α σ

σc
,

so, super-helical density becomes one of the major factors that influence the crystallization
process. This case corresponds to bacterial DNA, where the crossover value σc ∼ 5 · 10−3

is very small, while typical values of the super-helical density are σ ∼ 5 · 10−2
≫ σc. It

can be seen that super-helicity doesn’t prevent phase transition to the crystalline state but
decreases the transition point and increases sharpness of the phase transition. Qualitative
behavior of ρ(τ), ρc(σ), τc(σ) and Qc(σ) is shown in Fig. 6. It should be noted that free
energy (64) contains only bulk contribution, because the surface contribution is proportional
to (ρa/L)1/3 and should be neglected in the used approximation.
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Figure 6. Behavior of the transition’s parameters. A - behavior of ρ(τ) for different σ. Dashed line σ = 0,
solid line σ ≫ σc. B behavior of τc(σ), C - behavior of ρc(σ), D - behavior of Qc(σ). Reproduced with
permission from Ref.[15].

It should be emphasized that condition a/lp ≪ 1 is essential for liquid-crystal ordering.
Although our approach is not quantitatively validated for a/lp ∼ 1, one can hope that it
qualitatively correctly predicts the behavior of the system characteristics in this limit. Since
for a ∼ lp it should take λ = 0, the liquid crystal ordering should not take place in this case.

6. Discussion

The MFA is the most crucial approximation in our theory but it is a reasonable one. At low
temperatures each quasi-straight piece of a fiber or collagen molecule interacts with a large
number of neighbors and, therefore, fluctuations of the concentration are irrelevant. On the
other hand, the phase transitions are of the first order and fluctuations of the order parameter
are therefore small. Note, that main assumptions, which have been used in the Sec.4, are
general enough to apply the theory to a class of compressed materials made from various
fibers. It could be used, for example, for implant materials made from actin myofibrils or for
artificial wood made from natural cellulose fibrils.
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It has been shown in [12], [2], that a novel material can be developed by exerting high
pressure and temperature on natural leather material. The production is done in an oxygen
poor environment in order to prevent burning of the leather. The resulting material, which
was called pleather, is thermoplastic.

For low pressure, heating leads to destruction of the leather, but for high pressure it leads to
the appearance of an amorphous material. This transformation corresponds to the transition
described here. For this transition the jump of Young’s modulus is strongly correlated with
the jump in the compressibility. The theory predicts the stabilization of the spiral form of
the collagen molecules at high pressure and the sensitivity of the transition to an uniaxial
stress [10]. The spiral form stabilization has been found already in an aqueous solution of
collagen [11], while the sensitivity to an uniaxial stress should be tested by experiment. Other
predictions of the theory like positive shift of the transition temperature with pressure and
small latent heat of the transitions are in good agreement with the experimental observations
[12], [2] as well.

It should be noted, that in the real material the phase transition under heating is not
reversible and after cooling the system does not return to the initial low-temperature phase.
This effect is connected with the cross-links between collagen molecules in the coil form.
These cross-links are not important for the behavior under heating, because until the phase
transition the spirality of collagen is large. However, if we cool the material after phase
transition the cross-links prevents spiralization and, therefor, stabilize the disordered phase.

Considering the bacterial DNA crystallization, one can say [28] that the cellular conditions
that determine super-helical parameters regulate the packaging of DNA as well and,
therefore, regulate bacterial endurance and virulence. The theory predicts crucial role of
super-helicity in DNA condensation, which has been found experimentally [19, 24, 28]. It
was found also that the condensation conditions of closed (with σ ≃ 3 · 10−2) and of open
DNA are different [19]. For ω = 1, which looks reasonable in the considered situation,
ρc ∼ 0.4 and Qc ∼ 0.75 are in qualitative agreement with the experimental observation.

Apparently, the situation a/lp ∼ 1 is realized in eucaryote cells, where the initial phase
of DNA packing is presented by fiber that comprises a string of repeating units: the
nucleosomes, where DNA molecules wind around histone cores. The nucleosomes are
connected by pieces of free DNA, so the flexibility of the fiber is close to the flexibility
of the DNA chain, while the fiber’s effective diameter is approximately of nucleosome
size: anucl ∼ lp, so there is no liquid crystal crystallization. In fact, in this situation, the
“beads on string” model [16] seems more appropriate. It is shown [16] that in this case an
ordinary collapse of the chain to a friable, non-crystalline state must occur. This supports the
hypothesis [29] that nucleosomes were formed to counteract spontaneous transition of the
eucaryotic DNA into crystalline state.
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Appendix 1

We have for λ ≫ 1:

F ≃ F0 +
χTc2

2D3

1
�

0

dx

�

TD

χγc

�

1 − x2
�

Aλ2
�

φ′(x)
�2

exp (λφ(x)) +

+2ωκA2 exp (λφ(x))

1
�

0

dy exp (λφ(y)) |x − y|ω Pω

��
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�

2 − x − y

x − y

�

�

�

�

�



 .

where

κ = lim
−→n →k

u (n,k)

|n× k|
2ω

,

ω = lim
n→k

1

2

∂ ln u (n,k)

∂ ln |n× k|
.

and Pω is a Legendre function. Since the main contribution to these integrals gives x ∼ y ∼ 1

we can put: φ (y) ≃ φ (1)− φ′ (1) (1 − y) + o
�

(1 − y)2
�

≃ φ (1)− u + o
�

u2
�

and obtain for

the coefficient ζ (ω)
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� ∞
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≃
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where Γ(x) is Gamma function. So

ζ (ω) = 22ωΓ (1 + ω) κ.
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Appendix 1

We have for λ ≫ 1:
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χTc2
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and Pω is a Legendre function. Since the main contribution to these integrals gives x ∼ y ∼ 1
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where Γ(x) is Gamma function. So

ζ (ω) = 22ωΓ (1 + ω) κ.
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If the term |n× k|
2ω gives the main contribution to u (n,k) , we obtain

κ ≈

2Γ
(

3
2 + ω

)

√
πΓ (1 + ω)

,

and for ω ≤ 1

ζ (ω) ≈ 22ω (1 − 0.02ω) .

Appendix 2

Green function G(s0, ϕ0,x0|s1, ϕ1,x1; L) is defined as:

G(s0, ϕ0,x0|s1, ϕ1,x1; L) =
∫ ∫

︸︷︷︸

Dx(l)s(l)ϕ(l) exp−
HPT(L)

T
,

with: x(0) = x0; s(0) = s0; ϕ(0) = ϕ0; x(L) = x1; s(L) = s1; ϕ(L) = ϕ1,

where
∫ ∫

︸︷︷︸

Dx(l)s(l)ϕ(l) is a path integral over all possible shapes of a molecule chain. This

Green function satisfies the equation [6] (see Fig. 7):

G(s0, ϕ0,x0|s, ϕ,x; L) =
∫ ∮

d
3
x
′

ds
′

dϕ′
G(s0, ϕ0,x0|s

′, ϕ′,x′; L − dL)

G(s′, ϕ′,x′
|s, ϕ,x; dL). (69)

Figure 7. To equation (69). L is a macromolecule’s contour length, persistent lengths, s0,s′,s are unit
tangent vectors, b0, b′, b are unit bi-normal vectors, ϕ is the twist angle and x0,x are coordinate vectors
at initial and end points of the molecule. Reproduced with permission from Ref.[15].

If dL is small the function G(s′, ϕ′,x′
|s, ϕ,x; dL) can be presented as:
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G(s′, ϕ′,x′
|s, ϕ,x; dL) ≃

1

Z
exp−

{

lp

2

[

s− s
′

dL
−K

(

s+ s
′

2
,

ϕ + ϕ′

2
, L −

dL

2

)]2

+
lt
2

[

ϕ − ϕ′

dL
− Ω0

(

L −
dL

2

)]2

+

+
1

aT
U

(

s+ s
′

2
,

ϕ + ϕ′

2
,
x+ x

′

2

)}

dL, (70)

where Z is a proper normalization multiplier. Observing that x′ = x− sdL and symbolling:

√

dLp = s− s
′
−KdL,

√

dLt = ϕ − ϕ′
− ΩdL,

and keeping in (70) the lowest on dL terms one obtains:

G(s′, ϕ′,x′
|s, ϕ,x; dL) ≃

1

Z

[

1 −
lp

2

(

p ·

(

p ·
∂

∂s

)

K

)

dL −
lp

2
t

(

p ·
∂K

∂ϕ

)

dL−

−
lt
2

(

t2 ∂Ω0

∂L

)

dL +
U(s, ϕ,x)

aT
dL

]

exp−

(

lpp
2

2
+

lpt2

2

)

. (71)

Correspondingly, for G(s0, ϕ0,x0|s
′, ϕ′,x′; L − dL) = G(s0, ϕ0,x0|s −

√

dLp − KdL, ϕ −
√

dLt − Ω0dL,x− sdL; L − dL) one has

G(s0, ϕ0,x0|s
′, ϕ′,x′; L − dL) ≃ G(s0, ϕ0,x0|s, ϕ,x; L) +

+

[

p
2

2

∂2
G

∂s2
=

t2

2

∂2
G

∂ϕ2
−

∂G

∂L
−

−

(

[K + dL−1/2
p] ·

∂G

∂s

)

− [Ω0 + dL−1/2t]
∂G

∂ϕ
− (s · ∇G)−

−
1

2
t

(

p ·
∂2
G

∂s∂ϕ

)]

dL. (72)

Substituting (71),(72) to (69) and integrating over (p, t) one obtains (56),(57).

Appendix 3

Using (60) in (59) and taking into account that u(−s,−ϕ,x) = u(s, ϕ,x); f (−s,−ϕ,x) =
− f (s, ϕ,x), one obtains:
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− Eu(±s,±ϕ,x) =
1
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1
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+ (73)

+
1

2lp

(

∂2 f

∂s2

)

u +
1

2lt

(

∂2 f

∂ϕ2

)

u

]}

.

Subtracting the expressions with different signs one obtains (63). Summing the expressions
with different signs, multiplying both sides by u(s, ϕ,x) and integrating over s, ϕ,x and
dl/L one obtains (62).

Actually, restriction (63) ensures that w+
0 and w−

0 have the same eigenvalue E0. Indeed, it

follows from (73) and (63) that w+
0 Ĥw−

0 = w−

0 Ĥw+
0 . Let us assume that:

−E+
0 w+

0 = Ĥw+
0 ,

−E−

0 w−

0 = Ĥw−

0 .

Multiplying the first equation by w−

0 and the second by w+
0 one obtains:

(E+
0 − E−

0 )w−

0 w+
0 = w+

0 Ĥw−

0 − w−

0 Ĥw+
0 = 0.

So, E+
0 = E−

0 = E0.

Appendix 4

Since F (ρ) in Eq (64) is not singular for any positive ρ, phase transition to the crystalline
state can be only of a first order. The transition point τc and jump of volume fraction of the
molecule ρc should be found from the conditions:

F (ρc) = F (0),

∂F

∂ρc
= 0,

or
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(

ã/lp
)α

ρ1−α
c + τcρc + κρ2

c + h = 0,

(2 − α)
(

ã/lp
)α

ρ1−α
c + 2τcρc + 3κρ2

c + h = 0,

which after simple algebraic transformations lead to Eqs. (65)-(67).

Appendix 5

Various forms of ψ(s,x), corresponding to different structures of condensed phases, have
been checked. For laminar-like ordering this function can be chosen in the form of:

ψ ∼ −[s× e]2,

for toroid-like ordering it is:

ψ ∼ −(s · e)2
− ([s× e] · [e× x])2/[e× x]2,

while for cholesteric ordering it is :

ψ ∼ − ([s× k] cos(2πq(e · x)) + [s× p] sin(2πq(e · x)))2 ,

where 1/q ≫ 1 is a cholesteric repeat, |k| = |p| = 1, e = [k × p] and (k · p) = 0. With
accuracy to slight variance in the numerical coefficients, all forms of ψ(s,x) lead to the
same expression for the free energy. This means that the Onzager approach is unreliable
concerning information about the specific structure of the crystalline state. On the other
hand, this approach gives a reasonable approximation the for thermodynamic properties of
the phase transition.
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1. Introduction

A key issue facing the pharmaceutical and fine chemical industries is the generation of
impurities during process chemistry and the retention, or otherwise, of these during crystal‐
lisation and subsequent processing. FDA guidelines [1] recognise organics, inorganics and
residual solvents as possible impurities, and that organic impurities can arise during manu‐
facturing or storage from starting materials, by-products, intermediates, degradation prod‐
ucts, reagents, ligands and catalysts. Actual or potential impurities which can arise during
synthesis, purification and storage must be noted and listed in the specification for any new
drug substance. As crystallisation is the most important method of product isolation and
purification in pharmaceutical manufacturing, the presence of impurities in the crystallisation
medium or in the crystal product is clearly a significant issue. The presence of impurities in
the crystalline product may affect the specification compliance of the batch. Any impurities
present must be known, quantified and below specified limits. Impurities in the crystallisation
medium can affect nucleation and growth rates, crystal form, including polymorphism or
solvate formation, and morphology, including habit and crystal size distribution.

An example of the inter-relationship between process chemistry, impurities and crystallisation
outcome is given by (R,R)-formoterol tartrate (1) [2]. The final step in the formation of this
compound was salt formation which also resulted in the precipitation of a crystalline product.
Compounds (2), (3), (4) and (5) in Figure 1 were identified as impurities in this material.
Impurity (2) is a degradation product arising from hydrolysis of the formamide group of (1).

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



Compounds (3), (4) and (5) arise as side-products of hydrogenation steps in the synthesis of
(1). Three crystal forms of (R,R)-formoterol tartrate were identified, polymorphic forms A and
B and a hydrate (form C). The initially precipitated material was form B and contained all four
impurities in quantities of 0.04% to 0.64%, above the specified levels. Recrystallisation of the
precipitated material gave crystals of form A, the thermodynamically preferred form, in which
impurities (4) and (5) were no longer detectible, impurity (3) was reduced by 50%, but the
levels of impurity (2) were increased due to further formamide degradation. Alternatively,
warming the initially slurry of compound (1) resulted in significant redissolution of all four
impurities, and formation of hydrate form C. Combination of re-slurrying and recrystallisation
also gave low levels of all four impurities and solid material as the preferred crystal form A.
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Figure 1. Molecular structure of (R,R)-formoterol tartrate (1) and impurity compounds (2), (3), (4) and (5) [2].

There are several examples in the literature of process impurities affecting polymorphic
outcome. An excellent example concerns sulfathiazole (compound 7 in Figure 2), which is
prepared by a process in which the final step is the hydrolysis of the acetamido precursor (6)
[3]. Residual starting material (6) has a major impact on the polymorphic form of the resulting
sulfathiazole solid, favouring form II. Crystallisation of pure sulfathiazole under identical
conditions results in forms III or IV being obtained. This outcome was well rationalised on the
basis of the hydrogen bonding networks present in the polymorphs and the capacity of the
amide impurity (6) to interact with these. Another example concerns 5-haloaspirin derivatives
(compounds 8 in Figure 3). These compounds are usually prepared by acetylation of the
corresponding salicyclic acid derivatives. Anhydrides (9) are process intermediates and
impurities in such reactions. Two polymorphs of compounds (8) have been noted, designated
forms I and II. Impurity anhydrides (9) promote the formation of the form II polymorphs over
forms I [4]. An example which has been studied in detail concerns an unidentified ‘API X’
(compound 10 in Figure 4) [5]. Three polymorphs of this compound are known, designated
forms A, B and C. The crystal structures and supramolecular packing motifs of these forms
have been fully characterised. A dimer involving H∙∙∙F hydrogen bonds (Figure 4) was one
of the motifs found in forms A and B. A number of process impurities were found (Figure 5)
and the impact of these on crystallisation of ‘API X’ investigated. For example, it was found
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that impurities (11) and (12) (Figure 5) inhibited the transformation of form A to form B at 30
°C in IPA. Under these conditions, form B is the thermodynamically preferred form and
batches of pure form A, or form A in the presence of impurities (13) or (14), transform to form
B. It was noted that impurities (11) and (12) possess the molecular groups necessary for
formation of a dimer motif of the type shown in Figure 4, whereas impurities (13) and (14) lack
such groups. Impurities (11) and (12) can therefore mimic dimers of ‘API X’ and affect the
polymorphic transformation.
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Figure 2. Final step in the preparation of sulfathiazole (7).

CO2H

X

OC
O

CH3
C

X

OC
O

CH3 O

O
C
O

X

O C
O

CH3

(8) (9)

Figure 3. Structures of 5-haloaspirins (8) and corresponding anhydride impurities (9); X = Cl or Br.

H
N

X
CF3

O
H

CN

O

(10)

H
N

X
O

H

CN

O
F

FF

N
H

X
O

H

CN

O
F

F F

Figure 4. Structure of ‘API X’ (10). Group X, which is not a halogen, is unidentified in the publication [5]. On the right
is a dimer motif of compound (10) present in polymorphs A and B involving H∙∙∙F hydrogen bonds.
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Figure 5. Process impurities present in the crystallisation of ‘API X’ [5].

Impurities can also have an effect on crystal morphology. For example, crystallisation of
stavudine (compound 15 in Figure 6) from IPA gave needle-like crystals with sub-optimal
filtration properties. Thymine (16), which can be present as a process impurity in quantities
up to 1%, resulted in crystallisation of less acicular crystals with improved filtration properties
[6]. The impact of impurities on crystal habits has been studied in detail in the case of benza‐
mide (17). The most stable polymorph of benzamide crystallises from ethanol as plates which
display the most growth in the b crystallographic direction; this direction also coincides with
an ‘amide ladder’ motif (Figure 7). Impurities or additives which can engage with the amide
ladder motif can affect the observed crystal habit. Benzoic acid (18) was found to reduce growth
in the b crystallographic direction while 2-toluamide (19) was found to reduce growth in the
a direction, giving smaller prisms elongated in the a and b directions respectively [7]. The
presence of 2’-aminoacetophenone (20) was found to result in growth of polycrystalline
benzamide aggregates as a consequence of compound (20) ‘end-capping’ the amide ladder
motif, but also allowing for growth of a new benzamide crystallite [8]. Another example
concerns phenyl salicylate (21). In this case, the concept of site-specific adsorption on crystal
surfaces has been used to simulate adsorption with molecular modelling methods, to allow
prediction of crystal morphology in the presence of impurities, giving good prediction of
variation in habit due to phenyl benzoate (22), benzophenone (23) or benzhydrol (24) impur‐
ities [9].
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Figure 6. Molecular structures of stavudine (15) and thymine (16).

Advanced Topics in Crystallization60



H
N

X
CF3

O
H

CN

O

(11)

CH3
H
N

X
CF3

O
H

CN

O

(12)

H
N

X
CH3

O
H

CN

O

(13)

H
N

X
CF3

CN

O

(14)

O

Figure 5. Process impurities present in the crystallisation of ‘API X’ [5].

Impurities can also have an effect on crystal morphology. For example, crystallisation of
stavudine (compound 15 in Figure 6) from IPA gave needle-like crystals with sub-optimal
filtration properties. Thymine (16), which can be present as a process impurity in quantities
up to 1%, resulted in crystallisation of less acicular crystals with improved filtration properties
[6]. The impact of impurities on crystal habits has been studied in detail in the case of benza‐
mide (17). The most stable polymorph of benzamide crystallises from ethanol as plates which
display the most growth in the b crystallographic direction; this direction also coincides with
an ‘amide ladder’ motif (Figure 7). Impurities or additives which can engage with the amide
ladder motif can affect the observed crystal habit. Benzoic acid (18) was found to reduce growth
in the b crystallographic direction while 2-toluamide (19) was found to reduce growth in the
a direction, giving smaller prisms elongated in the a and b directions respectively [7]. The
presence of 2’-aminoacetophenone (20) was found to result in growth of polycrystalline
benzamide aggregates as a consequence of compound (20) ‘end-capping’ the amide ladder
motif, but also allowing for growth of a new benzamide crystallite [8]. Another example
concerns phenyl salicylate (21). In this case, the concept of site-specific adsorption on crystal
surfaces has been used to simulate adsorption with molecular modelling methods, to allow
prediction of crystal morphology in the presence of impurities, giving good prediction of
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A challenging issue with regard to impurities in crystalline materials is the location of
impurities within crystals, both with respect to the distribution of the impurities and the mode
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of binding of the impurity ‘guests’ within the crystal ‘host’. In manufacturing scale crystalli‐
sation, impurities are often adsorbed on crystal surfaces and can be removed by efficient
washing. For example, a process for the crystallization of bisphenol A gave product which was
99.5% pure. It was found that the main source of impurities was from mother liquor adhering
on crystal surfaces. The temperature stages of the crystallization protocol were changed to
decrease the amount of fine crystals and increase the average crystal size. This allowed for
improved separation of crystal product from the mother liquor, giving material of 99.8%
purity. As the remaining impurities were likely to be trapped within the crystals, recrystalli‐
zation was found to improve the quality of the bisphenol A product up to 99.99% [10].
Impurities which are not removable by washing may be located within the crystal and may be
interacting with some aspect of the crystal lattice. X-Ray diffraction methods average over the
diffracting domains and so do not detect the presence of impurity molecules routinely.
Relatively few studies have investigated the location and supramolecular binding of exoge‐
nous molecules within molecular crystals. One such example concerns the crystallisation of L-
asparagine monohydrate from water. Other amino acids present as impurities in solution can
be incorporated into L-asparagine monohydrate crystals but to differing extents and distribu‐
tions. Careful sequential dissolution and analysis studies on individual L-asparagine mono‐
hydrate crystals showed that most amino acid impurities were largely located on the outer or
surface layers of the crystals. However, L-aspartic acid was found to be incorporated into L-
asparagine monohydrate crystals in significant quantities (> 10%) and to be distributed
relatively uniformly throughout the crystal, indicating a possible systematic substitution of L-
aspartic acid molecules for L-asparagine molecules within the L-asparagine monohydrate
crystals [11]. This possibility was confirmed by neutron diffraction studies of deuterated L-
asparagine monohydrate crystals grown in the presence of deuterated aspartic acid, which
showed a reduction in symmetry from P212121 for L-asparagine monohydrate crystals to P21

for crystals grown with aspartic acid impurity, due to systematic substitution of aspartic acids
molecules for aspargine molecules at specific sites in the crystal lattice [12].

In the course of studies on the crystallisation and morphology of phenacetin (26) [13], we
observed a significant impurity arising with one of the main routes for preparing this com‐
pound, involving many of the issues encountered in the literature examples outlined above.
Further investigation of this involved aspects such as the origin of impurities in the process
chemistry, retention or rejection of specific impurities, the removal of impurities by washing
and/or recrystallisation, and the supramolecular interactions between host crystals and
retained impurities. These issues are described in the following section. Phenacetin has proved
to be a useful compound for the study of crystallisation issues, as it is a relatively simple
molecule but, as a former drug substance, of sufficient pharmaceutical relevance to be a
worthwhile model.

2. Results and discussion

Phenacetin (4-ethyloxyacetanilide) (26) is a close analogue of paracetamol (acetaminophen or
4-hydroxyacetanilide) (27). Phenacetin was used as an analgesic and anti-pyretic drug before
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being withdrawn due to nephrotoxicity [14]. Processes for the large scale manufacture for
phenacetin have been described, in particular by the acetylation of para-phenetidine (4-
ethyloxyaniline) (25) [15]. An essential part of these processes is the isolation of the phenacetin
product as a crystalline precipitate of sufficient purity and crystal size distribution to meet
pharmacopoeial requirements. For example, carrying out of the acetylation at temperatures
over 100 °C in high boiling aromatic hydrocarbons, followed by cooling to under 10 °C with
seeding, gives large scale batches of phenacetin of pharmacopoeial quality [16]. Alternative
routes to phenacetin include the O-ethylation of paracetamol (27) which can be a more
convenient process on a laboratory scale [17]. Both of these routes are summarised in Figure
10. Both routes give phenacetin as a crystalline product which, if required, can be further
recrystallised to improve purity or particle properties.

NHCOCH3

OCH2CH3

NH2

OCH2CH3

NHCOCH3

OH

1. acetylating agent,
solvent, heat

2. cool, seed,
crystallise

[3. recrystallise]

1. ethylating agent, base,
solvent, heat

2. cool, dilute with organic solvent
3. wash with aqueous base
4. concentrate solvent, crystallise
[5. recrystallise]

(25) (26) (27)

Figure 10. Summary of processes for the preparation of phenacetin (26) from para-phenetidine (25) or paracetamol (27).

Both routes summarised in Figure 10 were studied by us as part of an investigation into the
phase, morphology, size distribution and purity of phenacetin batches obtained by various
routes and using various crystallisation regimes [13]. For the reasons discussed in the Intro‐
duction, impurities, their origin in the process chemistry and their persistence in crystallised
and recrystallised material, was a subject of particular importance in this investigation.
Impurity issues were not found to be particularly significant in the acetylation route to
phenacetin. However, we did find significant impurities arising from the ethylation route,
which were subject to further investigation.

Figure 11 shows a block flow diagram for the ethylation process. This is an adaptation of
the procedure described by Volker et  al  [17].  The reagents were charged to the reaction
vessel in the order given and the mixture heated to the boiling point of ethyl methyl ketone
with agitation. After three hours, the solution was allowed to cool, diluted with dichorome‐
thane and washed with water to remove potassium iodide by-product. The final product
yield could be improved marginally by extraction of the aqueous wash with dichlorome‐
thane and addition of the extracts to the main dichloromethane solution. This was washed
with aqueous sodium hydroxide to remove unreacted paracetamol. The dichloromethane
solution was dried to remove water dissolved in the dichloromethane, either by washing
with brine or using a solid drying agent. Finally, the dichloromethane solvent was removed
by distillation and the solid phenacetin product isolated and dried. Yields of product at
this stage were typically 70-90%. The material can be subsequently recrystallised to improve
purity or control particle properties.
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collect and dry solid product
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Figure 11. Block flow diagram for the synthesis of phenacetin (26) using theethylation of paracetamol 
(27) process. 
*Relative quantities of reagents and solvent (parts) are based on molar equivalents. 
**Extraction of the water washing to improve yield is optional. 
***Final dichloromethane solution can be dried prior to removal of solvent by washing (with brine) 
or using a solid drying agent (MgSO4) followed by filtration. 

The phenacetin product was confirmed by 1H NMR and IR spectroscopy (see the Experimental 
Methods section for details).  DSC analysis of samples showed a single thermal event corresponding 
to melting with an on-set at 133 ºC, agreeing with the literature value of 133.5 to 135.5 ºC [18].  

*Relative quantities of reagents and solvent (parts) are based on molar equivalents.

**Extraction of the water washing to improve yield is optional.

***Final dichloromethane solution can be dried prior to removal of solvent by washing (with
brine) or using a solid drying agent (MgSO4) followed by filtration.

Figure 11. Block flow diagram for the synthesis of phenacetin (26) using the ethylation of paracetamol (27) process.

The phenacetin product was confirmed by 1H NMR and IR spectroscopy (see the Experimental
Methods section for details). DSC analysis of samples showed a single thermal event corre‐
sponding to melting with an on-set at 133 °C, agreeing with the literature value of 133.5 to
135.5 °C [18]. PXRD analysis (Figure 12) showed excellent correspondence with the theoretical
pattern generated from the CIF file for the phenacetin structure recorded by Hansen et al [19]
(CSD refcode PYRAZB21), which is a more recently determined structure than that reported
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The phenacetin product was confirmed by 1H NMR and IR spectroscopy (see the Experimental
Methods section for details). DSC analysis of samples showed a single thermal event corre‐
sponding to melting with an on-set at 133 °C, agreeing with the literature value of 133.5 to
135.5 °C [18]. PXRD analysis (Figure 12) showed excellent correspondence with the theoretical
pattern generated from the CIF file for the phenacetin structure recorded by Hansen et al [19]
(CSD refcode PYRAZB21), which is a more recently determined structure than that reported
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by Patel et al [20]; essentially showing that the phenacetin product is the expected crystal form,
namely a monoclinic P21/c structure with Z = 4. The initially obtained phenacetin solid could
be recrystallised from a variety of solvents. Dichloromethane, ethanol, water and acetonitrile
were found to be the most useful, giving yields of 70-90% of recrystallised phenacetin. PXRD
and DSC analysis of the recrystallised material gave data which were essentially identical to
those obtained from the initially obtained solid. Figure 13 shows examples of the DSC data,
showing melting points lying within the range 134-139 °C. Micrographs showing typical
morphologies of phenacetin crystals obtained from these solvents are shown in Figure 14.
Those obtained from dichloromethane were typically block-like prisms, needles from ethanol,
flaky plates from water and elongated prisms from acetonitrile.

Figure 12. PXRD pattern of (in red) phenacetin (26) product and (in black) the theoretical pattern generated from PYR‐
AZB21 [19] including indices of the diffraction peaks.

The purity of the phenacetin batches was determined by HPLC. No residual paracetamol
starting material was detected. However, an unknown impurity was observed, eluting after
paracetamol and before phenacetin. The intensity of the impurity peak suggested its presence
in approximately 1% quantity, assuming a structural similarity to phenacetin. Likely candi‐
dates for this impurity were compounds (28) or (29) in Figure 15, arising from competing N-
or O-ethylation at the amide groups, or di-ethylated analogues (30) or (31). To confirm or reject
these compounds as the unknown impurity, it was necessary to independently synthesise both
the amide-ethylated (28 or 29) and di-ethylated (30 or 31) derivatives. These were prepared via
the route shown in Figure 16, which involved an initial protective O-benzylation of paraceta‐
mol, followed by ethylation of the amide group. Under the ethylation conditions (potassium
tert-butoxide base in dry THF, ethyl iodide and sodium iodide), the O-benzyl group was also
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Figure 13. DSC data of phenacetin recrystallised from water (magenta curve), dichloromethane (blue curve), ethanol
(black curve) and acetonitrile (green curve).

 
 

 

 
Figure 14. Optical micrograph of phenacetin recrystallised from (top left) dichloromethane, (top right) ethanol, (bot‐
tom left) water and (bottom right) acetonitrile.
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removed, giving the amide-ethylated derivative (28) without need for a specific debenzylation
step. This is likely to be a consequence of iodide induced cleavage of the benzylic C-O bond.
A further O-ethylation step gave the diethylated derivative (30). In both derivatives, ethylation
at the amide group was found to occur on nitrogen rather than oxygen, i.e. compounds (29)
and (31) were not observed.

HPLC of samples of phenacetin containing the unknown impurity, of samples of N-ethyl
derivative (28), and of samples of phenacetin containing the unknown impurity also spiked
with N-ethyl derivative (28) (Figure 17), provide strong evidence that the unknown impurity
was N-ethyl derivative (28), i.e. N-ethylparacetamol. This is a perfectly reasonable finding in
terms of the process chemistry, i.e. in reaction of paracetamol (27) with ethyl iodide and
potassium carbonate in ethyl methyl ketone, O-ethylation to give phenacetin (26) is the major
process while approximately 1% of the batch undergoes competing amide N-ethylation to give
impurity (28). Impurity (28) was not detected in recrystallised samples of phenacetin, i.e. a
single recrystallization step was sufficient to remove the impurity.

Of particular interest was to examine the impact of N-ethyl impurity (28) on the crystallisation
of phenacetin (26) in terms of the crystallisation process, the resulting crystal form and the
resulting crystal morphology. These studies were carried out on samples on phenacetin which
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were shown to be pure by HPLC. In addition to investigating the impact of impurity (28), the
effect of the paracetamol starting material was also examined.

Addition of either paracetamol (27) or N-ethylparacetamol (28) as a 1% impurity was found
to have no detectible effect on the metastable zone width (MSZW) of crystallisation of
phenacetin from ethanol. i.e. the equilibrium solubility and metastable solubility curves were
not significantly changed (Figure 18). Addition of paracetamol at levels as high as 10%
impurity likewise gave rise to no discernible change in the MSZW. Likewise, PXRD data of
samples of phenacetin recrystallised in the presence of 1% of either paracetamol (27) or N-
ethylparacetamol (28) were all identical to those previously obtained for phenacetin (e.g. as in
Figure 12) implying that no change was observed in the phenacetin crystal form due to the
presence of the impurities, at least that would be detectible by PXRD. The same finding was
observed from crystals grown in the presence of 10% paracetamol impurity. Inclusion of
paracetamol (27) or N-ethylparacetamol (28) impurities in phenacetin (27) crystallisations from
ethanol had a significant impact on the morphologies of the resulting phenacetin crystals.
Crystallisation of pure phenacetin from ethanol give acicular needles (Figure 19). Inclusion of
the impurities resulted in smaller and less elongated crystals, as shown in Figure 20 for 1%
and 10% paracetamol impurity. While the phenacetin crystals grown in the presence of 1%
impurity retained their essential morphology with a more prismatic, rather than acicular, habit,
the crystals obtained in the presence of 10% impurity were agglomerated particles which
lacked well developed faces.

Figure 18. MSZW of pure phenacetin compared with samples of paracetamol-spiked phenacetin.

Figure 17. HPLC of a phenacetin sample containing the unknown process impurity spiked with N-ethylparacetamol
(28). Phenacetin elutes at 5.312 min, while the unknown impurity and N-ethylparacetamol (28) co-elute at 4.130 min.
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Figure 19. Acicular crystals of pure phenacetin grown from ethanol.

 
 

   
 

Figure 20. Phenacetin crystals grown from ethanol in the presence of (left) 1% w/w paracetamol and (right) 10% w/w
paracetamol impurity.

Pure phenacetin crystallised from ethanol grows as acicular prisms as shown in Figure 19.
Figure 21 shows one of these crystals mounted on the goniometer of an X-ray diffractometer;
sufficient diffraction data has been collected to allow the crystallographic directions to be
determined. This shows that the needles are elongated along the a crystallographic direction.
Figure 22 shows the crystal structure of phenacetin [19] viewed both along the b and c axes.
These images show that the ethyloxy and acetyl groups of the phenacetin molecules are
oriented along the a crystallographic direction. The most important supramolecular motif
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present in the structure is a so-called amide C(4) chain, i.e. a repeated hydrogen bond between
secondary amide hydrogens and carbonyl oxygen atoms (N-H∙∙∙O=C-N-H∙∙∙O=C). As the
motif is a hydrogen bonding chain with four atoms in the repeat unit, it is designated C(4)
according to Etter’s notation [21]. The C(4) chain is lying in the bc plane. In crystallisation of
phenacetin from ethanol, hydrogen bonding by the hydroxyl group of ethanol to surface
carbonyls or N-H groups are likely to reduce the rate of growth in the b and c crystallographic
directions, giving rise to the needles elongated along a, as seen in Figure 19. Figure 23 shows
a phenacetin crystal grown from ethanol containing 1% paracetamol. The crystal is typical of
those grown in the presence of 1% paracetamol impurity, i.e. it is a reasonably well formed
elongated prism, but not a needle. The direction of elongation is still the a crystallographic
direction, i.e. the paracetamol impurity has had the greatest effect in the direction of most
crystal growth for the pure crystals.

Figure 21. A crystal of pure phenacetin grown from ethanol mounted on the goniometer of an X-ray diffractometer
and the directions of the crystallographic axes and indices of the main faces determined. Note that the crystal is a nee‐
dle, similar to those shown in Figure 19, which has been cut to allow mounting onto the diffractometer. The cut is per‐
pendicular to the a axis direction and has exposed a fresh (100) face.

As mentioned above, the initially formed phenacetin material found to have 1% of N-ethyl‐
paracetamol (28) present as an impurity, was not detected in recrystallised batches of phena‐
cetin, i.e. it was removed by recrystallization. The staring material for a chemical process is
always a candidate impurity, however, no residual paracetamol (27) starting material was
detected in the initially crystallised phenacetin material. Part of the phenacetin by ethylation
of paracetamol process involves an aqueous base extraction intended to remove unreacted
paracetamol (addition 7 in Figure 11). While this step would be expected to minimise the
amount of paracetamol starting material present, some residual paracetamol impurity could
still be a possibility requiring investigation. As a phenol, N-ethylparacetamol (28) should also
be to some extent extractible with an aqueous base wash, although less so than paracetamol,
which is more hydrophilic. Nonetheless, N-ethylparacemol (28) was found to be present as an
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impurity. However while impurity (28) could be removed by recrystallization, spiking
experiments with paracetamol found that this was a more persistent impurity. Recrystallisa‐
tion of phenacetin from ethanol in the presence of 1% or 10% w/w of added paracetamol gave
phenacetin crystals containing, respectively 0.16% and 6.0% paracetamol impurity by HPLC.
Growing phenacetin crystals therefore appear to have differing affinity for N-ethylparaceta‐
mol and paracetamol as impurities for inclusion, with the former being generally excluded
while the latter is incorporated to a considerable extent. A second recrystallisation was often
necessary to fully remove paracetamol impurity.

The relative preferential exclusion of N-ethylparacetamol and inclusion of paracetamol can be
rationalised by consideration of the crystal structure of phenacetin. As mentioned above, the
most significant supramolecular motif present in the structure is an amide C(4) chain. Only
primary or secondary amides, such as phenacetin, can participate in amide C(4) chains.
Tertiary amides, such as N-ethylparacetamol, can ‘end-cap’ such chains by accepting a
hydrogen bond at the amide carbonyl oxygen; however they cannot continue the chain. Hence,

 

 
 

 

  Figure 22. Images of the crystal structure of phenacetin generated from the structure reported by Hansen et al [19],
viewed (top) in the ab plane along c (which corresponds to the orientation shown in Figure 21) and (bottom) in ac plane
along b.
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inclusion of N-ethylparacetamol molecules results in discontinuation of the phenacetin C(4)
chain and is incompatible with the bulk crystal structure. By comparison, paracetamol, as a
secondary amide, can participate in an amide C(4) motif. The key point of difference in the
molecular structures of phenacetin and paracetamol is the replacement of the ethyloxy group
of phenacetin by a hydroxyl group in paracetamol. In the crystal structure of phenacetin, the
ethyloxy groups occupy hydrophobic regions as shown in Figure 24. The replacement of a
small number of ethyl groups by hydrogen atoms in these regions seems reasonable. Therefore,
it is feasible that a small number of paracetamol molecules could take the place of phenacetin
molecules in phenacetin crystals, while N-ethylparacetamol molecules could not easily be
accommodated within continuous phenacetin crystallites. These proposed supramolecular
interactions are shown schematically in Figure 25.

Figure 24. View of the crystal structure of phenacetin [19] along the b crystallographic axis, showing the packing of the
phenacetin ethyloxy groups.

Figure 23. A crystal of phenacetin grown from ethanol containing 1% paracetamol, mounted on the goniometer of an
X-ray diffractometer and the directions of the crystallographic axes and indices of the main faces determined. Note
that the crystal is intact as grown and has not been cut.
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Figure 25. Schematic representation of the molecular packing in the crystal structure of phenacetin incorporating N-
ethylparacetamol (red) and paracetamol (blue) molecules. The phenacetin molecules are linked by an amide C(4) hy‐
drogen bonding chain [21] shown using dashed lines. The ethyloxy groups of the phenacetin molecules occupy a
hydrophobic region of the structure. The N-ethylphenacetin molecule (red) can ‘end-cap’, but not continue the C(4)
chain, while the paracetamol molecules (blue) can fully participate in the C(4) chain. The hydroxyl groups of both par‐
acetamol or N-ethylparacetamol could feasibly sit within the hydrophobic region containing the ethyloxy groups.

The proposal discussed above and illustrated in Figure 25 suggests the possibility of substantial
and possibly systematic inclusion of paracetamol molecules in phenacetin crystals. To
investigate this possibility, a series of successive dissolution experiments were carried out on
individual phenacetin crystals, in a similar manner to those described by Addadi et al in the
investigation of L-asparagine monohydrate / L-aspartic acid host / guest systems [11, 12]. The
crystals for this study were grown from ethanol solutions of phenacetin containing either 5%,
10% or 15% (w/w phenacetin) of added paracetamol. Examples of these crystals are shown in
Figure 26. These crystals were then dissolved in methanol-water (40:60) in three successive
dissolutions, i.e. approximately one third of the crystal dissolved in the first dissolution step,
another third in the second and the remainder of the crystal dissolved in the final step. After
each dissolution, the resulting solution was analysed by HPLC for phenacetin and paracetamol
content. The data obtained are given in Table 1. These data show that the paracetamol content
of the crystals is considerably greater in the outermost portions of the crystals which are
dissolved in the first dissolution step. This may include paracetamol which has deposited on
crystal surfaces as well as paracetamol which has been included within the crystals. Impor‐
tantly, paracetamol is still present in the second and innermost portions of the crystals.
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Therefore, the paracetamol impurity is being incorporated into the phenacetin crystals at all
stages of crystal growth, and especially in the later stages of growth. Possibly, increased up-
take of paracetamol impurity is connected to a significant reduction and termination of crystal
growth.

Figure 26. Examples of phenacetin crystals grown from ethanol containing (left to right) 5%, 10% and 15% (w/w phe‐
nacetin) added paracetamol.

Dissolution Step % Impurity added % Paracetamol % Phenactin

1st 5 14.16 85.47

2nd 5 1.57 98.32

3rd 5 0.71 99.14

1st 10 7.88 91.59

2nd 10 0.40 99.38

3rd 10 0.00 99.53

1st 15 5.42 94.48

2nd 15 2.83 97.06

3rd 15 1.87 98.09

Table 1. Three stage dissolution of individual phenacetin crystals grown from ethanol containing paracetamol; HPLC
analysis of solution from each dissolution step.

The above finding raises the possibility that phenacetin molecules may be systematically
replaceable by paracetamol molecules to some extent in the crystal structure of phenacetin. If
this was to be the case, it should be possible to obtain phenacetin / paracetamol co-crystals.
This possibility was investigated by attempting co-crystallisation of 1:1 and 2:1 phenacetin :
paracetamol mixtures, both from solution and by neat grinding. PXRD of the resulting solids
(Figure 27) were all very similar to those for phenacetin with some additional peaks, for
example at 2θ = 12.0° and 23.2°. This does not confirm formation of a co-crystal.
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Figure 27. PXRD patterns for (top), material obtained by attempted cocrystallisation of phenacetin and paracetamol
(1:1 neat grinding); (middle) theoretical pattern for phenacetin generated from PYRAZB21 [19]; (bottom) theoretical
pattern for monoclinic paracetamol [22].

3. Conclusions

The preparation of phenacetin (26) by O-ethylation of paracetamol (27) has been investigated
as a study into the generation of process impurities and their impact on crystallisation and
recrystallisation of crystalline solid products. In the O-ethylation of paracetamol, paracetamol
is reacted with ethyl iodide in the presence of potassium carbonate base in ethyl methyl ketone
solvent heated to 80 °C. After cooling to room temperature, the reaction mixture is dissolved
in dichloromethane and washed with water, aqueous sodium hydroxide, dried and the
solvents removed to give a crystalline solid. This can be recrystallised from solvents including
ethanol, acetonitrile, water or dichloromethane, giving rise to crystals as, respectively, needles,
prisms, plates or thin plates. Yields from this process were in the range of 70-90%, providing
material consistent with the structure of phenacetin by 1H NMR and IR spectroscopy. The
crystal form of all phenacetin batches obtained was consistent with the structure reported by
Hansen et al [19] and previously by Patel et al [20] even when analysed by both PXRD and
DSC.

HPLC analysis of the initially obtained phenacetin solid showed the presence of a compound
not corresponding to phenacetin or the starting material. Likely candidates for this impurity
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were compound (28), formed by competing ethylation at the amide rather than the phenolic
site of phenacetin, or compound (30) formed by diethylation. Independent synthesis of both
compounds followed by HPLC comparison of these with the impurity confirmed that the
impurity was compound (28), i.e. N-ethylparacetamol, present in, typically, 0.9% quantities in
initially obtained phenacetin solid. Impurity (28) was not detected in any samples of recrys‐
tallised phenacetin, i.e. the impurity was removed by recrystallisation.

Both N-ethylparacetamol (28) and the starting material in the process, paracetamol (27), were
investigated in spiking experiments at a 1% level for their impact on the generation of
supersaturation and on crystal form and morphology in crystallisations of phenacetin from
ethanol. Paracetamol (27) was also investigated at a 10% impurity level. Neither impurity was
found to have any effect on MSZW, or on crystal form. However, significant changes were
observed on crystal morphology, which transforms from needles for pure phenacetin, to
smaller elongated prisms with 1% impurities and to polycrystalline agglomerates with 10%
paracetamol. Orientation of crystals on an X-ray diffractometer show that the needles were
elongated along the a crystallographic axis and that the shorter prisms were also elongated in
the a direction. The ethyloxy and acetamido groups of phenacetin are directed along the a
direction, while an amide C(4) chain lies in the bc plane. In crystallisations of phenacetin from
ethanol, growth in the bc directions is hence impeded by hydrogen bonding of the solvent,
leaving the a direction as the fastest growing direction. As would be expected, the impurities
have the most impact in the fastest growing direction, reducing the extent of growth in that
direction to change the crystal habit from needles, to small elongated prisms, to polycrystalline
agglomerates.

HPLC analysis of samples of phenacetin crystallised in the presence of quantities of parace‐
tamol (27) or N-ethylparacetamol (28) and then recrystallised showed that whereas N-
ethylparacetamol (28) can be effectively removed by recrystallisation, paracetamol (27) when
present as an impurity is incorporated into phenacetin crystals by a greater extent and is also
retained within the crystals to a significant extent even after recrystallisation. Phenacetin and
paracetamol are both secondary amides and so can participate in amide hydrogen bonded C(4)
chains. N-Ethylparacetamol (28), as a tertiary amide, cannot participate in an amide C(4) chain,
but can terminate such a chain. Hence it is feasible that a paracetamol impurity molecule can
substitute for a phenacetin molecule in the bulk of the crystal lattice in a manner not possible
with N-ethylparacetamol. N-Ethylparacetamol impurity can add to phenacetin crystals at the
ends of amide chains, or by other supramolecular interactions, but cannot be easily accom‐
modated within the crystal lattice and so is incorporated to a lesser extent and is easily removed
by recrystallisation. This proposal offers a rationale for the respective retention and rejection
of paracetamol and N-ethylparacetamol by phenacetin crystals, which is summarised sche‐
matically in Figure 25. This model requires the phenolic hydrogen of paracetamol (or N-
ethylparacetamol) to reside within a region dominated by phenacetin ethyl groups, which is
not unreasonable.

The above proposal raises the possibility that paracetamol molecules could systematically
substitute for phenacetin molecules in phenacetin crystals, in a manner best exemplified by
the case of L-aspartic acid in L-aspargine monohydrate described by Addadi et al [11, 12]. To
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retained within the crystals to a significant extent even after recrystallisation. Phenacetin and
paracetamol are both secondary amides and so can participate in amide hydrogen bonded C(4)
chains. N-Ethylparacetamol (28), as a tertiary amide, cannot participate in an amide C(4) chain,
but can terminate such a chain. Hence it is feasible that a paracetamol impurity molecule can
substitute for a phenacetin molecule in the bulk of the crystal lattice in a manner not possible
with N-ethylparacetamol. N-Ethylparacetamol impurity can add to phenacetin crystals at the
ends of amide chains, or by other supramolecular interactions, but cannot be easily accom‐
modated within the crystal lattice and so is incorporated to a lesser extent and is easily removed
by recrystallisation. This proposal offers a rationale for the respective retention and rejection
of paracetamol and N-ethylparacetamol by phenacetin crystals, which is summarised sche‐
matically in Figure 25. This model requires the phenolic hydrogen of paracetamol (or N-
ethylparacetamol) to reside within a region dominated by phenacetin ethyl groups, which is
not unreasonable.

The above proposal raises the possibility that paracetamol molecules could systematically
substitute for phenacetin molecules in phenacetin crystals, in a manner best exemplified by
the case of L-aspartic acid in L-aspargine monohydrate described by Addadi et al [11, 12]. To
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examine this possibility, we carried out a series of sequential dissolution experiments on single
crystals of phenacetin grown in the presence of 5 to 15% paracetamol impurity and analysed
the resulting solution for phenacetin and paracetamol. The results, given in Table 1, show that
the majority of the incorporated impurity resides in the outer layers or surface of the crystals,
although detectible quantities of impurity can be found throughout the crystal. This suggests
that paracetamol incorporation into phenacetin crystals is occurring at all stages of crystal
growth, but becomes most prevalent in the later stage of growth and may be associated with
the termination of crystal growth. This implies that systematic substitution of paracetamol for
phenacetin molecules in the crystal lattice is probably not occurring, but that solid solutions
of paracetamol in phenacetin may be occurring. The possibility of phenacetin / paracetamol
cocrystallisation was examined but conclusive formation of cocrystals was not obtained.

The phenacetin by ethylation of paracetamol system has produced some instances of impurity
behaviour which is highly characteristic of the synthesis and crystallisation of molecular
organic compounds as pharmaceuticals or fine chemicals. A process impurity, N-ethylpara‐
cetamol, does form and is present in the initially precipitated crystals, but is easily removed
by recrystallisation as a likely consequence of its limited ability to engage with the supramo‐
lecular packing of the phenacetin crystal structure. By contrast, the starting material, parace‐
tamol, is well incorporated and retained within phenacetin crystals, quite likely as a
consequence of its compatibility with the crystal structure of phenacetin. The paracetamol
impurity in phenacetin crystal system is therefore a good model on which to investigate
methods for removing recalcitrant structurally-related impurities. Selective co-crystallisation
is one method which has received recent attention [23, 24] and which could be vary amenable
to this system. Many co-crystals of paracetamol have been prepared. What is required in this
case is paracetamol co-crystals in which the phenolic hydroxyl group of paracetamol is
engaged in a specific supramolecular motif. This allows a key point of differentiation from
phenacetin, in which the phenolic hydroxyl group is replaced by an ethyloxy group. N-
Methylmorpholine, pyrimidine [25] and trimethylglycine [26] form such co-crystals with
paracetamol. In further studies on this system, these compounds will be investigated as
putative selective paracetamol impurity removers.

4. Experimental methods

All chemicals were purchased from Sigma-Aldrich. 1H NMR spectra were recorded on either
a Bruker AVANCE 300 MHz spectrometer or a Bruker AVANCE 400 MHz spectrometer.
Chemical shift values are expressed as parts per million (ppm). High resolution mass spectra
were recorded on a Waters LCT Premier LC-MS instrument in electrospray ionisation (ESI)
positive mode using 50 % acetonitrile / water containing 0.1 % formic acid as eluent; samples
were made up in acetonitrile.

Preparation of phenacetin (26) by ethylation of paracetamol (27), typical procedure. A mixture of 1.51
g (10 mmol) of paracetamol (27), 2.76 g (20 mmol) of anhydrous potassium carbonate, 15 mL
of methyl ethyl ketone and 2.0 g (13 mmol) of ethyl iodide was heated to reflux for 3 hours
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with magnetic or mechanical stiring. The solution was allowed to cool to room temperature
before addition of 25 mL of dichloromethane and washing with 20 mL of deionised water. The
aqueous layer was extracted with 2 x 25 mL portions of dichloromethane which were combined
with the dichloromethane layer, washed with 25 mL of 5% aq. sodium hydroxide solution
before drying over MgSO4 and concentration on the rotary evaporator. The material was
further dried in air to give a white solid: 1.66 g, 93% yield; mp: 133-136 °C (lit. mp 133.5-135.4
°C [18]) IR (KBr disc) 3286 (N-H), 1660 (C=O), 1510, 1481 and 1245 (C-O) cm−1. 1H NMR
(300MHz; CDCl3) 1.40 (3H, t, JH-H = 6.9 Hz, CH2CH3), 2.15 (3H, s, COCH3), 4.00 (2H, q JH-H = 6.9
Hz, CH2CH3), 6.81-6.88 (2H, m, -ArH x 2), 7.09 (1H, br s, NH), 7.34-7.40 (2H, m, ArH x 2).

Differential Scanning Calorimetry (DSC) was carried out on a TGA Q1000 DSC with an RCS
40 cooling system using crimped aluminium pans at a variety of cooling rates between 2
to 10 °C/min.

Powder X-Ray Diffraction (PXRD) data was recorded on a Stoe Stadi MP diffractometer
operating in transmission mode, with a tube voltage of 40 kV and current of 40 mA, using Cu
Kα1 monochromated radiation (1.5406 Å) and a gas-filled PSD detector. Diffraction was
recorded over 5 to 60 °2θ in steps of 2 °/min. Samples were held between acetate foils and were
not ground. Calculated patterns were generated from crystallographic information files using
the THEO function on Stoe WinXPOW software with a pseudo-Voight profile shape and a gauss
component of 0.8. Tables 2 and 3 give the calculated °2θ, hkl and intensity values for the
calculated diffraction patterns for phenacetin and monoclinic paracetamol, calculated from
PYRAZB21 [19] and HXACAN01 [22] respectively.

º2θ hkl I/Imax (%)

6.832 100 4.677

11.459 110 20.171

13.688 200 12.701

14.964 011 36.491

18.283 -211 21.346

22.119 -121 100

23.035 220 5.758

24.354 -221 0.012

26.088 -212 34.429

28.184 -321 3.304

29.647 -122 5.813

30.432 -131 8.592

31.852 -402 4.655

32.282 122 3.794

33.219 -412 2.392s

Table 2. Powder X-ray diffraction peaks (°2θ), diffracting plane indices (hkl) and relative intensities (I/Imax) for the
calculated pattern for phenacetin based on the crystal structure reported by Hansen et al [19], CSD refcode PYRAZB21,
calculated for X-rays of wavelength 1.5406 Å.
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º2θ hkl I/Imax (%)

12.096 110 28.197

13.854 001 41.197

15.478 -201 59.166

16.769 011 20.322

18.140 -211 57.475

18.866 020 2.711

20.363 120 21.266

20.812 111 12.428

23.016 -311 6.563

23.482 021 64.893

24.330 220 83.339

24.821 310 0.292

26.561 121 100

27.209 -112 17.247

27.916 002 5.282

29.917 -411 7.444

31.330 221 5.179

32.702 -412 8.321

36.103 -511 11.289

36.853 330 13.205

37.559 202 6.217

38.565 -132 4.862

40.048 -431 0.275

42.373 430 0.662

43.553 013 4.524

46.130 241 4.354

48.245 -233 5.479

50.569 051 0.001

Table 3. Powder X-ray diffraction peaks (°2θ), diffracting plane indices (hkl) and relative intensities (I/Imax) for the
calculated pattern for monoclinic paracetamol based on the crystal structure reported by Haisa et al [22], CSD refcode
HXACAN01, calculated for X-rays of wavelength 1.5406 Å.

Recrystallisations: Samples of phenacetin (2) were dissolved in the minimum amount of boiling
solvent required for dissolution. The solutions were allowed to cool to room temperature and
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held isothermally with evaporation of solvent until solid material had formed. Crystals were
isolated by filtration and dried under vacuum for 24 h.

Optical microscopy: Crystals were viewed using a Nikon Eclipse 50i POL Polarizing Microscope
equipped with a Nikon DS-Fi1 CCD camera.

HPLC was carried out using an Agilent 1100 series HPLC, equipped with quaternary pump
and degasser, and a YMC-Pack ODSA column (250 x 4.6 mm, 5ųm). The column was eluted
with a phosphate buffer at a flow rate of 1 mL/min and injection volume of 5 µL. The oven
temperature was maintained at 20˚C. The detector was initially set at 350 nm. The elution was
isocratic, using methanol-water (60:40 v/v). Under these conditions, paracetamol eluted at 3.0
min and phenacetin at 5.3 min. Calibration curves were constructed by injection of different
volumes of a stock solution (1 mg/mL) of compound (phenacetin or paracetamol) and plotting
the ratios of the peak heights against the quantities injected. Calibration curves for phenacetin
and paracetamol had R2 values of 0.9993 and 0.9985 respectively.

Synthesis of candidate impurity compounds (28) and (30)

Paracetamol (27) (1.00 g, 6.6 mmol) and potassium carbonate (1.82 g, 13.2 mmol) were dissolved
in 40 mL of acetone. Benzyl bromide (0.66 mL, 6.6 mmol) was added, and the solution was
heated under reflux for 72 h. After this time, one further equivalent of potassium carbonate
(1.82 g, 13.2 mmol) and 0.5 equivalents of benzyl bromide (0.32 mL, 3.3 mmol) were added
and the reaction was heated under reflux for a further 24 h. Upon cooling, 50 mL of dichloro‐
methane were added and the solution was washed with 2 x 40 mL of deionised water, dried
over MgSO4 and concentrated on a rotary evaporator to give a white solid (O-benzylparace‐
tamol): 1.20 g, 75.5% yield; mp 140 °C (lit. mp 140 °C.) [18, 27] IR (KBr) 3282 (N-H), 1659 (-
NHCO-), 1603, 1527 and 1243 cm-1; 1H NMR (400MHz, CDCl3) 2.15 (3H, s, -COCH3), 5.04 (2H,
s, -OCH2-), 6.90-6.95 (2H, m, -ArH x 2), 7.04 (1H, br s, -NH-), 7.27-7.34 (1H, m, -ArH), 7.34-7.44
(6H, m, -ArH x 6). O-Benzylparacetamol (1.00 g, 4.15 mmol), NaI (0.62 g, 4.15 mmol) and EtBr
(0.59 g, 5.39 mmol) were stirred together in 15 mL anhydrous THF with potassium t-butoxide
(1.40 g, 12.45 mmol). The reaction was carried out at 0 ⁰C under a N2 atmosphere for 96 h,
before quenching via the addition of 37% aq. HCl solution. The solution was concentrated to
a syrup under reduced pressure and the syrup dissolved in methanol (30 mL). A spatula tip
of an amberlyst ion exchange resin (15 hydrogen form) was added in order to neutralise excess
potassium t-butoxide. Following a 6 h stir, the amberlyst resin was removed by filtration.
Deionised water (25 mL) and 25 mL of dichloromethane were added. The aqueous layer was
washed a further two times with 25 mL portions of dichloromethane. The organic layers were
combined and dried over MgSO4, before concentration under reduced pressure to give a
yellow solid which upon analysis was determined to be N-ethyl-N-(4-hydroxyphenyl)acetamide
(28): 0.22 g, 30% yield; mp 173-175 °C (lit. mp 187-188 °C.) MS (ESI-TOF) m/z: [M + Na]+ Calcd
for C10H13NO2; Found 180.1020.. IR (KBr disc) 3200 (O-H stretch), 3109 (Ar C-H stretch), 3024
(Ar C-H stretch), 1668 (amide C=O stretch) and 1514 cm-1 (Ar C=C bend). 1H NMR (400MHz,
CDCl3) 1.10 (3H, t, JH-H = 7.1 Hz, -CH2CH3), 1.82 (3H, s, CH3CO-), 3.67-3.74 (2H, m, -CH2CH3),
6.86-6.91 (2H, m, -ArH x 2), 6.98-7.03 (2H, m, -ArH x 2).
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N-Ethyl-N-(4-hydroxyphenyl)acetamide (28) (0.09 g, 0.49 mmol), ethyl iodide (0.075 g, 0.485
mmol) and K2CO3 (0.13 g, 0.97 mmol) were stirred in 2 mL of methyl ethyl ketone at r.t. for 14
h, after which one further equivalent of ethyl iodide (0.075 g, 0.485 mmol) was added and the
solution was heated at reflux for 2 h. Upon cooling, 5 mL of deionised water was added and
the aqueous solution was extracted with 3 x 5 mL portions of diethyl ether. The organic layers
were combined, washed with 20 mL of brine and dried over MgSO4, before concentrating
under reduced pressure and drying under vacuum for 24 h. N-Ethylphenacetin (30) was
obtained as thick yellow syrup: 40 mg, 40% yield; HRMS (ESI-TOF) m/z: [M + Na]+ Calcd for
C12H17NO2Na 208.1329; Found 208.1338. 1H NMR (300MHz, CDCl3) 1.02 (3H, t, JH-H = 7 Hz, -
NCH2CH3), 1.36 (3H, t, JH-H = 7 Hz, -OCH2CH3), 1.73 (3H, s, CH3CO-), 3.63 (2H, q JH-H = 7 Hz, -
OCH2CH3), 3.97 (2H, q, JH-H = 7 Hz, -NCH2CH3), 6.80-6.86 (2H, m, -ArH x 2), 6.90-7.02 (2H, m,
-ArH x 2).

Metastable Zone Width (MSZW) determinations were carried out in a 1L HEL Autolab jacketed
glass reaction vessel with Huber P20 silicone thermofluid controlled by a Huber unistat 815
thermoregulator. Agitation was via a four blade pitched impeller agitator held at 180 rpm with
an overhead motor. Vessel contents temperature was measured by a PTFE PT100 thermocou‐
ple. Anti-solvent was added using a ProMinent gamma/L pump. Heating and cooling,
agitation and addition of solvent was programmed using HEL WinISO software. Nucleation
and particle counts were monitored using a HEL Lasertrack in situ laser probe. Ethanol was
selected as the crystallising solvent for the MSZW investigation. These involved phenacetin
spiked with N-ethylparacetamol (28) or paracetamol (27) in ratios of 0% (i.e. for determination
of the MSZW of pure phenacetin in ethanol) or 1% quantities, and paracetamol in 10% w/w
impurity. (It was not feasible to synthesise sufficient quantities of compound (28) for using as
an impurity in 10% w/w quantities.) Using the solubility curve for ethanol [13] a saturated
solution of phenacetin at 60 °C was prepared. The solution was heated to 70 °C to ensure
complete dissolution. The solution was then cooled to 20 °C, at which point 80 g of solvent
was added in order to change the concentration. The step was repeated multiple times in order
to obtain the MSZW diagrams for spiked phenacetin in ethanol.

Single crystal X-ray goniometer measurements were carried out on a Bruker APEX II DUO
diffractometer using the APEX2 v2009.3-0 software [28]. Crystal structure images were
prepared using Mercury [29] using the data reported by Hansen et al [19], CSD refcode
PYRAZB21.

Serial dissolution study: Growth of large single crystals of phenacetin spiked with paracetamol
was accomplished by allowing a spiked solution to concentrate over a period of one week. 50
mg of phenacetin was dissolved in 1.5 mL of ethanol along with 2, 4 and 6 mg of paracetamol
in order to obtain 5, 10 and 15% spikes respectively. Gentle heating was required to aid
dissolution. Large single crystals were collected and were washed carefully with cold ethanol.
Serial dissolution of the spiked phenacetin crystals was accomplished by placing each
individual crystal within a glass sample vial and partially dissolving the crystal in methanol-
water (40:60). The crystals were firstly weighed (each was typically 4-5 mg) and 1 mL/mg of
solvent was used. The crystals were physically removed from the solution upon visual
estimation of approximately one third dissolution (typically 1-2 mins.). The crystals were then

Impurity Exclusion and Retention during Crystallisation and Recrystallisation — The Phenacetin by Ethylation…
http://dx.doi.org/10.5772/59715

81



transferred to a second and subsequently third vial for further dissolution. The residual
solutions were analysed by HPLC as described above.

Co-crystallisation was attempted using physical mixtures of phenacetin and paracetamol in 1:1
and 1:2 ratios. Mixtures recrystallised from ethanol or were ground in a Retsch MM400 ball
mill [30].
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1. Introduction

Oral way is the most important route of drug administration for obtaining systemic pharma‐
cological effects. In this route, the solid dosage form specially tablets, are the first choice of
patient because of their some special advantages like easy administration by the patient, unit
dosage form with greatest dose precision and least content variability, lower cost and temper
proof nature [1]. Due to unfavourable physical and mechanical properties and poor aqueous
solubility of some drugs, their formulation process becomes problematic. Crystallization is the
main process in the pharmaceutical industry for particle formation and may be defined as the
process in which a solid compound precipitates from a saturated solution in the form of crystals
[2, 3].Most active pharmaceutical ingredients are manufactured in a crystalline shape for their
chemical stability during transportation, packaging and storage. Many factors including
thermodynamic (e.g., solubility, solid-liquid interfacial tension, solvent activity, temperature,
etc.), kinetic (e.g., supersaturation, molecular mobility, meta-stable zone width) and molecular
recognition (hydrogen bonds, non-covalent bonds, molecular networks) influence the rate and
mechanisms by which crystals are formed from liquid solutions [3, 4]. The driving force for
crystallization is supersaturation. Supersaturation can be generated by increasing the solute
concentration (solvent evaporation) or decreasing the solute solubility (e.g., temperature
change, anti-solvent addition, pH change, salting-out) [5]. The next step is the formation of
macroscopic crystals from stable nuclei, called crystal growth. This step is controlled by
internal (crystal structure) and external factors (temperature, impurities, supersaturation,
solvent type) and determines the particle morphology [6].

The size and shape are very important parameters that influence the separation process which
will in turn have an effect on the yield and quality of the resulting fractions during the
crystallization process [7]. Particle orientation was influenced by crystal habit, therefore can
modify the flowability, packing, compatibility, syringability, physical stability and dissolution

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



profile of a drug molecule. For example, it has been showed that symmetrically shaped crystals
of ibuprofen have better compaction and flow properties than needle shaped crystals [8, 9]. It
seems that optimization of crystal properties is an alternative method for modifying the
dissolution properties of drugs and therefore their bioavailability [10, 11].

Poor physical and mechanical properties of drug particles have been traditionally covered by
various granulation methods. Enlargement of particle size is an important procedure during
manufacturing of tablets [12]. There are different techniques for enlargement of particle size
such as wet granulation, dry granulation, extrusion spheronization and spherical crystalliza‐
tion methods [13]. These techniques have important role in modifying primary and secondary
properties of pharmaceutical substances. Kawahima and Capes (during the 1970 decade)
suggested enlargement of particles size during the crystallization process. According to their
report, controlling the crystal’s agglomeration leads to spherical agglomerates with accorded
properties [14].

In 1986, Kawashima applied the spherical crystallization method for size enlargement of drugs
in the pharmaceutical field. Spherical crystallization defined by him as “An agglomeration
process that transforms crystalline drugs directly into a compacted spherical form for improv‐
ing the flowability, solubility and compactability” [14, 15]. Spherical agglomeration (SA) and
emulsion solvent diffusion (ESD) are two major techniques for spherical crystallization. In fact
the ammonia diffusion systems (ADS) and crystallo-co-agglomeration (CCA) are extended
forms of these methods [16]. Spherical agglomeration consists of precipitating fine crystals of
the drug substance and then aggregating them using a wetting agent (should be a non-miscible
liquid).In the emulsion solvent diffusion technique, the continuous phase is a non-miscible
iquid with drug. Indeed in this method, a quasi-emulsion is formed by droplets of solvent
containing the drug and then crystallization occurs inside the droplets because of the counter
diffusion of the solvents through the droplets [15]. Under controlled conditions, such as solvent
composition, temperature regulation, supersaturation generation, or mixing speed, crystal‐
lized particles are able to agglomerate into the spherical dense agglomerates simultaneously.

2. Spherical crystallization

Good flowability, mechanical strength and compressibility are the main requirements for
commercial production of a particulate solid into the tablet dosage form [14]. Nowadays, great
advancements are accessible by powder technology, and various studies are made to produce
primary and secondary particles of pharmaceutical substances for different applications. The
spherical crystallization is a particle size enlargement method that applies crystallization and
agglomeration using bridging liquid [17]. Indeed, this method is a particle design technique
that crystallization and agglomeration can be performed simultaneously in one step for
transforming crystals directly into the compacted spherical forms [18, 19]. By using this
method, direct tabletting of drug instead of further processing like mixing, granulation, sieving
and drying is possible [15, 16, 19].This technique is capable of subsequent processes such as
separation, filtration and drying more efficiently and is able to have an effect on the secondary
properties of the crystals such as flowability, compressibility and wettability. Using this
technique, the precipitated crystals can be agglomerated during the final synthesis step into
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more or less spherical particles with sizes between 300 and 500 mm without any binders.
Spherical crystallization has been considered as a very effective method in improving the
dissolution profile of some poorly water soluble drugs [13, 14, 19].

Mechanical properties of the spherical agglomerates like packability, flowability, compressi‐
bility, mechanical strength and elastic recovery are very important for the handling and
bioavailability of the particles [20]. Stronger bonding occurs during compression of agglom‐
erated crystals compared to single crystals and greater tensile strength is obtained from
agglomerated crystals compared to single crystals. It was demonstrated that the spherical
agglomerates are more compressible and suitable for preparing compressed dosage forms than
conventional crystals. The stronger bond forces formed from agglomerated crystals lead to
greater plastic deformation and higher tensile strength compared to those created from single
crystals [21]. Jbilou et al. reported that the improvement of compression ability of the agglom‐
erated crystals of ibuprofen compared to marketed single crystals (in spite of high crystallinity)
is related to the isotropic texture of the agglomerate [22].

2.1. Principle of spherical crystallization

The saturated solution of the drug in a good solvent is poured into a poor solvent. A third
solvent known the bridging liquid is added in small amounts to wet the crystal surface and
promote the formation of liquid bridges between the drug crystals for forming spherical
agglomerates [23]. In this process the poor and good solvents should be freely miscible and
the affinity between the solvents must be stronger than the affinity between drug and the good
solvent. Furthermore, the bridging liquid should not be miscible with the poor solvent and
should preferentially wet the precipitated crystals [15]. Advantages and disadvantages of
spherical crystallization method are summarized in Table 1.

Advantages Disadvantages

Physicochemical properties of pharmaceutical crystals are
mainly improved for pharmaceutical process i.e. milling,
mixing and tabletting by using this technique [24].

Selection of suitable solvents is a tedious process [2].

Use of this technique leads to conversion of crystalline
forms of a drug into polymorphic form that may have
better bioavailability [23].

Optimization of processing parameters (temperature,
agitation) is difficult [16].

This technique could enable subsequent processes such as
separation, filtration, drying, etc. to be carried out more
efficiently [15].

Preparation of microsponges, microspheres and
nanospheres, microballoons, nanoparticles and micro
pellets as novel particulate drug delivery system is
possible by it [25].

It can be used for masking of the bitter taste of drug [15].

Table 1. Advantages and disadvantages of spherical crystallization
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2.2. Main steps involved in the growth of agglomeration

Bermer and Zuider Wag classified the growth of agglomeration in four steps: Flocculation
zone, zero growth zone, fast growth zone and constant size zone [26].

2.2.1. Flocculation zone

The bridging liquid is adsorbed on the surface of crystals and links the particles by forming
bridge between them [15, 26].

2.2.2. Zero growth zone

In this zone, loose floccules are converted into the tightly packed pellets. The entrapped fluid
is squeezed out onto the surface of the small floccules. The driving force for these conversions
is governed by the agitation of the slurry, pellet-pellet and pellet-stirrer collision [27].

The rate limiting step in agglomeration growth process occurs in zero growth zones when
bridging liquid is squeezed out of the pores as the initial floccules are transformed into small
agglomerates.

2.2.3. Fast growth zone

When sufficient bridging liquid has squeezed out of the surface of the small agglomerates, the
fast growth zone is observed. Coalescence is the process in which the large size particle is
formed following random collision of well-formed nucleus. For successful collision process,
slightly excess surface moisture of nucleus is required [27, 28].

2.2.4. Constant size zone

This zone involves stopping of agglomeration growth. In this zone, even a slight decrease in
size of agglomerates may be observed probably due to attrition, breakage and shatter. Four
zones for agglomeration growth are illustrated in Figure 1 [26-28].

Figure 1. Four steps for agglomeration growth: a) flocculation zone, b) zero growth zone, c) fast growth zone, d) con‐
stant size zone

3. Spherical agglomeration technique

There are three main stages for spherical agglomeration method. The first stage is the choice
of the crystallization method to precipitate crystals from solution.  The thermal,  physico‐
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chemical or chemical methods may be used in this stage. The second step is the selection
of  the  wetting  agent  that  should  be  immiscible  with  the  solvent  of  the  crystallization
process.  At  the end stage,  the hardening of  the agglomerates  is  performed.  Agglomera‐
tion  may occur  as  a  consequence  of  the  coalescence  of  agglomerates  with  the  liberated
bridging liquid [29].

Spherical crystallization has been employed for several high dose drugs with poor compres‐
sibility and poor water solubility [24].

Spherical  agglomeration  is  a  valuable  technique  in  the  formulation  of  microspheres,
microsponges,  nanospheres,  microballoons  and  nanoparticles  as  novel  drug  delivery
systems [30]. Spherical agglomeration is also employed in processes such as granulation,
balling,  pelletization,  tabletting,  compaction,  flocking and sintering in  order  to  produce,
e.g., nuclear fuel pellets, ceramic powders, carbon blacks, catalysts, commercial fertilizers,
pesticides and pharmaceutical products [31]. The main parameters in spherical agglomera‐
tion  are  the  choice  of  the  solvent  system,  amount  and type  of  the  bridging  liquid,  the
presence of  additives,  initial  particle  size,  solubility,  the  agitation rate  and temperature.
These parameters  influence not  only  the  productivity  but  also  the  micrometrics  proper‐
ties such as particle size distribution, morphology and strength of the product [17]. Figure
2 shows the principle of spherical agglomeration.

Figure 2. Principle of spherical agglomeration

3.1. Solvent system

Polarity of the solvent and its interactions with hydrophobic phases of the growing crystals
have an influence on shape, surface irregularity and roundness of the crystals agglomer‐
ate [32]. Commonly three types of solvents are used in spherical agglomeration [27]: a) A
perfect solvent for the drug, b) anti-solvent and c) bridging liquid that should be added
for promoting the formation of agglomerates. Bridging liquid not only has wetting property
but also acts as an interparticle binder promoting agglomeration. The bridging liquid should
not be miscible with the anti-solvent. Meanwhile, anti-solvent and solvent systems should
not be miscible and the affinity between them must be stronger than those between drug
and solvent [15,  17,  25].  The solvent system and its composition are usually selected by
trial and error. Examples of solvent systems in preparing spherical agglomeration of some
drugs are given in Table 2.  Also the common solvent system in spherical  crystallization
method is shown in Figure 3.
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Drug
Solvent system

Technique References
Good solvent Poor solvent Bridging liquid

Flubiprofen Acetone Water Hexane SA [33]

Salicylic acid Ethanol Water Chloroform SA [34]

Aspirin Acid buffer, Methanol, Chloroform SA [35]

Fenbufen THF Water Isopropyl acetate SA [36]

Nabumetone Ethanol Water Cyclohexane SA [37]

Naproxen Acetone-ethanol Water Chloroform SA [38]

Roxythromycin Methanol Water Choroform SA [39]

Mebendazole Acetone Water
Hexan,Octanol,
Dichloromethane

SA [40]

Valsartan Acetone Water Choroform SA [41]

Celocoxib Acetone Water Chloroform SA [42]

Ascorbic acid Water Ethyl acetate Ethyl acetate SA,ESD [43]

Aspartic acid Methanol Water - SA [44]

Ibuprofen Ethanol Water Ethanol SA [22]

Ibuprofen-
Paracetamol

Dichloromethane Water Dichloromethane CCA [45]

Benzoic acid Ethanol Water Chloroform SA [46]

Aceclofenac Acetone Water Dichloromethane SA [47]

Indomethacin
Dimethyl
formamide

Water Chloroform SA [48]

Indomethacin
Mepirizole

Ethyl acetate Water Ethyl acetate CCA [49]

Ibuprofen-Talc Dichloromethane Water Dichloromethane CCA [50]

Glibenclamide Dichloromethane Water Chloroform SA [51]

Tranilast Acetone Water Dichloromethane SA [52]

Aminophylline Ethanol Water Chloroform SA [53]

Bromohexin Hcl Dichloromethane Water Dichloromethane CCA [54]

Ketoprofen Isopropyl acetate Water Choroform SA [55]

Propiphenazone Ethyl alcohol Water Isopropyl acetate SA [14]

Acetylsalicyclic
acid

Ethanol Water Carbon tetrachloride SA [56]

Ketoprofen-talc Dichloromethane Water Dichloromethane CCA [57]

Table 2. Solvent systemsin preparing spherical agglomeration of drugs
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Figure 3. Common solvent system in spherical crystallization method

3.2. Bridging liquid

The amount of bridging liquid is a critical factor in the spherical crystallization method.There
are some studies about the enlargement of agglomerates by increasing the amount of bridging
liquid [58]. Generally, increasing amount of the bridging liquid leads to an increase in
agglomerate size [59]. According to a research, addition of a smaller amount of bridging liquid
produced larger particles of acebutolol (up to 1,000mm) and vice versa a greater amount of
bridging liquid formed smaller particles (around 600mm) [25, 60]. The rate of addition of
bridging liquid in the system also influences the spherical nature of the crystals [32, 61].The
strength of the bridges not only depends on the interfacial tension between the bridging liquid
and the medium but also depends on the rheology of the bridging liquid [32].

There are very limited reports on the systematic selection of the solvent system and bridging
liquid for spherical crystallization. Most articles do not address the reasoning behind their
solvent selection. Chow and Leung proposed some rules for selection of solvent system and
bridging liquid [26]: For water soluble compounds, an organic solvent that is miscible with
water  is  employed as the poor solvent  and salt  solutions in high concentration without
common ions can be applied as  the bridging liquid.  In the case of  compounds that  are
soluble in one or more organic solvents, water is used as the poor solvent and a water-
immiscible organic solvent as the bridging liquid. For compounds that are only soluble in
water-miscible  organic  solvents,  a  saturated  aqueous  solution  of  the  compound and an
organic  solvent  could  be  used  as  poor  and  bridging  solvents  respectively.  Finally  for
materials with insufficient solubility in water or any organic solvent,  a water-immiscible
organic solvent employ as the poor solvent and salt solutions in high concentration without
common ions as the bridging liquid. In the latter case because of insufficient solubility of
drug powder in bridging liquids, presence of a binding agent such as PVP 40000 or PEG
10000 is necessary for agglomeration [25].

Chloroform has been employed as a bridging liquid in the preparation of some spherical crystal
drugs such as: salicylic acid, Aspirin, Roxithromycin, Trimethoprim, Tranilast anhydrate and
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Tranilast monohydrate. Isopropyl acetate has been used in the spherical crystal preparation
of Propyphenazone, Acebutolol hydrochloride, Tolbutamide and Fenbufen for this mean.
Because the strength of liquid bridges is proportional to the interfacial tension between the
bridging liquid and the solid, surfactants are not usually used as bridging liquid [31]. Figure
4 shows the mechanism of liquid bridge formation in spherical agglomeration.

Figure 4. The mechanism of liquid bridge formation in spherical agglomeration

3.3. The presence of additives

The presence of additives such as polymeric material and surface active agents are able to
influence molecular aggregation during the crystallization process [40]. The viscosity of the
medium and surface tension are reduced by surfactants that in which affect the nucleation
process. The existence of these additives in the spherical agglomeration process may also
reduce the processing time and improves the bioavailability and micrometric properties of the
drug.

Crystallization is inhibited by some of the polymers such as methylcellulose, hydroxypropyl
methyl cellulose (HPMC) andpolyvinyl pyrrolidone (PVP). Among these, PVP has been found
to be the most effective crystallization inhibitor. These anti-nucleant polymers are incompat‐
ible with the host molecules of the growing crystals surface. Then their incorporation into the
lattice alters growth characteristics of the host molecules [62].

3.4. Particle size

Particle size distributions of the drugs and their excipients can exert major effects on the mixing
process and therefore on possible segregation in the mixed materials. The particle size
distribution in powder material can also influence the flowability and bioavailability of certain
active drugs. When the concentration of the organic phase is close to the saturation of the liquid
phase, the particles have soft (gel like) and sticky structure. These sticky structures during the
process lead to particles sticking to the impeller and crystallizer wall. Indeed, the gel like
structure is achieved when the mass transfer from the organic phase to aqueous phase is too
slow. Then the life-time of the emulsion is much higher leading to an enhancement in coales‐
cence frequency of the droplets [61].

3.5. Solubility of drug

As mentioned earlier, the solvent system for spherical crystallization includes a poor solvent,
a good solvent for the drug and bridging liquid. Venkadari Rammohan Gupta described a
method for the selection of solvents that is dictated by the solubility characteristic of the drug
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[42].Physical state of a drug product (whether microagglomerate or irregular macro-agglom‐
erates or a paste of drug substance) may be controlled by selecting of proper solvent propor‐
tions. The solvent proportions is determined by performing solubility tests and then
constructing triangular phase diagram for defining the region of mutual immiscibility using
ternary diagram [63].

3.6. Mode and intensity of agitation

Similar to the consolidation in granulation process, in the spherical agglomeration process, the
spherical shape particles are formed due to mechanical forces of the agitation over a long
period of time. In several reports, effects of the agitation rate were reported, and it is one of
the main parameters to determine average diameter of the agglomerated crystals [64]. Mode
and intensity of agitation in conjugation with the amount of bridging liquid determines the
rate of agglomerate formation and their ultimate size. High speed agitation is required for the
dispersion of the bridging liquid throughout the system. Altering of the agitation pattern leads
to change in force acting on the agglomerate and therefore has an effect on the shape of the
agglomerate.

Some drugs require low agitation rate for crystallization, whereas some need elevated rate.
Blandin et al. stated that a higher stirring rate leads to obtaining less porous and more resistant
agglomerates [24].

The rate of crystallization in the system determines nature of the agitation speed. If the rate of
drug crystallization was high, then the elevated agitation speed is required for agglomeration.
The used blade for agitation has important role on the shape of agglomerates. Commonly
screw-type agitator with four flat blades is used for maintaining the shape. The sharper blades
will cut the agglomerates and irregular agglomerates will be formed [65]. By increasing
agitation rate, the shear force of the system increases and the outcome is more consolidated
agglomerates. By applying a rate above the optimum stirring rate, and due to an increase in
disruptive forces, the agglomeration process becomes less efficient [66, 67].

Maghsoodi et al. showed that increase of the agitation time before adding the bridging liquid
leads to bigger and more elongated crystals. According to their report, needle-like particles
are more difficult to pack than isotropic particles in this situation. They also changed the
stirring time after the addition of bridging liquid. Their results showed that the spherical shape
of the agglomerates does not appear immediately but develops gradually [68].

3.7. Temperature of the system

Temperature has a major influence on the shape, size and texture of the agglomerates. The
effect of temperature on spherical crystallization is maybe due to its effect on the drug solubility
[69].Kawashima et al. [1984] tested the temperature influence on the spherical agglomeration
of salicylic acid in a tertiary system (water-ethanol-chloroform). By increasing the temperature,
the solubility of drugs is increased and then a decrease in the recovery of the crystals is
observed. At lower temperature, recovery of the crystals increases and the constituent crystal
size and the solubility of chloroform in the solvent mixture diminishes [70]. Furthermore,
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temperature has an effect on the crystallization stages such as nucleation, crystallization and
agglomeration of crystals. According to Kawashima and Capes [1984], spherical agglomera‐
tion follows first order kinetics with respect to increasing number of agglomerates with time.
The bulk density of the agglomerates also decreases by increasing the crystallization temper‐
ature [70].

3.8. Residence time

The residence time that agglomerates remain suspended in reaction mixture influences the
size, shape and strength of agglomerates. During long residence time because of the solubili‐
zation of the agglomerates by the bridging liquid, the agglomerates break down into smaller
crystals and the size of agglomerated particles decreases [32]. Then the optimization of
residence time for the agglomeration of recrystallized crystals is necessary. Below the opti‐
mized residence time, incomplete effusion of good solvent and bridging liquid from the
formed droplets in the dispersion medium leads to the incomplete agglomeration [32].

4. Quasi-emulsion solvent diffusion

In this process, the quasi-emulsion of drug solution in good solvent with a poor solvent (non-
solvent) is formed. Due to counter diffusion of good solvent and poor solvent, crystallization
of the drug occurs. Stabilization of emulsion by proper polymer is required in this method. In
fact, the drug and polymer are co-precipitated in order to form drug crystals according to the
polymer properties. Residual good solvent in droplets acts as a bridging liquid to agglomerate
the generated crystals [8, 27].

Figure 5. The mechanism of emulsion solvent diffusion method: a) emulsion formation, b) coalescence of emulsion
droplet,c) diffusion of good solvent to outer phase and poor solvent into of the droplet, d) growth of crystal shell and
final agglomerates

Patil and Sahoo prepared the spherical agglomerates of glibenclamide by emulsion solvent
diffusion method. They used methanol, chloroform and water as good solvent, bridging liquid
and poor solvent respectively. According to their results, particle size, flowability, compacti‐
bility and packability of plane and agglomerates with additives except with polyvinyl
pyrrolidone were preferably improved for direct tabletting compared with raw crystals of
glibenclamide. Their results also showed significant improvement in solubility and dissolution
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rate of plane and agglomerates with additives except with polyvinyl pyrrolidone, compared
with the raw crystals of the drug. The authors believe that improved properties of spherically
agglomerated crystals is due to their large and spherical shape and enhanced fragmentation
during compaction that is supported by increased tensile strength and less elastic recovery of
its compact [28]. The mechanism of emulsion solvent diffusion method is shown in Figure 5.

5. Ammonia diffusion method

Ammonia diffusion components consist of ammonia water as a good solvent and also bridging
solvent, poor solvent and hydrocarbon or halogenated hydrocarbon (acetone). The hydrocar‐
bon is miscible with the system, and it should reduce the miscibility of the ammonia water
with poor solvent. The diffusion process across the droplet consists of moving poor solvent
inside and ammonia out of the droplet. Then the drug crystals precipitatein ammonia water
slowly and agglomerates are grown [8, 27].Figure 6 shows this process.

Figure 6. Ammonia diffusion method for preparation of spherical crystallization: a) movement of poor solvent into the
droplet, b) movement of ammonia out of the droplet, c) the drug crystals precipitate in ammonia water slowly and
agglomerates are grown

6. Crystallo-Co-Agglomeration (CCA) technique

Due to the hydrophobic nature of most excipients, incorporation of them in the formed
agglomerates using organic bridging liquid is complicated [71, 72]. Then spherical agglomer‐
ation could not be employed for low-dose or poorly compressible materials. Crystallo-co-
agglomeration technique is one of the novel particles designing technique (developed by
Kadam et al) that could be able to overcome the mentioned limitation of spherical crystalliza‐
tion [30].This process includes continuous stirring of drug and excipients in liquid medium.
The continuous stirring is necessary for loading of the drug consistently in the agglomerates.
In expansion concept, crystallo-co-agglomeration technique involves simultaneous crystalli‐
zation and agglomeration of drug substance with or without excipients from good solvent and/
or bridging liquid by the addition of a poor solvent. The formed crystal of drug has minuscular
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form and therefore the drug dissolution and bioavailability are improved by using this method
[73, 74]. Sometimes bridging liquid also serves as a good solvent. To overcome drug loss due
to co-solvency, the good solvent should be volatile and immiscible with poor solvent [74].

Bridging liquid can affect on the rate of agglomeration and also on the strength of the agglom‐
erates. Smaller amount of the bridging liquid leads to fine particles whereas larger amount
produces coarse particles. When the stirring rate is increased, the agglomeration will be
reduced (because of increasing disruptive forces). Porosity diminishes by increasing concen‐
tration of the solid [66].

Commonly the crystallo-co-agglomeration method can be performed in two ways: solvent
change method and alternate method [75]. In solvent change method, crystallo-co-agglomer‐
ates can be obtained by the crystallization as well as the agglomeration. One or more drugs
simultaneously crystallize and agglomerate from the system containing good solvent and
bridging liquid by the addition of a poor solvent. In the alternate method, the crystallization
of drug is performed from a system containing good solvent and bridging liquid and then its
simultaneous agglomeration is done with an insoluble diluent or a drug by the addition of a
poor solvent. Figure 7 shows the steps involved in crystallo-co-agglomeration technique [76].

Figure 7. Steps involved in crystallo-co-agglomeration technique

6.1. The effect of various factors on crystallo-co-agglomeration process

Crystallo-co-agglomeration technique depends on numerous factors such as the formulation
and process variables which have an effect on the processes of crystallization and agglomer‐
ation. The selection of diluent, solvent system, internal phase, amount and type of polymers
will have an influence on the final agglomerates [75].

Excipients and polymers play a key role in the preparation of crystallo-co-agglomerates, an
excellent alternative to wet granulation process to prepare particles for direct compression
[77].The difference in the physicochemical properties of the drug molecules and the excipient
is the main factor in the selection of a solvent system for the crystallo-co-agglomeration
technique. Various polymers like hydroxy propyl methylcellulose (HPMC), poly ethylene
glycol (PEG), ethyl cellulose (EC) and poly vinyl pyrrolidone (PVP) may be used to improve
poor compressibility and handling qualities of pure drugs by crystallo-co-agglomeration
technique [75]. The micromeritic and drug release properties of the agglomerates are improved
as well. About low dose drugs, diluents are applied for the enlargement of size in the crystal-
co-agglomeration technique. Diluents should be inert and inexpensive. They should also be
insoluble in aqueous phase so that the drug loss through the continuous or external phase be
avoided [74].
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In preparation of directly compressible agglomerates, excipients should have affinity toward
the bridging liquid. Talc is a hydrophobic excipient and has preferential wetting with bridging
liquid therefore is a suitable excipients for incorporation in the crystallo-co-agglomeration
process [30, 71, 74].

6.2. Advantages of crystallo-co-agglomerates

Agglomerates which are prepared using crystallo-co-agglomeration technique have numerous
advantages compared to other spherical agglomeration methods. Excellent flow properties,
large surface area and less chances of dose dumping from final crystals are some of these
advantages. Large surface area leads to uniform distribution of the drug through gastro-
intestinal tract and therefore better absorption and bioavailability is achieved and the toxicity
is also reduced.

Unlike SA, CCA is utilizable for size enlargement of all, low dose, high dose, single, two, or
more drugs in combination with or without diluent [78].

Furthermore, the single step generation of agglomerate, less processing cost, less number of
unit operations and simplicity of the process adapted it to an economic method. In fact,
simplicity and capability to generate spherical agglomerates in a single step are the reasons
for the unique place of crystallo-co-agglomerates technique in the oral drug delivery route. By
crystallo-co-agglomerates technique and proper selection of suitable excipients and polymers,
modified release of drug substances from drug-loaded agglomerates is achievable [30, 71, 74].
It is also possible to create placebo drugs by producing agglomerates of plain excipients (talc
agglomerates) [74].

7. Conclusion

Spherical crystallization is the novel particle design technique, in that crystallization and
agglomeration may be carried out simultaneously in one step and could be able to transform
the fine crystals into a spherical shape directly. In consequence of these modifications, certain
micrometric properties may also be modified. Then this technique is an efficient method in the
optimization of crystal properties for modifying the required micrometric and dissolution
properties of the drugs. In this method, agglomerates with higher bulk density, better flowa‐
bility and compactibility will be obtained. Then the spherical crystallization can be applied for
manufacturing spherical crystals of poorly soluble drugs in order to improve their flowability
and compactibility properties. This technique also is helpful in improving wettability,
bioavailability and dissolution rate of these types of drugs. An optimized spherical crystalli‐
zation process, concerning the form of the agglomerates and reproducibility of the product,
can be applied as an attractive approach for direct tabletting. The final tablet dosage form
prepared using spherical crystallization technique exhibits improvements in strength,
hardness, friability, disintegration profile and dissolution rate compared to those prepared
using granulation method. As a noticeable point, proper selection of solvent, bridging liquid
and diluents has an influence on the release, dissolution, absorption and bioavailability of the
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drug substance and reduce toxicity as well. Agglomerates prepared by crystallo-co-agglom‐
eration technique have numerous advantages over the spherical agglomerates. Spherical
agglomeration could not be employed for low-dose or poorly compressible materials due to
hydrophobic nature of the most excipients. In crystallo-co-agglomeration process, designing
of agglomerates containing two drugs or a low-dose or poorly compressible drug in combi‐
nation with diluents is possible. On the whole, spherical crystallization technique seems to be
promising technique in which the drug crystals are changed by applying different solvents for
obtaining direct compressible spherical agglomerates. This leads to save money and time in
tablet making processes. If it is able to scale up, the direct compression of poorly compressible
drugs will be feasible. Other agglomeration techniques are still less economical than direct
compression tabletting. As an important point, in this process the residues of organic solvent
after the formation of agglomerates should be monitored.
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1. Introduction

In recent years, the industrial sector of oils and fats has become an important area of research
and technological development. The number of studies related to the physical properties of
oils and fats has been increasing; these properties are broadly the melting and crystallization
behavior and the crystalline and oxidative stability of oils and fats.

The crystallization behavior of lipids has important implications in the industrial processing
of food products whose physical characteristics depend largely on fat crystals. Such products
include chocolates, margarines, spreads, fats for confectionery and bakery, dairy products, and
commonly used shortenings [1]. Meanwhile, crystallization is the most important physical
problem of oils and fats [2], particularly problems such as unwanted polymorphic transitions,
oil exudation, the development of fat bloom, formation of crystalline agglomerates, and fatty
bases with a maximum solid fat content or incompatibility of induction periods with certain
industrial applications. Thus, recent research has focused on understanding the phenomena
involved in the crystallization of lipids in an attempt to achieve effective solutions to stabilize
or modify this process, depending on the nature of the raw material and its industrial appli‐
cation. To that effect, the use of emulsifying agents as crystallization modifiers has marked the
trend of research in the oils and fats field. In the past, studies were based on the effect of
emulsifiers on the crystallization of pure triglycerides or model systems [3, 4, 5], while recent
research has focused on the effect of emulsifiers on the crystallization properties of different
types of fats such as milk fat [6, 7, 8], low-trans fats [9, 10], palm oil and its fractions [11, 12],
cocoa butter [13], in the crystallization of emulsions [14, 15], and production of organogels,
which constitute the structuring oils of emulsifiers [16]. While studying the effects of emulsi‐
fiers in fatty systems is of great interest for the improvement of industrial bases, particularly

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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with respect to fat for use in chocolate, confectionery, and baking, there is limited research on
the role of these compounds as crystallization modifiers of natural and commercial fats [17].

Crystallization of lipids is a serious problem in the food industry with respect to actual
industrial processes and post-crystallization events. The crystallization issue presents addi‐
tional aggravating considerations related to climatic differences between countries and the
transport and storage conditions imposed by long distances between producing regions and
final distribution regions. Thus, there is a need for appropriate solutions for processes
involving crystallization and stabilization of raw materials of significant industrial relevance,
such as palm oil and fractionated and interesterified fats, which are now replacing partially
hydrogenated fats (or trans fats) in most industrial applications. Therefore, the topic discussed
in this chapter is highly relevant to the oils and fats production sector.

2. Oils and fats

Edible oils and fats are essential nutrients of the human diet, playing a vital role in providing
essential fatty acids and energy. Chemically, natural oils and fats consist of multi-component
mixtures of triacylglycerols (TAGs), which are glycerol esters and fatty acids. Additionally,
polar lipids (minority lipids) such as diacylglycerols (DAGs),monoacylglycerols (MAGs), free
fatty acids, phospholipids, glycolipids and sterols are found solubilized in the triacylglycerol
matrix. The triacylglycerol composition determines the physical properties of oils and fats,
affecting the structure, stability, flavor, aroma, storage quality, and sensory and visual
characteristics of foods [18].

The physical properties of an oil or fat are of fundamental importance to determine its use.
This is particularly true for a large quantity and variety of oils and fats used in various forms,
including foods. The difference between the words “oil” and “fat” refers to a fundamental
physical property, the fluidity or consistency at room temperature. The components of fat
characterize it as a material composed of an intimate mixture in the liquid and solid phases,
and its physical state can vary from a viscous fluid to a solid or brittle plastic [19].

3. Physical properties of oils and fats

3.1. Crystallization behavior

Plastic fats consist of a lattice network in a continuous oil matrix. The crystallization process
is a spontaneous ordering of the system, characterized by the total or partial restriction of
movement caused by physical or chemical links between the triacylglycerol molecules.
Differences in crystal shapes result from different molecular packings. A crystal, therefore,
consists of molecules arranged in a fixed pattern known as a lattice. Its high degree of molecular
complexity allows the same set of TAGs be packaged into several different and relatively stable
structures [20].
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Crystallization of fats determines important properties of foods, including: (i) the consistency
and plasticity of fat-rich products such as butter, margarine and chocolate during the stages
of production and storage; (ii) sensory properties such as the melting sensation in the mouth;
(iii) physical stability with respect to the formation and settling of crystals, oil exudation and
coalescence of particles and emulsions; and (iv) visual appearance, for example the shininess
of chocolates and toppings [21]. In most foods, isolated crystallization of TAGs is considered
the event of greatest importance, although the crystallization of minority lipids such as DAGs,
MAGs and phospholipids plays a fundamental role in the quality of various products [22].

3.1.1. Crystallization mechanism of the lipids

Crystallization is generally divided into four distinct phases. Initially, in order to obtain the
formation of crystals from the liquid state, the system must reach the supersaturation zone, in
which there is a driving force for crystallization. Once the appropriate driving force to
overcome the energy barrier for crystallization is reached, nucleation occurs and molecules in
the liquid state join together to create a stable nucleus. After the formation of stable nuclei, a
rapid transition to the next stage of crystallization occurs, crystal growth, i.e., during which
additional molecules (or growth units) are incorporated into the crystal lattice, decreasing the
driving force of supersaturation. Unless restricted by a kinetic constraint, growth continues
until the system reaches equilibrium, at which the driving force for crystallization approaches
zero and the maximum volume of the crystal phase is obtained [23].

3.1.2. Nucleation

According to Boistelle [24], nucleation involves the formation of molecule aggregates that
exceed a critical size, and are therefore stable. Once a crystal nucleus has formed, it begins to
grow due to the incorporation of other molecules from the adjacent liquid layer that is
continuously filled by the supersaturated liquid surrounding the crystal [24].

A crystal nucleus is the smallest crystal that can exist in solution at a given temperature and
concentration. The formation of a nucleus from the liquid phase, i.e., the nucleation process,
requires the organization of molecules in a crystalline lattice of critical size after overcoming
an energy barrier. The mechanisms of nucleation are generally classified as primary nucleation,
which can be homogeneous or heterogeneous, and secondary nucleation. It is currently
suggested that nucleation occurs via a two-step process. Molecular oscillations in the liquid
phase lead to local organization of molecules into amorphous clusters (instead of crystal
embryos, as postulated by classical nucleation theory – Gibbs, 1800), which then aggregate to
form an amorphous cluster of critical size. This formation of amorphous aggregates is the first
step in nucleation. At some point the molecules in the cluster are transformed into a crystalline
structure, which is the second step for the formation of a stable nucleus. The combination of
these two events characterizes the induction time before the onset of visual nucleation. This
type of nucleation, however, rarely occurs under the conditions of industrial processes. In
practice, nucleation is usually dominated by the heterogeneous mechanism in the majority of
systems, where external surfaces or catalytic sites, such as molecules of different composition,
are used to reduce the energy barrier. Although the exact mechanism of heterogeneous
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nucleation is not yet fully elucidated, the phenomenon can be described as the result of
interactions between the solid particle and the supersaturated fluid, causing the local ordering
of molecules for formation of the nucleus. Secondary nucleation is the formation of a new
nucleus in the presence of existing crystals, which may occur if microscopic crystalline
elements are separate from an already formed surface, thus resulting in crystal fracture into
small stable nuclei [22, 23, 25, 26].

When the nuclei formed achieve favorable dimensions, these elements become crystallites
whose growth depends not only on external factors (supersaturation, solvents, temperature,
impurities), but also internal factors (structure, connections, defects). Consequently, the crystal
growth rate can vary by several orders of magnitude. Growth occurs by binding of molecules
to a crystalline surface. At the same time, molecules are also detached. There is a continuous
movement of molecules on the crystal surface, and the result of these processes determines the
rate of growth, which is directly proportional to subcooling and varies inversely with the
viscosity of the system [21]. Although nucleation and crystal growth are often considered
separate events, they are not mutually exclusive. Nucleation also occurs as crystals grow from
existing nuclei [27].

3.1.3. Recrystallization

Recrystallization was defined by Fennema [28] as any change in the number, size, shape,
orientation or perfection of the crystals after completion of initial solidification.

The basic mechanism of the recrystallization process is size-dependent equilibrium (melting
temperature or solubility) documented by the Gibbs-Thomson effect. Small crystals, due to the
small radius of curvature of the surface, are slightly more soluble or have a slightly lower
melting point than larger crystals. Over time, these differences promote the disappearance of
small crystals and growth of larger crystals. These changes generally occur without a change
in volume of the crystalline phase, and are driven by the difference in thermodynamic
equilibrium based on the size of the crystals. These crystals occur slowly at a constant tem‐
perature, but their presence increases with temperature swings as the phenomenon referred
to as Melting-Recrystallization becomes dominant. When the temperature rises during a
temperature cycle, the crystals melt or dissolve to maintain phase equilibrium. The small
crystals, which are less stable, disappear first. When the temperature starts to decrease during
the temperature cycle, the volume of the crystal phase increases, but only by growing and
without the formation of new nuclei. The mass of small crystals that melted is redispersed
among the larger crystals. As the average size of the crystals increases, the number of crystals
decreases as a result of these thermodynamic effects. Thus, a dispersion of many small crystals
tends to minimize the surface energy (and surface area) by recrystallization [23, 29].

The final stage of crystallization in foods occurs during storage, and a population of crystals
undergoes a recrystallization step, reaching a more broad equilibrium state. This phenomenon
is of primary concern during storage of foods, and is responsible for changes to the texture of
ice cream, fat bloom in chocolates and toppings and exudation of oil in products rich in fat. In
lipid systems, the recrystallization process involves changes to the internal arrangement of the
crystalline structure via polymorphic transformation [30].
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3.1.4. Crystallization kinetics

Crystallization kinetics intensively influences the final structure of fats and shows to be closely
related to their rheological and plasticity properties. When monitoring the formation of the
solid crystalline material with respect to time it is possible to verify the nature of the crystal‐
lization process. Characterization of crystallization kinetics can be performed according to the
induction time (τSFC) or the nucleation period (relative to the beginning of crystal formation)
and the maximum solid fat content-SFCmax. The induction time reflects the time required for
formation of a stable nucleus of critical size in the liquid phase [31]. As a definition, the τSFC is
the time required for obtaining one crystalline nucleus per unit volume. The τSFC generally
increases with increasing isothermal crystallization temperature and decrease of the sample
melting point. Another useful parameter for evaluating isothermal crystallization is the
crystallization stability time (tcs), defined as the total time for stabilization of the solid fat
content at a given temperature. This parameter consists of the sum of the time characteristics
for nucleation and crystal growth [32].

The model most widely used to describe the kinetics of isothermal phase transformation is the
Avrami model, developed in 1940, which relates the kinetics determined experimentally with
the form of growth and final structure of the crystal lattice [33]. The Avrami equation gives an
indication of the nature of the crystal growth process and is given by

SFC (t)
SFC (∞) =1- e-ktn

 ,  (1)

where SFC(t) describes the solid fat content (%) as a function of time, SFC(∞) is the limit of the
solid fat content when time tends to infinity, k is the Avrami constant (min-n), which takes into
account both nucleation and growth rate of the crystals and n is the Avrami exponent, which
indicates the mechanism of crystal growth [27]. The crystallization half-life (t1/2) reflects the
magnitude k and n according to the relationship

t1/2= ( 0.693
k )1/n . (2)

Currently, the most common analytical technique for the investigation of crystallization
kinetics of fats is nuclear magnetic resonance (NMR). However, various analytical techniques
such as differential scanning calorimetry (DSC), polarized light microscopy (PLM), as well as
rheological and turbidimetric techniques can be successfully employed. Understanding of the
phenomena involved in crystallization kinetics is improved when considering combined use
of various instrumental methods [34].

3.1.5. Polymorphism

Long-chain compounds, such as fatty acids and their esters, may exist in different crystal forms.
Solids of the same composition which may exist in more than one crystal form are called
polymorphs. Polymorphism can be defined in terms of the manifestation ability of different
cellular structures, resulting from different molecular packings. The crystal habit is defined as
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the crystal shape. From a crystallographic perspective, the habit reflects the growth direction
within the crystal, while morphology outlines the set of faces determined by the symmetrical
components of the crystal. This distinction allows crystals of the same morphology to present
different crystal habits [26].In fat, crystals are solids with atoms arranged in a regular three-
dimensional pattern. A cell is the repeating unit that makes up the complete structure of a
given crystal. A sub-cell, in turn, is the smallest structure in the real unit of the cell, defined as
the mode of transverse packing of aliphatic chains in the TAGs. The polymorphic forms of a
fat are identified based on their sub-cell structure [24]. In lipids three specific sub-cell types
predominate, referring to the polymorphsα, β’ and β, according to current polymorphic
nomenclature (Figure 1). The α form is metastable with hexagonal chain packing. The β’ form
has intermediate stability and orthorhombic perpendicular packing, while the β form has
greater stability and triclinic parallel packing. The melting point increases with increasing
stability (α→ β ’ →β), as a result of differences in the molecular packing density [35].

The polymorphic nature of the TAGs is well established. It is also well-known that the mixing
of different fatty acid fractions in a TAG produces a more complex polymorphic behavior.
Thus, saturated monoacid TAGs present simple polymorphism, followed by TAGs with mixed
saturated fatty acids. The mixed saturated/unsaturated fatty acids exhibit more complex
polymorphisms [36]. TAGs typically crystallize in the α and β’ forms first, although the β form
is most stable. This phenomenon is related to the fact that the β form has a higher free energy
of activation for nucleation. Polymorphic transformation is an irreversible transformation
process of the less stable form to the more stable form (transformation of the monotrophic
stage), depending on the temperature and time involved. At constant temperature, the α and
β’ forms can transform, as a function of time, to the β form via the liquid-solid or solid-solid
mechanisms [37]. The transformation velocity is dependent on the degree of homogeneity of
the TAGs. Fats with low variability of TAGs quickly transform into the stable β form. Fats
which consist of a random distribution of TAGs can present the β’ form indefinitely. Addi‐
tionally, factors such as formulation, cooling rate, heat of crystallization and degree of agitation
affect the number and type of crystals formed. However, because fats are complex mixtures
of TAGs, at a given temperature the different polymorphic forms and liquid oil can coexist [1].

Fats with a tendency to crystalize in the β’ form include soybean, peanut, canola, corn and
olive oil, as well as lard. In contrast, cotton and palm oils, milk fat and suet tend to produce
β’ crystals that commonly persist for long periods [21]. In particular, for cocoa butter six
polymorphic forms are verified as a result of its unique triacylglycerol composition, wherein
symmetrical monounsaturated TAGs predominate. The characteristic nomenclature of cocoa
butter polymorphs are based on the roman numeral system (I to VI), where the I form is the
least stable and the V form is associated with the desirable crystalline habit in chocolates, which
may transform during storage into the VI form, which presents improved stability. However,
combinations of this nomenclature with Greek nomenclature are typically encountered, where
the forms V and VI are recognized as βV and βVI [38, 39].

The crystal structure of fats is important for the formulation of shortenings, margarines and
fat products in general, since each crystal shape has unique properties with respect to plasticity,
texture, solubility, and aeration. Fat with crystals in the β’ form present greater functionality,
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because they are softer and provide good aeration and creaminess properties. Therefore, the
β’ form is the polymorph of interest for the production of fat-rich foods such as margarine and
confectionary and baking products. For the production of chocolates with good physical and
sensory characteristics the βV form is the desirable polymorph, since it is associated with
properties such as brightness, uniformity, snap characteristic and improved shelf life [18].

X-ray diffraction is an analytical technique used to identify the polymorphism of crystals by
determining the dimensions of the crystalline unit and sub-cells. Due to different geometrical
configurations, polymorphs diffract x-rays at different angles. In fats, high diffraction angles
correspond to short spacings (distances between parallel acyl groups in the TAG) of sub-cells
and allow for verifying the different polymorphs [41].

3.1.6. Microstructure

The lipid composition and crystallization conditions influence the crystal habit, i.e., different
crystal morphologies are possible. Crystals aggregate into larger structures forming a lattice,
which characterizes the microstructural level of a fat. The microstructure concept includes
information regarding the state, quantity, shape, size, and spatial and interaction relationship
between all components of the crystal lattice and has tremendous influence on the macroscopic
properties of fats [42].
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According in [43], the microstructural structure or meso-scale of a crystalline lattice for a fat
may be defined as the set of structures with dimensions between 0.5µm and 200µm. Its
quantification is achieved primarily by visualization of its geometry. Structural levels in a
typical crystal lattice are defined when the fat crystallizes after its complete fusion. Like
nanostructural elements (0.4-250nm), TAGs crystallize in specific polymorphic states. Most
tags crystallize as spherulites, which implies that crystal growth occurs radially. The formed
crystals grow to dimensions of 1 to 4 µm and then combine to form agglomerates (larger than
100µm) in a process governed by mass and heat transfer. The aggregation process continues
until a continuous three-dimensional network is formed from the combination of these
microstructures, trapped in the liquid fat phase [44]. This structural hierarchy has been
recognized by several researchers. However, the arrangement of molecules in the crystalline
state also depends on factors such as the cooling rate, crystallization temperature and stirring
speed, if necessary [45].

Crystal growth can occur in one, two or three dimensions, characterizing the formation of
needle, disk, or spherulite-shaped crystals, respectively [46], and these shapes can be predicted
from the results shown by the value of the Avrami exponent (n) (Table 1). According in [47],
the application of fats in food products requires that the average diameter of the crystals is less
than 30µm to avoid a sensation of grittiness in the mouth.

Avrami exponent (n) Type of crystal growth Expected nucleation

3+1 = 4 growth of spherulites sporadic nucleation

3+0 = 3 growth of spherulites instantaneous nucleation

2+1 = 3 growth of disks sporadic nucleation

2+0 = 2 growth of disks instantaneous nucleation

1+1 = 2 growth of rods sporadic nucleation

1+0 = 1 growth of rods instantaneous nucleation

(SHARPLES, 1966) [48]

Table 1. Values of the Avrami exponent (n) for different types of crystal nucleation and growth.

Another factor that characterizes the formation of the microstructural network of fats is the
fractal dimension. The fractal dimension is a parameter that describes the spatial distribution
of the mass within the crystal lattice [44]. Fractal geometry was proposed by Benoit Mandelbrot
(1982) as a method for quantifying natural objects with a complex geometrical structure which
challenged quantification by regular geometric methods (Euclidean geometry). In classical
Euclidean geometry, objects have integer dimensions: the reader would be familiar with the
reasoning that a line is one-dimensional, a plain a two-dimensional object and the volume of
an object is three-dimensional. Thus, Euclidean geometry is suitable for measuring objects that
are ideal, or regular. One can imagine that if enough twists are placed on a line or a plane, the
resulting object can be classified as an intermediate between a line and a plane. The dimension
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of such an object is fractional (i.e., between 1 and 2 or between 2 and 3) and such an object can
be classified as a fractal object, based on the fact that instead of presenting a Euclidean
dimension (integer), it has a fractional dimension [49]. One of the most important character‐
istics of fractal objects is their similarity, in other words, fractals objects look the same in
different magnitudes, at least in a certain range of scales.

Most scientific research on crystallization of fats has been directed towards establishing
relationships between lipid composition or polymorphism and macroscopic properties of fats,
without in-depth consideration of the microstructure of the crystal lattice, which can lead to
failures in predicting the macroscopic properties [50]. In Marangoni and Rousseau [51]
investigated the possibility that the solid fat content and/or polymorphic shape of the crystals
is not determinant for the mechanical properties of mixtures containing milk fat with canola
oil, but instead the macroscopic structure of the crystal lattice in the liquid oil matrix. From
the study of fractal dimensions and the application of this theory to the rheological study of
milk fat with canola oil moistures, it was observed that the fractal dimension (Db) was the only
“indicator” in accordance with the associated changes to the rheology of the product resulting
from interesterification. Traditional physical indicators, such as polymorphism and solid fat
content, failed to demonstrate the expected changes. Thus, the study confirmed the importance
of the fractal dimension, a fundamental indicator of the crystal lattice capable of explaining
changes in rheology of fats not attributed to other measurable properties of the network [49].
According in [27], systems with higher fractal dimension values demonstrate higher packing
orders of the microstructural elements.

One of the methods most used for calculating the fractal dimension is the box counting method,
where grids with length li are placed on the micrographs of the crystalline lattice of a fat
obtained by the polarized light microscopy technique. Any lattice containing particles above
a threshold value is considered an occupied lattice (solid). The number of occupied grids Ni

of side length li is counted. This process is repeated for grids with different lateral lengths. The
fractal dimension of box counting, Db, is calculated as the opposite slope of the linear regression
curve for the log-log graph of the number of occupied grids Nb versus the lateral length lb,
given by

Db= -
∆ln Nb

∆ln lb
. (3)

To reduce errors, the grids with extreme sizes should be exempted from the calculation [52].
Polarized light microscopy (PLM) is the most widely used technique for visualization of
microstructural network of fats and has been applied so as to explain the differences in texture
of fat mixtures, showing crystalline types and morphological alterations in crystal growth [53].

4. Control of crystallization

Control of crystallization to prevent crystal growth or to achieve the desired crystalline
attributes is crucial for obtaining high-quality products with long useful life. Understanding
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the principles that underlie the crystallization phenomena is necessary to achieve this control
[23]. Figure 2 presents a schematic of the crystallization process, storage of fats and associated
mechanisms.

The behavior of crystallization, polymorphic transformation and microstructure of a fat is due
to a combination of individual physical properties of each TAG and phase behavior of different
TAG mixtures. In general, the specific composition of a fat is one of the most important factors
for final development of the crystal structure [54].

Figure 2. Process schematic of the process involving crystallization and storage of fats. Adapted from [55].

Crystallization of fats is a critical factor associated with the structure and properties of most
foods. The stability of many processed food products is influenced by changes in the physical
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state of the fats and changes in the crystallization processes, since the events of nucleation and
crystal growth occur simultaneously at different rates as they are affected by conditions such
as degree and rate of super-cooling, viscosity and agitation [13].

In the initial stages of food processing, the relative rates of nucleation and crystal growth
determine the distribution, shape and size of the crystals, parameters that are directly related
to the characteristics of consistency and texture. However, during the storage phase, several
post-crystallization phenomena may occur, significantly affecting the properties and stability
of foods. These include polymorphic transitions to thermodynamically more stable phases,
formation of new crystals and crystal growth, and migration of oil or small crystals. It should
be noted, however, that such events are not chronological; polymorphic transitions can occur
even in the early stages of processing [31].

Additionally, in post-crystallization processes the phenomena known as sintering or bonding
of adjacent surfaces can be verified, as well as spontaneous dissolution, also known as Ostwald
ripening. The term sintering is described as the formation of solid bridges between fat crystals,
with formation of a cohesive network associated with the undesirable increase in the hardness
of the fat phase. Ostwald ripening, in turn, is associated with dissolution of previously existing
small crystals in the fat phase and development of crystals with undesirable dimensions and
weak crystal lattices, which causes loss of consistency of the products [56].

Furthermore, in some specific products the control of crystallization means, above all, avoiding
this process, even if it is thermodynamically favored or due to storage or processing conditions
[8]. Thus, control of crystallization and polymorphic transitions in fats is a factor of funda‐
mental importance for the food industry.

5. Fats for industrial use

5.1. Interesterified fats

Interesterification is a technological alternative to the partial hydrogenation process, since it
enables the production of oils and fats with specific functionalities. Due to the growing concern
of the nutritional impact of trans fatty acids on health, interesterification has been indicated as
the main method for obtaining plastic fats with low levels of trans isomers or absence of these
compounds. In contrast to hydrogenation, this process does not promote the isomerization of
double bonds of fatty acids and does not affect the their degree of saturation [57].

In the interesterification process the fatty acids are rearranged in the glycerol molecule.
Interesterification is promoted by an alkaline catalyst (chemical interesterification) or by
lipases (enzymatic interesterification). The alkaline catalysts most frequently used are sodium
methoxide and sodium ethylate [58]. In chemical interesterification the fatty acids are ran‐
domly distributed in the glycerol molecule along the three available positions within each
molecule. When specific lipases are used to catalyze the interesterification reaction, rearrange‐
ment can occur in the sn1 and sn3 positions of the glycerol molecule, maintaining the sn2
position [59].
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Chemical interesterification is currently the process most utilized by industry. The random
distribution of fatty acids along the glycerol molecules leads to changes in the triacylglycerol
composition, which alters the overall solids profile of the fat. In interesterified fats, the random
distribution of fatty acids results in great variability of TAGs, with intermediate melting points
(S2U and U2S). Such variability in TAGs, associated with the formation of partial acylglycerols,
promotes slower crystallization and indefinite maintenance of the polymorphic form β´ [58,
60, 61]. Other observations, such as decreased size of the crystals as well as distribution in the
crystal lattice, were also observed in some studies [62].

5.2. Palm oil

Palm oil is obtained from the mesocarp of the fruit Elaesis guineensis. It is semi-solid at room
temperature, consisting primarily of TAGs of palmitic and oleic acids. Palm oil is the vegetable
oil most used worldwide in the food industry. In June 2013, world production of palm oil
reached 58 million tons, surpassing the production of soybean oil [63]. As a result of increased
production, many studies are focused on palm oil, especially regarding its crystallization
behavior and nutritional aspects. Compared to other vegetable oils, palm oil presents a unique
and differentiated fatty acid composition, containing similar percentages of saturated and
unsaturated fatty acids. It also presents a significant content of saturated fatty acids (10 to 16%)
in the sn-2 position of the TAGs, as well as significant levels of palmitic acid (44%). In addition
to these features, palm oil contains small percentages of MAGs and DAGs as minor compo‐
nents, which are produced during maturation of palm fruits and oil processing. The DAGs,
specifically, correspond to 4-8% of the composition of palm oil, with variations according to
origin and processing conditions. The removal of these compounds, however, is difficult even
under optimal refining conditions [18, 64, 65].

The crystallization behavior of palm oil is extremely important from a commercial point of
view, because it is characterized by the crystal habit β’, a fact that, combined with its charac‐
teristics of plasticity, ensures its application in margarines, spreads, bakery and confectionery
fats, as well as general purpose shortenings. The functional properties of palm oil and its
fractions appear to be strongly related to its composition and the quantity and type of crystals
formed at the temperature of application. However, the crystals of palm oil require a long time
for α→ β ’ transition, a factor considered inadequate from an industrial process standpoint.
Resistance to transformation into β’ is mainly attributed to the DAGs. Recent studies on the
interactions between TAGs and DAGs in palm oil during crystallization show that the latter
have a deleterious effect on the characteristics of crystallization, with intensity proportional to
the concentration of these minority lipids in palm oil and its fractions [66, 67]. According in
[68], the negative effect of DAGs on the crystallization of palm oil may be related to the low
nucleation rate of TAGs in the presence of these compounds.

In addition to the slow crystallization of palm oil, another factor of great concern in industry
is its post-processing stability. Palm oil is often associated with hardening problems during
storage. In some products based on this raw material, undesired crystal growth occurs which
results in gritty texture and poor spreadability [69]. These crystalline shapes may reach
dimensions greater than 50 µm after a few weeks of storage, leading to non-uniformity of the
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processed products [68]. In margarines, specifically, the formation of crystal agglomerates with
mean diameter between 0.1 and 3mm is observed, which can easily be observed with the naked
eye [70]. In [71] found that the main TAGs of palm oil, 1-palmityl-2-oleoyl-palmitine (POP)
and 1-palmityl-diolein (POO), have limited miscibility with each other, which results in
formation of large POP crystals surrounded by POO. When these agglomerates are formed,
there occurs the joining of other saturated TAGs in a process that promotes β’ →β transition.
Therefore, to ensure the stability of the β’ polymorph in palm oil-based products this is a
question of great industrial interest, given the great economic importance associated with the
use of this raw material.

5.3. Palm Mid Fraction (PMF)

The product of the first fractionation stage of palm olein is termed the soft palm mid fraction
(soft PMF), which presents high levels of monounsaturated triacylglycerols, rapid melting and
tendency to crystallize in β’, making it an excellent raw material for the production of mar‐
garines and shortenings in general [72, 73].

Classically, two methods are proposed for the production of soft PMF: the olein route (most
common in  Asia)  and  the  stearin  route,  which  is  preferentially  used  in  South  America
because of the need for olein with high iodine index in the first fractionation stage. The
best  CBE’s are obtained via the olein route,  where the second fractionation stage of  the
triacylglycerols  SSU-SUS focuses selectively on soft  PMF.  In dry fractionation,  soft  PMF
concentrates more than 73% of SSU-SUS triacylglycerols, and the content of SSS triacylgly‐
cerols is low. Thus, refractionation of soft PMF produces an excellent hard PMF, particular‐
ly enriched in SSU-SUS triglycerides (85%-90%) with low content of SSS triglycerides, and
the DAG content can be kept low enough to avoid any adverse effect on the crystalliza‐
tion properties of the fraction [74].

Due to the closely related structural properties, TAGs can produce co-crystals by intersolu‐
bility, which frequently present solid solutions, monotectic interactions, eutectic systems and
formation of molecular compounds [1]. As a result, the efficiency of fractionation depends not
only on the separation efficiency, but is limited by the phase behavior of TAGs in the solid
state. Thus, intersolubility of TAGs is a challenge in the dry fractionation process, including
the route: olein →  soft PMF →  hard PMF.

6. Crystallization problems in raw materials of great industrial importance

Most natural oils and fats have limited application in their unaltered forms, imposed by their
particular composition of fatty acids and TAGs. Thus, oils and fats for various industrial
applications are chemically modified by hydrogenation or interesterification, or physically by
fractionation or mixture [75]. Although used for a long time, partial hydrogenation results in
significant formation of trans fatty acids, associated with negative health effects [76].

In Brazil, controversial issues surrounding the role of trans fatty acids in the diet have led to
progressive changes in legislation, aiming to include more information for consumers.
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Resolution RDC No. 360, of December 23, 2003, approved by the MERCOSUR, obligated the
declaration of trans fatty acids on the nutritional label of foods. Companies had until July 31,
2006 to meet regulations, so that the trans fat content is declared in relation to the standard
portion of a certain food, together with statements of total and saturated fats [77]. In response,
Brazilian industries opted for the progressive substitution of trans fat in many products
through the development of base fats with functionality and economic viability equivalent to
partially hydrogenated fats, but without substantial increase in the content of saturated fatty
acids in foods.

In this sense, interesterification was found to be the main alternative for obtaining plastic fats
with low levels of trans isomers or lack thereof. In particular, chemical interesterification of
liquid oils with fully hydrogenated oils (hardfats) is currently the alternative of greatest
versatility to produce zero trans fats, producing base fats favorable for the preparation of
commonly used shortenings [61]. The use of blends, i.e., mixtures of fats with different physical
properties, and fractionation also represent additional alternatives to obtain base fats with
appropriate physical and plasticity properties to be used in various products, although with
potential limited by the chemical composition of the raw materials [21].

Although the interesterification, fractionation and mixing processes are very functional from
a  technological  point  of  view,  the  substitution  of  partially  hydrogenated  fats  in  food
products, especially in shortenings and confectionery products, is currently a challenge since
appropriate crystallization and texture properties are difficult to obtain in the absence of
trans fatty acids [78].

In particular, adequacy of crystallization kinetics of these base fats is of utmost importance so
that their use may be adjusted to the limitations of industrial processes and to improve control
of processing steps that involve recrystallization of the fat fraction, ensuring quality of the final
product [79]. Contrarily, previously standardized processing times and equipment must be
altered according to the characteristics of the fat used. This fact becomes particularly important
as new fat fractions began to replace partially hydrogenated fats in most industrial applica‐
tions, mainly in the production of biscuits and bakery products, where it is noted that fats with
the same apparent solids profile present very different crystallization properties [80]. In the
specific case of interesterified fats, the formation of partial acylglycerols, such as MAGs and
DAGs as a result of chemical interesterification, can influence the crystallization kinetics via
alterations to the crystal nucleation process [81]. According in [82], 0.1% of the catalyst sodium
methoxide, used for randomization, can produce between 1.2 and 2.4% of MAGs+DAGs.
Because the typical catalyst content used industrially ranges from 0.1 to 0.4%, concentrations
of these minority lipids may be greater than 9%. Although minority lipids present influence
on the crystallization properties of these fats, their complete removal is still difficult and
expensive, especially on a large scale [22].

Considering that in the Brazilian industry this substitution process is relatively recent, the
problems of crystallization behavior due to the unsuitability of new fat fractions are numerous
and aggravated, mainly due to regional differences in climate and conditions of transport and
storage. In this context, highlighted problems include unwanted polymorphic transitions, oil
exudation, development of fat bloom, formation of crystalline agglomerates, and base fats with
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a maximum solid fat content or induction periods incompatible with certain industrial
applications. Studies on modification, stabilization and control of crystallization of these base
fats are therefore of crucial importance for development of the edible oils industry.

7. General characteristics of emulsifiers

In a classic definition, an emulsifier is an expression applied to molecules which migrate to
interfaces between two physical phases, and are therefore more concentrated in the interfacial
region than in the solution phase [83]. The main molecular characteristic of an emulsifier is its
amphiphilic nature, characterized by an ionic group (polar region) and a hydrocarbon chain
(nonpolar region). According to their polar and nonpolar regions, emulsifiers are designated
as hydrophilic or lipophilic, which affects their solubility in water or oil [84]. Thus, the term
hydrophilic-lipophilic balance (HLB) was suggested, which measures the affinity of an
emulsifier for oil or water. Regarding emulsifiers in foods, lipophilic properties are generally
the most important, but the hydrophilic-lipophilic balance (HLB) may vary considerably
according to the chemical composition of the emulsifier. The dual affinity of emulsifiers results
in the formation of a single phase between initially immiscible substances (emulsion). Fur‐
thermore, these compounds perform functions that in some products are not related to
emulsification, including modification of the crystal habit during crystallization of oils and
fats [83].

The concept of HLB makes it possible to characterize the various emulsifiers or mixtures of
emulsifiers. In general, the following guidelines are used for applying an emulsifier based on
its HLB:

• HLB of 3-6: a good water/oil emulsifier;

• HLB of 7-9: a good wetting agent;

• HLB of 10-18: a good oil/water emulsifier.

Nevertheless, the HLB value is limited because it provides a one-dimensional description of
the emulsifier properties, and omits information such as the molecular weight and temperature
dependence. It is also difficult to calculate useful HLB values for various important emulsifiers
in food applications (eg: phospholipids). Additionally, HLB values do not include the impor‐
tant crystallization properties of emulsifiers [85].

Regarding the crystallization properties, in the crystal structure of emulsifiers, the predomi‐
nant factor is the hydrophilic portion which is the relatively larger portion of the molecule. The
size of the hydrophilic group, along with the extension and spatial distribution of hydrogen
bonding between adjacent groups, has a much larger influence on the molecular packing of the
crystal than the nature of the fatty acid chain. A simple emulsifier, such as a monoacylglycer‐
ol, generally crystallizes in the double chain length (DCL), while those with larger hydrophil‐
ic groups more frequently crystallize in the SCL configuration (Figure 3) [83].
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Figure 3. Configurations in (a) DCL (double chain length) and (b) SCL (single chain length) (STAUFFER, 1999)

Among crystallization properties, an important feature of emulsifiers is their ability to create
mesophases.  Mixtures  of  emulsifiers  with  water  form  different  physical  structures,
depending on the emulsifier/water ratio and temperature. These mixtures are opalescent
dispersions, often called “liquid crystals”, but are better known as mesophases. This term
(which means “between stages”) reflects the nature of the mixture. On a micromolecular
level, the emulsifier agent and water are separated phases, but at the macro level the mixture
becomes uniform and is stable (that is, the phases do not separate) [86]. Liquid crystals are
thermodynamic mesophases of the condensed material with a certain degree of ordering
between the crystalline solid and liquid states [87]. There are two main families of liquid
crystals:  thermotropic  and  lyotropic.  Thermotropic  liquid  crystals  are  composed  of
molecules,  or  mixture  of  molecules,  which  exhibit  shape  anisotropy  (also  known  as
anisometry). These molecules may have the shape of rods (most common), disks and arcs,
among others. The structural and ordering differences of these individual molecules occur
as a function of  temperature,  and therefore are called thermotropic.  On the other hand,
lyotropic liquid crystals are mixtures of amphiphilic molecules and polar solvents, which
under  determined  conditions  of  temperature,  pressure  and  relative  concentrations  of
different components, present the formation of aggregated molecular superstructures, which
are organized in space, showing some degree of order [88]. The amphiphilic molecules such
as emulsifiers may present both behaviors (thermotropic and lyotropic) in this case, called
amphotropic  liquid  crystals  [88,  89].  A  simplified  schematic  of  the  formation  of  some
thermotropic and lyotropic mesophase structures is shown in Figure 4.
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Figure 4. Structural schematic of the thermotropic and lyotropic mesophases formed by n-octyl β-D-glucopyranoside.
Adapted from [89].

7.1. Use of emulsifiers as crystallization modifiers

In addition to their known functions of emulsification and stabilization of emulsions, emulsi‐
fiers can modify the behavior of the continuous phase of a food product, giving it specific
benefits. In fat-rich products, emulsifiers may be used to control or modify the crystallization
properties of the fat phase. Study of the effects of emulsifiers in fat systems is of great interest
to improve industrial products, particularly with respect to fat for use in chocolate, confec‐
tionery and baking. However, the role of these compounds as modifiers of crystallization in
natural and commercial fats is little exploited in technical literature [17]. To date, the vast
majority of studies on the use of emulsifiers as modifiers of the crystallization process in fats
were carried out with fully hydrogenated oils, model systems or pure TAGs, and therefore do
not reflect the need to control crystallization in fats for industrial application [9, 90].

In general, the effect of emulsifiers appears to be related to different crystalline organizations
and the creation of imperfections. Some of them can slow transformations via steric hindrance,
while others promote these transformations by favoring molecular displacements [3]. Two
different mechanisms have been reported in literature to interpret the effect of emulsifiers on
crystallization of fats. The first refers to the action of these additives as hetero-nuclei, acceler‐
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ating crystallization by direct catalytic action as impurities. During crystal growth, emulsifiers
would be adsorbed at the surface of the crystals and would therefore modify the incorporation
rate of TAGs and crystal morphology. The second mechanism, of greater consensus among
various authors, considers that the TAGs and emulsifiers would be amenable to co-crystallize
due to the similarity between their chemical structures. Thus, the structural dissimilarity also
entails delays in nucleation and potential inhibition of crystal growth [7, 86].

According to this second mechanism, emulsifiers are associated with triacylglycerol molecules
by their hydrophobic groups, especially through acyl-acyl interactions. The acyl group of
emulsifiers determines its functionality with respect to the TAGs. The main effects of these
additives on the crystallization of fats occur during the stages of nucleation, polymorphic
transition and crystal growth, altering physical properties such as crystal size, solid fat content
and microstructure. The question of promoting or inhibiting crystallization, however, is still
debatable. In general, studies indicate that emulsifiers with acyl groups similar to the fat to be
crystallized accelerate this process [12].

Currently, it is known that the behavior of emulsifiers during the crystallization of fats can be
divided into three cases: (1) limited miscibility between emulsifier molecules and TAGs: in this
situation the emulsifier acts as an impurity and the interaction results in imperfect crystals,
which may promote or retard crystal growth and polymorphic transitions, depending on the
compatibility of hydrophobic ends in their structures; (2) high degree of miscibility between
emulsifiers and TAGs that promotes the formation of molecular compounds; (3) total immis‐
cibility between emulsifiers and TAGs, where emulsifiers can act as crystallization germs and
microstructure modifiers [11, 86].

Emulsifiers with high potential for controlling crystallization of base fats include sorbitan
esters of fatty acids, fatty esters and polyesters of sucrose, commercial standard lecithin and
chemically modified lecithin, and the polyglycerol polyricinoleate [30]. Many studies have
confirmed that emulsifier affect the crystallization induction times, the composition of
nucleation germs, rates of crystal growth and polymorphic transitions [91]. However, the
results are still very incipient, and require greater explanation.

7.2. Sugar-based emulsifiers

While the derivatization of oils and fats to produce a variety of emulsifiers with a wide range
of application has shown to be well established for many years [92], the industrial production
of emulsifiers based on oils, fats and carbohydrates is relatively new. Such emulsifiers result
from a product concept based on the exclusive use of renewable resources, where sucrose,
glucose and sorbitol are the most used raw materials in industry. The sugar-based emulsifiers
most used in the food industry are sorbitan and sucrose esters.

7.2.1. Sorbitan esters

Sorbitol is a hexameric alcohol, obtained by the hydrogenation of glucose. Its free hydroxyl
groups can react with fatty acids to form sorbitan esters (SE). In SE production, a reaction
mixture containing a specific fatty acid, sorbitol and the catalyst (sodium or zinc stearate) is
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heated in an inert atmosphere to promote simultaneous esterification and cyclization reactions.
The fatty acid/sorbitol mole ratio determines the formation of monoesters and triesters. The
SE most well-known and used industrially include lauric, palmitic, stearic and oleic acids [17].
Figure 5 shows the chemical structure of a sorbitan tristearate.

Sorbitan tristearate (STS or Span 65) and sorbitan monostearate (SMS) are recognized for their
ability to efficiently modify crystal morphology and consistency of fats, such as anti-bloom
agents in confectionery products containing cocoa butter and in substitutes of cocoa butter,
indicated as potential controllers of crystallization. It is assumed that these compounds can
delay or inhibit the transition of fat crystals to a more stable form. Moreover, the SE showed
to be particularly effective in stabilizing the polymorph β’ in margarines and modification of
the solid fat content of fats in general, promoting fusion profiles adequate for the body
temperature [18]. They can also be selective as dynamic controllers of polymorphic transitions
in fat, due to their ability to create hydrogen bonds with neighboring TAGs, in a process known
as The Button Syndrome, whereby the presence of a specific emulsifier does not form a
preferred polymorph, but rather controls the degree of mobility of the molecules and their
potential to undergo configurational changes. In this process, emulsifiers can modulate the
polymorphic transformations in the solid state or via the liquid state, and the temperature
regime used to control the physical state of crystals during the polymorphic transition and
extension of the mobility of the molecules, thereby regulating the rate of polymorphic
transformation [4].

Figure 5. Chemical structure of Sorbitan Tristearate (STS).

According in [91], STS is the additive with greatest potential for modification of crystallization
in cocoa butter, particularly in inhibiting the βV →β VI transition and fat bloom due to its high
melting point (55°C) and chemical structure similar to the TAGs present in the oils and fats,
permitting facilitated co-crystallization by this emulsifier and formation of solid solutions with
these TAGs. In [93], the addition of 0.5% (w/w) of STS to base fats for margin had a stabilizing
effect on the polymorph β’. According in [11] observed the formation of small crystal aggre‐
gates in mixtures of palm oil/palm kernel olein when adding 0.09% (w/w) of STS, in addition
to increasing the rate of crystallization of these mixtures. In a review article, in [16] emphasized
the use of STS and/or combinations thereof with other emulsifiers such as soy lecithin, the
current alternative of greatest interest for the control of polymorphic transitions and structur‐
ing of the crystal lattice in fats, since the TAGs-STS interaction promotes the formation of
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regular crystals that melt at 40°C, the melting point characteristic of most base fats for industrial
applications.

7.2.2. Sucrose esters

Sucrose fatty esters can be used in a wide range of food applications and are mainly utilized
in the bakery, confectionery, desserts and special emulsion industries [94]. Sucrose esters,
particularly mono-and di-esters, are extremely functional emulsifiers, since they provide a
number of unique advantages for the food industry. They are non-toxic compounds, without
taste or odor, easily digested sucrose and fatty acids, as well as biodegradable under aerobic
and anaerobic conditions. They are produced by interesterification of sucrose and fatty acids
by various reaction types and conditions. Their structure is typically composed of polar and
nonpolar groups in the same molecule as other emulsifiers, but the eight possible positions for
esterification with fatty acids allow for these molecules to obtain different lipophilic/hydro‐
philic properties. Partially esterified sucrose esters, especially the mono-, di-and tri-esters, are
more versatile for use in food applications, where the degree of esterification is controlled by
the fatty acids/sucrose ratio in the reaction mixture. Monoesters (~70% of monoesters) are
hydrophilic, while the di-, tri-, and polyesters are increasingly hydrophobic [95]. The degree
of saturation and size of fatty acid chains used also significantly influences the properties of
these compounds [17, 86]. Figure 6 shows the chemical structure of a sucrose ester of stearic
acid and that of behenicacid.
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regular crystals that melt at 40°C, the melting point characteristic of most base fats for industrial
applications.

7.2.2. Sucrose esters
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Role of Crystallization in Genesis of Diverse Crystal
Forms of Antidiabetic Agents
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Additional information is available at the end of the chapter
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1. Introduction

Crystallization is a crucial step in the manufacturing and processing of active pharmaceutical
ingredients (API’s) in pharmaceutical industry [1]. As crystallization is coupled with molecular
recognition, a slight alteration in crystallization conditions can affect crystal and powder
properties accompanied with thermodynamic and mechanical properties [2]. So, the selection
of an appropriate solid form of an active pharmaceutical ingredient (API) in the early stages
of drug development is very important as it can be pure crystalline form or its non covalent
modification such as polymorph, amorphate, hydrate, solvate, salt or co-crystals exhibiting
unique physicochemical properties (solubility, dissolution rates, stability and bioavailability)
and other performances characteristics of drug [3].

Existence of a crystalline solid into many crystalline forms leads to polymorphism which is a
phenomenon, hard to predict. It may be of two types either conformational (due to existence
of various conformers of molecule) or packing polymorphism (due to difference in crystal
packing). On thermodynamic consideration, there are also two types of polymorphism i.e.,
monotropic system (when the transition of one form to another is irreversible) and enantio‐
tropic system (reversible forms) [4]. In general, least stable crystal form crystallizes out first,
not the most stable form. Metastable crystal form (unstable) tend to change to more stable from
under particular conditions [5]. Crystal forms are the entities which are similar at molecular
level but dissimilar in supramolecular aspect [6].

The various conditions used in the process of crystallization is the chief cause of generation of
different crystal forms of a molecule and the difference in the properties of various crystal
forms is due to different crystal packing and lattice energy [4]. Advancement in synthesis has
gained control on the synthesis and purity of drugs but still lag behind in controlling the

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



crystallinity and physical crystal forms. Different forms of a crystalline solid can be controlled
by controlling the crystallization process.

The best method used for obtaining the variety of crystal forms is crystallization as it is
traditional, easy and unbeatable process. Crystallization techniques may be solvent or non-
solvent based and varied methods give rise to different forms. Solvent crystallization techni‐
ques include solvent evaporation, slow cooling of the solution, diffusion, vapour diffusion
while non solvent techniques include sublimation, thermal treatment, desolvation of solvates,
grinding and crystallization from melt etc. The choice of appropriate technique may be decided
depending on the amount of sample and physical stability or solubility of drug [7-8].

Different crystal forms due to different crystal lattice have different physicochemical proper‐
ties and thus therapeutic effects. Thus, Pharmaceutical companies usually search for a crystal
form or polymorph with the best properties for therapeutic use and manufacturability.
Selection of an optimized crystal form is of more relevance as regulatory bodies are showing
their interest in physico-chemical characterization of APIs. Polymorphism is also important to
be considered because this phenomenon is not exhibited by only drug molecule but also by
other solid forms prepared by drug using crystal engineering approaches like salts, solvates,
co-crystals etc. However, the discovery and genesis of various crystal forms is quite tiresome
and expensive [9-12].

This chapter has focused on the various crystal forms of anti-diabetic agents and techniques
employed in their preparation.

Diabetes mellitus is an unceasing disease in the society that requires life-long pharmacological
and non-pharmacological management. Among this, type 2 diabetes mellitus is more preva‐
lent. For the management of type 2 diabetes mellitus, various oral agents have been approved.
The main problem of these agents is their dissolution limited bioavailability. To overcome this
issue various attempts like CD complexes, solid dispersion, crystal engineering approaches
and exploring the more soluble polymorphic form have been made.

2. Case studies of crystal forms of antidiabetics

Several crystalline forms of anti-diabetics have been described in the past. A general account
of different crystal forms, their method of preparation along with transition / melting temper‐
ature are detailed in table 1.

3. Sulfonyluraeas

3.1. Acetohexamide

Potentiality of polymorphism in acetohexamide was first observed by Girgis-Takla and
Chroneos in 1977. They reported two polymorphic forms (polymorphs A and B), distinguished
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by IR spectra and further characterized by Mueller and Lagas. However, forms showed no
notable differenceon drying at 60°C in vaccum [13-14]. Graf et al. proposed keto-enoltauto‐
merism for their stability, confirmed by IR spectra. Polymorph A (enol form) forms six
membered ring via bonding of an O—H and S=O group intramolecularly while polymorph B
(keto form) shows intermolecular bonding of C=O of urea to a sulphonamide N—H [15-16].

Kuroda et al. collected three crystal forms (Form I, Form II and CHCl3 – II) out of which one
was found to be chloroform solvate. Form II was found to be 1.2 times more soluble than Form
I [17].Yokoyama et al. estimated the thermodynamic values (transition temperature - 154°C &
heat of transition - 230°C) of crystal forms (Form I and Form II) from solubility studies. Both
forms were found equally bioavailable inbeagle dogs [18].Another forms Form IV by Graf et
al and Form II and III by Al-Saieq and Rileywere investigated [19-20]. Later Graf et al. found
that Form II was mixture of I and IV, while Form III (by Al-Saieq and Riley) on heating,
converted to a new polymorph V [15].

Another crystal form of acetohexamide (Form VI) by Aldawsariet al. was reportedand was
more soluble in water, and more bio-available in rats as compared to other already reported
crystal forms [21].

3.2. Chlorpropamide

Various publications on the crystal forms (about 16) of chlorpropamide were reported (by
Simmons et al., Burger et al., and Saieq et al.)[22-24], but the provided data could not distinguish
existing crystal forms in actual [1-3]. Ueda et al. depicted convex shaped dissolution curve for
Form C (by simmons et al.) and Form II (by saieq et al.)that indicates crystallization along with
anhydrate to hydrate phase transformation [25].

After that, Debrushchaket al. adopted a new methodology for nomenclature (α, β, γ, δ, ε) on
the basis of the order of their crystal structure established. Form α, β, γ and δ correspond to
previously  reported  Form  III,  II,  IV  and  VI  respectively  and  was  found  that  all  forms
transformed to ε (Form I) crystal form.On cooling up to 200 K, crystal form ε, converted to
another new form (ε’). This new form resembled to α form in aspect of cell parameters and
molecular conformation while to ε form in case of packing (Z shaped ribbons). Form α, β, γ
has same intermolecular hydrogen bonding but differ in packing and number of molecules
in unit cell [26-30].

Bifurcated intermolecular hydrogen bonding pattern of carbonyl group has been seen with
the two amine hydrogen atoms, and SO2 oxygen atom acquires hydrogen from the nitrogen
attached to alkyl tail.With regard to enthalpy of transition, conversion of α, β, γ and δ to ε
should be in order of β > γ > δ > α but β polymorph infracts it because of structural differ‐
ence [31].

All these polymorphs are conformational polymorphs as they showed difference in torsion
angles. (as shown in figure 1) [32]
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Figure 1. Chlorpropamide with possible torsion angles [32]

Process of crystallization was also found to be affected by the presence or absence of 2-
hydroxybutyl-β-cyclodextrin as chlorpropamide crystallized to metastable Form II and III in
presence, whereasto Form A in the absence at 4◦C. Even the appearance of crystal form was
dependent on the concentration and temperature [33].

3.3. Tolbutamide

Several Tolbutamide polymorphs are reported by several groups of workers. [34-42]. Two
forms reported by Simmons et al[34] (Forms A and B) are identical with the Burger’s Form I
and III [35], respectively, and have been well characterized. However, Burger’s Forms II and
IV have been not fully characterized.

3.4. Glimepiride

Two polymorphs (Form I and II) are reported in literature. New crystalline form (Form II) was
prepared by recrystallization from an ethanol/water system was found to have different
dissolution profile and solubility [43] and it transformed to Form I over 140°C.

3.5. Glibenclamide

Crystallisation of glibenclamide from different solvents and quick cooling of melt gave three
polymorphic forms and pseudopolymorphs (solvates), which were significantly different with
regard to solubility and melting properties. [44-45] A new crystalline form of glibencla‐
mide,with higher melting point (218°C) and lower solubility, was formed during an attempt
to elucidate transitional phases by melting, cooling and reheating by A. Panagopoulou-
Kaplani, et al[46].

4. Meglitinides

4.1. Nateglinide

Various solvates/ hydrates (about 26) of nateglinide have been patented which eventually
converts to either Form B or Form H. [47] The S polymorph was crystallized from the melt or
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by isothermal treatment of B or H forms at temperatures higher than their melting points which
is the only stable form, while the polymorphs B and H are metastable forms. The anhydrous
polymorph, if stored at room temperature and humidity, gradually changes to H polymorph
while, if stored in water vapour saturated atmosphere, it gets back water and reverts to the
hemihydrate form. On the contrary, both an isothermal treatment at 80 ◦C and melt cooling
bring to the B polymorph [48].

4.2. Repaglinide

S enantiomer of repaglinide was found active hypoglycemic agent andthree crystalline forms
(Form I, II and III) were crystallized from various solvents by solvent/antisolvent and slow
evaporation method. Form II (low melting crystal form) on further heating showed second
melting endotherm at 127-130°C and converted to Form I if crystallized in ethanol/water
mixture [49].

5. Biguanides

5.1. Metformin hydrochloride

Two polymorphs (form A and B) has been identified out of which form A is more thermody‐
namically more stable while highly metastable structure, which correlates with the difficulty
in handling this polymorph [50]. These two polymorphs and their mixture has been evaluated
by Scott L. Childs, et al using capillary crystallization and thermal microscopy techniques.
Crystal structure of these forms arereported [51]. Both structures are monoclinic (P21/c) with
one complete metformin cation and one chloride anion in the asymmetric unit as shown in
figure 2.
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Form A was detected more stable than B and all the other crystal forms, amorphous form, hydrate and 
anhydrate converted to Form A [55-56]. Kansalet al. depicted three crystal forms (Form I, III and IV) 
for hydrobromide salt of rosiglitazone and formulated Form III in compacted dosage form, while 
Greil et al. elaborated two hydrates (Form A and C), one solvate (Form D) and three anhydrate (Form 
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6. Thiazolididiones

6.1. Rosiglitazone

Various crystalline forms of maleate salt of rosiglitazone are reported in literature. Choudary
et al. and Blackler et al. put illumination on crystalline hydrates of salt [52-54]. Chebiyyam et
al. described four crystalline forms (Form I, II, III and IN) while Birari et al. described two forms
(Form A and B). Form A was detected more stable than B and all the other crystal forms,
amorphous form, hydrate and anhydrate converted to Form A [55-56]. Kansalet al. depicted
three crystal forms (Form I, III and IV) for hydrobromide salt of rosiglitazone and formulated
Form III in compacted dosage form, while Greil et al. elaborated two hydrates (Form A and
C), one solvate (Form D) and three anhydrate (Form B, B1 and E). 1:1 hydrates were recovered
which may lose their water content at different temperature. Form B and B1 have shown same
melting endotherm temperature but they were distinguished by PXRD [57-58].

6.2. Pioglitazone hydrochloride

Only two polymorphic form I and II has been evaluated which are patented [59].

6.3. Troglitazone

Various crystalline forms of troglitazone are patented. Polymorphs 1,2,3 and 6 are obtained
by different modes of recrystallization while form 4 and 5 are derived by heating any one of
the form 1, 2, 3 or 6 [60].

7. Dipeptidyl peptidase-4 inhibitor

7.1. Alogliptin

In literature, six crystal forms of tartrate (Form A, B, C, D, E and F) and one crystalline form
of benzoate salt of alogliptin (Form A) were reported. Among the crystal forms of alogliptin
tartrate, Form A was found to be more stable and all forms during stability studies converted
to Form A. The most stable form were analyzed for solubility and alsoestablished thermally
stable up to 200°C and a variable hydrate.

Form A of benzoate salt was found to be much stable and amorphous form converted to stable
Form A during heating [61-62].

7.2. Linagliptin benzoate

Crystalline forms of linagliptin benzoate have been patented. Form II is less hygroscopic then
Form I. Thus, can be easily handled in standard pharmaceutical processing conditions and no
special packing is required during its storage [63].
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7.3. Sitagliptin

Numerous solvates and crystal forms of sitagliptin phosphate have been patented. All the
reported crystalline solvates converted to Form II on desolvation and on heating metastable
Form II converted to Form I (at 45°C) and to Form III at 110°C. Form I (stable at higher
temperature) and Form III (stable at lower temperature) have enantiotropic relation [64]. Form
IV, also a metastable form, slowly converted to crystalline sitagliptin phosphate monohydrate
[65]. Huang et al. prepared Form V and processed them to pharmaceutical formulation [66].

7.4. Saxagliptin

Monohydrate, hemihydrates and mixture of thereof of saxagliptin had been prepared and
patented [67].Nine polymorphic forms of saxagliptin hydrochloride (Form K, T, Z, N, S, O, B,
C and D) had been evaluated either from its amorphous form or dihyrate form and being
patented. Forms K, S, N and Z are polymorphically pure, Form D is a hydrate, Form T is in a
mixture with ammonium chloride, Form O is in a mixture with form K and saxagliptinmono‐
chydrochloridemonohydtare while Form B is in a mixture with saxagliptinmonochydrochlor‐
idedihyrate [68]

Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

ACETOHEXAMIDE

H

N
O

HN

SO
O

O

Polymorph A
Glacial acetic
acid

Slow evaporation 180-183°C
[13]

Polymorph B Chloroform Slow evaporation 183-185°C

Form I
(triclinic)

Ethanol/
methanol/
acetone

Slow evaporation 187°C

[17]Form II
(monoclinic)

Ethanol: water
(1:1)

Heating, slow
evaporation

157°C (T), 186°C
(M)

CHCl3 – II Hot chloroform Slow evaporation
164–169°C (T),

182°C (M)

Form IV Hot benzene Slow evaporation 184-186°C [19]

Form II
(mixture of I
and IV)

Hot Isobutanol Slow evaporation 176-178°C

[20]

Form III Chloroform
Rapid cooling of
saturated
solution at 55°C

-

Form V -
Heating Form III
at 160°C

- [19]
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

Form VI

HP-β-CD in
sodium
phosphate buffer
of pH 8.0

Titration to 0.5 M
HCl, filteration,
cooling

- [21]

CHLORPROPAMIDE

S

O
O NH

NH
O

Cl

Form A/
III/ /IV

Ethanol-water
mixture

Slow evaporation 121-122°C

[22-24]Form B /II /V -
Recystallization
from melt of
Form A

124-127°C

Form C /I -
Heat Form A at
120°C

128-130°C

Form IV
Carbon
tetrachloride

Slow evaporation 122-123°C

[23]

Form V Benzene
Desolvation of
benzene solvate

< 118°C

Form II Chloroform
Rapid
evaporation

-
[24]

Form III Hexanol Rapid cooling -

Form α
(orthorhombic)

Ethanol Slow evaporation
124°C (T),

127-128°C (M)
[26]

Form β
(orthorhombic)

Heptane-ethyl
acetate

Solvent-
antisolvent
addition

125-127°C

[27]

Form γ
(monoclinic)

Heptanes: ethyl
acetate (1:2)

Freezing at -20°C
120°C (T), 128°C

(M)

Form δ
(orthorhombic)

Heptanes: ethyl
acetate (2:1)

Slow evaporation
124°C (T), 128°C

(M)

Form ε
(orthorhombic)

-
Solid
transformation of
Form α

128°C

TOLBUTAMIDE

S

O
O NH
O

NH

Form I
Benzene: hexane
(2:1)

Solvent-
antisolvent
addition, slow
evaporation

127°C

[38]

Form II -
Form IV stored at
60°C, 75% RH,
10min.

100°C (T), 127°C
(M)
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References
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Form V Benzene
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(M)

Form δ
(orthorhombic)
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Slow evaporation
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Form ε
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-
Solid
transformation of
Form α

128°C

TOLBUTAMIDE

S

O
O NH
O

NH

Form I
Benzene: hexane
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evaporation
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[38]
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10min.
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(M)
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

Form III
Ethanol: water
(2:1)

Solvent-
antisolvent
addition, slow
evaporation

113°C (T), 127°C
(M)

Form IV
Ethanol: DCM
(1.2:1)

Spray drying
80°C, 100°C (T),

127°C (M)

Form V
Conc. HNO3,
methanol

Cocrystallisation
with p-
nitrophenol, p-
phenylenediboro
nic Acid in
ethanol

- [69]

GLIMEPIRIDE

N

O

NH

O

S
O

O
HN

HN
O

Form I
Ethanol and
chloroform

Slow evaporation 207°C [43]

Form II
Ethanol: water
(1:1)

Heating, slow
evaporation

140°C (T), 207°C
(M)

[70]

GLIBENCLAMIDE

O

H
N

O

S
O

ON
HN

H

O

Cl

Form I - Slow evaporation 174°C
[45]

Form III - Slow evaporation 153°C

Solvate pentanol/ toulene Slow evaporation 109°C [44]

New Form -
Sublimation of
glassy state at
130-160 °C

218 °C

[46]

Glassy form -
Quench cooling
of melt

42- 56°C (T),
90-135°C

(exotherm),
198°C (M)

NATEGLINIDE

O

OH

NH

O

Form B
Methanol: water
(7:3)

Cooling at 10°C 128-130°C

[71]

Form H
Acetone: water
(2:3)

Cooling at 10°C 138-141°C

Form S -

Melting/
isothermal
treatment of
Form B/H

172 °C [48]
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

S-REPAGLINIDE

O

HO

O
HN

N

O

Form I

Ethanol/water
(2:1), acetone/pet
ether, methanol/
water, THF/
MTBE, ethyl
acetate/pet ether,
n-propanol/
water, ACN/
water, MIBK/
MTB, diethyl
ketone/MTB, t-
butanol/water,
methyl ethyl
ketone/n-
heptane,
diglyme/n-
heptane, methyl
ethyl ketone/
MTBE, 1,4-
dioxane/n-
heptane, n-
butanol/MTBE,
chloroform/n-
hexane

Solvent-
antisolvent, slow
evaporation

130-131°C

[49]

Form II

Pet ether: toluene
(5:3)

Rapid cooling

99-101°C

Toluene
Heating followed
by cooling

Form III (from
Form I, II and
amorphous
form)

Dichloromethane
and pet ether

Cooling and
stirring

80-84°C

METFORMIN
HYDROCHLORIDE

N

HN NH2

NH NH
H Cl

Form A
Methanol: water
(2:1)

slow evaporation -

[50]

Form B
Acetone: water
(3:1)

slow evaporation -

ROSIGLITAZONE MALEATE Hydrate
Acetonitrile:
water (30:1)/
THF: water

Heating followed
by cooling

- [52]
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

S-REPAGLINIDE

O

HO

O
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N

O
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Solvent-
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evaporation
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[49]
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Form I, II and
amorphous
form)

Dichloromethane
and pet ether
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METFORMIN
HYDROCHLORIDE

N

HN NH2

NH NH
H Cl

Form A
Methanol: water
(2:1)

slow evaporation -

[50]

Form B
Acetone: water
(3:1)

slow evaporation -

ROSIGLITAZONE MALEATE Hydrate
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water (30:1)/
THF: water

Heating followed
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

S

NH
O

O

O

N

N

O
HO
O

HO

(30:1)/ methyl
ethyl ketone:
water (30:1)/
ethyl acetate:
water (100:1)/
isopropanol:
water (33:1)

Hydrate

Ethanol and
water (2.1%v/v)

Heating followed
by cooling

- [53-54]

Methanol-water/
acetonitrile-
water/ ethanol-
water

Heating followed
by cooling

Methanol-water
Heating followed
by cooling

Water
Heating followed
by cooling

Ethyl acetate-
water

Heating followed
by cooling

Form I Ethanol
Heating followed
by cooling

100.53°C

[55]

Form II Acetone
Heating followed
by cooling

127.67°C

Form III Methanol
Heating followed
by cooling

126.41°C

Form IN 1,4-dioxane
Heating followed
by cooling

125.39°C

Form A

Methanol-ethyl
acetate

Heating solution
in methanol
followed by
addition of ethyl
acetate

[56]

Acetonitrile

Heating the
solution followed
by reflux and
cooled

Form B Isopropyl alcohol
Heating followed
by cooling

-
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

Methanol

Addition of
methanol to
acetone solution
of salt

Isopropyl
alcohol / THF

Heating of
Suspension of
Form A followed
by cooling

-
Heating followed
by cooling

ROSIGLITAZONE
HYDROBROMIDE

S

HN

O

O

O
N

N
H

Br

Form I Acetone Reflux, cooling -

[57]
Form III

Demineralised
water

Reflux, cooling -

Form IV Acetone
Heating Form I
in acetone

-

ROSIGLITAZONE PHOSPHATE

S

NH
O

O

O

N

N

P
OHO

HO OH

Form A

Acetone and
water

Stirring of
suspension

171-177°C

[58]

Ethanol and
water

Stirring of
suspension

Form B
Acetone and
water

Stirring of
suspension

175-176°C

Form B1 -
Stirring of
suspension

175-176°C

Form C
Acetone: water
(1:1)

Phosphoric acid
added to solution
of Form B

-
Stirring of
suspension of
Form A

Form D Methanol
Heating of
suspension of
Form A

-

Form E Ethanol
Heating followed
by cooling

167-172°C

PIOGLITAZONE
HYDROCHLORIDE

Form I
DMF/ Methanol/
acetic acid

Heating followed
by cooling

198°C [59]
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References
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Heating of
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-
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NH
O

O

O

N

N

P
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HO OH

Form A

Acetone and
water

Stirring of
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171-177°C

[58]

Ethanol and
water

Stirring of
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Form B
Acetone and
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Stirring of
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175-176°C

Form B1 -
Stirring of
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175-176°C

Form C
Acetone: water
(1:1)

Phosphoric acid
added to solution
of Form B
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Stirring of
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Form A
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Heating of
suspension of
Form A

-
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by cooling
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by cooling
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

S

HN

O

O

O N
H

Cl

Form II
Acetic acid,
water

Heating followed
by cooling

183°C

TROGLITAZONE

S

HN

O

O

O

O

OH

Form 1
Benzene: acetone
(100: 1)

Slow evaporation 179°C

[60]

Form 2
Benzene
extraction, DCM
added

Fast evaporation
at -10°C

110°C (T), 175°C
(M)

Form 3
Acetone: benzene
(1:2)

Cooling at 5°C 185°C

Form 4 -
Form I heated to
melt

56°C (T), 110 °C
(exotherm),
177°C (M)

Form 5 -
Heating of Form
IV at 130 °C

157°C
(exotherm),
180°C (M)

Form 6
Acetone: benzene
(1:4)

Cooling of
solution of Form
I at 5 °C

105°C

ALOGLIPTIN TARTRATE

N

N

N

O O

N

H2N HO

OH

O

OH

O

OH

Form A

Acetone: water
(2:3) or methanol

Filtration, slow
evaporation

172.5°C

[61]

Hot methanol
and acetone/
methanol and
toluene

Cold acetone/
toluene was
added in filtered
solution of hot
methanol and
alogliptin
tartrate, slow
evaporation

water
Heating, slow
evaporation

Form B

Tetrahydrofuran:
water (2:1)/
dioxane: water
(2:1) /
acetonitrile:
water (4:3)

Filtration, slow
evaporation

124.4°C
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

Form C

Ethanol: water
(1:1) /
isopropanol:
water (1:1)

Filtration, slow
evaporation

122.4°C

Form D

water
Heating at 80°C,
filtered and
cooling

173.3°C

methanol

Placed
amorphous form
with methanol in
sealed chamber
for several weeks

Form E

Water:
acetonitrile
(4:21) / water:
dioxane (2:1)

Heating at 50°C,
filtered, slow
evaporation

121.9°C

Form F -

Placed
amorphous form
with saturated
salt solution at
84% RH in sealed
chamber

-

ALOGLIPTIN BENZOATE

N

N
N

O

O

N

NH2

O
OH

Form A

Acetone /
Methanol

Filtration, fast
evaporation

186°C [62]
Acetonitrile

Heating slurry at
60°C, filtration,
slow evaporation

Ethanol:
isopropyl acetate
(99:1)

Reflux, cooling

LINAGLIPTIN BENZOATE

N

N
N

N
O

O

N
N

N NH2

O
HO

Form I Isopropanol Slow evaporation -

[63]
Form II Acetonitrile Slow evaporation 193°C
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

Form C
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Form A
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Filtration, fast
evaporation
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Heating slurry at
60°C, filtration,
slow evaporation

Ethanol:
isopropyl acetate
(99:1)
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N
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Form I Isopropanol Slow evaporation -

[63]
Form II Acetonitrile Slow evaporation 193°C

Advanced Topics in Crystallization146

Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

SITAGLIPTIN PHOSPHATE

O

P O

OHHO

HO

F
F

F

N

N

N
N

F

F F

H2N

Solvate

Methanol/
ethanol/ 1-
propanol/ 2-
propanol/
acetone/
acedtonitrile

By contacting
with solvent for 5
minutes

213.61°C

[64]
Form I

Isoamyl alcohol/
water

Slow evaporation
215.37°C (T),
217.27°C (M)

Form II -
Desolvation of
ethanol solvate

114.6°C (T),
213.80°C (M)

Form III
Isoamyl alcohol/
water

Slow evaporation
80.90°C (T),

215.94°C (M)

Form IV -
Heating
monohydrate
form above 58°C

213.3°C [65]

Form V

Methanol-water/
acetone-water

Heating followed
by cooling

214.88°C [66]
Methanol, n-
butanone, THF,
ACN, DMC and
water

Distillation at
55°C

SAXAGLIPTIN

N

NO

HO

H2N

H

H

Form H-1
(monohydrate)

Ethanol Kept in
desiccator in
atmosphere of
respective
solvents

- [67]
Dibutylether

Water, 80% RH

SAXAGLIPTIN
HYDROCHLORIDE

N

NO

HO

H2N

H Cl

H

H

Form K
Ethyl acetate,
Conc. HCl

Reflux, cooling -

[68]

Form T
Saturated
ammonium
chloride pH 4.53

Precipitation -

Form Z
(Dihydrate)

Ethyl alcohol,
Methylisopropyl
ketone

Precipitation -

Form N 2- butanol Reflux, cooling -

Form S
Wet ethyl acetate,
Conc. HCl

Heating followed
by cooling

-
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Drug Crystal form Solvent used
Method of
preparation

Transition (T)/
Melting
endotherms(M)

References

Form O
0.8 M HCl/ Ethyl
alcohol

Heating followed
by cooling

-

Form B
Ethyl alcohol,
Methylethylketo
ne

stirring -

Form C Propyl alcohol
Heating followed
by cooling

-

Form D
(hydrate)

1-butanol Heating, stirring -

Table 1. Crystalline Forms of Antidiabetics

8. Conclusion

The crystallization process has profound impact on crystal forms, which further affect
biopharmaceutical properties of pharmaceutical solids. Various crystal forms of antidiabetics
have been reported in literature and some have even gained the status of a patent. The existence
of these different crystal forms are possible due to presence of sulphoxamide, carboxamide,
thiazolidendione, etc. groups in these agents. For the optimized pharmaceutical acceptable
solid form, one must be cognizant of the potentiality of an API to exist in various crystal forms
by altering the crystallization conditions. Because of this, screening of new crystal forms of
API’s has become a vital part of drug discovery and development in past decade.
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1. Introduction

The glass transition for polymers has been investigated for a long time as the mysterious
physical phenomena of solid or liquid phases from the initial studies on the equation of state
in pressure (P), volume (V), and temperature (T) to the recent thermal analyses with the
temperature modulated differential scanning calorimeter (TMDSC) [1 – 9]. Polystyrene (PS) is
one of polymers taking a leading part in the studies on the glass transition of polymers, so far
showing the heat capacity jump of 28 ∼ 31 J/(K mol) at the glass transition. The temperature
modulation of TMDSC emerged the latent heat capacity jump at the glass transition temper‐
ature (Tg), confirming the heat capacity jump data on the basis of PVT relations for PS. Also
for poly(ethylene terephthalate) (PET), the abrupt heat capacity jump at Tg was observed on
TMDSC curves, being not found with the standard DSC [8]. Recently, in the advances of the
studies on the photonic contribution to the glass transition of polymers, the mysterious glass
transition has been reasonably understood as the quantum phenomena [10 – 16]. For frozen
polymer glasses, the heat capacity jump at Tg should start from the first order hole phase
transition and then the glass parts should be unfrozen accompanying with the enthalpy and
entropy jumps [10]. The holes are generally neighboring with the ordered parts, which are
formed as pairs during the enthalpy relaxation at temperatures below Tg. First in this chapter,
for isotactic PS (iPS) and PET, the heat capacity jump at the glass transition was discussed as
the discontinuous change of energy in quantum state of the photon holes, followed by
unfreezing of the glass parts. IPS and PET have the benzene rings being able to cause the
resonance by neighboring in the side groups or the skeletal chains, respectively. Further, the
details on the heat capacity jump found for iPS were also investigated for isotactic polypro‐
pylene (iPP) with methyl groups of the same 3/1 helix structure [16]. The resonance suggests
the presence of remarkable photons in holes. The dimension of them is characterized by the

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



geometric molecular structure, e.g., the distance between reflectors such as benzene rings,
affecting to the amplitude as a wave. While for the photon holes, the constant volume heat
capacity could be defined as the differential coefficient of the internal energy of holes [10 –
16]. So for iPS, PET, and iPP, in order to confirm the identity in two heat capacities of ordered
parts and holes in pairs, the heat capacity jump data per molar structural unit at the glass
transition were compared with that per molar photon for the holes in ordered part / hole pairs.
Here it should be noted that in the ordered part / hole pairs, the molar photon used for photon
holes is equivalent to the molar structural unit for ordered parts numerically.

For iPS, PET, and iPP, surely the heat capacity jump at the glass transition was due to the
discontinuous change of energy in quantum state of the resonant photon holes between
neighboring benzene rings, but methyl groups for iPP, followed by unfreezing of the glass
parts [14 – 16]. For iPS, the substance of the helix–coil transition with the enthalpy of 16.1 kJ/
mol, but being smaller than the glass transition enthalpy of 18.9 kJ/mol, was shown as the
ordered part / hole pairs. For PET, the ordered part / hole pairs were like the mesophase crystals
with the glassy conformational disorder of ethylene glycol parts. For iPP, the helical sequences
with the enthalpy of 7.4 kJ/mol or the nodules of mesophase with the enthalpy of 12.1 kJ/mol,
interchanging between ordered parts and crystals automatically, were shown as the ordered
part / hole pairs, depending on the presence of the crystallization upon cooling from the melt.
According to above results, it could be understood that the glass transition of polymers
investigated for a long time was only the collateral unfreezing phenomena of the glass parts
starting by the disappearance of ordered part / hole pairs formed during the enthalpy relaxa‐
tion at temperatures below Tg.

On the other hand, for iPS and iPP, from the quantum demand of hole energy at regular
temperature intervals of 120 K for iPS and 90 K for iPP, the homogeneous glasses free from
ordered part / hole pairs with Tg= 240 K and 180 K have been predicted, respectively [15, 16].
Tg of them could be understood as the first order glass phase transition temperature of the
homogeneous glass [17, 18]. But, as one of other quantum possibilities for these polymers, the
liquids with Tg= 0 K have also been predicted. In this connection, the equilibrium melting
temperature, Tm

∞= 450 K, for α form crystals of iPP was corresponding to 5 times the interval
of 90 K. The sift of melting from α to γ form crystals between two peaks of a DSC double
melting peak curve observed upon heating was discussed, relating to the formation and then
disappearance of crystal / hole pairs.

2. Theoretical treatments and discussion

When the hole energy in the ordered part / hole pairs excited at the glass transition, being in
equilibrium with the flow parts, is given by hh (= 3Cv

phT), the heat capacity per molar photon
for holes, Cp

h* (= Cp
flow), is given by [10 – 16] (see section 4):

Cp
h *( =  Cp

flow)=3Cp
ph (1 + TdlnJh / dT ) (1)
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where Cp
flow is the heat capacity per molar structural unit for the flow parts, being equal

to Cp
x of the heat capacity per molar structural unit for the excited ordered parts [19], Cv

ph

(= 2.701R) is the constant volume molar heat capacity for photons [20], R is the gas constant,
Jh is the number of holes lost by T, and 3 is the degree of freedom for photons. When dJh/
dT = 0 at  Tg  and the end temperature,  Tl,  of  the glass transition,  Cp

h*  at  those tempera‐
tures is given by 3Cv

ph. Thus, the heat capacity jump per molar photon, ∆Cp, at the glass
transition is given by:

∆Cp ( =  Cp
h *

 -  Cv
ph )=2Cv

ph  ( =44.9 J / (K  mol *)) (2)

In Eq. (2), ∆Cp should be due to the discontinuous energy change from a quantum ground
level for photons in the holes, that is, (1/2)hν (= h 0

h/NA) to (3/2)hν (= 3h0
h/NA), where h is

Planck constant, ν (= c/λ) is the frequency per second, c is the velocity of light,  λ is the
wavelength, NA is Avogadro constant, and h0

h is the zero– point energy per molar photon,
which also is used as the energy unit bellow. The holes in the excited ordered part / hole
pairs  should  be  in  dynamical  equilibrium  with  the  spatial  tubes  between  a  chain  and
neighboring chains in the flow parts [21]. At the glass transition, the sigmoidal mean heat
capacity curve of Cp as shown in Fig. 1 is observed generally. Even in this case, the Cp for
ordered parts should be equal to the Cp

h of the mean heat capacity for the holes in ordered
part / hole pairs at the glass transition:

Cp =  Cp
h  =  αCv

ph  + (1 -  α)Cp
ph  (3)

where α and 1 – α are the fractions of ordered part / hole pairs with the respective holes of
Cv

ph and Cp
ph (= 3Cv

ph), and Cp
ph is the adiabatic molar heat capacity for photons. On the other

hand, the Cp for ordered parts in pairs could be divided into two components [22]:

Cp =  ∆Cp
x +  Cp

r  (4)

under ∫T g

T lCpdT =  ∫T g

T l ∆Cp
xdT  and ∫T g

T lCp
rdT =0,

where ∆Cp
x (= Cp

h* – 3Cv
ph) is the relative component heat capacity per molar structural unit

for the excited ordered parts and Cp
r is the heat capacity change per molar structural unit

due to the crystallization followed by the melting. At the glass transition, ∆Cp
x shows a peak

against T, reflecting the size distribution of ordered parts. Fig. 1 shows the representative Cp

curve composed of ∆Cp
x and Cp

r at the glass transition for polymers.

Thus, for iPS, PET, and iPP, ∆Cp (= 2Cv
ph) per molar photon (mol*) was compared with the

reference value of heat capacity jump, ∆Cp
exp, per molar structural unit (mol) [8]. The results

deviated from ∆Cp/∆Cp
exp= 1. Table 1 shows the comparison of ∆Cp (= 2Cv

ph) with ∆Cp
exp for

these polymers, together with hh/hx at Tg, where hx is the enthalpy per molar structural unit
for ordered parts [14 – 16].
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Polymer
Tg

K
∆Cp exp

J/(K mol)
∆Cp

J/(K mol*)
∆Cp/∆Cp exp hh/hx

iPS 359*1 30.8 44.9 1.5 1.5 or 1.0

PET 342
77.8

(80.4, 46.5*2)
44.9

0.6
(0.6)

1.0

iPP 270 19.2 44.9 2.3 1.5 or 2.5

The values in ( ): our data of Fig. 6. *1: see Table 2. *2: ∆Cp
exp at Tm

∞= 535 K.

Table 1. The values of Tg, ∆Cp
exp, ∆Cp (= 2Cv

ph), ∆Cp/∆Cp
exp, and hh/hx for iPS, PET, and iPP.

However, the values of ∆Cp/∆Cp
exp were correlated to hh/hx of the number of structural units

holding one photon potentially (described below). hx at Tg is given by [10, 23]:

h x =  h g  +  ∆h  (5)

where hg {= RTg
2(∂lnvf/∂T)p} is the glass transition enthalpy per molar structural unit due to the

discontinuous free volume change of v* from vf= v0 to v0+ v* at Tg, vf and v0 are the free volume
and the core free volume per molar structural unit. hg is given approximately by three
expressions; (1) RTg

2/c2 or φgEa (in WLF equation [24], φg {= 1/(2.303c1)} is the fraction of the
core free volume in glasses, c1 and c2 are constant, and Ea is the activation energy), (2) the molar
enthalpy difference between the super – cooled liquid and the crystal at Tg; Hg

a – Hg
c, and (3)

the sum of the conformational and cohesive enthalpies per molar structural unit at Tg; hg
conf +

hg
int. For PET and iPP, the additional heat per molar structural unit, ∆h, needed to melt all

ordered parts by Tl in Fig. 1 is given by [10, 23]:

∆h =  ∆ H - Q (6)

where ∆H= Hm
a ‒ Hc

a, Hm
a is the enthalpy per molar structural unit for the liquid at Tm

∞, Hc
a is

the enthalpy per molar structural unit for the super– cooled liquid at the onset temperature,
Tc, of a DSC crystallization peak upon cooling, and Q is the heat per molar structural unit

Figure 1. The components of the Cp curve (the thick line) at the glass transition for polymers. The dash – dotted line is
the relative component ∆Cp

x curve for the excited ordered parts with a size distribution and the thin line is the compo‐
nent Cp

r curve due to the crystallization and then melting.
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corresponding to the total area of the DSC endothermic peak upon heating. While, in the case
of hx

conf ≠ hg
conf= 0 at Tg, ∆h is derived as [10]:

∆h =  T g{sg
conf  - (RlnZ0) / x) (7)

with sg
conf =(RlnZ  + RT gdlnZ / dT )

where hx
conf is the conformational enthalpy per molar structural unit for ordered parts, sg

conf is
the conformational entropy per molar structural unit at Tg, Z is the conformational partition
function for a chain, Z0 (= Z/Zt) and Zt are the component conformational partition function
for a chain regardless of temperature and depending on the temperature, respectively, and x
is the degree of polymerization. For PET and iPP, the values of ∆h from Eq. (7) were a little
smaller than those from Eq. (6), respectively. In the case of hx

conf= hg
conf, ∆h= (RTglnZt)/x was

derived, applying to nylon 6 [10].

2.1. Isotactic polystyrene

From hh= (3/2)NAhν and hh (= 3CvTg)= 24.2 kJ/mol* at Tg= 359 K, the wavenumber of 1/λ= 1350
cm– 1 was derived for a photon in holes [10]. This agreed nearly with the conformation sensitive
band of 1365 cm– 1 assigned to benzene rings [25, 26]. Further from the assigned relation of one
photon to one structural unit numerically, the unity of hh/hx= ∆Cp/∆Cp

exp= 1 at the glass
transition was expected [10], applying to the ordered sequences of– TTTT– (see Fig. 2), where
T is the trans isomer. However, ∆Cp/∆Cp

exp was 1.5 (see Table 1), where Tl in ∆Cp
exp is ∼381 K

[8]. Accordingly, the number of structural units holding one photon potentially in holes, n (=
hh/hx), is defined here necessarily. Fig. 2 shows the sequence models of– TTTT– (n= 1) and
unstable– TCTC– (n = 2) for iPS, where C is the cis isomer.

Figure 2. The sequence models of– TTTT– (n = 1) (Left) and unstable– TCTC– (n = 2) (Right) for iPS. The dashed line
shows one of the photon sites between benzene rings.

According to hh/hx= 1.5, hx (= 2h0
h) = 16.1 kJ/mol was derived. This corresponded to ∆CpTg= 16.1

kJ/mol* of the Cp jump energy for holes at Tg. While hx can be also derived from theδ solubility
parameter, δ {= (h0/V)1/2}, where h0 is the latent cohesive energy per molar structural unit,
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corresponding to the heat of vaporization or sublimation and V is the molar volume of
structural units. The relations among h0, hu, hx, and hg at temperatures before and after Tg are
given by [19, 27]:

h 0 =  h g  +  h x or  h g  +  h x +  h u  at  T  ≤  T g (8)

h 0 =  h x or  h x +  h u  at  T  >  T g (9)

where hu is the heat of fusion per molar structural unit. For crystalline polymers, hu is contained
in Eqs. (8) and (9). For iPS, h0= 35.0 kJ/mol was derived from δ = 9.16 (cal/cm3)1/2 of the mean
of 12 experimental values (≥ 9.0 (cal/cm3)1/2) [28], and the value of hx from Eq. (8), 16.1 kJ/mol,
agreed with that from hh/hx= 1.5 perfectly. However it was smaller than hg (= RTg

2/c2) = 18.9 kJ/
mol. The difference in hg and hx, 2.8 kJ/mol, agreed with the cohesive energy of methylene
residues of hm

int= 2.8 kJ/mol [29], suggesting that the ordered part / hole pairs might fill softly
the parts in glassy bulks.

Tg
K

h0

kJ/mol
hg

kJ/mol
∆h

kJ/mol
hx

kJ/mol
hh

kJ/mol*
hh/hx

359*1 (360) 43.1*2 18.9 5.3 24.2*4 24.2 1

359*1 (360) 35.0*2,*3 18.9 –2.8 16.1 24.2 1.5

240 1.7*2 1.7*5 –1.7 0 0 (16.1) ---

*1: experimental value [30]. *2: from Eq. (8). *3: from δ = 9.16 (cal/cm3)1/2. *4: hx for the excited ordered parts or – TTTT–
sequences. *5: hg= hg

int+ hg
conf from hg

int= – fg
conf at Tg= 240 K (see Fig. 4, described below). The value in ( ) of hh column is

hh (= 3Cv
phT) at 240 K.

Table 2. The values of Tg, h0, hg, ∆h, hx, hh, and hh/hx for iPS.

Table 2 shows the values of Tg, h0, hg, ∆h, hx, and hh at hh/hx= 1 and 1.5 for iPS. In the 4th line,
hh= hx= 0 and hg= 1.7 kJ/mol at 240 K are shown (discussed below). The relation of hh= hx= 0 is
brought by the energy radiation of 2h0

h (= 16.1 kJ/mol*) at Tg and the energy loss of h0
h (= 8.1

kJ/mol*) upon cooling from Tg obeying:

h h =  h 0
h  - 3Cv

ph (T g  - T ) (10)

In Eq. (10), the specific temperature of 240 K at hh= 0 agreed with the hole temperature at hh (=
3Cv

phT)= 16.1 kJ/mol*. In the glasses upon heating from 0 K, the generation of ordered part /
hole pairs at 240 K and succeedingly, the instant radiation of the hole energy of 16.1 kJ/mol*
should bring the same state as that of hh= 0 at 240 K upon cooling, suggesting Tg= 240 K for the
homogeneous glass free from the ordered part / hole pairs. Altering 3Cv

ph (= Cp
ph) in Eq. (10)

to Cv
ph, the temperature at hh= 0 was Tg= 0 K. While for the glasses including the ordered part /
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hole pairs, Tg= 360 K (see Table 2) was expected from the quantum demand of hole energy at
regular temperature intervals of 120 K.

For iPS, the rotational isomeric 2–state (RIS) model of T (trans) and G (gauche) or G’ (gauche’)
is known well [31]. Fig. 3 depicts the helix structure of – TGTGTG – (n = 3) for iPS. From hh/hx

(= n) = 1.5, the intermediate sequences (n = 1.5) between the right or left handed helical sequence
(n = 3) and the aperiodic sequence (n = 0), displaying the helix–coil transition, were predicted
as the sequences of ordered parts [14, 15]. The frequency of occurrence, Γ, of the helix–coil
transition should be given approximately by hh/h0

h in Eq. (10) with hh/h0
h= 0 at T = 240 K. The

∆Cp (= 3Cv
ph) at Tg= 240 K in a glassy state of Γ = 0 was 67.4 J/(K mol*) [15].

Figure 3. The 3/1 helix structure of – TGTGTG– (n = 3) and the photon sites (dashed line parts) between benzene rings
for iPS.

Figure 4. The relation between f and T calculated for the RIS model chains (x = 100) of iPS. The thin line is f = fconf and
the thick line is f = fconf+ 0.81 kJ/mol.

Fig. 4 shows the relation between f (= fconf or fconf+ 0.81 kJ/mol) and T calculated for the RIS
model chains (x = 100) with the normalized statistical weight of η = 1 applied to TG isomer of
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iPS, where fconf is the conformational free energy per molar structural unit, being minus and
decreasing with an increase in temperature. Adding the value of – fconf (= 0.81 kJ/mol) at 240 K
to all values of the original thin line, the thick line of fconf+ 0.81 kJ/mol is depicted. In the case
of – fconf= hint, i.e., (hconf+ hint) – Tsconf= 0 at 240 K, the sum of – fconf (= 0.81 kJ/mol) and hconf (= 0.89
kJ/mol), 1.70 kJ/mol, should be the ultimate hg at the first order glass phase transition for the
homogeneous glass free from the ordered part / hole pairs (see Table 2), where hint is the
cohesive enthalpy per molar structural unit, and hconf and sconf are the conformational enthalpy
and entropy per molar structural unit.

Fig. 5 shows the schematic chart of the instantaneous state changes at Tg (= 360 K) upon cooling
and heating as a working hyposesis. The ordered part / hole pairs formed instantaneously at
Tg upon cooling have hh= h0

h and hx= 2h0
h. At Tg upon heating, the ordered part / hole pairs are

excited by absorbing the photon energy of 2h0
h for the holes and adding the energy of h0

h for
the ordered parts, followed by the absorption of hg for the glass parts. The equilibrium relation
at the melting transition among the ordered parts, the holes, and the flow parts is shown by
the dashed lines in Fig. 5. In order to melt the excited ordered part / hole pairs perfectly, further
the latent heat of h0

h is needed at Tg.

Figure 5. The schematic chart of the instantaneous state changes at Tg for iPS. The arrow marks of ↓ and ↑ show the
cooling and heating directions, respectively. Tg

+ and Tg
– are the glass transition temperatures upon cooling and heating,

respectively. The hx= 2h0
h shows the substance of helix–coil transition between the helical sequence (n = 3) and the

aperiodic sequence (n = 0). The arrow marks of ⇔ show the interaction between the ordered parts and the holes in the
pairs. The Γ is the frequency of occurrence of the helix–coil transition. The dashed lines show the equilibrium relation
of melting among ordered parts, flow parts, and holes in the excited state.
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2.2. Poly(ethylene terephthalate)

For PET, hx (= hg+ ∆h) = 24.1 kJ/mol was obtained from Eq. (5), being almost equal to hh (=
3Cv

phTg) = 23.0 kJ/mol* at Tg (= 342 K) [10, 23]. Thus, hh/hx (= n) = 0.95 was shown experimentally.
However as shown in Table 1, ∆Cp/∆Cp

exp was 0.6. Table 3 shows the values of Tg, h0, hu, hg,
∆h, hx, hh, and hh/hx for PET. The two values of hu, 23.0 and 28.5 kJ/mol, are assigned to the
crystals with the conformational disorder of ethylene glycol parts and the smectic–c crystals
with the stretched sequences, respectively [23, 32]. ∆Cp/∆Cp

exp= 0.6 at the glass transition meant
that one photon was situated in the neighboring phenylene residues comprising ∼60 % of the
structural unit length and 40 % of ∆Cp

exp was brought by unfreezing of the ethylene glycol parts
in a glass state [14]. This was predicted also from the data by TMDSC [8]. From hh= (3/2) NAhν
and hh (= 3Cv

phTg) = 23.0 kJ/mol* at Tg= 342 K, 1/λ = 1290 cm–1 was derived, agreeing with 1288
cm–1 observed for the un–oriented samples [33].

Tg

K
h0

kJ/mol
hu

kJ/mol
hg

kJ/mol
∆h

kJ/mol
hx

kJ/mol
hh

kJ/mol*
hh/hx

342 64.7*1 23.0 (535 K) 17.6*3 6.5 24.1 23.0 0.95

342 70.2*1, 68.2*2 28.5 (549 K) 17.6*3 6.5 24.1 23.0 0.95

*1: from Eq. (8). *2: from δ = 10.7 (cal/cm3)1/2 [19]. *3: hg= RTg
2/c2

2. The values in () are Tm
∞ of the respective crystals [23].

Table 3. The values of Tg, h0, hu, hg, ∆h, hx, hh, and hh/hx for PET.

Figure 6. The C p curve for the non–annealed PET film. The parts of a and b show the C p jump to the liquid line at Tg

and Te.

Fig. 6 shows the Cp curve converted from DSC curve data for the non–annealed PET film cooled
to 323 K (50 °C) at 5 K/min from 573 K (300 °C). Tg agreed almost with 342 K of [8]. Te of the

Photonic Contribution to the Glass Transition of Polymers
http://dx.doi.org/10.5772/59717

165



end temperature of melting is 535 K (262 °C). The parts of a, b, and a – b of Cp jump to the
liquid line at Tg and Te were correlated to the structural unit length, the lengths of phenylene
and glassy ethylene glycol residues, respectively. Fig. 7 shows the parts in the structural unit
related to a, b, and a – b.

Figure 7. The parts in the structural unit related to the Cp jumps of a, b, and a – b shown in Fig. 6 for PET. The part
attached to the spindle mark shows the phenylene residue holding one photon together with the neighboring same
residue (omitted here).

2.3. Isotactic polypropylene

According to the scheme of the formation of ordered part / hole pairs at Tg upon cooling (see
Fig. 5), for iPP with Tg= 270 K, hx (= 2h0

h) = 12.1 kJ/mol was derived, being much larger than
hg ≈ Hg

a – Hg
c= 6.2 kJ/mol [34] and hx (= hg+ ∆h) = 7.4 kJ/mol, where ∆h = ∆H – Q, ∆H = Hm

a –
Hc

a (see Eqs. (5) and (6)). The used data are as follows: Tc= 403.6 K, Tm
∞= 450 K for α form

crystals, ∆H = 4.89 kJ/mol [34], and Q = 3.76 kJ/mol for the sample annealed at 461.0 K for 1
hour [10, 35]. However, h0 (= hg+ hx) = 18.3 kJ/mol from Eq. (8) was almost equal to hh (= 3h0

h)
= 18.2 kJ/mol*, meaning the appearance of frozen glasses with hg= h0

h+ 0.1 kJ/mol. For holes
with Cp

ph even upon cooling from Tg, Eq. (10) showed the specific temperature of 180 K, at
which all ordered part / hole pairs should be disappeared because of hh= 0, corresponding to
240 K for iPS [15]. At temperatures below 180 K, all should be in a state of the homogeneous
glass with Tg= 180 K. The ∆Cp (= 3Cv

ph) = 67.4 J/(K mol*) at Tg= 180 K was the same as that of
iPS with Tg= 240 K. Fig. 8 shows the relation between f (= fconf or fconf+ 0.1 kJ/mol) and T calculated
for RIS model chains (x = 100) with the normalized statistical weight of σ = 1 applied to TT
isomer of iPP [36, 37]. The fconf at temperatures below and above 180 K is minus and decreases
with an increase in temperature. The absolute value of fconf= – 0.102 kJ/mol at 180 K equaled to
hg – h0

h= 0.1 kJ/mol at 270 K. Adding the cohesive enthalpy of hint= 0.102 kJ/mol to fconf (= – 0.102
kJ/mol), from f = fconf+ hint= 0 and hconf= 0.18 kJ/mol at Tg= 180 K, hg (= hconf+ hint) = 0.28 kJ/mol is
derived as the first order glass phase transition enthalpy for the homogeneous glass composed
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of isolated chains, but with the cohesive energy of hint and free from ordered part / hole pairs
(see Table 5).

Figure 8. The relation between f and T calculated for RIS model chains (x = 100) of iPP. The thin line is f = fconf and the
thick line is f = fconf+ 0.1 kJ/mol.

On the other hand, altering 3Cv
ph (= Cp

ph) in Eq. (10) to Cv
ph, the temperature at hh= 0 was Tg=

0 K as well as iPS. From sconf= 0.38 J/(K mol) of constant at temperatures below 70 K, the sequence
model of – TGTGTGTTG’TG’TG’T– in a liquid state was predicted, where T is trans, G is gauche,
G’ is gauche’ isomer, and TT is the trans–trans isomer shifting always to the left or right
direction on a sequence [38]. From hx= 12.1 kJ/mol, the nodules of mesophase interchanging
between crystals and ordered parts automatically were predicted in the glasses. According to
the equilibrium relation in crystals and ordered parts of this class (D in Table 4) given by fx=
2fu [10, 39], 2hu – hx= 2.9 kJ/mol was derived using hu= 7.5 kJ/mol for α form crystals, corre‐
sponding to 2Tm(su – sx/2), which was almost equal to hm

int= 2.8 kJ/mol of the cohesive energy
of methylene residues in the sequences, where fx and sx are the free energy and entropy per
molar structural unit for ordered parts, and fu and su are those for crystals.

According to Flory’s theory [40] on the melting of the fringe–type crystals with a finite crystal
length of ζ, the end surface free energy of crystals per unit area, σe, at (dfu/dζ)ϕ= 0 is given by:

σe =  μ(RTζ / 2) 1 / (x -  ζ + 1) + (1 / ζ)ln{(x –  ξ + 1) / x}  (11)

where ϕ is the amorphous fraction and µ is the conversion coefficient of mol/m3. In this context:

2σe / ζ =μ( f x -  f u) (12)

f x
' = RT (1 / ζ)ln {(x -  ζ + 1) / x} - lnPc (13)
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where Pc, given by {(x – ζ+ 1)/x}1/ζ for fringe–type crystals, is the probability that a sequence
occupies the lattice sites of a crystalline sequence. Moreover:

f u - ( f x -  f x
' ) =0 (14)

Eq. (11) is obtained when lnPc= – 1/(x – ζ+ 1). From Eq. (14), the relations are derived based on
fu and fx at fx’ ≥ 0, and those can be grouped into four equilibrium classes (A ∼ D) and one non–
equilibrium class (X) as shown in Table 4. Class A of fx= fu at fx’= 0 shows the dynamic equili‐
brium relation between the ordered parts and the crystal parts of same fringe–type, leading to
σe= 0, and that, ζ = 0/0 in Eq. (16) (described below). For class B, fu= – fx’ from Eq. (14) with fx=
0 refers to the anti–crystal holes and fx= 0 is assigned to the ordered parts of ζ = ∞. The interface
between the anti–crystal holes and the ordered parts should work as the reflector of photons.
In this case, the even interface made of the folded chain segments should be avoided through
the random reflection. According to Eq. (12) with hx – hu= σe/(µζ), the respective interface
energies of the hole and the ordered part are compensated each other at the common interface,
thus leading to fx= 0 [10]. For class C, fx= fx’ from Eq. (14) with fu= 0 is assigned to the ordered
parts of ζ ≠ ∞ (i.e., a kebab structure) and fu= 0 to the crystals of ζ = ∞ (i.e., a shish structure).
Class D of fu (= fx’) = fx/2 is related to the equilibrium in crystal and ordered parts. For those
with folded chains, the reversible change from crystal or ordered parts to other parts is
expected to take place automatically. The relations in class X do not satisfy Eq. (14), suggesting
that the holes of class B cannot be replaced by the crystals with ζ ≠ ∞. Fig. 9 shows the schematic
structure models of bulk polymers conformable to A ∼ X classes in Table 4.

fx’ fx fu Class

fx’ = 0 fx = fu fu = fx A

fx’ > 0 fx = 0 fu = –fx’ B

fx = fx’ fu = 0 C

fx = 2fu fu = fx/2 = fx’ D

fx’> 0 fx = 0 fu = fx’ X

Table 4. Relations of equilibrium (A ∼ D) and non–equilibrium (X) in fx and fu at fx’ ≥ 0 for crystalline polymers [10,
39].

At the rapid glass transition absorbing the photon energy of 2h0
h at Tg upon heating, the

ordered part / hole pairs should be excited immediately and then melted, followed by
unfreezing of the glass parts. At the slow glass transition, the disappearance and then crys‐
tallization of ordered part / hole pairs should occur upon heating, bringing the new crystal
parts [16]. In the closed system that the both heats of crystallization and melting should be
cancelled out according to Eq. (4), those should be melted by Tl in Fig. 1. While in the open
system that the heat irradiated by crystallization was escaped out of the system, Tl corre‐
sponded to Tm

∞ (450 K for α form crystals) and h0 (= hg+ hx+ hu)= 21.0 kJ/mol in Eq. (8) agreed
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perfectly with the value of hh (= 3h0
h)+ hm

int, where hx (= hg+ ∆h) is 7.4 kJ/mol, being larger than
h0

h (= hh/3)= 6.1 kJ/mol*. In this context, hg – h0
h= 0.1 kJ/mol, hx – h0

h= 1.3 kJ/mol, and hu – h0
h=

1.4 kJ/mol. The sum of them was equal to hm
int= 2.8 kJ/mol. Thus, n (= hh/hx) = 2.5 was shown,

almost corresponding to ∆Cp/∆Cp
exp= 2.3. Table 5 shows the values of Tg, h0, hu, hg, hx, hh, and

hh/hx for iPP. From hh (= 3h0
h) = 18.2 kJ/mol* at Tg (= 270 K), the wavenumber of 1/λ = 1022

cm– 1 was derived for a photon in holes [10]. This agreed nearly with 1045 cm– 1 relating to the
crystallinity [41]. Accordingly, one photon should be situated between the neighboring methyl
groups in the helical sequence.

Tg
K

h0

kJ/mol
hu

kJ/mol
hg

kJ/mol
hx

kJ/mol
hh

kJ/mol*
hh/hx

270 18.3*1 --- 6.2*3 12.1 18.2 1.5

270 21.1*1 7.5*2 6.2*3 7.4 18.2 2.5

180 0.28*1 --- 0.28*4 0 0 ---

*1: from Eq. (8). *2: hu for α form crystals. *3: hg= Hg
a – Hg

c, *4: hg= hg
int+ hg

conf from hg
int= – fg

conf at Tg= 180 K.

Table 5. The values of Tg, h0, hu, hg, hx, hh, and hh/hx for iPP.

Figure 9. Schematic structure models of bulk polymers. A ∼ X correspond to the classes in Table 4, respectively. •••:
ordered parts, ¾¾ : crystals, ⊃ and ⊂: folded segments, the space between ⊃ and ⊂ of B: anti–crystal hole. B is equiva‐
lent to B’.
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2.3.1. Equilibrium melting temperature, Tm
∞

For PET discussed in the previous section 2.2, Tl in Fig. 1 corresponded to Tm
∞= 535 K for the

crystals with conformational disorder of ethylene glycol parts, but with a chain axis parallel
to c-axis of a cell. This finding in PET was also discussed in iPP with Tm

∞= 435 K, 450 K, and
462 K for β, α, and γ form crystals, respectively, which were found by DSC measurements [35].
Above all, Tm

∞= 450 K for α form crystals could be Tl (in Fig.1) of the temperature expected
from the quantum demand of hole energy at regular temperature intervals of 90 K. Experi‐
mentally, Tm

∞ is determined as the intersection temperature between an extrapolation line of
Tm= Te in the melting peaks without superheating and a Tm= Ta line, where Tm is the melting
temperature from Ta to Te, Ta is the annealing (crystallization) temperature, and Te is the end
temperature of melting peak. While at Tm

∞, the processes of melting and crystallization should
occur reversibly, so that Tm

∞ equals to both temperatures of Te and Tb of the onset temperature
of melting, and that, there are two points of Tm

∞ at Ta (= Te) and Tb (= Te) on a Tm= Te line. The
line through two points of Tm

∞ should be parallel to the abscissa of Ta, because Tm
∞ is only one

[23]. For the bulk contained α form crystals with hu= 7.46 kJ/mol, the sum of hg – h0
h= 0.1 kJ/

mol, hx – h0
h= 1.3 kJ/mol, and hu – h0

h= 1.4 kJ/mol was equal to hm
int= 2.8 kJ/mol (see section

2.3). While for the bulk contained only γ form crystals with hu= 8.70 kJ/mol, the difference in
hm

int and (hu – h0
h) was 0.2 kJ/mol, suggesting hg= hx= h0

h+ 0.1 kJ/mol. Figs. 10 and 11 show the
DSC single and double melting peak curves for the iPP films annealed at Ta= 461.0 K and 441.5
K for 1 hour, respectively. Here the single melting peak curve in Fig. 10 is divided into α and
β peaks, and the double melting peak curve in Fig. 11 is divided into γ, α, and β peaks. In both
Figures, Tb is the temperature that the extrapolation line from the line segment with a highest
slope in the lower temperature side of the melting peak intersects the base line. The onset
temperature of the extrapolation line, T*, is also the end temperature of the residual peak
appeared by subtracting the area of single or double peak with Tb from the total endothermic
peak area. The β peak is considered to be due to the melting of small crystals attached around
the crystal lamellae of α form. The mean of end temperatures in β peaks found for some
annealing samples agreed closely with Te= 435 K of β form crystals [42].

Table 6 shows the values of Tb, T*, Qm, ∆Qm, ∆hh, and ∆hh/∆Qm in α and γ peak curves for the
iPP films annealed at 461.0 K and 441.5 K for 1 hour. Where Qm is the heat per molar structural
unit corresponding to the area of α or γ peak from Tb and ∆Qm is the heat per molar structural
unit corresponding to the area from Tb to T* of α or γ peak and relating to the melting of crystals
recrystallized newly from β to α form or α to γ form. For the holes of crystal / hole pairs formed
newly by recrystallization from Tb to T* of β or α peak, the hole energy per molar photon, ∆hh,
is given by [10]:

∆h h =3Cv
ph (T * -  Tb) (15)

As shown in Table 6, the small difference in ∆Qm and ∆hh could be regarded as significant for
the formation and then disappearance of crystal / hole pairs from Tb to T*. For the shift from
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∞= 450 K for α form crystals could be Tl (in Fig.1) of the temperature expected
from the quantum demand of hole energy at regular temperature intervals of 90 K. Experi‐
mentally, Tm

∞ is determined as the intersection temperature between an extrapolation line of
Tm= Te in the melting peaks without superheating and a Tm= Ta line, where Tm is the melting
temperature from Ta to Te, Ta is the annealing (crystallization) temperature, and Te is the end
temperature of melting peak. While at Tm

∞, the processes of melting and crystallization should
occur reversibly, so that Tm

∞ equals to both temperatures of Te and Tb of the onset temperature
of melting, and that, there are two points of Tm

∞ at Ta (= Te) and Tb (= Te) on a Tm= Te line. The
line through two points of Tm

∞ should be parallel to the abscissa of Ta, because Tm
∞ is only one

[23]. For the bulk contained α form crystals with hu= 7.46 kJ/mol, the sum of hg – h0
h= 0.1 kJ/

mol, hx – h0
h= 1.3 kJ/mol, and hu – h0

h= 1.4 kJ/mol was equal to hm
int= 2.8 kJ/mol (see section

2.3). While for the bulk contained only γ form crystals with hu= 8.70 kJ/mol, the difference in
hm

int and (hu – h0
h) was 0.2 kJ/mol, suggesting hg= hx= h0

h+ 0.1 kJ/mol. Figs. 10 and 11 show the
DSC single and double melting peak curves for the iPP films annealed at Ta= 461.0 K and 441.5
K for 1 hour, respectively. Here the single melting peak curve in Fig. 10 is divided into α and
β peaks, and the double melting peak curve in Fig. 11 is divided into γ, α, and β peaks. In both
Figures, Tb is the temperature that the extrapolation line from the line segment with a highest
slope in the lower temperature side of the melting peak intersects the base line. The onset
temperature of the extrapolation line, T*, is also the end temperature of the residual peak
appeared by subtracting the area of single or double peak with Tb from the total endothermic
peak area. The β peak is considered to be due to the melting of small crystals attached around
the crystal lamellae of α form. The mean of end temperatures in β peaks found for some
annealing samples agreed closely with Te= 435 K of β form crystals [42].

Table 6 shows the values of Tb, T*, Qm, ∆Qm, ∆hh, and ∆hh/∆Qm in α and γ peak curves for the
iPP films annealed at 461.0 K and 441.5 K for 1 hour. Where Qm is the heat per molar structural
unit corresponding to the area of α or γ peak from Tb and ∆Qm is the heat per molar structural
unit corresponding to the area from Tb to T* of α or γ peak and relating to the melting of crystals
recrystallized newly from β to α form or α to γ form. For the holes of crystal / hole pairs formed
newly by recrystallization from Tb to T* of β or α peak, the hole energy per molar photon, ∆hh,
is given by [10]:

∆h h =3Cv
ph (T * -  Tb) (15)

As shown in Table 6, the small difference in ∆Qm and ∆hh could be regarded as significant for
the formation and then disappearance of crystal / hole pairs from Tb to T*. For the shift from
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β to α peak in Fig. 11, ∆hh/∆Qm was 1.21 contrary to our expectation, but at T*= 435 K of the
mean of T* (Tm

∞ for β form crystals), ∆hh/∆Qm= 0.98 was derived. For the shift from α to γ peak,
it was 0.61, meaning the melting of original γ form crystals with 39 % of ∆Qm; 0.13 kJ/mol. The
relay of melting from α to γ form crystals between two peaks of a DSC double melting peak
curve should be done through the mediation of the formation and then disappearance of the
crystal / hole pairs with 61 % of ∆Qm; 0.20 kJ/mol (= ∆hh), which agreed with the difference in
hm

int and (hu – h0
h) perfectly, corresponding to (hg+ hx) – 2h0

h= 0.2 kJ/mol suggested above.

Figure 10. DSC single melting peak curve composed of α and β peaks for the iPP film annealed at 461.0 K for 1 hour.
The thin line is the part of an original DSC curve. Tb is the onset temperature of α peak and T* is the end temperature
of β peak.

Figure 11. DSC double melting peak curve composed of α, β, and γ peaks for the iPP film annealed at 441.5 K for 1
hour. The thin lines are the parts of an original DSC curve. Tb is the onset temperature of γ or α peak and T* is the end
temperature of α or β peak.
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Ta

K
Form

Tb

K
T*
K

Qm

kJ/mol
∆Qm

kJ/mol
∆hh

kJ/mol
∆hh/∆Qm

461.0 α 429.6 434.2 2.05 0.38 0.24 0.63

441.5
α 423.7

437.7
(435)

2.16 0.78
0.94

(0.76)
1.21

(0.98)

γ 446.9 449.9 1.64 0.33 0.20 0.61

The values in ( ) show Tm
∞, ∆hh, and ∆hh/∆Qm at Tm

∞ for β form crystals.

Table 6. The values of Tb, T*, Qm, ∆Qm, ∆hh, ∆hh/∆Qm of α and γ peak curves for the iPP films annealed at 461.0 K and
441.5 K for 1 hour.

2.3.2. ζ distribution function, F (ζ)

Next, the α peak curve in Fig. 10 and the two divided peak curves of α and γ in Fig. 11 starting
to melt at Tb were converted into the crystal length (ζ) distribution function, F(ζ). The ζ is
according to Gibbs–Thomson given by:

ζ={Tm
∞ / (Tm

∞ - Tm)}{2σe / (μh u)} (16)

where Tm is the corrected melting temperature. In the calculation of ζ, the values of Tm
∞, hu,

hx, σe, and the corrected Tm are needed previously. For hu, the reference value was used (see
Table 8). The value of σe was evaluated by [43, 44]:

σe =  μh uc * {RTm
2 + (H x -  h x)(Tm

∞ -  Tm)} / {2(H x -  h x)Tm
∞} (17)

with H x =2h u -  Qm

where c* is the cell length of c–axis. The term of square blanket in Eq. (17) is dimensionless.
hu refers to the heat of fusion of crystals with a crystal form liking to evaluate σe. hx could be
calculated from Eqs.(5) and (6), but in Fig. 11, using Hm

a at Tm
∞ of the other α or γ form crystals

(sub–crystals). Table 7 shows the values of hx for the iPP films annealed at 461.0 K and 441.5
K for 1 hour, together with the values of Tc, Tb, Te, Q, ΔH, Δh, and hg used in the calculation of
hx. Q and ∆H are defined in Eq. (6). The value of hx for the iPP sample of Ta= 441.5 K was smaller
than hu of the sub–crystals (see Table 8). Further, the value of hx in the row of γ form, 6.85 kJ/
mol, was ∼0.7 kJ/mol larger than hg (= 6.22 kJ/mol). Also the value of hx in the line of α form,
8.07 kJ/mol, was ∼0.7 kJ/mol larger than hx (= 7.35 kJ/mol) for the sample of Ta= 461.0 K.
Therefore, the value of h0 (= hg+ hx+ hu) in Eq. (8) for the iPP sample annealed at 441.5 K was
0.7 kJ/mol larger than that for the iPP sample of Ta= 461.0 K. The cause could be attributed to
∆h affected by F(ζ) (see Eq. 18) of α form crystals, leading the characteristic R–L image (see
Fig. 15).
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hu refers to the heat of fusion of crystals with a crystal form liking to evaluate σe. hx could be
calculated from Eqs.(5) and (6), but in Fig. 11, using Hm

a at Tm
∞ of the other α or γ form crystals

(sub–crystals). Table 7 shows the values of hx for the iPP films annealed at 461.0 K and 441.5
K for 1 hour, together with the values of Tc, Tb, Te, Q, ΔH, Δh, and hg used in the calculation of
hx. Q and ∆H are defined in Eq. (6). The value of hx for the iPP sample of Ta= 441.5 K was smaller
than hu of the sub–crystals (see Table 8). Further, the value of hx in the row of γ form, 6.85 kJ/
mol, was ∼0.7 kJ/mol larger than hg (= 6.22 kJ/mol). Also the value of hx in the line of α form,
8.07 kJ/mol, was ∼0.7 kJ/mol larger than hx (= 7.35 kJ/mol) for the sample of Ta= 461.0 K.
Therefore, the value of h0 (= hg+ hx+ hu) in Eq. (8) for the iPP sample annealed at 441.5 K was
0.7 kJ/mol larger than that for the iPP sample of Ta= 461.0 K. The cause could be attributed to
∆h affected by F(ζ) (see Eq. 18) of α form crystals, leading the characteristic R–L image (see
Fig. 15).

Advanced Topics in Crystallization172

Form*1

(Ta/K)
Tc

K
Tb

K
Te

K
Q

kJ/mol
ΔH

kJ/mol
Δh

kJ/mol
hg

kJ/mol
hx

kJ/mol

α (461.0) 403.6 429.6 449.2 3.76 4.89 1.13 6.22 7.35

α (441.5) 403.6 423.7 449.5 4.41 6.26 (γ) *2 1.85 6.22 8.07

γ (441.5) 403.6 446.9 461.9 4.41 5.04 (α) *2 0.63 6.22 6.85

*1: The form of main crystals liking to evaluate σe. *2: ΔH calculated using Hm
a at Tm

∞ of the sub–crystals with the form
of α or γ shown in ( ).

Table 7. The values of hx, Tc, Tb, Te, Q, ΔH, Δh, and hg for the iPP films annealed at 461.0 K and 441.5 K for 1 hour.

Ta

K
Form

Tp

K
hu

kJ/mol
hx

kJ/mol
h0

kJ/mol
Qm

kJ/mol
σe

J/m2

461.0 α 435.9 7.46 7.35 14.8 2.05
36.0×10−3

(26.7×10−3)

441.5

α 442.8 7.46 8.07 15.5 2.16
45.2×10−3

(30.8×10−3)

γ 450.9 8.70 6.85 15.6 1.64
26.5×10−3

(22.2×10−3)

The values in ( ) are σe at Tm
∞ (Qm= 0).

Table 8. The values of σe, Tp, hu, hx, h0 (= hx+ hu), and Qm for the iPP films annealed at 461.0 K and 441.5 K for 1 hour.

Table 8 shows the values of σe at Tp for α and γ form crystals contained in the iPP films annealed
at 461.0 K and 441.5 K for 1 hour, together with the values of Tp, hu, hx, h0, and Qm used in the
calculation of σe, where Tp is the melting peak temperature. The σe of α form was larger than
that of γ form, because according to Eq. (17), the σe was mainly dependent on hx. For α and
γ forms in the sample of Ta= 441.5 K, h0 (= hu+ hx) at T (> Tg) of Eq. (9) was ∼15.5 kJ/mol,
nevertheless the values of hu were different. Tp is corrected by 0.6 K (436.5 K → 435.9 K) for the
sample of Ta= 461.0 K and 0.2 K (443.0 K → 442.8 K) for α form and 0.8 K (451.7 K → 450.9 K)
for γ form in the sample of Ta= 441.5 K to the lower temperature side, according to our concept
[45].

F(ζ) is defined as [23]:

F (ζ)= (δQm / Qm) / ζ =  nζ / {Nc(Te -  Tb)} (18)

where δQm (= ζnζQm/{Nc(Te – Tb)}) is the heat change per molar structural unit per K, nζ is the
number of crystal sequences with ζ, Nc is the number of structural units of crystals melted in
the temperature range from Tb to Te. δQm/Qm is given by:

Photonic Contribution to the Glass Transition of Polymers
http://dx.doi.org/10.5772/59717

173



δQm / Qm =  (dQ / dt) / ∫T b

T e(dQ / dt)dT  (19)

where dQ/dt is the heat flow rate of DSC melting curve and t is time (see Figs. 10 and 11). Figs.
12 and 13 show F(ζ) of α and γ peak curves converted from the DSC single and double melting
peak curves for the iPP films annealed at 461.0 K and 441.5 K for 1 hour.

Figure 12. F(ζ) of α peak curve for the iPP film annealed at 461.0 K for 1 hour.

Figure 13. f(ζ) of α (thick line) and γ (thin line) peak curves for the iPP film annealed at 441.5 K for 1 hour.
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Table 9 shows the ζ range and ζp  in F(ζ) of α and γ peak curves obtained for the sam‐
ples of Ta= 461.0 K and 441.5 K, where ζp is ζ at the maximum of F(ζ). For α peak, F(ζ) in
Fig. 12 showed a sharp peak with the ζ range of 10 nm ∼ 3870 nm and ζp= 14.6 nm, and
in Fig 13, F(ζ) showed the roundish curve with the ζ range of 10 nm ∼ 250 nm and ζp=
19.5 nm, whereas for γ peak, F(ζ) showed the sharp peak with the ζ range of 8 nm ∼ 840
nm and ζp= 11.2 nm. The maximum of ζ was calculated using Te (∼Tm

∞) observed actual‐
ly for each sample. At Te= Tm

∞, the maximum of ζ should be infinite at σe ≠ 0, because the
melt at Te could be interchanged in equilibrium to the imaginary crystals of ζ = ∞. In the
σe= 0 of the class A in Table 4, ζ = 0/0 of indetermination at Tm

∞ is derived from Eq. (16).
The refraction point at ζ = 55 nm on the thick line of α peak in Fig. 13 is that of dQ/dt at
Tb (= 446.9 K) in Fig. 11. For the sample of Ta= 441.5 K, the ζ range of α peak was narrow‐
er than that of γ peak, because upon cooling, α form crystals should be formed around γ
form crystals. As the result, the value of hx at the interfaces between α and γ form crystals
increased only ∼0.7 kJ/mol (derived above). The ζ range of α peak calculated for the sample
of Ta= 461.0 K was much larger than those of α and γ form crystals for the sample of Ta=
441.5 K.

Ta

K
Form

ζ range
nm

ζp

nm

461.0 α 10 - 3870 14.6

441.5 α 10 - 250 19.5

γ 8 - 840 11.2

Table 9. The ζ range and ζp in F(ζ) of α and γ peaks for the iPP films annealed at 461.0 K and 441.5 K for 1 hour.

In the last stage, the ζ distribution of a single–crystal like image was drawn from F(ζ). The
number of crystal sequences in a radius direction, Rn, is given by [10]:

Rn = (∆ N /π)1/2 (20)

with ∆ N =  Nc(Te  -  Tb)(∫ζn

ζxF (ζ)dζ -  ∫ζn

ζF (ζ)dζ)
where ζx and ζn are the maximum and the minimum of ζ, respectively. Figs. 14 and 15 show
the representation of R (= ±Rn) and L (= ±ζ/2) for α and γ form crystals in the iPP films (per 1g)
annealed at 461.0 K and 441.5 K for 1 hour.

From the comparison of both figures, the change of image in α form crystal lamellae by
annealing, and further in Fig. 15, the difference in packing states of α and γ form crystals in
same ζ range can be seen at the view of 2D disk image.
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3. Conclusion

For iPS, PET, and iPP, the heat capacity jump at the glass transition was due to the discontin‐
uous change of energy in quantum state of the photon holes between neighboring benzene
rings, but methyl groups for iPP, followed by unfreezing of glass parts. For iPS and iPP, the
homogeneous glasses free from ordered part / hole pairs with Tg= 240 K and 180 K were
predicted, respectively. For iPP, the cohesive energy of methylene residues was subdivided
into the transition enthalpies of glasses, ordered parts, and crystals, whereas for iPS, it agreed

Figure 14. Representation of R (= ±Rn) and L (= ±ζ/2) for α form crystals in the iPP film (per 1g) annealed at 461.0 K for
1 hour. The horizontal lines show R of the imaginary crystals melting from ζn to ζ= 0.

Figure 15. Representation of R (= ±Rn) and L (= ±ζ/2) for α (thick line) and γ (thin line) form crystals in the iPP film (per
1g) annealed at 441.5 K for 1 hour. The horizontal lines show R of the imaginary crystals melting from ζ n to ζ = 0.
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with the difference between the transition enthalpies of glasses and ordered parts, but the
transition enthalpy of glasses was larger than that of ordered parts. The photonic contribution
of 60 % to the heat capacity jump at the glass transition found for PET meant that one photon
was situated in the neighboring phenylene residues comprising ∼60 % of the structural unit
length and the residual jump of 40 % was brought by unfreezing of the ethylene glycol parts
in a glass state. Tm

∞= 450 K for α form crystals of iPP could be the temperature of the quantum
demand of hole energy at regular temperature intervals of 90 K. The shift of melting from α
to γ form crystals by DSC measurements was done through the mediation of the formation
and then disappearance of crystal / hole pairs. The interface parts formed in α and γ form
crystals by annealing brought the excess energy of ∼0.7 kJ/mol to the enthalpy of the ordered
parts. This result was reflected clearly to the single crystal like image depicted on the basis of
the crystal length distribution function.

4. A list of abbreviations (italic in Eqs.)

α : fraction of ordered part / hole pairs with Cv
ph

1 – α : fraction of ordered part / hole pairs with Cp
ph

Cp : mean heat capacity per molar structural unit for ordered parts in ordered part / hole pairs

Cp
h : mean heat capacity per molar photon for holes in ordered part / hole pairs

Cp
h*: heat capacity per molar photon for holes in excited ordered part /hole pairs

Cp
ph : adiabatic molar heat capacity for photons

Cv
ph : constant volume molar heat capacity for photons

Cp
flow : heat capacity per molar structural unit for flow parts

Cp
r : heat capacity change per molar structural unit due to crystallization followed by melting

Cp
x: heat capacity per molar structural unit for ordered parts in excited ordered part /hole pairs

c : velocity of light

c* : cell length of c–axis

c1 and c2 : constants in WLF equation

dQ/dT : heat flow rate of DSC melting curves

δQm : heat change per molar structural unit per K

ΔCp : heat capacity jump per molar photon at the glass transition

ΔCp
exp : experimental heat capacity jump per molar structural unit at the glass transition

ΔCp
x : relative component heat capacity per molar structural unit for excited ordered parts

Δh : additional heat per molar structural unit needed to melt all ordered parts
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Δhh : hole energy of crystal / hole pairs formed newly by recrystallization

δ : solubility parameter

Ea : activation energy

F(ζ) : crystal length (ζ) distribution function

f : free energy per molar structural unit

fconf : conformational free energy per molar structural unit

fg
conf : conformational free energy per molar structural unit at Tg

fx : free energy per molar structural unit for ordered parts

fu : free energy per molar structural unit for crystals

ϕ : amorphous fraction

Γ : frequency of occurrence of the helix–coil transition

Hm
a : enthalpy per molar structural unit for the liquid at Tm

∞

Hc
a : enthalpy per molar structural unit for the super–cooled liquid at Tc

Hg
a : enthalpy per molar structural unit for the super–cooled liquid at Tg

Hg
c : enthalpy per molar structural unit for the crystal at Tg

hh : hole energy per molar photon for holes in ordered part / hole pairs

h0 : latent cohesive energy per molar structural unit

h0
h : zero–point energy per molar photon, or energy unit per molar photon

hu : heat of fusion per molar structural unit

hx : enthalpy per molar structural unit for ordered parts

hg : glass transition enthalpy per molar structural unit

hconf : conformational enthalpy per molar structural unit

hg
conf : conformational enthalpy per molar structural unit at Tg

hx
conf : conformational enthalpy per molar structural unit for ordered parts

hint : cohesive enthalpy per molar structural unit

hg
int : cohesive enthalpy per molar structural unit at Tg

hm
int : cohesive energy per molar structural unit for methylene residues

h : Plank constant

η : statistical weight

Jh : number of holes lost by T at the glass transition
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φg : fraction of core free volume in glasses

λ and 1/λ : wavelength and wave number

mol : molar structural unit

mol* : molar photon

µ : conversion coefficient of mol/m3

NA : Avogadro constant

Nc : number of structural units of crystals melted in the temperature range from Tb to Te

n : number of structural units holding one photon potentially

nζ : number of crystal sequences with ζ

ν : frequency per second

P : pressure

Pc : probability that a sequence occupies the lattice sites of a crystalline sequence

Q : heat per molar structural unit corresponding to the total area of DSC endothermic curve

Qm : heat per molar structural unit corresponding to the area of a DSC melting curve from Tb

R : gas constant

Rn : number of crystal sequences at the radius direction of an imaginary single crystal lamella
depicted on the basis of F(ζ)

su : entropy of fusion per molar structural unit

sx : entropy per molar structural unit for ordered parts

sconf : conformational entropy per molar structural unit

sg
conf : conformational entropy per molar structural unit at Tg

σe : end surface free energy of a crystal per unit area

σ : statistical weight

T : temperature

Tg : glass transition temperature

Tm : melting temperature

Tm
∞ : equilibrium melting temperature

Te and T* : end temperature of DSC melting peak curve

Tl : end temperature of the glass transition

Tc : onset temperature of DSC crystallization peak curve upon cooling
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Tb : onset temperature of DSC melting peak curve upon heating

Ta : annealing temperature

Tp : DSC melting peak temperature

V : volume per molar structural unit

vf : free volume per molar structural unit

v0 : core free volume per molar structural unit

x : degree of polymerization

Z : conformational partition function for a chain

Z0 : component conformational partition function for a chain regardless of temperature

Zt : component conformational partition function for a chain depending on temperature

ζ : crystal length

ζp : crystal length at the maximum of F(ζ)

ζn : crystal length at the minimum of ζ

ζx : crystal length at the maximum of ζ

Acknowledgements

The author would like to thank the late Professor em. B. Wunderlich of the University of
Tennessee and Rensseler Polytechnic Institute for the long time encouragement.

Author details

Nobuyuki Tanaka*

Address all correspondence to: thermodyna_nt@kki.biglobe.ne.jp

Gunma University, Gunma, Japan

References

[1] T. G. Fox, P. J. Flory, J. Polym. Sci., 14, 315(1954).

[2] G. Natta, P. Corradini, D. Sianesi, D. Morero, J. Polym. Sci., 51, 527(1961).

Advanced Topics in Crystallization180



Tb : onset temperature of DSC melting peak curve upon heating

Ta : annealing temperature

Tp : DSC melting peak temperature

V : volume per molar structural unit

vf : free volume per molar structural unit

v0 : core free volume per molar structural unit

x : degree of polymerization

Z : conformational partition function for a chain

Z0 : component conformational partition function for a chain regardless of temperature

Zt : component conformational partition function for a chain depending on temperature

ζ : crystal length

ζp : crystal length at the maximum of F(ζ)

ζn : crystal length at the minimum of ζ

ζx : crystal length at the maximum of ζ

Acknowledgements

The author would like to thank the late Professor em. B. Wunderlich of the University of
Tennessee and Rensseler Polytechnic Institute for the long time encouragement.

Author details

Nobuyuki Tanaka*

Address all correspondence to: thermodyna_nt@kki.biglobe.ne.jp

Gunma University, Gunma, Japan

References

[1] T. G. Fox, P. J. Flory, J. Polym. Sci., 14, 315(1954).

[2] G. Natta, P. Corradini, D. Sianesi, D. Morero, J. Polym. Sci., 51, 527(1961).

Advanced Topics in Crystallization180

[3] G. Gee, Polymer, 7, 177(1966).

[4] A. L. Renninger, D. R. Uhlmann, J. Polym. Sci., Phys., 16, 2237(1978).

[5] R. J. Roe, A. E. Tonelli, Macromolecules, 12, 878(1979).

[6] L. H. Judovits, R. C. Bopp, U. Gaur, B. Wunderlich, J. Polym. Sci., 24, 2725(1986).

[7] G. Brinke, L. Oudhuis, T. S. Ellis, Thermochimica Acta, 238, 75(1994).

[8] B. Wunderlich, “Thermal Analysis of Polymeric Materials”, Springer, (2005).

[9] B. Wunderlich, J. Appl. Polym. Sci., 105, 49(2007).

[10] N. Tanaka, Y. Mastai Ed: “Advances in Crystallization Processes”, InTech,
p163(2012).

[11] N. Tanaka, Preprints of 45th Japanese Conference on Calorimetry and Thermal Anal‐
ysis (Hachioji), p20(2009).

[12] N. Tanaka, Preprints of 46th Japanese Conference on Calorimetry and Thermal Anal‐
ysis (Tsu), p27(2010).

[13] N. Tanaka, Preprints of 47th Japanese Conference on Calorimetry and Thermal Anal‐
ysis (Kiryu), p27(2011).

[14] N. Tanaka, 62nd SPSJ Annual Meeting, Polymer Preprints (CD), Kyoto, 62, (2013).

[15] N. Tanaka, Preprints of 49th Japanese Conference on Calorimetry and Thermal Anal‐
ysis (Narashino), p137(2013).

[16] N. Tanaka, 63th SPSJ Annual Meeting, Polymer Preprints (CD), Nagoya, 63, (2014).

[17] F. Zamponi, Nature Phys., 7, 99(2011).

[18] G. Biroli, Nature Phys., 10, 555(2014).

[19] N. Tanaka, Polymer, 33, 623(1992).

[20] L. H. Hill, “Introduction to Statistical Thermodynamics”, Addison–Wisley, Massa‐
chusetts, p456(1960).

[21] T. McLeish, Physics Today, 61, No. 8, (2008).

[22] N. Tanaka, Thermochimica Acta, 374, 1(2001).

[23] N. Tanaka, Polymer, 49, 5353(2008).

[24] J. D. Ferry, “Viscoelastic Properties of Polymers”, Reinhold, New York, (1961).

[25] M. Kobayashi, S. Hanafusa, T. Yoshioka, S. Koizumi, Japanese J. Polym. Sci. and
Tech., 53, 575(1996).

[26] Spectroscopic Soc. of Japan, “Infrared and Raman Spectroscopy”, Kodansha Sci., To‐
kyo, (2011).

Photonic Contribution to the Glass Transition of Polymers
http://dx.doi.org/10.5772/59717

181



[27] N. Tanaka, G. Wypych Ed: “Handbook of Solvents”, ChemTech Publishing, Toronto,
p253(2001).

[28] H. Burell, J. Brandrup, E. H. Immergut, “Polymer Handbook”, Interscience, New
York, (1966).

[29] C. W. Bunn, J. Polym. Sci., 16, 323(1955).

[30] H. Yoshida, Netsusokutei, 13(4), 191(1986).

[31] D. Y. Yoon, P. R. Sundararajan, P. J. Flory, Macromolecules, 8, 776(1975).

[32] G. Allegra Ed: “Interfaces and mesophases in polymer crystallization 2”, Berlin,
Springer, p288(2005).

[33] J. Stokr, B. Schneider, D. Doskocilova, J. Lovy, P. Sedlacek, Polymer, 23, 714(1982).

[34] B. Wunderlich, ATHAS databank (1992 Recommended Data).

[35] N. Tanaka, 56th SPSJ Annual Meeting, Polymer Preprints (CD), Nagoya, 56, (2006).

[36] P. J. Flory, J. E. Mark, A. Abe, J. Am. Chem. Soc., 88, 639(1966).

[37] A. Nakajima, M. Hosono, “Molecular Properties of Polymers”, Kagakudojin, (1969).

[38] N. Tanaka, Polymer, 34, 4941(1993).

[39] N. Tanaka, 58th SPSJ Annual Meeting, Polymer Preprints (CD), Kobe, 58, (2009).

[40] P. J. Flory, J. Chem. Phys., 17, 223(1949).

[41] J. P. Luongo, J. Appl. Polym. Sci., 3, 302(1960).

[42] J. X. Li, W. L. Cheung, D. Jia, Polymer, 40, 1219(1999).

[43] N. Tanaka, Proceedings of the 5th Italian Conference on Chemical and Process Engi‐
neering, Florence, 949(2001).

[44] N. Tanaka, H. Fujii, J. Macromol. Sci., B42, 621(2003).

[45] N. Tanaka, Gunma University, Japanese Patent 4228080.

Advanced Topics in Crystallization182



[27] N. Tanaka, G. Wypych Ed: “Handbook of Solvents”, ChemTech Publishing, Toronto,
p253(2001).

[28] H. Burell, J. Brandrup, E. H. Immergut, “Polymer Handbook”, Interscience, New
York, (1966).

[29] C. W. Bunn, J. Polym. Sci., 16, 323(1955).

[30] H. Yoshida, Netsusokutei, 13(4), 191(1986).

[31] D. Y. Yoon, P. R. Sundararajan, P. J. Flory, Macromolecules, 8, 776(1975).

[32] G. Allegra Ed: “Interfaces and mesophases in polymer crystallization 2”, Berlin,
Springer, p288(2005).

[33] J. Stokr, B. Schneider, D. Doskocilova, J. Lovy, P. Sedlacek, Polymer, 23, 714(1982).

[34] B. Wunderlich, ATHAS databank (1992 Recommended Data).

[35] N. Tanaka, 56th SPSJ Annual Meeting, Polymer Preprints (CD), Nagoya, 56, (2006).

[36] P. J. Flory, J. E. Mark, A. Abe, J. Am. Chem. Soc., 88, 639(1966).

[37] A. Nakajima, M. Hosono, “Molecular Properties of Polymers”, Kagakudojin, (1969).

[38] N. Tanaka, Polymer, 34, 4941(1993).

[39] N. Tanaka, 58th SPSJ Annual Meeting, Polymer Preprints (CD), Kobe, 58, (2009).

[40] P. J. Flory, J. Chem. Phys., 17, 223(1949).

[41] J. P. Luongo, J. Appl. Polym. Sci., 3, 302(1960).

[42] J. X. Li, W. L. Cheung, D. Jia, Polymer, 40, 1219(1999).

[43] N. Tanaka, Proceedings of the 5th Italian Conference on Chemical and Process Engi‐
neering, Florence, 949(2001).

[44] N. Tanaka, H. Fujii, J. Macromol. Sci., B42, 621(2003).

[45] N. Tanaka, Gunma University, Japanese Patent 4228080.

Advanced Topics in Crystallization182

Chapter 8

Controlled Crystallization of Gold Nanocrystals

Ortal Lidor-Shalev and Zion Elani

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/60020

1. Introduction

Nanoscience enables the design and synthesis of nanomaterials with tailored shapes and sizes.
Novel metal NCs with controllable shapes are attractive due to their size and shape-dependent
properties, and reveal higher surface-to-volume ratios, which make their electrical properties
extremely sensitive to surface-adsorbed species and changes in the electronic structure, which
cause variations in conductivity and resistance.

Great efforts have been devoted to the chemical synthesis of noble-metal NPs with controlled
shapes. Of all the synthetic methods reported, it has been found that the most productive route
for the formation of NPs with well-defined and controllable shapes is the chemical reduction
of a metal salt.

Syntheses of NPs based on the bottom-up approach have two main processes: nucleation and
crystal growth. The mechanism for the formation of NCs and NPs was first explained by the
LaMer model [1, 2]. The LaMer mechanism proposes that at the beginning of the reaction, the
nucleation starts by precursor reduction into elemental atoms that form small clusters. Once
the concentration of the small clusters has reached a point of supersaturation, the small clusters
start to aggregate into seeds.

The continuous growth of the seeds results in the formation of metal NCs. Presence of steric
or electrostatic stabilizers may be required to prevent agglomeration of the nanoclusters by
providing a barrier between the particles.

Despite the simplicity of this one-pot synthetic path for NCs, a common problem is that further
nuclei and seeds may be formed throughout the synthesis, leading to broad distributions in
size and shape for the resultant NCs.

The one-pot route must therefore be divided into two separate steps of nucleation and growth
in order to improve controllability of the synthesis and uniformity of the NCs. This idea was

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



fundamental to the development of seeded-growth synthesis (also called seed-mediated growth)
for the preparation of Au NRs.

This book chapter provides a review on Au NRs syntheses and properties and extends the
discussion on the following issues:

• The seeded-growth synthesis for obtaining Au NRs.

• The plausible mechanisms of Ag(I)-assisted and stepwise additive syntheses.

• Thermodynamics and kinetics control of nanostructures, particularly Au NCs.

Following this, we present the results of Au NRs that were synthesized in our study using the
discussed procedures and the results for ability of those Au NRs to polarize light.

2. Au NRs and anisotropic structures

Anisotropic metal NPs show different physical and chemical properties along different axes,
which are especially important in particles with aspect ratios (length/width) larger than 1.
These anisotropic shapes have unique optical, electronic and catalytic properties, and are
therefore commonly used as building blocks for a variety of applications in the areas of energy,
biology and spectroscopy.

Au NRs have attracted the most attention of all anisotropic metallic NPs. Au is a highly
unreactive metal and non-toxic, and Au NRs can therefore be used in drug delivery, disease
therapy and biosensing applications [3-5]. In this chapter, we focus our discussion mainly on
2D NRs with anisotropic structure, particularly Au NRs. We present the Au NRs’ properties,
syntheses and possible structures, and our own results on the syntheses of Au NRs and their
use as orientation sensors.

2.1. Synthetic approaches for Au NRs

Over the past few decades, anisotropic metal NRs have been prepared through a variety of
synthetic approaches. The first synthesis of metal and metal oxide nanowires (“whiskers”) was
demonstrated in the 1960s, and used a vapour−liquid−solid (VLS) approach [6]. In the mid-1990s,
a straightforward chemical synthesis was developed for colloidal metal NRs, using electro‐
chemical methods [7]. Since then, most colloidal synthetic methods for obtaining Au NPs use
the strategy of reduction of Au salt by a reducing agent [8]. Most of the reactions occur in the
presence of surface-capping ligands which prevent aggregation of the particles.

The first viable method that provided a simple wet chemistry route for obtaining Au NRs was
developed in 2001, and was named seeded-growth synthesis or seed-mediated growth [9]. The main
limitation of this method was the low Au NR yield and the difficulty of separating the different
shapes. In 2002, a second method for preparing Au NRs was developed, using the seed-
mediated growth method in the presence of silver ions, which showed a substantial improve‐
ment in the NR yield [10]. These two methods are considered the basis for the synthesis of Au
NRs and are described in Section 4.
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In 2005, synthesis with a high yield of Au NRs in aqueous solution was described [11], as well
as the modification of the different Au NR shapes [12]. In 2005, a review on Au NRs extensively
described the Au NRs’ optical properties, syntheses, characterization methods, mechanisms
and applications [13].

A significant improvement in the synthesis of monodispersed Au NRs was reported in 2012
[14, 15]. Seed-mediated growth of a wide range of long Au NRs was reported in the same year
[16], and a new technique for seedless growth of small Au NRs was also published [17].

Recent modifications have improved control over the aspect ratio of Au NRs and enabled
control over the dimensions of NRs. In 2014, a further development in the one-step seed-
mediated method for producing shape-controlled NRs was reported [18].

2.2. Seeded-growth synthesis of Au NRs

Seeded-growth synthesis provides a general method for synthesizing Au NRs and other
anisotropic nanostructures with controlled shapes and sizes.

The synthetic path is based on two main steps:

1. Seeding: the first step is the formation of small seeds (1-5 nm). The seeds are generated
under conditions of high supersaturation, which allow rapid growth of all crystal surfaces,
but no shape control. This step typically involves reduction of AuCl4

- aqueous solution
by a strong reducing agent (sodium borohydride) where Au(III) ions are reduced to Au(0)
atoms which subsequently aggregate to form nuclei. Once the nuclei have grown past a
critical size, sub-nanometre clusters are formed into uniform and spherical seeds with
stable crystallinity and well-defined facets. The seeds thus obtained have extremely high
surface energy, hence appropriate capping agents may be used to cap the surfaces of the
particles and thereby decrease their surface energy.

2. Crystal growth: the second step is the growth of isotropic seeds into anisotropic nano‐
structures. Shape control is achieved by the direction surfactants that enable symmetry-
breaking in the crystallization. These surfactants are structure-guiding agents which
promote the formation of non-spherical and anisotropic shapes in the growth step. In this
step, a mild reducing agent (ascorbic acid) reduces Au(III) ions to Au(I). The addition of
seeds into the growth solution catalyses the reduction and enables the extra reduction
from Au(I) into Au(0).

The aspect ratio of the Au NRs can be adjusted by variation of the concentration of seeds added
to the growth solution. For example, addition of a smaller amount of seeds produces a higher
aspect ratio and can potentially provide better control over the shape and size of the NCs.

Different reaction components have a strong influence on the product and have been widely
investigated [19-26]. The significant parameters that affect the yield are concluded below:

1. Different surfactants with different chain lengths, head group structures and counter-ions.

2. The presence of Ag(I) ions in the growth solution.

Controlled Crystallization of Gold Nanocrystals
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3. The amount of seed added to the growth solution.

4. The reaction temperature and pH.

5. The concentration of reagents.

6. The ionic strength of the growth solution.

3. Mechanism

3.1. Reduction mechanism

The driving force of a redox reaction is defined as the difference between the redox potentials
of two half cells (∆E); accordingly, the value of ∆E has a great influence on the reduction
kinetics. Higher ∆E causes a more spontaneous and rapid reaction. For instance, the use of a
strong reducing agent (sodium borohydride in the seed solution) produces small seeds due to
a rapid reaction and a high ∆E, whereas a mild reducing agent (ascorbic acid in the growth
solution) enables the production of larger particles due to relatively slow reaction rate and a
low ∆E.

3.2. Au NR seeded-growth mechanisms

In this section, we summarize the key procedures for shape-controlled Au NRs and review the
commonly known mechanisms. Different mechanisms have been proposed for the synthesis
of Au NRs; nevertheless, this process is still not fully understood [27, 28].

It is commonly suggested that preferential interactions of the surfactants or additives with
crystallographic facets along Au NCs provide the shape-directing mechanism for NRs.

Overall, two different methods for seeded-growth synthesis of Au NRs are mostly used: (i)
Ag(I)-assisted synthesis and (ii) stepwise additive synthesis. Both methods are based on the
same principle: small seeds of Au NPs (1-5 nm) are first prepared by fast reduction through a
strong reducing agent and, subsequently, the seeds are used to initiate further NC growth.

At present, centrifugation is necessary to separate the Au NRs from the mixture of other Au
nanostructures in the solution.

In Ag(I)-assisted synthesis, there are only two solutions: the seed and the growth, while the
stepwise additive synthesis uses a total of four solutions: the seed solution and three different
growth solutions. The first growth solution (A) is used as the seed solution for the next growth
solution (B), and this growth solution (B) is subsequently used as the seed solution for the last
growth solution (C).

The differences in the reagents and conditions between the two methods are summarized in
the following table:
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*CTAB is hexadecyltrimethylammonium bromide. 3 
The two synthetic approaches produce different NR structures (Figure 1): 4 

1. Penta-twinned-like rods obtained in the absence of silver ions. 5 
2. Single crystal rods obtained in the presence of silver ions. 6 

7 
Figure 1: The structures for Au NR: penta-twinned with a [110] growth direction (left), and 8 
single crystal with a [100] growth direction (right) [29]. 9 

Seed solution  Growth solution  Au NR structure 

CTAB (surfactant)* 

HAuCl4 

NaBH4  (strong 
reducing agent) 

 

1.5 nm CTAB‐Au NCs with 
single‐crystal motif 

CTAB (surfactant)* 

HAuCl4 

Ascorbic  acid  (mild 
reducing agent) 

Silver nitrate 

 

Ag(I)‐assisted synthesis 

Product: single‐crystal NR 

 High rod yield 

 Aspect ratio of 4.5 

Citrate (surfactant)* 

HAuCl4 

NaBH4  (strong 
reducing agent) 

3.5 nm citrate‐Au NCs with 
twinning faults motif 

CTAB (surfactant)* 

HAuCl4 

Ascorbic  acid  (mild 
reducing agent) 

No silver nitrate 

Stepwise additive synthesis 

Product: penta‐twinned NR  

 Low  yield  of NRs with 
further morphologies 

 Aspect ratio of 6‐20 

The two synthetic approaches produce different NR structures (Figure 1):

1. Penta-twinned-like rods obtained in the absence of silver ions.

2. Single crystal rods obtained in the presence of silver ions.

Figure 1. The structures for Au NR: penta-twinned with a [110] growth direction (left), and single crystal with a [100]
growth direction (right) [29].
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As mentioned above, the growth mechanism has not yet been fully proven for either process,
but we describe here the most reasonable mechanisms for both Ag(I)-assisted and stepwise
additive syntheses.

3.2.1. Ag(I)-assisted synthesis

The presence of small amounts of silver nitrate (AgNO3) during the synthesis has a dramatic
effect on the final shape and crystalline structure. Silver nitrate is used as a source for Ag(I)
ions which are essential for producing high yields of NRs with low aspect ratio (less than 5).
The concentration of the silver ions has excessive influence on NR dimensions [10]. Higher
concentration produces a larger aspect ratio in the NRs.

The commonly accepted explanations of the possible mechanism are:

1. Adsorption of silver ions at the NR surface: during growth, Ag(I) ions (in the form of Ag
+ Br-) adsorb on the Au-CTAB interface and stabilize it. The Ag(I) ions adsorption onto the
NR surface restricts growth by binding to specific facets and therefore promotes growth
on the less covered facets. For example, an Ag monolayer on the Au{110} surface acts as
a strong binding agent, and therefore the total growth rate in this direction is significantly
decelerated.

2. Underpotential deposition (UPD): the silver ions cause underpotential deposition, which
is the deposition of the first and sometimes second monolayer of a metal at potentials
more positive than the Nernst potential of the metal being deposited. The UPD arises during
addition of metal ions (e.g., Ag ions) onto a metallic substrate (e.g., Au NRs), therefore
causing the symmetry-breaking.

The growth of Au NRs is directed by silver UPD on the longitudinal faces. Slower growth of
{110} side faces and faster growth of {100} end facets results in a breaking of the growth
symmetry and adjustment of the final anisotropic shape [30]. The growth rate between the
Au{110} and Au{100} facets of the f.c.c (face-centred close-packed) Au structure can be simply
attuned by varying the Ag ion concentration.

3.2.2. Stepwise additive synthesis

The shape and size control of the Au NRs is achieved by the preferential adsorption of CTAB
onto the different NR facets [26, 31]. The widely accepted explanations of the mechanism are
summarized below:

1. The CTAB acts as a stabilizer and is selectively adsorbed on certain growing faces of the
NC, causing anisotropic growth in the NR structures. Selective binding of bromide to the
{110} or {111} surfaces stabilizes those surfaces; therefore, the Au deposition at those sites
is decelerated.

2. Formation of CTA-Au-Br complexes that template NR formation and slow the rate of Au
deposition.
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3. The CTAB is used as a surfactant and serves as a cationic micelles template for directing
the growth. The CTAB micelles bilayer is composed of a first layer of quaternary ammo‐
nium head groups (facing the Au surface) and a second layer of surfactant head groups
(facing the aqueous media). There are three interfaces of the CTAB bilayer:

4. The Au nanorod-CTAB interface, where the surfactant layer is bound to the Au surface
by electrostatic interactions between the cationic head group of the quaternary ammoni‐
um and the anionic sites of the Au surface.

5. The CTAB bilayer itself, where the bilayer assembly is energetically favoured owing to
hydrophobic interactions between the surfactants’ tails and hydrophilic interactions of
the charged head group with the aqueous media.

6. The outer CTAB exposed to the water media.

4. Adjustment of NC morphologies

4.1. Kinetics and thermodynamics in NCs

Syntheses of metallic NCs with a variety of shapes, including polyhedra, plates, wires, rods,
bars and tripods have been previously reported [32, 33]. The rate of crystallization, types of
product, morphology, size distribution and the particular properties are dependent on a large
number of parameters. Those parameters include the crystallization conditions (for instance,
temperature, stirring, seed structure and volume), and the composition-dependent parameters
(for instance, pH, solvent, reagents, ratio between the elements and ionic strength).

The control over the yield of NCs can be divided into thermodynamics and kinetics control:

• Thermodynamic control is effective when the reduction rate is relatively fast. Commonly, seed
formation is favoured by thermodynamics and represents the lowest surface energy of the
NC shapes. The attempt to minimize the total surface energy of the system produces
thermodynamically favoured shapes.

For the face-centred cubic (FCC) Au structure, the surface energies of the crystallographic
facets are in the order of {111} < {100} < {110}, which implies that a single-crystal seed should
take an octahedral or tetrahedral shape in order to maximize the expression of {111} facets, and
therefore minimize the total surface energy of the solvent-exposed faces.

• Kinetic control is dominant when the reaction rate is significantly slowed down, which
enables the formation of crystals with higher surface energy. As a result of the slower
reaction rate, the concentration of reduced Au atoms is very low; therefore, the atoms
aggregate into small clusters and produce shapes with higher surface energy.

4.2. Control over Au NC shape

As with other metallic NCs, Au NC shapes are adjusted by varying the reaction conditions.
The parameters which have the strongest influence on NC structures and the exposed facets
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are the seed structure and the ions added to the growth solution. As described in previous
sections, silver ions (in the case of Ag(I)-assisted synthesis) and halides (in the case of step
additive synthesis) are commonly used to adjust seed growth into different morphologies. The
different Au NP morphologies are regulated by silver UPD (in the presence of silver ions) or
by kinetics (in the absence of silver ions). The concentration of Ag ions in the growth solution
and their interactions with the NP surface adjust the product to yield Au nanostructures such
as bipyramids {110} or rhombic dodecahedra {110}. Kinetic control arises in the absence of
silver ions, when the rate of the reaction affects the final product to yield Au nanostructures
such as truncated bitetrahedra {111}, octahedra {111} or cubes {100}.

The formation of anisotropic or isotropic Au NCs can be explained by the Gibbs free energy
formula (where ΔG* is the minimum energy necessary to form a nucleus). The activation
energy (Ea) for anisotropic structures is much higher than the activation energy for isotropic
structures and, as Figure 2 demonstrates, the change in the Gibbs free energy of anisotropic Au
NPs is lower than the change in that of isotropic Au NPs. Consequently, isotropic structures
are thermodynamically favoured and have a lower and more stable energy profile [25].

Figure 2. Proposed schematic diagram of the reaction pathway during thermodynamically and kinetically controlled
synthesis [25].

Control of the addition rate of ascorbic acid into the growth solution changes the reaction rate
and adjusts the product because, when ascorbic acid is added, the solution is supersaturated
and has high Gibbs free energy. The fastest addition rate gave the highest initial concentration
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of ascorbic acid, which led to small homogenous gold nanospheres obtained from the large
number of small nuclei during the nucleation process. In this case, the supersaturated solution
reduces the overall Gibbs free energy back to equilibrium by forming the thermodynamically
favoured Au nanospheres. In order to increase the probability of Au anisotropic shape
formation, the nucleation process has to stop while the growth process continues. In this case,
the concentration of the growth species must be less than the minimum concentration of
nucleation, and this is achieved by a slow addition rate of ascorbic acid.

A summary of the role played by the kinetics and thermodynamics in the case of Au NCs is
presented in Figure 3. After the first chemical reduction of Au ions into atoms, the seeds’
nucleation, taking the thermodynamically controlled path, produced morphologies of single-
crystal, single-twinned or multiple-twinned seeds. Further growth of the seeds into NCs and
anisotropic structures, in the presence of additives, obtains rod shapes (the pathways for
anisotropic NRs are highlighted in blue and red). In the case of the kinetically controlled path,
seeds with plate shapes are grown into hexagonal and triangular plates.

Figure 3. Scheme presenting the growth mechanism into different NCs and NRs. The scheme is based on reference [30]
with additional explanations.
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5. Results of Au NRs in our study

In our study, we used three well-established methods in order to synthesize Au NRs and
additional shapes. The main aim was to obtain Au NRs in the absence of silver ions in order
to investigate the ability of Au NRs to polarize light (see Section 7.2).

Below, we present environmental scanning electron microscope (E-SEM) images of Au NRs
and other shapes that were synthesized in our work, based on the three established protocols.

5.1. Au NRs with aspect ratio of up to 4.7

The Au NRs were synthesized using the Ag(I)-assisted procedure based on reference [10]. The
E-SEM images of the Au NR solutions showed an average aspect ratio of 4.5 and a regular
length of 40 nm (Figure 4A).

• Seed preparation: CTAB solution (5 mL, 0.20 M) was mixed with 5.0 mL of 0.5 mM HAuCl4.
To the stirred solution, 0.60 mL of ice-cold 0.010 M NaBH4 was added, which resulted in the
formation of a brownish-yellow solution. Vigorous stirring of the seed solution was
continued for 2 minutes and it was kept at 25 °C.

• Preparation of Au NRs: CTAB solution (5 mL, 0.20 M) was added to 0.2 mL of 4 mM Ag‐
NO3 solution at 25 °C. To this solution, 5.0 mL of 1 mM HAuCl4 was added, and after gentle
mixing of the solution 70 µL of 0.0788 M ascorbic acid was added. Ascorbic acid as a mild
reducing agent changes the growth solution from dark yellow to colourless. The final step
was the addition of 12 µL of the seed solution to the growth solution at 27-30 °C. The colour
of the solution gradually changed within 10-20 minutes.

5.2. Au NRs with aspect ratio of up to 20

The Au NRs were synthesized using the three-step seeding method (stepwise additive) with
no presence of silver ions based on reference [26]. The produced Au NRs had a typical length
of 280 nm and an average aspect ratio of 15 (Figure 4B).

• Seed preparation: A 20 mL aqueous solution containing 2.5*10-4 M HAuCl4 and 2.5 *10-4 M tri-
sodium citrate was prepared in a flask. Next, 0.6 mL of ice cold 0.1 M NaBH4 solution was
added to the solution all at once, while stirring. The solution turned pink immediately after
adding NaBH4, indicating particle formation. The particles in this solution were used as
seeds within 2-5 hours after preparation.

• Preparation of Au NRs: Three test tubes (labelled A, B and C), each containing 9 mL growth
solution, consisting of 2.5*10-4 M HAuCl4 and 0.1 M CTAB, were mixed with 0.05 mL of 0.1
M ascorbic acid. Next, 1.0 mL of the 3.5 nm seed solution was mixed with solution A after
15 seconds. After 30 minutes, 1 mL of B was mixed with C.
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Figure 4. E-SEM image of Au NRs obtained in our study using (A) Ag(I)-assisted synthesis and (B) stepwise additive
synthesis. The scale bar= 300 nm.

5.3. Au NRs and additional morphologies

The Au NRs were obtained by using one-step growth in the absence of silver ions, based on
reference [26]. This sample formed different aspect ratio rods and bars, spheres, hexagonal
plates, triangular plates, decahedrons and cuboctahedrons (Figures 5A and 5B). Separation of
the different nanostructures using centrifugation was not successful.

• The seed solution was prepared using the same previously described seed preparation.

• Preparation of Au NCs: In a clean test tube, 10 mL of growth solution, containing 2.5 *10-4 M
HAuCl4 and 0.1 M CTAB, was mixed with 0.05 mL of 0.1 M freshly prepared ascorbic acid
solution. Next, 0.025 mL of the seed solution was added. No further stirring or agitation was
done. Within 5-10 minutes, the solution colour changed to reddish-brown.

We used the same preparation method in all of the three procedures:

• Procedure for shape separation: Au NRs were concentrated and separated from spheres and
surfactant by centrifugation. Next, 10 mL of the particle solution was centrifuged at 2000
rpm for 6 minutes. The supernatant, containing mostly spheres, was removed and the solid
part containing rods and some plates was redispersed in 0.1 mL water.

• E-SEM images were acquired by environmental scanning electron microscope (E-SEM) with
Ouanta FEG, FEI instrument at acceleration voltages of 10 kV. The samples were prepared
by placing 100 µL of the particle solution on 1 mm X 1 mm silicon wafers. The silicon wafers
were previously washed with ethanol and water and dried under nitrogen stream.

Controlled Crystallization of Gold Nanocrystals
http://dx.doi.org/10.5772/60020

193



6. Applications of Au NRs

Au NRs are commonly used in industrial applications, including chemical sensing and
plasmon-enhanced spectroscopies, in addition to innovative biosensors, optoelectronic
devices, bioimaging, drug delivery and photothermal therapy [34].

6.1. Plasmon resonance of Au NRs

Plasmon resonance is an optical phenomenon that occurs when a metallic NP of an appropriate
size interacts with incident photons and induces an oscillation of the conduction band electrons
at the particle surface [35]. The electromagnetic field is enhanced when there is a plasmonic
interaction between the wave and the metal.

There are two kinds of plasmon resonance:

1. Surface plasmon resonance (SPR): coherent oscillation of the surface conduction electrons
excited by electromagnetic radiation.

2. Localized surface plasmon resonance (LSPR): small spherical metallic NPs are irradiated by
light. The incident light causes the electrons of the NPs to delocalize, forming an electric
field opposite to that of the wave. At specific frequencies, the electron oscillation is in
resonance with the light wave.

The enhancement of the frequency in the local field is determined by the dielectric function of
the metal, the dielectric constant of the surrounding medium, and the size and shape of the
nanostructure. The effect of plasmonic NPs’ size and shape on the SPR has been widely
explored [14, 36, 37]. The plasmon resonance leads to a strong extinction of light at the plasmon
resonance frequency and can be used for the development of innovative applications [38, 39].
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The surface plasmon oscillations in Au NRs are different from those in spherical Au NPs, as
they have longitudinal direction and transverse direction. The anisotropic shape displays two
separate SPRs for their width and their length. Therefore, Au NRs have complex SPR owing
to their high degree of polarizability.

The broad plasmon resonance of Au NRs provides a way of manipulating electromagnetic
fields at the nanoscale and enables the investigation of different shape-dependent plasmonic
behaviour [40]. The adjustment of plasmon resonance peaks has been extensively reported
[41, 41, 43], as well as highly sensitive SPR detection methods using functionalized anisotropic
Au NPs [42, 43]. The SPR peaks can be altered by variation of the Au NR aspect ratios, for
example changing the CTAB concentration [44].

6.2. The use of Au NRs as orientation sensors by polarized light

Local orientation sensors are extremely important tools in the study of the properties of single
molecules. The usage of these sensors is widely reported in a variety of fields including: liquid
crystal orientation [45], molecular motors [46, 47], the structure of glasses and polymers [48],
and the study of liquids in confined spaces [49].

The combination of the lightning rod effect together with the suppression of interband
damping make them ideal materials for light scattering. Light scattered off Au NRs is intensely
polarized along the long axis [50], making Au NRs perfect orientation sensors in principle.

In order to examine their polarization, Au NRs prepared by the seeded-growth method
described in Section 6.2 (without silver nitrate). Ideally, in order to obtain a high yield of Au
NRs, silver nitrate should be used in this method as a source for Ag(I), but the presence of
silver on or within the Au NRs causes unwanted effects on their optical properties. On the
other hand, the production of high-yield Au NRs in the absence of silver ions is very chal‐
lenging. We wanted to overcome the disadvantages of both methods by producing Au NRs
with high yield but in the absence of silver ions [26]. After we obtained the desired Au NRs,
we tested their suitability for use as orientation sensors using images from a dark-field
microscopy setup; dark-field microscopy uses a unique illumination technique that enhances
the contrast in specimens that are not imaged well under normal bright-field illumination
conditions. It works by illuminating the sample with light that will not be collected by the
objective lens, and thus will not form part of the image. The detector will probe only the light
that is scattered by objects in the field of view, while direct reflection will not be measured.
Our equipment was based on an Olympus illumination platform with a dark-field objective
lens MPlan FL-N 50X, NA=0.8 and an Andor iXON+DU-855 FM-CCD camera. The polariza‐
tions are images through a SAVART plate calcite and demonstrate the separation between P
and S polarization.

The obtained Au NRs were loaded on a glass slide using the following procedure:

• Firstly, we cleaned the glass slide in a solution of 10 % weight alconox using sonication for
15 minutes.

• Cleaning in a DDW solution using additional sonication for 5 minutes.
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• Cleaning in an acetone solution using a sonication for 15 minutes.

• Cleaning in ethanol using a sonication for 20 minutes.

• Finally, 20 µl from the solution was dried at the glass slide for 24 hours.

Figure 6. Images from a dark-field setup showing the polarization behaviour of two Au NRs through rotation of a po‐
larizer by 90° rotations: (A) original location, (B) 90° rotation, (C) 180° rotation and (D) 270° rotation. Illumination is
through a dark-field, so only scattered light is collected by an air objective, while a bifringent calcite crystal splits the
light into orthogonal polarization directions. For ease of reference, the top dot of each Au NR is highlighted in blue
and the bottom dot in yellow.

The sample of the dry solution of Au NRs was examined using dark-field microscopy. The Au
NRs appeared as two separate dots (separated by a few pixels). This splitting is caused by the
birefringent calcite crystal which displaces one polarization direction a few micrometres from
the other. The scattering intensity of Au NR in one particular polarization direction is directly
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related to the square of the cosine of the angle between the rod and the polarization direction
(assuming a uniform illumination). Therefore, it is possible to calculate the orientation angle
between the light source and the NR by measuring the intensity and using the cosine function
of the arc. We concentrated on dots showing fluctuations, and therefore varying light intensity,
between the two orientations. This fluctuation indicates that the light passing through the NR
is polarized.

In order to verify the polarization obtained, we inserted a linear polarizer on top of the
microscope. This polarizer caused a change in the intensity of the two dots directly related to
the rotation of the polarizer (see Figure 6).

The rotation of the polarizer by 90° changed the bright dot into a dark one, and the dark dot
into bright (Figures 6A and 6B, respectively). As expected, rotation of the polarizer by a further
90° (total 180°) returned the image to its original state (Figure 6C), while rotating the polarizer
by a further 90° (total 270°) showed the same configuration as the 90° rotation (Figure 6D).

These results demonstrate the ability of Au NRs produced by this method to function as
monitor orientation sensors at the nanoscale. Many possible applications can be developed
from these new results; for example, binding Au NRs with an organic molecule would provide
a method for imaging and sensing the positions of this molecule under different conditions in
vitro or even in vivo.

7. Future inspiration

We would like to present some of the future challenges and inspirations we consider interest‐
ing for advancing innovations in the area of Au NRs.

A significant difficulty arises from the mixture of morphologies in Au NCs obtained using all
synthetic methods. Separation approaches involve NR shape separation using surfactant-
assisted self-assembly or centrifugation technique. However, the commonly used traditional
purification methods, whereby NPs with different masses are separated using centrifugation,
are not effective enough. Recently, an accurate purification method has been reported and
targeted to overcome previous difficulties by separating NPs with different masses and shapes
based on their surface area difference [51, 52]. A big challenge is to develop a highly effective
separation technique for collecting Au NRs with different aspect ratios and to purify the rods
from a mixture of additional shapes.

Furthermore, functionalization of Au NRs has been recently examined [53, 54]. Previous
investigations have reported the formation of useful functional materials, devices and systems,
and described their physical, chemical and biological properties. The main challenge will be
to overcome the strong bond between the surfactants used in the synthesis and the Au NRs.
In contrast to Au NPs, which are usually coated directly with thiols or a weakly-bound anion,
Au NRs are synthesized in the presence of a strongly-bound surfactant, and the attempts to
functionalize the NRs may lead to their aggregation [55, 59].
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Moving forward, a challenging target ahead will be the discovery of new chemical and physical
methods for functionalizing Au NRs with compounds that promote efficient binding, clear‐
ance and biocompatibility. Additionally, the development of newer characterization methods
and facilities to produce further shape control of Au NRs is essential for further extensive
modifications. Further advanced seed-mediated syntheses of Au NRs could produce addi‐
tional control over the resulting shapes and improve reaction efficiency. We believe that the
key challenge in the investigation of Au NRs is to understand and prove the seeded-growth
mechanism; therefore, further investigations of the reaction kinetics and thermodynamics are
still desired.

8. Conclusions

In this chapter, we gave an extensive report on the synthetic approaches for obtaining Au NCs,
primarily NRs. We reviewed the history of Au NRs syntheses and described the improvements
of the product in terms of size and shape control. We focused our discussion on the seeded-
growth synthesis as the common method for obtaining Au NRs and additional anisotropic
morphologies. We defined the two main steps of the seeded-growth synthesis, seeding and crystal
growth, and extended the explanation of the role of different synthesis components. We
specifically presented two different approaches for producing Au NRs, defined as (i) Ag(I)-
assisted and (ii) stepwise additive syntheses. We broadly described the difference between the
approaches in terms of the conditions, components and the resulting Au NRs’ morphology
and shape.

Although the mechanism for the syntheses of Au NRs is not fully understood, we presented
the most plausible mechanisms. The most reasonable mechanisms for formation of anisotropic
Au NCs were explained, as well as the role played by the kinetics and thermodynamics. We
found it useful to continue our discussion on the overall adjustment of NCs’ structures (which
are divided into thermodynamics and kinetics control), and summarized the parameters which
have the strongest influence on NC morphologies and shapes.

To illustrate and demonstrate the theory, we presented results of Au NRs obtained in our study
based on well-established protocols. We described the experimental conditions for obtaining
Au NRs with aspect ratios of up to 4.7 using the Ag(I)-assisted procedure and aspect ratios of
up to 20 using the stepwise additive procedure (three-step seeding method). We presented E-
SEM images of the Au NRs obtained in both of the cases, and also different Au NC morphol‐
ogies using uncontrolled silver-free synthesis.

As described in the chapter, Au NRs reveal unique properties that are commonly used in
nanotechnology applications. We elected to expand our discussion on two phenomenon: Au
NRs’ surface plasmon resonance, and the ability of silver-free Au NRs to polarize light. We
offered a brief explanation of plasmon resonance and referenced some of the innovative
applications. Furthermore, we examined the ability of silver-free Au NRs to polarize light. The
intense of polarization along the long axis of Au NRs may lead to their extensive use as
orientation sensors at the nanoscale.
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Chapter 9

Solid-Phase Crystallization of Amorphous Silicon Films

Dong Nyung Lee and Sung Bo Lee

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59723

1. Introduction

Polycrystalline silicon thin-film transistors (poly-Si TFTs) have recently attracted considerable
attention for their high field-effect mobility and response velocity [1,2]. For low fabrication
cost, poly-Si TFTs should be made on inexpensive glass substrates. In order to lower the
crystallization temperature of amorphous silicon (a-Si) below the intrinsic crystallization
temperature (~600 oC), effects of metal impurities on crystallization have been investigated
using Au [3], Al [4], and Sb [5] forming eutectics with Si, and Pd [6] and Ni [7] forming silicides
with Si. This process is referred to as metal-induced crystallization (MIC). Following the MIC,
its variants, such as the metal-induced lateral crystallization (MILC) [8] and the field-aided
lateral crystallization (FALC) [9–12], have been introduced as attempts to lower crystallization
temperature and to reduce the contamination by a metal catalyst. For the MILC process, the
flux of the diffusing species is governed only by the concentration gradient, but for the FALC
process, the flux can be affected by not only the concentration gradient but also the applied
electric potential gradient. In the FALC process, the crystallization front typically migrates
from the negative electrode side to the positive electrode side. In the FALC, the application of
a DC electric field increases the crystallization rate, as compared with the MILC (without any
electric field) and MIC. In the FALC process, Ni and Cu, both of which are silicide forming
metals, have been reported to produce high crystallization rates [12]. The mechanism of the
crystallization induced by Ni was examined in detail by Hayzelden and his coworkers [13,
14] using in situ transmission electron microscopy (TEM) and high-resolution TEM.

The a-Si films are generally deposited on glass by physical or chemical vapor deposition. When
annealed, they undergo crystallization by nucleation and growth. For the solid-phase crystal‐
lization of a-Si films on glass by heating, the directed crystallization, in which crystallization
is favored in special crystallographic directions of crystallites, is not easily expected because
both a-Si and glass are physically isotropic. However, the directed crystallization is rather
general in the solid-phase crystallization of a-Si on glass at low temperatures [8,15–19]. Lee et

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



al. [8] advanced a model for the directed crystallization and later the model was further refined
[20,21]. The model is introduced and is applied to the solid-phase epitaxial growth rate of c-Si
in self-implanted Si(100) wafer, the solid-phase epitaxial growth rate of c-Si in self-implanted
Si(100) wafer [22,23], the metal-induced crystallization of a-Si film on glass, and the silicide
mediated crystallization.

2. Directed crystallization theory

The solid-phase transformation of a metastable amorphous material into a crystal, or the solid-
phase crystallization of an amorphous material, needs the activation energy. The energy is
usually supplied in the form of thermal energy by increasing the temperature of the material.
When the nucleation occurs, the strain energy develops in the amorphous matrix as well as in
the crystallites. The strain energy may be referred to as the accommodation strain energy. The
strain energy is likely to give rise to inhomogeneous growth rates of crystallites due to their
elastic anisotropy, if any. We discuss the evolution of the strain energy qualitatively [20,21].

The stress state of thin film deposits can be approximated by plane stress because the principal
stress normal to the film surface is negligibly small compared with those along the surface.
We consider a circular disk cut from a large, elastically isotropic metastable-phase sheet. When
the disk is transformed into its stable phase, its dimension is likely to differ from the original
diameter of the metastable phase due to a difference in density between the two phases. If the
stable phase is elastically isotropic, the stable disk will be circular. When the density of the
stable phase is higher than that of the metastable phase, the diameter of the stable-phase disk
is smaller than that of the metastable phase, and vice versa. When the ends of the two phases
are pulled toward each other and joined together, the strain and stress fields develop in the
both phases.

In order to obtain the stress distribution of this system, we first adopt the solution of the stress
distribution in a hollow cylinder subjected to uniform pressure on the inner and outer surfaces
(Figure 1). The solution of this problem is due to Lamé and expressed as follows [22]:

2 2 2 2
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where σr  and σθ denote the normal stress components in the radial and circumferential
directions, and pi and po the uniform internal and external pressures. Other symbols are
defined in Figure 1. This solution is useful because it gives the stress distribution in the region
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are pulled toward each other and joined together, the strain and stress fields develop in the
both phases.

In order to obtain the stress distribution of this system, we first adopt the solution of the stress
distribution in a hollow cylinder subjected to uniform pressure on the inner and outer surfaces
(Figure 1). The solution of this problem is due to Lamé and expressed as follows [22]:

2 2 2 2
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o i i o
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(1)

2 2 2 2

2 2 2 2 2

( )
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- -
= - +

- -
(2)

where σr  and σθ denote the normal stress components in the radial and circumferential
directions, and pi and po the uniform internal and external pressures. Other symbols are
defined in Figure 1. This solution is useful because it gives the stress distribution in the region
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of a < r < b, which may be equivalent to the metastable region in the present case. When the
cylinder is subjected to internal pressure only, po =0, with b >> a, Eqs. 1 and 2 give

2 2

2 2(1 )i
r

a p b
b r

s = - (3)

2 2

2 2(1 )ia p b
b rqs = + (4)

These equations show that σr  is always a compressive stress and σθ a tensile stress. If the
cylinder is subjected to uniform internal tensile stress only, pi <0, σr  is always a tensile stress
and σθ a compressive stress. This is relevant to the case when the density of the stable phase
is higher than that of the metastable phase, as in crystallization of a-Si. The magnitude of σr

and σθ are maxima at r = a, decreasing with increasing r regardless of internal pressure or
internal tensile stress.

When the stable phase is elastically anisotropic, the pulling displacement of the circumference
of the stable phase depends on its stiffness, the stiffer the smaller displacement at a given force.
The smaller displacement of the stable phase requires the larger pulling displacement of the
metastable phase, which induces the higher strain energy in the metastable phase.

Figure 1. Hollow cylinder subjected to uniform pressure.
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A qualitative account of this can be made using rectangular elements shown in Figure 2(a).
The elements may be approximated by uniaxial specimens with fixed ends as shown in Figure
2(b). Let the metastable phase be elastically isotropic and its stiffness be Cm. If the stable phase
is an elastically anisotropic single crystal, its stiffness is likely to vary with its crystallographic
direction. Ch and Cl denote the stiffnesses of elements along different crystallographic direc‐
tions of the stable phase, with Ch > Cl. The force F1 for joining the specimen of Cl to that of Cm

can differ from the force F2 for joining the specimen of Ch to that of Cm.

(a)                                                             (b)                                                                (c) 

Figure 2. (a) Gap generated after circular metastable-phase ABCD is transformed to stable phase without generating stresses, 
when density of stable phase is higher than that of metastable phase, and hypothetical rectangular elements with different 
stiffness values. Cm is stiffness of metastable phase, and Ch and Cl are stiffnesses of stable phase with Ch > Cl. (b) Elements 
in (a) acting as tensile specimens with fixed ends. (c) Forces Fi and displacements δj necessary to join ends of metastable-
phase and stable-phase specimens [21]. 

 From Figure 2(c), we can obtain the following relations. 

Cl = F1/2                                                                 (5)

Ch = F2/1                                                                 (6)

Cm =F1/3 = F2/4                                                         (7)

  = 1 + 4 = 2 + 3        (8)

It follows from the above relations that  

(Cm/Ch + 1) 4 = (Cm/Cl + 1) 3  (9)

Since Ch > Cl, Eq. 9 gives 4 >3 and hence we obtain F2 > F1 from Eq. 7.  

The strain energy of the metastable phase adjacent to the stable phase with Ch is given by  

W2= F2 4/2                                   (10) 

Similarly, that of the metastable phase adjacent to the stable phase with Cl  is given by  

W1 = F1 3/2                                  (11)

Since 4 >3 and F2 > F1, we obtain W2 >W1. In other words, the metastable phase is subjected to the higher strain energy in 
the higher stiffness direction of the stable phase.  

The stiffness C is related to Young’s modulus E as C = EA/L with A and L being the cross-sectional area and the length of the 

Figure 2. (a) Gap generated after circular metastable-phase ABCD is transformed into stable phase without generating
stresses, when density of stable phase is higher than that of metastable phase, and hypothetical rectangular elements
with different stiffness values. Cm is stiffness of metastable phase, and Ch and Cl are stiffnesses of stable phase with Ch >
Cl. (b) Elements in (a) acting as tensile specimens with fixed ends. (c) Forces Fi and displacements δj necessary to join
ends of metastable-phase and stable-phase specimens [21].

From Figure 2(c), we can obtain the following relations.

1 2/lC F d= (5)

2 1/hC F d= (6)

1 3 2 4/ /mC F Fdd = = (7)

1 4 2 3  ddddd    = + = + (8)

It follows from the above relations that

( ) ( )4 3/  1  /  1m h m lC C C Cdd + = + (9)
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Since Ch > Cl, Eq. 9 gives δ4 >δ3 and hence we obtain F2 > F1 from Eq. 7.

The strain energy of the metastable phase adjacent to the stable phase with Ch is given by

2 2 4 / 2W F d= (10)

Similarly, that of the metastable phase adjacent to the stable phase with Cl is given by

1 1 3 / 2W F d= (11)

Since δ4 >δ3 and F2 > F1, we obtain W2 >W1. In other words, the metastable phase is subjected to
the higher strain energy in the higher stiffness direction of the stable phase.

The stiffness C is related to Young’s modulus E as C = EA/L with A and L being the cross-
sectional area and the length of the stable-phase element, respectively. Therefore, it can be
stated that the highest strain-energy density region in the metastable phase containing a stable
phase crystallite is the stable/metastable interface region in the highest Young’s modulus
directions of the stable phase. As the heating temperature increases, the strain energy contri‐
bution to the activation energy for continuing crystallization will decrease [21].

For a thin amorphous deposit, another form of strain energy can develop due to a difference
in thermal expansion coefficient between the deposit and the substrate in addition to the
accommodation strain energy. The strain energy is termed the thermal strain energy. The
thermal stress developed in the thin deposit, which is associated with the thermal strain energy,
is equivalent to an external stress along the surface. If the stress is planar isotropic, the directed
crystallization is unlikely to occur along the deposit surface in the absence of the accommo‐
dation strain energy. However, the stress can influence the crystal growth rate.

3. Solid-phase epitaxial growth rate of crystalline Si in self-implanted
Si(100) wafer

3.1. Uniaxial stress ranged from — 0.55 to 0.55 GPa

The a-Si/c-Si interface region is under the tensile stress because the density of c-Si is higher
than that of a-Si (Section 4). According to Section 2, if the tensile stress in specimen is increased
by external tensile forces, the strain energy in the interface region will increase, which in turn
will increase the crystallization rate, and vice versa.

Aziz et al. [23] studied the solid-phase epitaxial growth rate of c-Si from a-Si by bending bar-
shaped Si(001) wafers with a three-point bending system at about 540 °C. The Si wafers (p type,
1 ohm cm, 0.84 mm thickness) were implanted on both sides at 77 K with 30Si+ (60 keV, 1×1015

cm–2; 180 keV, 2×1015 cm–2) to create 280-nm-thick amorphous surface layers. The wafers were
diced into bars >20 mm in length in the [110] direction by 5 mm in width.
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One side of the elastically bent specimen is approximately under a uniaxial tensile stress state
and the other side under a uniaxial compressive stress state, in which the stress ranged from
–0.55 GPa (compressive) to 0.55 GPa (tensile). Their measured crystallization rate as a function
of applied stress showed that the rate in the tension side was higher than that in the compres‐
sion side. Aziz et al. claimed that the stress existed in the crystal at the crystalline-amorphous
interface because there is no stress in the bulk of the a-Si due to stress relief by viscous flow [24].
Even though the initial stress in the a-Si could be completely relieved during the stress
measurement, the stress developed in the a-Si at the c-Si/a-Si interface during crystallization
might not be removed immediately.

Even if we cannot distinguish the initial stress from the stress developed during crystallization,
it is apparent that the a-Si film on the tension side of the sample could be more stressed in
tension than that on the compression side. Therefore, we can expect that the grain growth rate
in the film on the tension side will be higher than that in the film on the compression side in
agreement with the measured data.

3.2. Effect of hydrostatic pressure up to 3.2 GPa

Lu et al. [25] measured the hydrostatic pressure dependence of the solid-phase epitaxial
growth rate of self-implanted Si(100) by using the in situ time-resolved interferometric
technique and high-pressure diamond anvil cell. With fluid argon as the pressure transmission
medium, a hydrostatic pressure environment was achieved around the sample. The external
heating geometry employed provided a uniform temperature across the sample. At tempera‐
tures of 530–550 °C and pressures up to 3.2 GPa, the growth rate was enhanced by up to a
factor of 5 over that at 1 atmosphere pressure (≈ 0.1 MPa).

This result appears to contradict the non-hydrostatic stress effect explained in Section 3.1. The
crystallization of a-Si results in a decrease in volume. Therefore, a hydrostatic compression is
expected to accelerate crystallization. We roughly estimate a hydrostatic pressure for the
crystallization of a-Si without taking the thermal activation into account.

Let P and Δ denote the hydrostatic pressure and the volumetric dilatation for crystallization
of a-Si, respectively. The pressure is related to the dilatation as follows:

P B= - (12)

where B is the bulk modulus of a-Si and the volumetric dilatation Δ is defined as

0

0

V V
V


-

= (13)

Here V0 is the volume before crystallization, and V is the volume after crystallization. The
density of c-Si at room temperature is 2320 to 2340 kg m–3 [26]. If the density of c-Si is set to be
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2330 kg m–3, the specific volume of c-Si is calculated to be 4.29×10–4 m3 kg-1. Ion-implanted
amorphous silicon is 1.8% less dense than c-Si at room temperature [27]. Therefore, the density
of a-Si at room temperature is calculated to be 2288 m3 kg–1 and its specific volume is calculated
to be 4.37×10–4 m3 kg–1. Since the volumes of a-Si and c-Si vary with temperature, we calculate
those at 540 °C. The linear thermal expansion coefficients of a-Si and c-Si are almost the same,
about 3×10–6 K–1 [24, 28]. Therefore, the specific volume of a-Si at 540 °C is 4.39×10–4 m3 kg–1 {=
4.37×10–4×[1+3×3×10–6×(540–25)]}, and that of c-Si at 540 °C is 4.31×10–4 m3 kg–1 {= 4.29×10–4×
[1+3×3×10–6×(540–25)]}. The volumetric dilatation at 540 °C is

( )Δ = 4.31 – 4.39 /4.39 = –0.0182. (14)

For lack of the bulk modulus of a-Si at 540 °C, it has been calculated using the biaxial modulus
of ion-beam-sputtered a-Si at 110 °C, Mσ (110) = 140 GPa [24], the temperature dependence of
M for Si(100) [24], and Poisson’s ratio ν of a-Si film deposited by rf sputtering onto Si substrate
in an atmosphere of PH2

/(PH2
+PAr) = 0.001 [29]. The bulk modulus B and the biaxial modulus Mσ

can be expressed as

3(1 2 )
EB
n

=
-

(15)

(1 )
EMs n

=
-

(16)

where E is Young’s modulus. The temperature dependence of Mσ(T) for Si(100) is given by

d lnMσ(T)
dT = −62×10−6K-1

From this we obtain Mσ (540) = 136 GPa. According to Jiang et al. [29], ν = 0.32. Substitution of
Mσ (540) = 136 GPa and ν = 0.32 into Eq. 16 gives E (540) = 92.5 GPa. In this calculation, Poisson’s
ratio was assumed to be independent of temperature. From these elastic constants, the bulk
modulus of a-Si at 540 °C, B (540) = 85.6 GPa, is obtained. Therefore, the hydrostatic pressure
for crystallization at 540 °C is calculated as P (540) = 1.56 GPa. From this estimation we can see
that hydrostatic pressures of the order of GPa will accelerate the crystal growth rate.

Stresses of the order of 0.1 GPa in Section 3.1 are too low to be effective in the grain growth of
c-Si. On the other hand, its contribution to the local tensile stress developed in the a-Si/c-Si
interface could be much higher. Therefore, the compressive stresses of the order of 0.1 GPa
reduced the growth rate, and the tensile stresses increased the growth rate.
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4. Crystallization of amorphous Si on glasses

According to the directed-growth theory described in Section 2, the highest crystallization rate
would be along the maximum Young’s modulus direction (MxYMD). In order to understand
crystallization anisotropy of a-Si, we need to calculate Young’s modulus of crystalline Si (c-Si).
Young’s modulus E for crystals of cubic system is given by Eq. 17 [30,31].,

2 2 2 2 2 2
11 44 11 12 11 12 12 13 13 111 / [ -2( - )]( )E S S S S a a a a a a= + + + (17)

where S11, S44, and S12 are the compliances referred to the symmetric axes and a1i are the
direction cosines of the uniaxial stress direction 1 referred to the symmetric axes i. For the [hkl]
direction,

2 2 2 2 2 2 2 2 2
11 12 13/ , / , /h h k l k h k l l h k la a a= + + = + + = + + (18)

For silicon at 293 K, S11 = 0.007685, S12 = –0.002139, and S44 = 0.01256 GPa-1 [32], and [S44 – 2 (S11

– S12)] = –0.00708 <0. Therefore, the maximum and minimum values of (a11
2  a12

2  + a12
2  a13

2  + a13
2  a11

2 )
in Eq. 17 are 1/3 for the <111> directions and 0 for the <100> directions, respectively. Therefore,
the growth rate of c-Si is likely to be the highest in the <111> directions.

For a-Si film/SiO2 glass-substrate structure, the thermal strain-energy is the highest near the
interface between the film and the substrate, or in the deepest place of the a-Si film, which is
under the highest compressive stress because the thermal expansion coefficient of Si is higher
than that of the SiO2 layer. At low temperatures, crystallization of a-Si is likely to be dominated
by the accommodation strain-energy along with the thermal strain energy. In this case,
crystallization is likely to start near the film/substrate interface and the highest growth
directions (the <111> directions) tend to be parallel to the surface because the film stress is the
highest along the film/substrate interface or the surface.

Because the thickness of the Si film including a-Si and c-Si is much smaller than the dimensions
along the film surface, the stress in the thickness direction is negligible, and the film is
approximately under the plane stress state. That is, the film stress is the highest along the
interface or the film surface. Therefore, when the <111> directions are placed along the film
surface, the growth rate of crystallites will be the highest.

Let two of four <111> directions, for example, the [111] and [–1 1 1] directions be placed along
the surface, then the thickness direction becomes the [0–1 1] direction (110 projection in Figure
3). Thus, the texture of crystallites is approximated by the <110>//ND (ND: the surface normal
direction) orientation with the <111> branches. When three of the <111> directions are at 19.4°to
the film/substrate interface and one of the <111> directions is parallel to the thickness direction
[(111) projection in Figure 3], the <111>//ND texture can be obtained. This possibility is based
on the relatively small angle of 19.4°. The directed crystallization can give rise to the dendritic
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growth of crystallites. As the annealing temperature increases, the strain energy contribution
decreases and the thermal energy becomes dominant. In this case, the directed crystallization
will be suppressed, resulting in equiaxed crystallization and random orientation.

111

100

110
111

101

010

011101

211

111

011

111

211
100

111

101

111

121

001

110

211

111

100

110

111

101

010

011101

112
111

011

121

211

110
211

112

101

111

121

001

011

110

47.19

Figure 3. Cubic (110) and (111) stereographic projections [21].
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Figure 4. Twinning plane traces in [11 0]//ND oriented dendritic crystal whose branches are directed along [111] and  [1 
11] directions [20]. 
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Figure 4. Twinning plane traces in [1–1 0]//ND oriented dendritic crystal whose branches are directed along [111] and
[1 1–1] directions [20].

When the annealing temperature is high enough to activate the volume diffusion, the random
orientation will change to the <111> texture because the {111} planes have the minimum surface
energy density, to reduce the surface energy which is the major energy source in thin films.
The <110> or <111> to random transition temperature or the random to <111> transition
temperature is likely to decrease with increasing purity of Si films.

Silicon has a stacking-fault energy of about 50 mJ/m2. This relatively small energy generates
many twins during crystallization. The twinning planes and directions of c-Si are {111} and
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<112>. Figure 4 shows the [1 1–2] twinning direction and twinning-plane traces in the [1–1 0]//
ND oriented dendritic crystal whose branches are directed along the [111] and [1 1–1] direc‐
tions. The angle between the [1 1–2] and [1 1–1] directions can appear smaller than 19.5°, when
the specimen is slightly rotated about the [1 1–2] axis. This may make crystallites appear to
grow along the <112> directions.

4.1. Evaporation-deposited a-Si films

Table 1 summarizes deposition conditions of a few a-Si films and their annealing textures.
When heated at 650 °C for 1 h in flowing nitrogen in an open tube furnace, Si dendrites were
observed. The selected area diffraction pattern of a dendrite indicated that dendrite arms were
parallel to the <111> directions (Figure 5). The [1 1–1] was erroneously indexed as the [0 1–1]
in [15]. When the heat-treatment temperature was raised to 850 °C, the film fully crystallized
with equiaxed grains of 640 nm in normal mean size and dendrite remnants. The texture of
the film was random. After heating at 1040 °C, the film had a microstructure consisting solely
of equiaxed grains without dendrite remnants. The normal mean grain size for this film was
205 nm, and the texture of the film was random. The result is compatible with the prediction
of the directed crystallization theory because the strain energy contribution to the activation
energy decreases with increasing annealing temperature and in turn the anisotropic crystalli‐
zation rate decreases [20].

film-
thickness;
deposition
method

substrate evapor.
press.
[Torr]

substr.
temp.
[°C]

deposit.
rate
[nm
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CF: conventional furnace; RTP: rapid thermal process; Dose: implanted by a dose of 5×1015 cm-2 Si+

at 30 keV; UHV: ultrahigh vacuum.

Table 1. Deposition conditions of a-Si films and their annealing textures
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Whenever contamination is avoided prior to annealing under ultrahigh vacuum, crystalliza‐
tion occurred at 600 °C regardless of the substrate temperature in evaporation and the
crystallized films had no texture [16]. They attributed the random orientation to the existence
of voids in the amorphous films. However, the amorphous phase itself can give rise to the
randomness at the absence of strain energies. The voids can reduce the strain energy of films,
which in turn may enhance the random orientation. After annealing at 700 °C, the <111>//ND
texture was obtained. In Anderson’s work [15], the random orientation was obtained at 850
°C or 1040 °C and the <111>//ND texture was not observed within the experimental range. The
differences are caused by differences in purity of the samples. Films obtained at lower
pressures are likely to have higher purity. It is well known that the higher purity gives rise to
the lower crystallization temperature.

Figure 5. Dendritic c-Si nucleating in evaporated a-Si film and dark-field image of dendrite at A (Experimental results [15]). 
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Figure 5. Dendritic c-Si nucleating in evaporated a-Si film and dark-field image of dendrite at A (Experimental results
[15]).

4.2. Amorphous Si1–xGex films on SiO2

Hwang et al. [19] deposited a-Si1–xGex films with x = 0–0.53 on thermally oxidized Si<100>
wafers by molecular beam epitaxy. The nominal thickness of the film was 100 nm and the
deposition temperature was 300 °C. The base pressure and the deposition pressure were 10–

10 Torr and 10–9 Torr, respectively, and the deposition rate was about 3 nm/min. When annealed
at 600 °C, a-Si film (x = 0) crystallized into dendritic forms similar to Figure 5 with a strong
<111>//ND texture. As the Ge concentration, or x, increased, the relative intensity of the (111)
peak decreased. Figure 6 shows TEM micrographs of Si0.47Ge0.53 films annealed at 550 °C. From
x-ray diffraction results, the texture of the film could be approximated by random orientation,
when thickness factors were not taken into account.
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When thickness factors are taken into account, its texture could be approximated by <110>
+<311>//ND. Even though the accurate texture of the films cannot be obtained by this method,
the texture of the films could be approximated by random orientation with weak <110>//ND
and <311>//ND components. The near-spherical crystallites and the near-random texture seem
be related to an increased contribution of the thermal energy. The solidus temperature of
Si0.47Ge0.53 is 1095 °C, which is lower than the melting point of Si, 1414 °C (Figure 7). Therefore,
at an annealing temperature of 600 °C, crystallization of Si0.47Ge0.53 was dominated by the
thermal energy. The aspect ratio of crystallites decreased with increasing content of Ge [19].
This also reflects an increase in thermal energy contribution with increasing Ge content. The
grain size in fully crystallized Si-Ge films decreased with increasing Ge content. The crystal
structures, lattice parameters, intrinsic stacking-fault energy, and elastic anisotropies of Ge
and Si are similar, and so the characteristics of the Ge-Si alloys are likely to be similar to those
of Ge and Si. Therefore, for a given annealing temperature T, the decrease in the solidus
temperature is equivalent to an increase in T/Tm, with Tm being the absolute melting point of
a reference material (eg. Ge or Si) in the Ge–Si system.

Figure 6. TEM of a-Si0.47Ge0.53 film after annealing at 550°C for 10 min [19].

The grain size G is likely to be reciprocally proportional to the nucleation rate dN/dt. Since the
nucleation is a thermally activated process, the grain size and the nucleation rate can be
expresses as

/ / exp(- )QA G dN dt B
RT

= = (19)

where A and B are constants, and Q is the activation energy for nucleation. Therefore, we obtain
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Figure 8. Relationship between ln G and Ts/T [20].

where C (= A/B) and C0 (=ln C) are constants. As discussed above, T/Tm can be assumed to be

proportional to T/Ts, with Ts being the solidus temperatures of the Ge–Si system. Then Eq.

(20) can be expressed as
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Figure 7. Ge−Si phase diagram [20]
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Here Q0 (= Q/Tm) is a constant. The relationship between ln G and Ts/T is plotted in Figure 8.
The good linear relationship in the figure supports the above assumption.

5. Metal-induced crystallization

5.1. Copper-induced crystallization

Lee et al. [8] deposited an 80 nm a-Si on Corning 1737 glass by plasma-enhanced chemical
vapor deposition (PECVD) at 280oC using Si2H6 and H2 as source gases. The wafer was cut into
3 × 3 cm2 square specimens for the subsequent process. To deposit copper on the a-Si film, the
photoresist (PR) was spin-coated and patterned by a photolithographic process using rectan‐
gular mask patterns of 60 × 30 µm2. A copper layer of 2 nm in thickness was deposited in a DC
sputtering system. Copper on the PR patterns was removed by the lift-off method and only
that deposited on the a-Si was left. The crystallization annealing was done at 500°C for 1 h in
N2 ambience. During the crystallization annealing an electric field of 1.80 kV/m was applied
to the above metal-deposited specimen by the DC power supply.

From the crystallized specimen, 3 mm disks were cut using an ultrasonic cutter for TEM
specimen preparation. For the plan-view studies of the a-Si film, the disks were mechanically
back-thinned to a thickness of about 10 µm, and then ion milled on the glass substrate side at
an accelerating voltage of 5 kV using a PIPS. The crystallization microstructure was charac‐
terized by TEM. High-resolution TEM (HRTEM) was performed at 400 kV in a JEM4010 (point-
to-point resolution: 0.15 nm, JEOL Co., Ltd.). Energy dispersive X-ray spectroscopy (EDXS)
was applied for composition analysis of a-Si and c-Si regions.

An enlarged view of the patterns between the electrodes is shown in Figure 9. The crystalli‐
zation front migrates from the negative electrode side to the positive electrode side. A
needlelike morphology of c-Si was clearly observed at the interface between the fully crystal‐
lized and amorphous regions indicated by ‘O’ in Figure 9 as shown in Figure 10 (a). As revealed
in Figures 10 (b), almost all the c-Si needles exhibit the <011>//ND orientations with respect to
the a-Si film surface normal and grew the <111> and <211> directions, forming an angle of
90o between the needles. The [011] diffraction pattern taken from the needle ‘A’ in Figure 10
(b) showed streaks along the [111] direction, indicating that there are many stacking faults or
twins normal to that direction. The a-Si region was measured to contain (2.99 ± 0.97) at.% Cu
on average by EDXS measurement of five areas. In fully crystallized regions many needles
were interwoven, as shown in Figure 11. The regions contained (1.63 ± 0.15) at.% Cu on average
by XEDS measurements of four areas. The solubility of Cu in c-Si is negligible, and therefore,
the detected Cu is believed to arise from trapped Cu solutes in the interfaces between the
interwoven c-Si needles. Figure 12 (a) shows an HRTEM image also revealing the growth
directions of <111> and <211> with the <011>//ND orientation, which means the {011} planes
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twins normal to that direction. The a-Si region was measured to contain (2.99 ± 0.97) at.% Cu
on average by EDXS measurement of five areas. In fully crystallized regions many needles
were interwoven, as shown in Figure 11. The regions contained (1.63 ± 0.15) at.% Cu on average
by XEDS measurements of four areas. The solubility of Cu in c-Si is negligible, and therefore,
the detected Cu is believed to arise from trapped Cu solutes in the interfaces between the
interwoven c-Si needles. Figure 12 (a) shows an HRTEM image also revealing the growth
directions of <111> and <211> with the <011>//ND orientation, which means the {011} planes
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being parallel to the surface plane. At a higher magnification (Figure 12 (b)), three {111} twins
and a stacking fault can be seen. In order to consider the role of any Cu silicides on the
nucleation and growth of the c-Si needles, the edges of the c-Si needles were examined. Figure
13 displays the typical edge, where Cu silicides are not observed, and instead, Si lattice image
is seen. Furthermore, Cu silicides are observed even in the a-Si and the crystallized region
within the limited field of view. The c-Si region at the edge contains many {111} twins and
stacking faults indicated by white triangles and arrows, respectively. There seems to be also
some lattice distortion in some areas, due to defects (twins or stacking faults) which are not
clearly visible. As in the NiSi2-mediated crystallization (Section 5.2) Cu-induced crystallization
proceeds in the <111> directions with a shape of needles as shown in Figure 10(b) and Figure
12 (a). The c-Si needles have the <011>//ND orientations.

Figure 9. Optical image of patterns between electrodes [8].

Additionally, as shown in Figure 10 (b) and 12 (a), the growth occurs also in the <211>
directions. At variance with the NiSi2-mediated crystallization, however, as shown in Figure
13, Cu silicides are not observed at the leading edges of the c-Si needles, indicating that the
crystallization of the Cu/a-Si system in this study is not mediated by any Cu silicides. Radnoczi
et al. [4] suggested that Au, Sb, In and Al, which form eutectic with Si, dissolved in the a-Si
film may loosen the covalent bonds in Si and make the a-Si even unstable, enhancing crystal‐
lization. Even though Cu is a silicide-forming metal, Cu atoms appear to enhance crystalliza‐
tion in a similar way to the eutectic-forming metals. Since Cu has a negligible solubility in
crystalline Si [33], the Cu solute atoms are repelled by the c-Si. The Cu atoms will diffuse into
the a-Si matrix, making the a-Si unstable, and the Si atoms will migrate into the c-Si side from
the a-Si, resulting in crystallization. Diffusion of Cu atoms in a-Si seems to be rate-controlling.
Without the application of any electric field during annealing at 500 oC (i.e., in the MILC
process), the crystallization rate is reported to be 1.5–2 µm h–1 [12]. Copper is reported to diffuse
in a-Si with D > 10–12 cm2 s–1 in a temperature range between 400 and 600 oC [34]. From the

Solid-Phase Crystallization of Amorphous Silicon Films
http://dx.doi.org/10.5772/59723

219



diffusivity value of 10–12 cm2 s–1, the minimum diffusion length ( Dt) is calculated to be 0.6 µm
for 1 h at 500 oC. This diffusion length is in qualitative agreement with the crystallization rate
obtained without any electric field in the MILC process (1.5–2 µm h-1). Lee et al. [12] showed
the increase in crystallization rate with an electric field of 210 V m–1 to 35 µm h–1. Although
some crystallization parameters such as pattern size, shape, and the applied electric field
intensity are different, a high crystallization rate of ~40 µm h–1 was obtained. The crystallized
pattern images in Figure 9 reveal that the macroscopic crystallization direction under an
applied bias corresponds to that of electric field in the pattern.

It is suggested that the electric field in the FALC process can cause a kind of the electron wind
effect (electromigration) via current flow in the pattern at the elevated temperature [35]. Choi
et al. [35] propose that the electron wind effect explains the NiSi2-mediated crystallization
[13,14] and is limited to the diffusion of Ni in NiSi2. When the current density is high enough,
the momentum exchange induces the Ni atoms in NiSi2 to migrate from the negative electrode
side to the positive one (along the electron flow direction). In the Cu-mediated crystallization
study [8], because no Cu silicides are observed at the leading edges of the c-Si needles, the
application of the above-mentioned suggestion is not plausible. However, the electron wind
effect is likely to hold for the diffusion of Cu in a-Si at the high temperature of 500 oC, because
the resistivity of a-Si decreases with increasing temperature because of the exponential increase
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Figure 10. (a) Low magnification TEM image of partially crystallized a-Si revealing  needlelike morphology of c-Si and (b) 
typical TEM image showing the c-Si needles grow in directions of <111> and <112> directions with <110>//ND orientations 
[8]. 
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Figure 10. (a) Low magnification TEM image of partially crystallized a-Si revealing needlelike morphology of c-Si and
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intensity are different, a high crystallization rate of ~40 µm h–1 was obtained. The crystallized
pattern images in Figure 9 reveal that the macroscopic crystallization direction under an
applied bias corresponds to that of electric field in the pattern.

It is suggested that the electric field in the FALC process can cause a kind of the electron wind
effect (electromigration) via current flow in the pattern at the elevated temperature [35]. Choi
et al. [35] propose that the electron wind effect explains the NiSi2-mediated crystallization
[13,14] and is limited to the diffusion of Ni in NiSi2. When the current density is high enough,
the momentum exchange induces the Ni atoms in NiSi2 to migrate from the negative electrode
side to the positive one (along the electron flow direction). In the Cu-mediated crystallization
study [8], because no Cu silicides are observed at the leading edges of the c-Si needles, the
application of the above-mentioned suggestion is not plausible. However, the electron wind
effect is likely to hold for the diffusion of Cu in a-Si at the high temperature of 500 oC, because
the resistivity of a-Si decreases with increasing temperature because of the exponential increase
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in intrinsic carrier concentration, and at such high temperature, the electron flow in a-Si can
cause the electron wind effect. The effect will accelerate the diffusion of Ni along the electron
flow direction, and concomitantly, the crystallization rate.
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Figure 11. (a) High-resolution TEM image showing growth directions of <111> and <112> with <110>//ND orientation of c-
Si needle. Beam direction (zone axis) is parallel to [011]. At higher magnification (b) of area indicated by white-lined box in 
(a), three {111} twin boundaries and one stacking fault (SF) are visible [8]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. High-resolution image of typical edge without Cu silicides, where Si lattice image is shown. {111} twins and 
stacking faults are indicated by white triangles and arrows, respectively [8]. 
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et al. [8]. In the study by Russell et al., the thickness ratio of Cu to a-Si was determined to obtain an average composition of 
Cu3-δSi, where δ is from 0.5 to 1. In this case the matrix (continuous phase) could become Cu3Si phase. In the study by Lee 
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Figure 12. High-resolution image of typical edge without Cu silicides, where Si lattice image is shown. {111} twins and
stacking faults are indicated by white triangles and arrows, respectively [8].
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Crystallization behavior of a-Si in the Cu/a-Si bilayer (without any electric field in this case)
was studied by Russell et al. [36]. They found that on heating to 175 oC, Cu3Si phase appeared
and subsequent heating to 485 oC resulted in the crystallization of the a-Si in the form of
dendrites in the Cu3Si matrix. At variance with the results of Russell et al., the matrix was
observed to be still a-Si and discernible Cu silicides including Cu3Si phase were not observed
in the study by Lee et al. [8]. In the study by Russell et al., the thickness ratio of Cu to a-Si was
determined to obtain an average composition of Cu3-δSi, where δ is from 0.5 to 1. In this case
the matrix (continuous phase) could become Cu3Si phase. In the study by Lee et al. [8], however,
the deposited Cu film (2 nm thick) is very thin with the thickness ratio to the a-Si underlying
layer (80 nm) of 1:40. Therefore, as already mentioned, they could not be easily observed. They
may act as heterogeneous nucleation sites for crystallization. However, the difficulty in
observing the phases indicates that their nucleation density was too low and their size was too
small to explain the observed, overall crystallization behavior, strongly implying that the
presence of Cu solutes, not Cu silicides, enhances crystallization.

The <111> growth directions and the <011>//ND orientations observed by Lee et al. [8] are
caused by anisotropic elastic properties of c-Si, although a-Si is isotropic because the strain
energy can influence the crystallization rate as discussed in Sections 2 and 4. The higher strain
energy will give rise to the higher crystallization rate. One of the major strain energy sources
may be the thermal strain energy due to differences in thermal expansion coefficient between
a-Si and the substrate glass. The thermal strain energy can influence the crystallization rate,
but is not related to the directional crystallization. Since the thermal expansion coefficients of
a-Si and c-Si are expected to be almost the same, the thermal strain energy between a-Si and
c-Si can be negligible.

Another strain-energy may arise from the accommodation strain between a-Si and c-Si due to
different structures and densities (The densities of a-Si and c-Si are measured to be 2.1 to 2.3
[37] and 2.32 to 2.34 [26], respectively). This strain energy can be anisotropic because of
anisotropic elastic properties of c-Si, even though a-Si is isotropic. Since the thickness of the Si
film including a-Si and c-Si is much smaller than the dimensions along the film surface, the
stress in the plane normal direction (ND) is negligible, and the film is under the plane stress
state. Initial Si crystallites will form in the surface layer, where the Cu concentration is highest,
and they could be of a disk-shape. The surface orientation of c-Si disks is presumably random
because they form from a- Si. However, their growth rates will vary with their orientations
because different orientations give rise to different strain energies. According to the directed
growth theory (Section 2), c-Si grows in its MxYMD <111>, resulting in the needlelike shape.
If c-Si grows along the [1 1–1] direction, the growth front will be subjected to tensile stresses,
which will increase with growth. When the stresses reach a point where the distance between
atoms in c-Si/a-Si interface is too far to be shuffled, another <111> growth, e.g., the [–1 1–1]
growth, will be activated. When the <111> direction are parallel to the film surface, the c-Si
needles can grow extensively and occupy large areas within the a-Si films, resulting in <110>//
ND orientation (Figure 4). This may be expressed as the {110}<111> orientation.

The additional growth in the <211> directions may occur with the help of many {111} twins
and stacking faults observed in the c-Si (Figure 12 (b) and Figure 13) which are certainly due
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to the low stacking fault energy of Si (~50 mJ m–2), even though the <211> growth directions
are not favored in terms of the strain energy consideration. These {111} twins and stacking
fault planes can generate steps for growth at the interface between the c-Si and a-Si, enhancing
the growth in directions parallel to the twin and stacking fault planes. Because the angle
between the <111> and <211> growth directions is 19.4°, we can make some errors in meas‐
urements. Even though there is some change in growth direction into <211>, the <011>//ND
orientations will remain unchanged, as revealed in Figures 10 (b) and 12 (a).

5.2. Nickel-silicide mediated crystallization

Hayzelden et al. [13,14] studied the formation of buried precipitates of NiSi2 in Ni-ion
implanted a-Si and the subsequent NiSi2-mediated crystallization of a-Si using in situ trans‐
mission electron microscopy (TEM) and high resolution TEM. a-Si thin films of 95 nm in
thickness was deposited by low-pressure chemical-vapor deposition on Si substrates capped
with 100 nm of thermally grown SiO2. The a-Si could not crystallize from the c-Si substrate
directly. Ion implantation of Ni into the a-Si was performed at an energy of 55 keV with doses
of 1 and 5×1015 ions cm–2 to give a peak Ni concentration of 4×1020 and 2×1021 ions cm–3,
respectively, at a depth of approximately half the a-Si film thickness.

They observed that the NiSi2 precipitates with CaF2 structure formed in a-Si at about 400 oC,
which were octahedra bounded by eight {111} faces. On the other hand, Yeh et al. [38] made a
stacked structure of a-Si/Ni/SiO2/Si(100) as follows: the <100>//ND oriented p-type Si wafers
were chemically cleaned, followed by a dry oxidation in an atmospheric pressure chemical
vapor deposition furnace to form a 3-nm-thick tunnel oxide. Subsequently, a 3.5-nm-thick Ni
layer was deposited onto the tunnel oxide by electron beam evaporation. The Ni layer was
capped by a 12.5-nm-thick a-Si layer deposited by sputtering. The stacked structure was,
afterwards, dry oxidized at 900 °C to form a layer with control oxide on the top and NiSi2

nanocrystals precipitated and embedded between tunnel oxide and control oxide. After dry
oxidation, the well-separated and spherical NiSi2 nanocrystals embedded in the SiO2 layer are
observed. The whole a-Si layer was oxidized to serve as the control oxide. The distance between
NiSi2 nanocrystals and the oxide/Si interface is about 10 nm indicating that about 3-nm-thick
Si substrate was oxidized to contribute to about 6.5-nm-thick SiO2 in addition to the 3-nm-thick
tunnel oxide. The mean size and areal density of the NiSi2 nanocrystals were measured to be
~ 7.6 nm and 3.3×1011 cm–2, respectively. The nanocrystals were identified to be NiSi2 phase.
This indicates that the initial NiSi2 crystals are spherical.

Figures 1 and 3 in [14] show that NiSi2 precipitates embedded in Ni-implanted a-Si thin films
appear partly rectangular and partly spherical and spherical precipitates look a little smaller
than rectangular precipitates. Therefore, the initial shape of the precipitate may be spherical
and the octahedral shape of NiSi2 precipitates may not be intrinsic. MIC of a-Si in Section 5.1
showed that c-Si grew in its <111> directions without NiSi2-mediation. This is associated with
contribution of strain energy to activation energy for crystal growth at low crystallization
temperatures (Section 2) or low transformation temperatures [39].

Eight {111} faces of a spherical NiSi2 precipitate are likely to be the best spots for the nucleation
of c-Si because the growth rate of c-Si is the highest in the <111> directions and the extremely
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good lattice match between the {111} faces of NiSi2 and c-Si [the lattice parameter of NiSi2

(0.5406 nm) is nearly equal to that of c-Si (0.5430 nm)], resulting in the better stability of the
{111} faces of NiSi2 precipitate than other faces. The eight spots are shown in Figure 14.
Therefore, the {111} faces are likely to grow and bound the precipitate, forming the octahedral
shape during annealing. The gradual transition from spherical NiSi2 to octahedral NiSi2 is
represented in Figure 15. In this way, a structure of a-Si/c-Si/NiSi2/c-Si/a-Si may be formed in
a-Si thin film. The c-Si precipitates on the left and right of NiSi2 can differ in thickness. Let the
left c-Si be thicker than the right c-Si. In order to distinguish the right c-Si from the left c-Si, the
right c-Si is denoted by c-Si(I) and the left c-Si by c-Si(II), then the structure is expressed as a-
Si/c-Si(II)/NiSi2/c-Si(I)/a-Si.
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Figure 13. Octahedron bounded by {111} planes. S1: center (c) of ∆ABE, S2: c of ∆BCE, S3: c of ∆CDE, S4: c of ∆ADE, S5: c
of ∆ABF, S6: c of ∆BCF, S7: c of ∆CDF, S8: c of ∆ADF. Triangles (∆) are {111} planes and edges are <110> directions.
Arrows indicate <111> directions. S1 to S8 are on surface of one sphere.

Figure 14. Schematic diagram showing gradual shape change from spherical NiSi2 to octahedral NiSi2. Arrows indicate
<111> directions of NiSi2 precipitate projected on a plane parallel to (001) plane. Black deposits indicate c-Si nucleated
on {111} planes of NiSi2 precipitate. Far left circle is made of S1, S2, S3, S4 or S5, S6, S7, S8 in Figure 13.

At about 500 oC, the epitaxial c-Si was nucleated on one or more of the NiSi2 {111} surfaces and
the c-Si needles grew in the <111> directions in the amorphous matrix with the <011>//ND
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At about 500 oC, the epitaxial c-Si was nucleated on one or more of the NiSi2 {111} surfaces and
the c-Si needles grew in the <111> directions in the amorphous matrix with the <011>//ND
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orientations (ND indicates the film surface normal). This may be expressed as {011}<111>. The
NiSi2 precipitates were observed to be always present at the leading edges of c-Si needles [13,
14].

The extremely good lattice match between c-Si and NiSi2 and a mismatch between c-Si and a-
Si give rise to stresses in c-Si near the c-Si/a-Si interface, as shown in Figure 15. Therefore, the
average stress of c-Si layer in the structure of NiSi2/c-Si/a-Si increases with decreasing thickness
of the layer, and the molar free energy of c-Si is likely to increase with decreasing thickness.
In the structure of a-Si/c-Si(II)/NiSi2/c-Si(I)/a-Si, the molar free energy of c-Si(I) is likely to be
higher than that of c-Si(II) and lower than that of a-Si, as shown in Figure 16. It can be seen
from Figure 16 that tie lines drawn from both c-Si(I) and c-Si(II) to the NiSi2 show that in
equilibrium, NiSi2 in contact with c-Si(I) is expected to be Si rich in comparison to NiSi2 in
contact with c-Si(II) [Si(I) > Si(II)].
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transformation is the reduction in free energy associated with the transformation of metastable a-Si to stable c-Si. Tie lines 
drawn from both a-Si and c-Si to the NiSi2 show that in equilibrium, NiSi2 in contact with a-Si is expected to be Si rich in 
comparison to NiSi2 in contact with c-Si(I) and c-Si(II) [Si(a) > c-Si(I) > c-Si(II) in Figure 16]. 

The curvature of the NiSi2 phase may be quite significant. For example, laser quenching has shown that the CaF2 structure of 
NiSi2 is capable of accommodating Si deficits of ~35 at.% [40]. The intersections of the tie lines with the energy axes yield 

Figure 16. Schematic equilibrium molar free-energy diagram for NiSi2 in contact with a-Si, c-Si(I), and c-Si(II). Si(a), Si(I), 
and Si(II) are Si contents in NiSi2 in contact with a-Si, c-Si(I), and c-Si(II), respectively.  

Si
Si(I)/NiSi2 c

Si
Si(II)/NiSi2 c

Si
Si/NiSi2 a

Ni
Si(I)/NiSi2 c

Ni
Si(II)/NiSi2 c

Ni Si

2NiSi

Siat.% 66.7

Ni
Si/NiSi2 a

Sia

M
ol

ar
 fr

ee
 e

ne
rg

y 

Si(I)c

Si(II)c

)Si(a

)Si(I

)Si(II

NiSi2 c-Si a-Si 

STR
ESS 

0

Figure 15. Schematic stress profile along thickness of c-Si

The driving force behind the NiSi2 precipitate migration and Si crystallization, although not
an equilibrium process, can be discussed by reference to an equilibrium free-energy diagram
of the type shown in Figure 16. The driving force for the phase transformation is the reduction
in free energy associated with the transformation of metastable a-Si to stable c-Si. Tie lines
drawn from both a-Si and c-Si to the NiSi2 show that in equilibrium, NiSi2 in contact with a-Si
is expected to be Si rich in comparison to NiSi2 in contact with c-Si(I) and c-Si(II) [Si(a) > c-Si(I)
> c-Si(II) in Figure 16].

The curvature of the NiSi2 phase may be quite significant. For example, laser quenching has
shown that the CaF2 structure of NiSi2 is capable of accommodating Si deficits of ~35 at.% [40].
The intersections of the tie lines with the energy axes yield the chemical potentials for Ni and
Si at the c-Si/NiSi2 (= NiSi2/c-Si) and NiSi2/a-Si interfaces. The chemical potential of the Ni atoms
is lower at the NiSi2/a-Si interface, whereas the chemical potential of the Si atoms is lower at
the c-Si/NiSi2 interface. A migrating NiSi2 precipitate consuming a-Si at the leading interface
and forming a trail of epitaxial c-Si [= c-Si(II)] is shown schematically in Figure 17. There is a

Solid-Phase Crystallization of Amorphous Silicon Films
http://dx.doi.org/10.5772/59723

225



driving force for the forward diffusion of Ni atoms through the NiSi2 and a driving force for
the diffusion of Si atoms in the reverse direction through the NiSi2. The consumption of a-Si at
the leading edge and rejection of Si to the epitaxial c-Si trail [c-Si(II) in Figure 17] leads to the
needlelike c-Si morphology. Note that the c-Si/NiSi2 epitaxial interface is formed behind the
migrating NiSi2 precipitate.
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Si(I), and Si(II) are Si contents in NiSi2 in contact with a-Si, c-Si(I), and c-Si(II), respectively.

 

 

Tie lines drawn from both a-Si and c-Si to the NiSi2 show that in equilibrium, NiSi2 in contact with a-Si is expected to be 
Si rich in comparison to NiSi2 in contact with c-Si(I) and c-Si(II) [Si(a) > c-Si(I) > c-Si(II) in Figure 16]. 

The curvature of the NiSi2 phase may be quite significant. For example, laser quenching has shown that the CaF2 
structure of NiSi2 is capable of accommodating Si deficits of ~35 at.% [40]. The intersections of the tie lines with the 
energy axes yield the chemical potentials for Ni and Si at the c-Si/NiSi2 (= NiSi2/c-Si) and NiSi2/a-Si interfaces. The 
chemical potential of the Ni atoms is lower at the NiSi2/a-Si interface, whereas the chemical potential of the Si atoms is 
lower at the c-Si/NiSi2 interface. A migrating NiSi2 precipitate consuming a-Si at the leading interface and forming a trail 
of epitaxial c-Si [= c-Si(II)] is shown schematically in Figure 17. There is a driving force for the forward diffusion of Ni 
atoms through the NiSi2 and a driving force for the diffusion of Si atoms in the reverse direction through the NiSi2. The 
consumption of a-Si at the leading edge and rejection of Si to the epitaxial c-Si trail [c-Si(II) in Figure 17] leads to the 
needlelike c-Si morphology. Note that the c-Si/NiSi2 epitaxial interface is formed behind the migrating NiSi2 precipitate. 

 

Figure 16. Schematic equilibrium molar free-energy diagram for NiSi2 in contact with a-Si, c-Si(I), and c-Si(II). Si(a), Si(I), and Si(II) are Si 
contents in NiSi2 in contact with a-Si, c-Si(I), and c-Si(II), respectively. 

 

Figure 17. Schematic representation of diffusion direction of Si and Ni atoms in c-Si(II)/NiSi2/c-Si(I)/a-Si system. Without c-Si(I), NiSi2/c-
Si(I) interface becomes NiSi2/a-Si interface. 

There are two limiting cases that describe the diffusional process of NiSi2-mediated crystallization of a-Si. These can be 
the dissociative and nondissociative diffusion models. In the dissociative model, the NiSi2 layer dissociates to provide 
free Si for epitaxial growth at the c-Si/NiSi2 interface, with new NiSi2 formed at the leading NiSi2/a-Si interface. In this 
case all the Si atoms that were originally in the NiSi2 layer would be incorporated in the epitaxially grown c-Si and 
replaced by Si atoms from the a-Si. The diffusing species in the dissociative mechanism would be Ni atoms and the 
measured effective diffusivity would apply to Ni atoms. In the nondissociative model, Si atoms would simply diffuse 
through the NiSi2 layer from the a-Si and bond to the epitaxial c-Si. The effective diffusivity would then apply to Si 
moving through the NiSi2. In the sequential formation of Ni2Si, NiSi, and NiSi2 formed from thin-film diffusion couples 
of around 100 nm of Ni on Si, Ni is known to be the fast-diffusing species [41-43]. 

Figure 16 also shows that the chemical potential of the Ni atoms, μNi, is higher at the NiSi2/c-Si(II) interface, or the c-
Si(II)/NiSi2 interface, than at the NiSi2/c-Si(I) interface, whereas the chemical potential of the Si atoms, μSi, is lower at the 
NiSi2/c-Si(II) interface than at the NiSi2/c-Si(I) interface. Therefore, the NiSi2 layer dissociates to provide free Si for 
epitaxial growth at the c-Si(II)/NiSi2 interface, with excess Ni at the c-Si(II)/NiSi2 interface diffusing through NiSi2 into the 
NiSi2/c-Si(I) interface, interacting with c-Si(I) to form NiSi2, resulting in depletion of Si in c-Si(I). The depleted Si is 
replaced by Si from a-Si because the molar free energy of c-Si(I) is lower than that of a-Si. In this way, the Ni atoms 
diffuses from the c-Si(II)/NiSi2 interface through NiSi2 and c-Si(I) into the c-Si(I)/a-Si interface, whereas the Si atoms 
effectively diffuse from the c-Si(I)/a-Si interface through the Si(I) and NiSi2 layers into the c-Si(II)/NiSi2 interface. This 
process eventually makes the NiSi2 precipitate migrate rightward consuming a-Si at the leading interface [c-Si(I)/a-Si] to 

 

 

Si(I)-c

Si-a
Si Si

Ni Ni

2iSi(II)/NiSc
Si(I)/NiSi2 c

Si-Si(I)/ac 

Si(II)-c

trail

growth

2NiSi

Figure 17. Schematic representation of diffusion direction of Si and Ni atoms in c-Si(II)/NiSi2/c-Si(I)/a-Si system. With‐
out c-Si(I), NiSi2/c-Si(I) interface becomes NiSi2/a-Si interface.

There are two limiting cases that describe the diffusional process of NiSi2-mediated crystalli‐
zation of a-Si. These can be the dissociative and nondissociative diffusion models. In the

Advanced Topics in Crystallization226



driving force for the forward diffusion of Ni atoms through the NiSi2 and a driving force for
the diffusion of Si atoms in the reverse direction through the NiSi2. The consumption of a-Si at
the leading edge and rejection of Si to the epitaxial c-Si trail [c-Si(II) in Figure 17] leads to the
needlelike c-Si morphology. Note that the c-Si/NiSi2 epitaxial interface is formed behind the
migrating NiSi2 precipitate.
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There are two limiting cases that describe the diffusional process of NiSi2-mediated crystalli‐
zation of a-Si. These can be the dissociative and nondissociative diffusion models. In the
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dissociative model, the NiSi2 layer dissociates to provide free Si for epitaxial growth at the c-
Si/NiSi2 interface, with new NiSi2 formed at the leading NiSi2/a-Si interface. In this case all the
Si atoms that were originally in the NiSi2 layer would be incorporated in the epitaxially grown
c-Si and replaced by Si atoms from the a-Si. The diffusing species in the dissociative mechanism
would be Ni atoms and the measured effective diffusivity would apply to Ni atoms. In the
nondissociative model, Si atoms would simply diffuse through the NiSi2 layer from the a-Si
and bond to the epitaxial c-Si. The effective diffusivity would then apply to Si moving through
the NiSi2. In the sequential formation of Ni2Si, NiSi, and NiSi2 formed from thin-film diffusion
couples of around 100 nm of Ni on Si, Ni is known to be the fast-diffusing species [41-43].

Figure 16 also shows that the chemical potential of the Ni atoms, μNi, is higher at the NiSi2/c-
Si(II) interface, or the c-Si(II)/NiSi2 interface, than at the NiSi2/c-Si(I) interface, whereas the
chemical potential of the Si atoms, μSi, is lower at the NiSi2/c-Si(II) interface than at the NiSi2/c-
Si(I) interface. Therefore, the NiSi2 layer dissociates to provide free Si for epitaxial growth at
the c-Si(II)/NiSi2 interface, with excess Ni at the c-Si(II)/NiSi2 interface diffusing through
NiSi2 into the NiSi2/c-Si(I) interface, interacting with c-Si(I) to form NiSi2, resulting in depletion
of Si in c-Si(I). The depleted Si is replaced by Si from a-Si because the molar free energy of c-
Si(I) is lower than that of a-Si. In this way, the Ni atoms diffuses from the c-Si(II)/NiSi2 interface
through NiSi2 and c-Si(I) into the c-Si(I)/a-Si interface, whereas the Si atoms effectively diffuse
from the c-Si(I)/a-Si interface through the Si(I) and NiSi2 layers into the c-Si(II)/NiSi2 interface.
This process eventually makes the NiSi2 precipitate migrate rightward consuming a-Si at the
leading interface [c-Si(I)/a-Si] to form a trail of epitaxial c-Si(II) as shown in Figure 17. As this
process proceeds, the c-Si(II) layer gradually thicken and the c-Si(I) layer gradually thin to a
few layers, which is stable enough to survive because of the extremely good lattice match
between NiSi2 and c-Si. Consequently, the consumption of a-Si at the leading edge and rejection
of Si to the epitaxial c-Si(II) trail take place and leads to the needlelike c-Si forming behind the
migrating NiSi2 precipitate.

The reason why during crystallization, the shape of the NiSi2 precipitates at the leading edges
of the c-Si needles assume the thin plate shape, whereas the leading edges of the c-Si needles
are not flat (Figure 9) can be attributed to the extent of elastic anisotropy between NiSi2 and
c-Si. Zener’s anisotropy factor, A=2(S11–S12)/S44, is used to denote the extent of elastic anisotropy
of cubic materials. When the ratio A is unity, the elastic properties are isotropic, but they can
deviate from isotropy in two ways, by A being either greater than or less than unity. A = 1.83
for NiSi2 (S11 = 0.01219, S12 =– 0.00505, S44 = 0.01887 GPa–1 [44]) and A = 1.56 for c-Si (Section 4).
Thus, the extent of elastic anisotropy of NiSi2 is higher than that of c-Si, implying that the {111}
planes of NiSi2 have higher potential of existence than the {111} planes of c-Si. The higher
Young’s modulus reflects the higher bonding strength. Therefore, the region surrounding the
interface edge is strained, which in turn gives rise to crystallization along the interface plane
as well as along the needle axis. In this way, the c-Si needles fan out during its growth (Figure
18), and simultaneously, the NiSi2 precipitates become thinner. As the interface area increases,
the accommodation strain increases to a point such that coherency between the two crystals
cannot be maintained, resulting in dissociation of the NiSi2 crystal into a few smaller crystal‐
lites. These smaller precipitates continue to mediate the growth [14]. Because the growth is
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mediated by the NiSi2 whose {111} planes have higher potential of existance than that of c-Si,
the {011}<111>-oriented growth for the NiSi2-mediated crystallization remains without growth
in other directions (e.g., <211> for the Cu-enhanced crystallization).

Diffusion of Ni through c-Si to reach the a-Si in Figure 18 is consistent with previous experi‐
ments on Ni-assisted Si epitaxy. Erokhin et al. [45] deposited a film of Ni on a c-Si/a-Si structure
and observed Ni diffusion to the c-Si/a-Si interface to form NiSi2 after annealing for 43 h at 350
°C. Decomposition of NiSi2 at the NiSi2/c-Si interface with Ni diffusion into the a-Si was
suggested as a mechanism for Si crystallization. This is in good agreement with the model of
dissociative diffusion of Ni from the NiSi2/c-Si interface to leave an abrupt planar interface.
Low-temperature crystallization has also been reported following Ni deposition on hydro‐
genated a-Si (a-Si:H) [43]. The silicidation process of Ni/a-Si:H on a fused silica substrate was
investigated by in situ electrical resistance measurements and x-ray diffraction and Rutherford
backscattering spectroscopy [7]. It was reported that NiSi formed first at 330 °C followed by
NiSi2 at 420 °C. Crystallization of the a-Si:H occurred at approximately 480 °C and it was
suggested that such crystallization resulted from heterogeneous nucleation of c-Si on the
NiSi2 phase.
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Figure 18. Schematic representation of diffusion-controlled growth of silicide-mediated crystallization of Si [14]. 
 
was investigated by in situ electrical resistance measurements and x-ray diffraction and Rutherford backscattering 
spectroscopy [7]. It was reported that NiSi formed first at 330 °C followed by NiSi2 at 420 °C. Crystallization of the a-Si:H 
occurred at approximately 480 °C and it was suggested that such crystallization resulted from heterogeneous nucleation of c-
Si on the NiSi2 phase.  

In Summary, The NiSi2-mediated crystallization of a-Si can occur through the following processes. The initial shape of the 
NiSi2 precipitated in the a-Si thin film is likely to be spherical and transforms into the octahedral shape during annealing 
because of the extremely good lattice match between c-Si and NiSi2 and preferential growth of c-Si along its <111> 
directions. Crystalline silicon layers nucleated on the {111} faces of NiSi2 precipitates can differ in thickness. This brings 
about a structure of a-Si/c-Si(II)/NiSi2/c-Si(I)/a-Si with c-Si(II) layer being thicker than c-Si(I) layer. The c-Si(I) layer is 
more stressed than the c-Si(II) layer, and so the molar free energy of c-Si(I) is higher than that of c-Si(II), but lower than that 
of metastable a-Si. Therefore, in this system, the Ni atoms diffuse from the c-Si(II)/NiSi2 interface through NiSi2 into the c-
Si(I)/a-Si interface, whereas the Si atoms diffuse from the c-Si(I)/a-Si interface through NiSi2 into the c-Si(II)/NiSi2
interface, and the depleted Si atoms in the c-Si(I) layer are replaced by a-Si. This process eventually makes the NiSi2
precipitate migrate consuming a-Si at the leading interface [c-Si(I)/a-Si interface] and forming the needlelike trail of 
epitaxial c-Si(II). Consequently, the c-Si(II)/NiSi2 epitaxial interface is formed behind the migrating NiSi2 precipitate. 
Migrating NiSi2 precipitates resulted in crystallization of Si at temperatures as low as 484 °C, which is ~200 °C lower than 
the intrinsic temperature required for crystallization of pure a-Si. The NiSi2-mediated crystallization rate is controlled by 
diffusion through the migrating NiSi2 precipitates.  

6. Conclusions  

1. The solid-phase crystallization of an amorphous material, needs the activation energy. The energy is usually supplied in 
the form of thermal energy by increasing the temperature of the material. When the nucleation occurs, the strain energy 
develops in the amorphous matrix as well as in the crystalline nuclei, or crystallites. The strain energy is the highest in the
stable/metastable interface region in the highest Young’s modulus directions of the stable phase. Therefore, the growth rate 
of the crystallites is the highest in the metastable phase along the maximum Young’s modulus directions of the crystallites 
because the activation barrier can be surmounted by the strain energy when the thermal energy is not high enough to 
surmount the barrier. The strain energy is likely to give rise to inhomogeneous growth rates of crystallites due to their elastic 
anisotropy, if any. This directed crystallization theory can explain the following results. 
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Figure 18. Schematic representation of diffusion-controlled growth of silicide-mediated crystallization of Si [14].

In Summary, the NiSi2-mediated crystallization of a-Si can occur through the following
processes. The initial shape of the NiSi2 precipitated in the a-Si thin film is likely to be spherical
and transforms into the octahedral shape during annealing because of the extremely good
lattice match between c-Si and NiSi2 and preferential growth of c-Si along its <111> directions.
Crystalline silicon layers nucleated on the {111} faces of NiSi2 precipitates can differ in
thickness. This brings about a structure of a-Si/c-Si(II)/NiSi2/c-Si(I)/a-Si with c-Si(II) layer being
thicker than c-Si(I) layer. The c-Si(I) layer is more stressed than the c-Si(II) layer, and so the
molar free energy of c-Si(I) is higher than that of c-Si(II), but lower than that of metastable a-
Si. Therefore, in this system, the Ni atoms diffuse from the c-Si(II)/NiSi2 interface through
NiSi2 into the c-Si(I)/a-Si interface, whereas the Si atoms diffuse from the c-Si(I)/a-Si interface
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NiSi2 at 420 °C. Crystallization of the a-Si:H occurred at approximately 480 °C and it was
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Figure 18. Schematic representation of diffusion-controlled growth of silicide-mediated crystallization of Si [14].

In Summary, the NiSi2-mediated crystallization of a-Si can occur through the following
processes. The initial shape of the NiSi2 precipitated in the a-Si thin film is likely to be spherical
and transforms into the octahedral shape during annealing because of the extremely good
lattice match between c-Si and NiSi2 and preferential growth of c-Si along its <111> directions.
Crystalline silicon layers nucleated on the {111} faces of NiSi2 precipitates can differ in
thickness. This brings about a structure of a-Si/c-Si(II)/NiSi2/c-Si(I)/a-Si with c-Si(II) layer being
thicker than c-Si(I) layer. The c-Si(I) layer is more stressed than the c-Si(II) layer, and so the
molar free energy of c-Si(I) is higher than that of c-Si(II), but lower than that of metastable a-
Si. Therefore, in this system, the Ni atoms diffuse from the c-Si(II)/NiSi2 interface through
NiSi2 into the c-Si(I)/a-Si interface, whereas the Si atoms diffuse from the c-Si(I)/a-Si interface
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through NiSi2 into the c-Si(II)/NiSi2 interface, and the depleted Si atoms in the c-Si(I) layer are
replaced by a-Si. This process eventually makes the NiSi2 precipitate migrate consuming a-Si
at the leading interface [c-Si(I)/a-Si interface] and forming the needlelike trail of epitaxial c-
Si(II). Consequently, the c-Si(II)/NiSi2 epitaxial interface is formed behind the migrating
NiSi2 precipitate. Migrating NiSi2 precipitates resulted in crystallization of Si at temperatures
as low as 484 °C, which is ~200 °C lower than the intrinsic temperature required for crystalli‐
zation of pure a-Si. The NiSi2-mediated crystallization rate is controlled by diffusion through
the migrating NiSi2 precipitates.

6. Conclusions

1. The solid-phase crystallization of an amorphous material needs the activation energy. The
energy is usually supplied in the form of thermal energy by increasing the temperature
of the material. When the nucleation occurs, the strain energy develops in the amorphous
matrix as well as in the crystalline nuclei, or crystallites. The strain energy is the highest
in the stable/metastable interface region in the highest Young’s modulus directions of the
stable phase. Therefore, the growth rate of the crystallites is the highest in the metastable
phase along the maximum Young’s modulus directions of the crystallites because the
activation barrier can be surmounted by the strain energy when the thermal energy is not
high enough to surmount the barrier. The strain energy is likely to give rise to inhomo‐
geneous growth rates of crystallites due to their elastic anisotropy, if any. This directed
crystallization theory can explain the following results.

2. The solid-phase epitaxial growth rate of c-Si from a-Si by bending the bar-shaped Si(001)
wafers (p type, 1 ohm cm, 0.84 mm thickness) whose both sides were implanted to create
280–nm-thick amorphous surface layers, were elastically bent using a three-point bending
system at about 540 °C. One side of the elastically bent specimen is approximately under
a uniaxial tensile stress state and the other side under a uniaxial compressive stress state,
in which the stress ranged from –0.55 GPa (compressive) to 0.55 GPa (tensile). The
measured crystallization rate as a function of applied stress showed that the rate in the
tension side was higher than that in the compression side. The result is understood because
the a-Si film on the tension side of the sample could be more stressed than that on the
compression side. On the other hand, at temperatures of 530–550 °C and hydrostatic
pressures up to 3.2 GPa, the solid-phase epitaxial growth rate of self-implanted Si(100)
was enhanced by up to a factor of 5 over that at 1 atmosphere pressure (≈ 0.1 MPa). This
result appears to contradict the non-hydrostatic stress effect of the bent specimen. The
crystallization of a-Si results in a decrease in volume. Therefore, a hydrostatic compression
is expected to accelerate crystallization. However, the stress of -0.55 GPa is too low to yield
effective densification.

3. Evaporated a-Si film crystallizes into dendrite forms with dendrite arms in the <111>
directions at low annealing temperatures. As the annealing temperature increases the a-
Si film crystallized with increasingly equiaxed grains and random textures. The results
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are compatible with the directed crystallization theory because the strain energy contri‐
bution to the activation energy decreases with increasing annealing temperature and in
turn the isotropic crystallization rate increases. The crystallization temperature decreases
with increasing purity of a-Si films.

4. The solidus temperature of Si0.47Ge0.53 is 1095 °C, which is lower than the melting point of
Si, 1414 °C. Therefore, at an annealing temperature of 600 °C, crystallization of a-Si0.47Ge0.53

was dominated by the thermal energy unlike Si. The aspect ratio of crystallites decreased
with increasing content of Ge. This also reflects an increase in thermal energy contribution
with increasing Ge content.

5. The crystallization behavior of a Cu-deposited a-Si/glass sample annealed at 500oC for 1
h with an electric field of 180V/cm has shown that the Si crystallites grow in the <111> and
<112> directions with the <110>//ND orientation, assuming a needlelike shape. No Cu
silicides are observed, and it seems that the Cu atoms in the a-Si film make the a-Si
unstable, resulting in crystallization at the relatively low temperature. The growth
directions of <111> and the <110>//ND orientations are compatible with the directed
crystallization theory. The <112> directions can be possible with the help of many {111}
twins and stacking faults in c-Si.

6. The NiSi2-mediated crystallization of a-Si can occur through the following processes. The
initial shape of the NiSi2 precipitated in the a-Si thin film is likely to be spherical and
transforms into the octahedral shape during annealing because of the extremely good
lattice match between c-Si and NiSi2 and preferential growth of c-Si along its <111>
directions. Crystalline silicon layers nucleated on the {111} faces of NiSi2 precipitates can
differ in thickness. This brings about a structure of a-Si/c-Si(II)/NiSi2/c-Si(I)/a-Si with c-
Si(II) layer being thicker than c-Si(I) layer. The c-Si(I) layer is more stressed than the c-Si(II)
layer, and so the molar free energy of c-Si(I) is higher than that of c-Si(II), but lower than
that of metastable a-Si. Therefore, in this system, the Ni atoms diffuse from the c-Si(II)/
NiSi2 interface through NiSi2 into the c-Si(I)/a-Si interface, whereas the Si atoms diffuse
from the c-Si(I)/a-Si interface through NiSi2 into the c-Si(II)/NiSi2 interface, and the
depleted Si atoms in the c-Si(I) layer are replaced by a-Si. This process eventually makes
the NiSi2 precipitate migrate consuming a-Si at the leading interface [c-Si(I)/a-Si interface]
and forming the needlelike trail of epitaxial c-Si(II).
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Imprinting Chirality in Mesoporous Silica Structures

Gila Levi

Additional information is available at the end of the chapter
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1. Introduction

Chirality is one of the significant factors in molecular recognition having many uses in chemical
and biological systems. Chiral compounds are extremely important in chemistry, biology and
medicine. Discovering efficient systems to produce, control and identify enantiomerically pure
chiral compounds is essential for improving the development of pharmaceuticals, agrochem‐
icals, and food additives. The synthesis of chiral compounds and their chiral separation are
among the greatest challenges in modern chemical processing and play key roles in pharma‐
ceutical industry [1, 2]. Enantioselective synthesis requires the use of chiral media such as chiral
catalysts for synthesis, chiral stationary phases for chromatographic separations, chiral
solvents, etc...

In recent years, chirality has also been envisaged to play an important role in nanotechnology
[3-5]. Many innovations in nanotechnology significantly benefit from molecular chirality. The
advance of molecular devices such as chiroptical molecular switches and molecular motors
appears very intriguing where chirality can play the determinative function for providing
useful work in many applications. Supramolecules and self-assembled structures on nanome‐
ter scale [6-10] e.g., chiral nanosurfaces [11-13], sol-gel materials imprinted with different chiral
functionalities and chiral nanoparticles [14-18] are other interesting areas which are being
explored for a number of applications such as catalysts, bio-recognition and chiral separation
processes.

Many chiral applications such as chiral separations and asymmetric synthesis take advantage
from chiral porous materials mainly due to their high surface area, high capacity and large
mechanical and thermal stabilities.

In this chapter we will review the current development in chiral synthesis and application of
mesoporous silica based materials. All together there are two main paths for the fabrication of
chiral mesoporous silica (CMS). The first method is based on molecular self-assembly route.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



In this approach, mesoporous silica assemblies are directed in the formation of hierarchical
chiral constructions transcribed from chiral organic templates. The preparation of chiral
mesoporous silica via self-assembly route is beyond the scoop of this chapter and readers who
are interested in this topic are referred to the papers of Oda et al. [19-21] and other groups [22,
23] and to the review of Huibin Qiu and Shunai Che [24]. An additional technique to obtain
chiral porous structures is to apply molecular imprinting methods. The template-based
approach to the formation of amorphous porous silica was defined by Brinker et al. as “a central
structure about which a network forms in such a way that removal of the template creates a cavity with
morphological and/or stereochemical features related to those of the template” [25]. Hence, chiral
porous structures can be formed in this template-based approach. In the work of Alvaro et
al. [26], chiral binaphthyl and TEOS served as precursors to prepare a porous material with
optical activity, linearly rotating polarized light. In another article, chiral trialkoxysilane was
grafted through Si atoms to the organic framework to form mesoporous silica leading to
diverse chiral catalysts [27].

We will focus on the fabrication of chiral mesoporous silica by chiral templating processes. It
is well known that for the preparation of mesoporous materials, two initial materials are
needed: a non-organic material used as the precursor and chiral surfactants used as the
templating agent. In the preparation of chiral mesoporous silica, various chiral templating
agents can be employed such as small chiral molecules, chiral polymers and chiral biological
macromolecules.

2. Silica templated by chiral molecules

As mentioned above, the first examples of chiral templating of mesoporous silica were
reported by Alvaro et al. [26] and Corma et al. [27]. However, the first systematic study and the
development of a method for chiral imprinting of enantioselective sol-gel thin films were
reported by the group of Prof. David Avnir [14, 15, 28-31]. In these articles, the general
approach proposed for the preparation of the chiral of mesoporous silica thin films is sche‐
matically shown in Figure 1. The idea of molecular imprinting is to imprint the structure during
the polymerization. In chiral sol-gel materials, the imprinting is accomplished by mixing the
chiral template molecule with alkoxysilane monomers in the polymerization stage. Afterward,
the template molecule is removed from the material matrix, resulting in a three-dimensional
chiral porous structure. In this way, enantiopure porous materials can be created, since the
pores left inside the matrix have a good potential of discriminatation between enantiomers [14].

In few articles, Avnir et al. [15, 30, 31] presented that chiral template molecules such as
propranolol, 2,2,2-trifluoro-1-(9-anthryl) ethanol, DOPA, or tyrosine, can serve for the chiral
imprint sol-gel matrix preparation. For instance, sol-gel films were imprinted with enantiom‐
ers of propranolol and fluorescence was used for the evaluation of the enantioselectivity. The
results in Figure 2 indicate that a film imprinted for (S)-propranolol recognized that enan‐
tiomer better than the (R)-enantiomer while the other film imprinted for (R)-propranolol
recognized better the (R)-enantiomer [14].
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ers of propranolol and fluorescence was used for the evaluation of the enantioselectivity. The
results in Figure 2 indicate that a film imprinted for (S)-propranolol recognized that enan‐
tiomer better than the (R)-enantiomer while the other film imprinted for (R)-propranolol
recognized better the (R)-enantiomer [14].
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Figure 2. Fluorescent assay of enantioselective binding of the enantiomers of propranolol to sol–gel imprinted with
either of the two enantiomers [14].

In another study of Avnir et al., a sol gel thin film was imprinted with the (1R, 2S)-(-)-N-dodecyl-
N-methylephedrinium bromide (DMB) cationic chiral surfactant for chiral separations [15]. At
a higher concentration than the critical micelle concentration, the surfactant formed areas of

Figure 1. Schematic representation of the strategy of molecular chiral imprinting of a sol-gel matrix using a chiral tem‐
plate and achiral suitable silanes [14].
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chiral hemimicelles in the material, comparable to other surfactant templated silicas. Then, the
surfactant was extracted by a suitable solvent resulting in the formation of an enantioselective
material. The selectivity was proved towards enantiomers of small chiral molecules such as
propranolol and 2,2,2-trifluoro-1-(9-anthryl)ethanol).

In a similar way, enantioselectivity properties were obtained by chiral carboxylic acids
imprinting in TiO2 thin films [32]. Other imprinting systems for the production of chiral porous
materials, including polymers [33] and dendrimers, were investigated.

For example, Yang et al. reported the preparation of ordered chiral mesoporous silica including
MCM-41 and SBA with various pore sizes and structures using chiral templates of cobalt
complex as co-template [34]. The chiral mesoporous silica displayed chiral characteristics due
to the presence of the chirally distorted SiO4 tetrahedra and Si(OSi)4 produced in the synthesis.
The synthesized chiral silica materials as drug carriers were demonstrated to control the
enantioselective release of an illustrative chiral drug (metoprolol). In the release kinetics study,
the release profiles of metoprolol were dependent on the pore structure and diameter of the
chiral mesoporous silicas. Compared to the achiral mesoporous silica, R and S-enantiomers of
metoprolol displayed different release kinetics on the CMS, which can be explained by the
chiral interactions between enantiomers and the local chiral bonding sites of the CMS matrix.
The best kinetic resolution was found on CSBA-15 materials having the largest pore diameter.
The benefit of the synthesis procedure described in the article is that the enantiopure surfactant
is no longer needed in the preparation of CMS since the chirality of the chiral co-template can
be relocated to the building blocks of mesoporous silica.

In another study, Yang et al. reported the preparation of mesoporous silica materials with
molecular chiral entities and the chirality transfer from the chiral organic template to the
inorganic building blocks [35]. By tuning the synthesis parameters, chiral MCM-41 with a
twisted hexagonal morphology was formed having a left-handed enantiomeric excess. The
MCM-41 was obtained due to the interactions among the achiral surfactant CTAB, chiral
cotemplate 1,2-cyclohexanediamine: Λ-[Co(+)(chxn)3]I3 and silica. The chirality of chiral
MCM-41 was proved by enantioselective adsorption of racemic valine on it. The chiral cobalt
complex with a rigid propeller-like configuration and “planar” chirality incorporated into the
micelle directed the development of chiral aggregation. Consequently, the chiral aggregation
transferred its chirality (distorted SiO4 tetrahedrons or Si(OSi)4 oligomers) to the building
blocks of mesoporous silica via electrostatic interaction. Figure 3 shows SEM images revealing
the twisted hexagonal rod-like morphology of the chiral MCM-41 (CMCM-41).

Chiral mesoporous silica has been also successfully synthesized in the presence of basic amino
acids. Tatsumi et al. [36] reported that the use of basic amino acids with chiral anionic surfac‐
tants (as arginine and lysine) is advantageous for the formation of CMS. The handedness of
chiral helices in the CMS was essentially governed by the stereoisomerism of the surfactants.
It was demonstrated that chiral mesoporous silica are useful for the enantioselective separation
of racemic mixtures; the helical CMS with a rod shape led to the asymmetric separation of
racemic N-trifluoroacetylalanine ethyl ester. The left handed CMS showed asymmetric
favored adsorption of the L isomer and vice versa. This is the first demonstration of the
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capability of helical mesoporous silica to create optically active substrates with an asymmetric
bias.

The use of amino acids for the preparation of chiral mesoporous silica (CMS) was also reported
by Casado et al. [37]. In their work, chiral ordered mesoporous silica was produced in a basic
media by mixing tetraethyl orthosilicate (TEOS) and quaternized aminosilane silica sources
(C18-TMS) with various amino acids (arginine, histidine, isoleucine, and proline) [37]. The
materials were produced in hexagonal MCM-41-type structure and high specific surface area.
Furthermore, they exhibited a good potential for enantiomeric separation explained by the
transference of chirality from the amino acid to the silica. Proline-COMS gave rise to the best
chiral material in terms of both imprint and racemic resolution of the different racemates
studied. Actually, the rigid proline ring, not present in the other three amino acids seems to
be the key point in achieving high quality chiral silica. The chiral nature of the proline COMS
was demonstrated by the opposite behaviour in induced circular dichroism (ICD) measure‐
ments using both enantiomers of proline (Figure 4). The ICD signals for L and D-Pro-COMS
are of similar intensity but their value is opposite. Consequently, the chiral handedness of L-
Pro-COMS is opposite to that of D-Pro-COMS, as it is predictable for a couple of enantiomers.

In another work, chiral ordered mesoporous silica was formed in the presence of proline using
TEOS and quaternized aminosilane silica sources [38]. The organic templates were extracted

Figure 3. SEM images of CMCM-41 (a) with low magnification and (b) with high magnification. TEM micrographs of
CMCM-41 (c) with low magnification and (d) with high magnification [35].
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from the silica matrix by calcination or microwave chemical extraction. The structural and
textural features of MCM-41-type silica in COMS were discovered by the powder X-ray
diffraction and N2 adsorption characterization techniques. The chirality of the material was
verified by the adsorption of L and D-proline on the COMS prepared with L-proline and D-
proline. Figure 5 shows the adsorption comparison of L and D-proline enantiomers on the
three possible COMSs. After calcination, the-adsorption capacities of proline enantiomers on
L-Pro-COMS were found to be ca. 2.3 mmol/g in L-proline and 0.6 mmol/g, in D-proline.
Inversely, in the adsorption test on D-Pro-COMS, D-proline was more adsorbed than L-
proline. DL-Pro-COMS did not show preferential adsorption. Both activation routes generated
enantioselective silicas able to separate proline racemate. These results confirmed the chiral
nature of L and D-Pro-COMS owing to the effective imprinting of the amino acid in the ordered
mesoporous silica formation.

Figure 5. L and D-proline (100 mM) adsorption on the calcined L-Pro-COMS, D-Pro-COMS, and DL-Pro-COMS [38].

Figure 4. Solid-state ICD spectra of calcined samples after phenol adsorption: (a) L-Pro-COMS, (b) DL-Pro-COMS, and
(c) D-Pro-COMS [37].
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Che et al. [39] have reviewed the literature on anionic surfactant templated mesoporous silica
(AMS) with the help of a co-structure directing agent (CSDA) to induct the interaction between
the surfactant head group and the silica species. Templated mesoporous silica based on anionic
surfactant can have diverse structures and morphologies since the adjustment in the ionization
of the surfactant head group affects its geometric arrangement. Owing to the influence of the
co-structure directing agent and the surfactant used together, a regular arrangement of the
organic groups is generated, producing tuned materials with a uniform distribution of their
organic groups. According to the reactions conditions and to the system parameters, various
morphologies such as chiral mesoporous silica, nanoparticles, hollow spheres, nanotubes and
ribbons can be synthesized. Chiral mesoporous silicas are applicable in many chiral uses, for
example in asymmetric catalysis, chiral separation and recognition. Chiral imprinting in CMS
has established new methods for the preparation and application of different new chiral
materials.

For example Jin et al. [40] reported that chiral mesoporous silicas with ordered helical nano-
sized channels were effectively produced using chiral anionic amphiphilic molecules (N-acyl-
L-alanine) as templates in a CSDA method. In a typical synthesis, the chiral anionic amphiphilic
molecule was neutralized with hydroxide and then partially acidified with mineral acid.
TMAPS was chosen as CSDA because of its constant positive charge. The anionic ions in the
reaction system have affected the morphology, mesopores and microstructures of the CMSs.
Several observations were shown: In different inorganic acids reaction system, chiral meso‐
porous silica materials were obtained. In addition, the pore size at a range of 2.40-2.95 nm has
been shown to be adjusted by varying the types of inorganic acids in the reaction system.
Finally, the pitch length as well as the rod diameter preserved a linear relationship, once the
acids were varied from HCl, HBr and HNO3 to H2SO4. The HRTEM data of the calcined samples
confirmed the rodlike morphology (Figure 6).

Among biomimetic silica formation, the silicateins attracted interest because they act as
templates to deposit silica around the surface of the fibrils and form fibrous hybrids composed
of axial filaments and silica shell. Recently, Matsukizono et al. [41] have developed a new
method to form silica using nanocrystalline aggregates from linear polyethyleneimine (sPEI).
Since these aggregates are composed of many basic amine groups on the surface, they are used
as templates and catalysts to promote the alkoxysilane hydrolysis and to produce silica
enclosing the templates. In this way, controlled nanostructured powders or thin films can be
obtained. To develop structurally organized chiral silica, the researchers extended the
crystalline sPEI methodology to a chiral crystalline complex (C.C.C) by combination of sPEI
with tartaric acid and with the presence of the C.C.C as a catalytic template in the chiral silica
deposition. As an inspection of chirality, achiral chromophores were introduced onto the
calcined chiral silica by chemical modification and physical adsorption, and their circular
dichroism spectra were investigated. The chromophore of PhSiO3 chemically bound onto the
600 °C and 900 °C calcined SiO2@D and SiO2@L revealed an induced solid-state diffuse
reflectance circular dichroism (DRCD) spectra with a mirror pattern within the UV absorbance
band (210-280 nm) of the PhSiO3 group (Figure 7 a). Comparable to the chemically bounded
chromophore, a porphyrin residue physically adsorbed on the chiral silica showed induced
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DRCD spectra with formation of mirror relation at the Soret band (420-450 nm) of the por‐
phyrin (Figure 7 b). These DRCD spectra retained the same signs of ellipticity with the original
chiral silica SiO2@L and SiO2@D. Moreover, the encapsulation of gold nanoparticles into the
chiral silica was performed by spontaneous in situ reduction of NaAuCl3. For this purpose,
both chiral hybrids SiO2/sPEI@D and SiO2/sPEI@L in which the sPEI can reduce the ionic gold
were combined together. Crystalline gold nanoparticles formed on SiO2/sPEI@D exposed
negative ellipticity whereas SiO2/sPEI@L had positive ellipticity (Figure 7 c) within the
wavelength range around 450–700 nm attributed to the nanoscale gold plasmon absorption
(Figure 7 d). This is a proof that there are considerable interactions between the gold nano‐
particles formed in situ and the chiral silica wall, implying the inductive chirality of the gold
nanoparticles.

Recently, I have synthesized chiral mesoporous silica based on collagen as a chiral template
in the template-based approach. The chiral synthesized silica was characterized by various
techniques such as electron microscopy, and analytical surface methods such as BET that have
demonstrated that the templating process procured well-ordered mesoporous silica with
uniformly distributed pore size and high surface area, improving the chiral surface accessi‐

Figure 6. TEM images of calcined mesoporous silicas synthesized with different acids. (a) HCl, (b) HBr, (c) HNO3, and
(d) H2SO4 [40].
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bility. Collagen has been shown to be effective as a chiral template for the preparation of

mesoporous silica nanoparticles with a high surface area of ca. 140 m2/g and a pore size of ca.

1.5 nm (Figure 8).

   

Figure 8. HR‐TEM image of silica templated by collagen (left) and N2 isotherms of silica templated by collagen (right). 

After  the  extraction  of  collagen,  the  enantioselectivity  feature  of  silica  was  examined  by  selective  adsorption  of 
enantiomers  and  racemic  solutions  of  valine  using  circular dichroism  (CD)  spectroscopy.  Selective  chiral  adsorption 
measurements were  performed  on  5 mM  valine  solutions  added  to  the  chiral‐imprinted  silica  (3 mg/mL)  and  their 
optical activities were measured with time, as shown in Figure 9. An enantiomeric excess of 16% D‐valine was found in 
the racemic solution,  indicating  that L‐valine was preferably adsorbed on  the mesoporous silica.  It  is clear  that  in  the 
near future, a variety of new approaches for chiral resolution based on chiral mesoporous materials will be  innovated 
and my work is a part of the general trend in the development of novel chiral methods.  

 

Figure 9. CD spectra of DL‐valine: pure solution (a) and 23 h after its adsorption on the CMS (b). 

3. Silica templated by chiral polymers

In recent times, Mastai et al. have demonstrated a new approach for chiral imprinting onto a solid based on the use of 
chiral block copolymers [42‐45]. In general, the synthesis of the chiral double hydrophilic block copolymers (DHBCs) is 
based on a ring opening polymerization of protected amino acid N‐carboxyanhydrides (NCAs). This procedure leads to 
the development of chiral block copolymers based on PEOn‐b‐D‐ or L‐amino acids having a helical structure  in acidic 
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Figure 8. HR-TEM image of silica templated by collagen (left) and N2 isotherms of silica templated by collagen (right).

Figure 7. Induced DRCD spectra on the chiral silica. a) After introduction of PhSiO3 residues onto SiO2@D and SiO2@L
calcined at 600 °C (red) and 900 °C (blue); b) after adsorption of tetrakis(3,5-hydroxyphenyl) porphyrin onto SiO2@D
and SiO2@L and SiO2@DL calcined at 600 °C; c) gold nanoparticles encapsulated by SiO2/sPEI@D and SiO2/sPEI@L; d)
diffuse reflectance absorption spectra of gold nanoparticles on SiO2/sPEI@D and SiO2/sPEI@L [41].
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After the extraction of collagen, the enantioselectivity feature of silica was examined by
selective adsorption of enantiomers and racemic solutions of valine using circular dichroism
(CD) spectroscopy. Selective chiral adsorption measurements were performed on 5 mM valine
solutions added to the chiral-imprinted silica (3 mg/mL) and their optical activities were
measured with time, as shown in Figure 9. An enantiomeric excess of 16% D-valine was found
in the racemic solution, indicating that L-valine was preferably adsorbed on the mesoporous
silica. It is clear that in the near future, a variety of new approaches for chiral resolution based
on chiral mesoporous materials will be innovated and my work is a part of the general trend
in the development of novel chiral methods.
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Figure 9. CD spectra of DL-valine: pure solution (a) and 23 h after its adsorption on the CMS (b).

3. Silica templated by chiral polymers

In recent times, Mastai et al. have demonstrated a new approach for chiral imprinting onto a
solid based on the use of chiral block copolymers [42-45]. In general, the synthesis of the chiral
double hydrophilic block copolymers (DHBCs) is based on a ring opening polymerization of
protected amino acid N-carboxyanhydrides (NCAs). This procedure leads to the development
of chiral block copolymers based on PEOn-b-D- or L-amino acids having a helical structure in
acidic solution, as checked by CD measurements. The aggregation of chiral DHBCs into well-
defined micelles at the reaction conditions was critical to the creation of a well-defined
template. Then, the TEOS silica precursor was added to the solution comprising the chiral
DHBC in order to accomplish the sol-gel process. As a final step, the chiral template was
removed by solvent extraction, producing chiral cavities in the silica. Silica has been templated
by DHBCs of a poly (ethylene oxide) block and a chiral block of D-phenylalanine [PEO-b-D-
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After the extraction of collagen, the enantioselectivity feature of silica was examined by
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3. Silica templated by chiral polymers

In recent times, Mastai et al. have demonstrated a new approach for chiral imprinting onto a
solid based on the use of chiral block copolymers [42-45]. In general, the synthesis of the chiral
double hydrophilic block copolymers (DHBCs) is based on a ring opening polymerization of
protected amino acid N-carboxyanhydrides (NCAs). This procedure leads to the development
of chiral block copolymers based on PEOn-b-D- or L-amino acids having a helical structure in
acidic solution, as checked by CD measurements. The aggregation of chiral DHBCs into well-
defined micelles at the reaction conditions was critical to the creation of a well-defined
template. Then, the TEOS silica precursor was added to the solution comprising the chiral
DHBC in order to accomplish the sol-gel process. As a final step, the chiral template was
removed by solvent extraction, producing chiral cavities in the silica. Silica has been templated
by DHBCs of a poly (ethylene oxide) block and a chiral block of D-phenylalanine [PEO-b-D-
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Phe]. The synthesized copolymer was composed of an average of ten amino acid repeating
units. At their critical micelle concentration (CMC), the copolymers formed spherical micelles
with a 10 nm diameter at pH=2 to give the chiral mesoporous silica after their extraction.
Consequently, CMS was achieved with chiral hexagonal pores of 5 nm diameter and high
surface area (700 m2/g), as shown in Figure 10.

Figure 10. TEM images: (A) high resolution (B) low resolution of chiral silica made from PEO113-b-D-Phe10 after chiral
copolymer extraction [44].

The chiral recognition aptitude of the silica was studied by the selective adsorption of enan‐
tiomers from racemic solutions of D and L-valine. The mesoporous silica displayed chiral
recognition toward D-valine enantiomer, compatible to the chirality imprinted on the silica.
The chiral recognition was maximal after 16 hours and a chiral selectivity factor of 2.34 was
found.

After the report on chiral imprinting of silica by chiral double hydrophilic block copolymers,
Paik et al. continued to investigate chiral silica synthesis with chiral DHBCs. In the first paper,
the synthesis of chiral mesoporous silica spheres was described [43]. The chiral mesoporous
silica particles were obtained using a chiral DHBC template of [PEO113-b-(GluA)10] block. The
template leaved a chiral print on the silica walls after its removing from the matrix. These
particles revealed a 2-3 nm pore size with high surface area of 614 m2/g, and exhibited
enantioselectivity towards valine enantiomers equivalent to the chirality imprinted on the
silica support (selectivity factor of 5.22), as shown in Figure 11. As a result, these CMS particles
could be useful in diverse enantioselective applications.

In an additional paper, Paik et al. described the synthesis of CMSs templated with DHBC of
[PEO45-b-(D/L-AspA10)] [42]. These particles obtained were exposed to D, L-valine and D, L-
alanine solutions, and showed a high affinity toward one enantiomer matching to the chirality
imprinted on the silica. The calculated selectivity factor was 7.52, as shown in Figure 12.

Another interesting example for imprinting chirality in silica using chiral biological macro‐
molecules is reported in the paper of Fadeev et.al. [46]. In their work, novel ordered chiral
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mesoporous silicas (SBA-15) with chemically bonded oligo(saccharides) were achieved
through the cocondensation of organosilicon derivatives of the oligo(saccharides) (glucose,
maltotriose, and maltoheptaose groups) and the silica precursors in the presence of polymer
surfactant template under mild acidic conditions [46]. The pore structure of the silica materials
prepared in these conditions was investigated by transmission electron microscopy and

Figure 11. Circular dichroism spectra of L and D-valine into the L-imprinted mesoporous chiral Ex-SiO2 [43].

Figure 12. Adsorption dynamics from a solution of valine enantiomers into the L-chiral-imprinted silica (Ex-SiO2) [42].
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nitrogen adsorption. It was proved that the oligo(saccharide)-grafted SBA-15 stationary phases
are effective in the HPLC separations of stereoisomers.

4. Conclusions

In summary, we have reviewed the current approaches based on chiral imprinting processes
for the fabrication of chiral mesoporous silica. The basic principles for the chiral imprinting of
silica and potentials of these chiral mesoporous silicas were given for specific examples. As
we present here, chiral mesoporous silicas are promising materials for controlling chirality
and for chiral resolution processes. The investigation of the interactions between chiral
molecules and silica surfaces still remains a major challenge to develop effective chiral
mesoporous silica for various applications. Thanks to the advanced analytical techniques, the
molecular study of chiral interactions in mesoporous silica is currently possible. Such re‐
searches can provide new abilities for rationally design of different types of chiral mesoporous
silica. We hope that chiral mesoporous silica will play an essential role in the advance of new
and effective methods for chiral resolution and other chiral applications.

In general, the research on preparation and use of chiral mesoporous silica is still in its
preliminary stages. Further researches to explore the mechanism and factors responsible for
imprinting chirality in mesoporous silica are still required. The basic issues of fundamental
nature, like chiral interactions with silica, mechanisms for the formation of hierarchical chiral
structures in silica and the mechanism of chiral imprinting are still to be addressed. We believe
that a deeper understanding of molecular mechanism of chiral imprinting in silica could add
knowledge in many other fields of research associated with mesoporous materials. It is obvious
that an improved design of chiral mesoporous silica is expected to have high potential for
chiral technological applications and this may also open up opportunities in other fields of
chemistry like chiral catalysis, analytical chemistry, surface science and nanomaterials.
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1. Introduction

Mostly single crystals of semiconductors, dielectrics, metals, or alloys are produced in the
process of crystallization or solidification from the melt. The rates of crystallization can reach
tens of millimeters per minute. During crystallization in single crystals, structural defects can
be collected, that have a negative effect on the mechanical and other properties of materials.
High demands for structural perfection and chemical purity of single crystals caused consid‐
erable research efforts aimed at the study and improvement of the main techniques of growing
single crystals from the melt (Czochralski, Stepanov, Bridgman, Verneuil, floating zone).
Single crystals of refractory bcc metals, especially molybdenum and tungsten, are widely used
in several areas of modern technology, such as nuclear energy, electronics, lighting fixtures,
mainly for the manufacture of parts and devices (anodes, cathodes, etc.) working at high
temperatures. A scope of single crystals of refractory metals is continuously expanding, and
requirements for chemical purity of crystals, their structural quality and geometry are
constantly growing. Currently, the most pure single crystals of molybdenum and tungsten, as
well of a number of other refractory metals can be produced by electron-beam floating zone
melting (EBFZM). However, their crystallographic perfection due to the specific features of
the floating zone method with electron-beam heating, often no longer satisfies the developers
of new instruments and devices. A characteristic blocky structure and a high density of
dislocations make such crystals unsuitable, for example, for research of channeling high-
energy particles or posing a number of other subtle physical experiments. Further increase in
a degree of purity and crystallographic perfection of single crystals of refractory metals is
closely related to a development of theoretical and experimental researches of crystallization
processes, the development of new apparatuses and methods for producing single crystals, as
well as optimization of known processes. Therefore, to obtain additional information about
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the laws of formation of a dislocation structure, an impact on specific parameters of crystal
growth in the floating zone method seems to be relevant scientific and technical challenge. The
basis of this decision is a study of peculiarities of structural defects in single crystals grown by
crystallization, which is one of the fundamental problems of solid state physics, physical
chemistry, and theory of phase transitions.

2. Basic physical features of crystallization

2.1. Methods of growing single crystals from the melt

For growing oriented single crystals of semiconductors and dielectrics Czochralski method
became widespread [1-3]. The essence of the method consists in pulling of single crystals by
seeding at a surface of the melt. Although this method of capillary formation is known by its
low stability, at high precision heating control and automation of pulling [4-6] it allows
obtaining such semiconductors as silicon and germanium which are widely used in modern
technology. Bridgman method, which also refers to the crucible methods similar to Czochral‐
ski, is used in a much smaller scale and mostly for growing single crystals of low-temperature
melting metals. This is due to the fact that at high temperatures there are significant difficulties
in finding materials for crucibles. Another widely used technique is Stepanov method of
growing single crystals. Its difference from Czochralski consists in that the shaper is immersed
into the melt, providing not only pulling cylindrical rods, but also production of a wide
assortment of shaped crystals (tapes, tubes, polyhedrons, and other crystals of a complex
shape). Stepanov method has much greater margins of stability during capillary shaping than
Czochralski, which accounts for its wide distribution. However, for growing single crystals of
refractory metals, especially molybdenum and tungsten, the above-mentioned methods are
not suitable, as the high melting temperature and high chemical reactivity of liquid refractory
metals do not allow obtaining them by any crucible method. The actual process of the growth
is desirable to maintain in a vacuum or in an inert gas. For refractory metals Verneuil method
is also used provided with another kind of a heater as plasma. This method yielded the most
by large-scale tungsten single crystals of 40 mm in diameter and weighing up to 10 kg [7].
However, those single crystals were of poor structural quality and had high gas content,
especially of a plasma gas. The most perfect single crystals of refractory metals can be obtained
by electron-beam floating zone melting. The growth of these crystals is characterized by the
fact that the method is a crucible-less one and a melt has no any contact with other materials.
The melt is supported by forces of surface tension and the process is carried out in UHV. A
phase diagram can give information on the type, number and volume fraction of phases at
crystal growing from the melt [8]. This is true only in the case when crystallization proceeds
at an infinitesimal rate. In practice, a finite rate and solidification conditions are far from
thermodynamic equilibrium. Thus, binary alloy solidification occurs with enrichment or
depletion of solid with a dissolved component. When impurity accumulation exceeds some
critical value and a temperature gradient in liquid is reduced below a critical level, there comes
concentration supercooling and the interphase surface changes from cellular to dendritic. This
is nonequilibrium solidification and is typical of most alloys. A main feature of such solidifi‐
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cation is that a primary axis of dendrites is strictly parallel to a heat flow direction and
interdendritic spaces are enriched with impurities. This segregation further can be partially
eliminated by prolonged high-temperature annealing. In some cases, there may be precipitates
of a second phase in interdendritic spaces. When crystal growth conditions are such that a part
of a two-phase zone is large and a growth rate is high, so that the factor is a lot less than zero:
G - V (FR)eff (1 / D) ≪0,  where, G the temperature gradient in fluid; V the growth rate; (FR)eff

the effective solidification range; D the diffusion coefficient. Thus, there is a porosity which
may occur even in growing single crystals of pure refractory metals by EBFZM. It occurs
especially after the first liquid zone passage during purifying the initial PM feed and growing
a single crystal from. EBFZM provides not only a given orientation of crystal growth, but also
due to refining by a zone effect mainly from substitution impurities. Refining of interstitial
impurities occurs mainly by vacuum evaporation, the more that the melting points of refrac‐
tory metals are very high. Impurities in a growing crystal often are undesirable as adversely
affecting its structure and properties. In the process of accumulation of impurities before
moving crystallization front, the plane crystallization front may become unstable due to so-
called phenomenon of concentration supercooling. Impurities will greatly impair the disloca‐
tion substructure and unevenly distributed in a radial direction and a length of the crystal
along the growth axis.

2.2. Mechanisms of crystallization of metals

Crystallization processes are widely used in modern science and technology: the growth of
single crystals, production of pure substances by directional crystallization and zone melting.
Crystallization in metallurgy - is one of the stages of producing metals, such as crystallization
in molds, continuous casting, and processes in molds during refining. Currently, by theory of
crystallization the following molecular mechanisms of the crystal growth are developed:
nucleus, spiral, normal, continuous [1,2]. The crystal growth by two-dimensional nucleation
leads to an expression for the growth rate:

v =Cexp (-U / kT )exp (-A / kT ), (1)

where, A the work of two-dimensional nucleation; U the activation energy of the atom addition
to the brink of the nuclei; C the kinetic coefficient, which is first analyzed in [9,10]. It should
be noted that much more other growth mechanisms implemented. Thus, the crystals contain‐
ing dislocations cannot be grown by two-dimensional nucleation. A spiral stage formed near
an exit of the dislocation on the crystal surface plays a role of non-vanishing two-dimensional
nucleation, which facilitates the connection of new particles to the crystal. This theory gives
an expression for the crystal growth rate in the following form [2]: v = DL ∆T / 4πrT0

2 ,  where,
D the diffusion coefficient; ΔT the supercooling; L the heat of crystallization; T0 the melting
point. Two-face growth mechanisms in a tangential direction are implemented in practice. A
condition for the growth by these mechanisms is the presence of an atomically smooth surface
that holds only for substances with high heat of fusion and areas with low crystallographic
indices. Crystals with low heat of fusion, which include almost all metals, have atomically
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rough edges; their micro relief varies continuously over time. Micro fluctuations of the atomic
structure of the interface lead to active participation of all points on the surface of the crystal,
and for all metals L / kT0 <2. Thus, metals are characterized by a normal growth mechanism.
This mechanism is used for all values of supercooling, and specifically in the field of small
deviations from equilibrium state of the system it becomes predominant. A normal mechanism
is related to thermal fluctuations at the interface and therefore has greater sensitivity to small
differences in temperature. According to theory of continuous growth, crystals in the neigh‐
borhood of equilibrium can grow exclusively through nucleation at the interface. Disadvant‐
age of this theory is neglecting thermal fluctuations of the equilibrium type on the interphase
between solid and liquid phases. This leads to the fact that the growth rate is described by
quadratic or exponential functions which is characteristic of classical theories. Considered
mechanisms of the crystal growth are characteristic for most typical cases of the free growth,
i.e., when nothing prevents the crystal growing in either direction. However, in Czochralski
and floating zone one has to deal with cases of the stimulated growth.

2.3. Heat and mass transfer processes in crystal growth from the melt

When moving the crystallization front in the melts a set of complex physical and chemical
processes occur: heat transfer and mass transfer in the melt and crystal, oust impurities
processes and impurity redistribution at the crystallization front, capillary phenomena, and
metal evaporation. Under these conditions, the most important and crucial for the structural
quality of the growing crystal is the temperature gradient in the liquid and solid phases
(G =(∂T / ∂n)S ,L ). Temperature gradients (K mm-1) occur at the crystallization front and are
defined by intensity of a heat sink, chemical composition of the metal, release of crystallization
heat, a heat input to the liquid metal, and convective flows in the melt [11]. In principle, stability
of the crystallization process and quality of the single crystals grown are mostly influenced by
the temperature field in the thermal zone of the growth set-ups, i.e., the temperature field in
the crystal and melt. Of particular importance are temperature conditions at the crystallization
front. A heat balance at the interface looks like:

λL  (∂T / ∂n)L  +  Lγv =  λS  (∂T / ∂n)S  , (2)

where, v the rate of crystallization; L  the latent heat of crystallization; γ the melt density, kg
m-3; λL ,  λS  the thermal conductivity of the liquid and solid phases, W cm-1 K-1; n the normal
to the surface of the interface; (∂T / ∂n)S  and (∂T / ∂n)L  the temperature gradients near the
crystallization front. In simplified calculations suggest the phase boundary plane and then
(∂T / ∂n)=  (∂T / ∂ z),   which are the axial temperature gradients. The temperature field in the
growing crystal also has a significant impact on its structure. The main cause of dislocations
in the crystal is plastic deformation caused by thermal stresses which are typically caused by
uneven cooling the crystal in the region of loss of plastic properties of material. The lower
 (∂T / ∂n)S  for the growing crystal, the more perfect is its structure; a low value means a lower
productivity of the process. Indeed, if we take (∂T / ∂n)L = 0, we obtain:
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vmax =  (λS  / Lγ) (∂T / ∂n)S  , (3)

Now, if we assume that a heat transfer from the surface of the crystal is carried out mainly by
radiation, we obtain:

vmax =  (1 / Lγ) 4λS  σ0εT0
S / 3d0 . (4)

Where, T0 the crystallization temperature, K; σ0 = 5.67x10-12, W cm-2 K-4, the Stefan-Boltzmann
constant; ε the emissivity of surface radiation of the crystal; d0 the crystal diameter, cm. A
significant impact on the structure of the growing single crystal has a shape of the interface
crystal-melt, which can be considered as the isothermal surface having a temperature of
solidification. The most favorable form of the crystallization front is flat or somewhat convex
to the melt [12,13]. This reduces the number of defects formed and contributes to their more
uniform distribution in the crystal. For example, dislocation-free silicon single crystals are
grown under the conditions of the crystallization front of forms close to a plane. The power
needed to produce a molten zone of a predetermined shape is studied using a simplified model
[14]. It is shown that Laplace's equation can describe the temperature changes along the rod
and in the zone with a help of numerical methods. It is also found that the temperature
distribution is characterized by several dimensionless Bio numbers, representing the ratio of
the thermal conductivities in the liquid and solid phases, ratio between the length of the rod
and width of the molten zone along the radius of the crystal, and power. The resulting
temperature distribution and forms of the liquid zone for different Biot numbers and coeffi‐
cients of thermal conductivity obtained as functions of the energy supplied to the zone. A
horizontality of isotherms near the solidification front decreases the radial gradient and thus
stabilizes the axial gradient (∂T / ∂n). As for the value of the latter, on this account, there are
conflicting opinions. On the one hand, increased (∂T / ∂ z)L  near the phase boundary promotes
better ousting impurities, improve stability of the crystallization process, increase the growth
rate, reducing a likelihood of spontaneous crystallization due to concentration supercooling.
On the other hand, excessive (∂T / ∂ z)L  at the interface causes increasing convective flows; this
can lead to uncontrolled temperature fluctuations near the crystallization front. The latter
circumstance causes a very common defect in crystals – a streaky micro inhomogeneity of
impurities [15]. In addition to the temperature distribution near the crystallization front in the
vicinity of the phase boundary, the temperature field is also important in a whole volume of
the melt, as a prerequisite exception of spontaneous crystallization is overheating the melt
outside the phase boundary. The temperature field in the entire volume of the melt determines
existing natural convection flows. It is also important obtaining an axial symmetry of the
temperature field. When growing semiconductors, it is necessary to reproduce temperature
gradients with accuracy of ±0.50 C cm-1 in certain areas of the thermal processing zone. Of
particular note is the fact that the temperature field in the crystal and in the melt cannot be
considered outside the context of each other. Adjustment of the temperature field in the crystal
will cause changes of the temperature field in the melt (opposite is also true). This makes it
difficult to control when growing. The technological practice (primarily for growing semicon‐
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ductor crystals) shows that for high-quality single crystals with desired properties it is
necessary to accurately maintain the set of the temperature mode in time. A tough time
maintaining the temperature field should be of the high-precision and high-rate automatic
control system. The most important is to maintain the constant temperature in time at the
crystallization front. The main factors disturbing the thermal regime are oscillations of the
power input and fluctuations of the heat loss. The latter means impermanence of the cooling
water to elements of a design as well a variable heat removal through the growing crystal. In
some cases, to eliminate disturbances associated with a change in internal conditions it is
necessary to make corrections in advance by changing the computer programmed tempera‐
ture. In this case allowable temperature fluctuations in obtaining perfect semiconductor
crystals should not exceed 0.10 C. Instabilities of the temperature lead to the increased
dislocations density, but in some cases of more serious defects (twins, portions of the poly‐
crystalline structure, etc.). In addition, the structural quality of single crystals affects by the
rate of the zone movement and its fluctuations. With increase in the rate, the dislocation density
is greatly increased. This limit for niobium is of 0.5 mm min-1. From perspectives of influence
on the structure, the zone movement rate must be stable up to about 1%, and all kinds of
vibration should be excluded.

2.4. Influence of convection in the melt on the crystal structure

In recent years, an interest has grown significantly to convective phenomena in the melt during
the growth of single crystals. In particular, this is due to the possibility of conducting experi‐
ments in space. A large number of studies on convection in the melt during the growth of
single crystals were done by various methods. Hydrodynamic phenomena are typical of the
floating zone method [13-15]. It should be noted that phenomena of convection are studied by
two ways: convective phenomena experimentally investigated by physical modeling of the
crystal growth in transparent liquids and by constructing mathematical and computer models.
Mathematical models tend to represent a complex system of differential equations. Main
assumptions in constructing models are stationary, two-dimensional and axisymmetric of the
hydrodynamic problem [13]. Characteristic of models is the extensive use of dimensionless
criteria of similarity theory. Particular attention is paid to thermocapillary convection (Mar‐
angoni convection) [15]. Results of model experiments and calculations are used to explain
some properties of single crystals of molybdenum, so that study is considered in more detail.
Convective flows in the melt can have a significant impact on the structure and properties of
the growing single crystal. Important parameters such as impurities and the concentration and
temperature gradients in the melt are dependent on nature of flows. The shape of the crystal-
melt interface appears to depend not only on heat transfer processes, but also on conditions
of the melt flows. Consider the most important similarity criteria which give a relation between
the convective and diffusive heat and mass transfer. It is accordingly Prandtl Pr = θ/φ and
Schmidt Sc = θ/D, where θ the kinematic viscosity of the melt; D the diffusion coefficient; φ
the thermal diffusivity. For typical metallic melts Pr « 1, Sc » 1, i.e., the heat transfer occurs
mainly by conduction, and the impurity transfer occurs by convection which plays a significant
role. Therefore, it can be expected that microsegregation in the crystal melt is associated with
hydrodynamics of the melt. The experiments were done by EBFZM of molybdenum with
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additives of iridium-192 (K0 = 0.37) and tungsten (K0 = 50). X-ray topograms and autoradio‐
grams of longitudinal cross-sections of samples showed characteristic bands enriched with
impurities. If we assume that the melt is the incompressible fluid, the density of which depends
on the temperature and impurity content, the forces, that give rise to convective flows in the
melt, are the following: gravitational forces (cause natural convection), capillary forces (cause
Marangoni convection) and inertial forces (occur when the crystal is rotated). In general, flow
patterns in the molten zone are the result of the joint effect of these forces. Before discussing
the problem of convection we should consider features of the temperature distribution in the
molten zone. The interfacial crystal-melt surface at the crystallization front has a temperature
T0. The maximum temperature T0 + ΔT is in the middle of the zone, i.e., there is the positive
axial temperature gradient. Furthermore, there is the negative radial gradient directed from
the periphery toward the center of the zone. Arising under these conditions vertical density
gradients, causing steady natural convection, can be described by Rayleigh numbers
Ra =  αg ∆T h 3 / ϑφ ~  103,  where, g the acceleration due to gravity; α the coefficient of thermal
expansion; h the half a zone length. As for radial temperature gradients, they correspond to
Rayleigh numbers, almost equal to zero. Acting on the free surface of the melt the surface
tension forces are functions of temperature, σ = f (T). If on the free melt surface the temperature
gradient exists, resulting in changes in surface energy, then capillary Marangoni forces begin
to act. These forces give rise to characteristic convection in the melt. The rate of flows caused
by Marangoni forces is greatest at the surface of the melt. With increasing the distance from
the surface the rate decreases and then changes its sign. In the case of the zone melting
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non-uniform transfer of impurities in the melt and eventually to the radial non-uniformity of
impurities. Increase in the dislocation density in the crystal can be explained by the interfacial
surface curvature produced by convection. At Ma >3.4x103 flows become unstable. There are
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diameter of the crystal. This leads to such defects in the crystal as impurity bands which is
found at the respective longitudinal sections of the X-ray topographs [15]. The width of the
bands associated with the zone and the rate of the oscillation frequency f: a =v / f ,  where, v is
the growth rate; a is the width of the band. Temperature fluctuations lead to reduction of Keff

and further to macrosegregation. The banded heterogeneity may disappear at growth rates
below a certain critical value due to fairly good diffusion in the solid phase. We must also
mention the detected submicroporosity in molybdenum single crystals grown by EBFZM after
the first and second zone runs. These submicropores of diameter 0.3-0.5 micron decorate the
interphase boundary and are also associated with temperature oscillation, because arranged
by bands and seen on cleaved samples in scanning electron microscope.
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2.5. Thermal stresses and dislocation structure of single crystals

For the first time in 1958, Dash [16] has grown dislocation-free silicon single crystals from the
melt using the method of a narrow waist or a neck. He believed that dislocations appeared
from the seed in the waist region, come to the surface, and stresses, occurring during further
growth, cannot generate dislocations, if initially they did not exist in the crystal. Since
dislocation defects are non-equilibrium, they may only be a consequence of non-equilibrium
growth conditions. According to [1,2,15], for the formation of dislocations are responsible:
external stresses of mechanical origin; thermal stresses; local stresses due to concentration
gradients; condensation of vacancies; local stresses due to inclusions; errors during growth.
Thermal stresses, occurring during the growth of single crystals from the melt, lead to
significant increase in the dislocation density. Application of dislocation theory and theory of
internal stresses to the problem of the crystal growth has led to significant achievements. It is
shown that the main source of stresses causing deformation and dislocation multiplication in
the growing crystal is the inhomogeneous temperature field. Thus, in the case of growing the
single crystal of the radius R by crystallization from the melt, the following estimate for an
absolute value arising from thermal stresses in the crystal: τ =kαE R 2T z

'',  where, α is the
coefficient of linear expansion; k is the coefficient; E is the Young's modulus; R is the radius of
the crystal; T z

'' is the second derivative of the temperature by a coordinate z. From this it follows
that the crystal growth is necessary to strive to ensure that the temperature field in the growing
crystal should be as close as possible to the linear one, so T z

'' would be minimal. A number of
experiments in growing single crystals of germanium show that in a case of active shielding
(heated screens) it was succeeded by significantly reduce of the amount of T z

'' down to values
of an order of 0.05 K mm-2. Due to this, the dislocation density has been reduced by almost two
orders of magnitude. Admissible a following upper estimate for the density of dislocations
arising from thermal stresses: ρ ≥  α gradT / b,  where, α is the coefficient of thermal expansion;
b is the Burgers vector. Note that growing single crystals of metals with the low dislocation
density is significantly harder than single crystals of semiconductors or dielectrics. This is due
to the fact that elastic constants of metals go to zero much faster as the temperature approaches
the melting point [9,10]. The structural perfection of single crystals grown from the melt is
influenced not only by the temperature gradients themselves, but the important factor in this
respect is the cooling rate which is implemented at the stage of the crystal growth itself, and
then under cooling to room temperature [17]. An influence of growth conditions on the
dislocation substructure of copper single crystals is investigated in [18]. At a regular control
of the dislocation structure, the Cu[111] single crystals are grown from the melt at the rate of
0.2-120 mm min-1. Variation of the growth rate in this range had a little effect on the random
growth of the dislocation density inside subgrains which was ~2x106 cm-2. With an increase in
the growth rate an average size of subgrains is significantly reduced from 5x10-2 cm to
0.5x10-2 cm, and this decline is roughly proportional to the cooling rate of the crystal rising -0.5
in accordance with the model of the dislocation origin of sub-boundaries. On the basis of these
experiments, the conclusion is made that the model of the sub-boundaries formation is valid,
and impurities do not play any significant role in the formation of the substructure in copper
single crystals of purity less than 99.999%.
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3. Experimental

3.1. The set-ups for electron beam floating zone melting

History of the development of EBFZM method to produce refractory metals in the single-
crystal form has more than seventy years [19,20]. Over the past thirty years there was a
significant progress both in improving experimental techniques used for growing single
crystals of refractory metals, and the study of their structure and properties. However, even
the well-known and successful designs of the electron gun [19] and EBFZM set-ups did not
allowed to conduct a lengthy process of growing and were “not-easy” to operate. Then, the
most advanced electron-beam guns are presented in [21-24]. There have been developed and
tested the original EBFZM set-ups for growing single crystals of refractory metals. In the design
of these set-ups have been successfully resolved the main problems concerning the mecha‐
nisms of the movement of the cathode assembly, the electron gun, the power supply and others
(Figure 1). Single crystals, bicrystals and tubular crystal of many transition and refractory
metals were grown using the electron guns with the protected annular filament-cathode in
EBFZM set-ups.

5 
 

       a b 
Figure 1. EBFZM set-up (a) and scheme of a thermal zone (b). 

A principle of operation of EBFZM set-ups with annular electron guns, in a certain extent, is similar to a function of the vacuum
triode: the tungsten filament (cathode), the feed sample (anode), focusing electrodes (control grid), the melting chamber (housing). 
The voltage, current and power, which are consumed for melting the feed, refining the liquid metal and growing the single crystal, 
are determined not only by both the anode voltage and the current of the cathode filament, but also by the residual gas pressure in the 
cathode-anode gap. In EBFZM set-ups for operation of the electron gun is very important the gas release from the feed during melt-
ing. Any sudden rise in pressure due to the gas release, metal evaporation or local vacuum decay even to 10-1 Pa in the electron gun 
lead to avalanche of a low resistance of the anode-cathode system and even to complete destabilization of the electron gun. From the 
above there are basic requirements to EBFZM set-ups providing conditions for the stable zone melting: stability of the electron gun; 
stability of the power supply; perfection of moveable nodes; an impurity homogeneity of the feed, otherwise it can cause unpredicta-
ble sharp increase in pressure in the melting chamber. It should be noted that the most sensitive element of EBFZM set-ups is the 
electron gun, so the focus of this section will be paid to the designs of electron guns, which should create the optimal and stable over 
time temperature field. Electron guns in many EBFZM set-ups have some disadvantages that prevented widespread of the method 
and demanded a lot of efforts to correct them. Typically, the designs of all known guns are such that spatters and vapors of metal get 
to the cathode filament, thereby destabilizing functions of the gun, changing its power due to local decrease in emissivity of the cath-
ode filament. This often leads to burnout of the cathode and to finish the growing process. Another disadvantage of existing electron 
guns is contamination of the feed and crystal by metal vapors from which the cathode is made (usually tungsten), and the electron
gun itself. Such contamination is most likely when the cathode is located in "line of sight" visibility of the feed, which is typical for 
almost all designs of electron guns. At 2500K the rate of evaporation of tungsten is less than 2x10-10 g s-1 cm-2 and thermionic tung-
sten cathodes are sufficient to melt all metals. Three-electrode electron guns with a single accelerating electrode allow to stabilize 
power supplied to the zone and to eliminate variations of the temperature during the growing process. It was also assumed that accel-
erating electrodes could act as modulators of the anode current, which would maintain without inertia the given heat regime and have 
significant advantages compared with known control systems. Naturally, electron guns, in which the upper and lower borders of fo-
cusing are realized by mechanical devices, do not meet these requirements.  

Benefits of both EBFZM set-ups and electron guns [20] compared to previous ones consisted in the fact that metal vapors and spat-
ters cannot reach the cathode and the liquid zone because the cathode filament is outside of a "line of sight". Main criteria for using 
new guns in EBFZM set-ups are: simplicity of the design, as well as reliability of operation at high temperatures and intensive sput-
tering. The density of the electron flux from the filament (with the current leads nearby) is for 3-5 times higher as compared with the 
opposite side of the same filament (without the current leads nearby). Such asymmetry of electron fluxes is observed in all guns in 
which the ring filament is made of two semi-rings. The asymmetric distribution of the electron density causes an asymmetry of the 
temperature field in the liquid zone and, as a result, the asymmetry of heating of the growing crystal. By the way, this may be one of 
reasons for the "snap" growth of single crystals. Apparently, the heterogeneous structure, which is characterized by a layered distri-
bution of both impurities and defects, is a consequence of a mismatch of the thermal axis and the axis of the growing crystal. One of 
the main practical conclusions is that, despite an apparent lack of difference between one- and two-element cathodes, only a singleton 
cathode in the form of the loop provides satisfactory symmetry of the electron flux and temperature field. It contributes to the prob-
lem of obtaining homogeneous single crystals with the reproducible structure and crystallographic characteristics along the entire 
length. The basic requirements that determine conditions for the stable operation of the electronic guns and, especially, EBFZM set-
ups can be formulated as follows: an absence of sputter on the filament, i.e., the filament should be in the "shadow", and the system 
of focusing electrodes should provide the appropriate curvilinear electron beam and focus it on the sample-anode; the design of the 
electron gun should ensure a prompt removal from the inter-electrode space all gases released from the sample; the gun design must
give certain rigidity and total absence of warping after the prolonged exposure to high temperatures, so all the parts of the gun must 
be performed of a high thermal conductivity material (e.g., copper) and cooled by water; high vacuum EBFZM set-ups should be met 
by the tightness of the melting chamber, the pumping powerful vacuum system and reduced gas release from samples; the power 
supply must provide a long-term operation of the annular electron gun at given electric modes; moving both the annular electron gun 
and sample-anode during growing should be coaxial at the whole length of the sample [20,21]. Figure 1b shows a schematic interior 
of EBFZM set-up for growing crystals and bicrystals. The liquid zone 10 on the single-crystalline rod 4 is produced by the electron 
beam 9 emitted from the tungsten filament (cathode) 1. Focusing is carried out by the electron gun 2. The power supply provides the 
accelerating voltage of 25 kV and the anode current up to 1 A. The growth rate of bicrystals is 1÷1.5 mm min-1 while rotating the 
seed 6 at the rate 20 rev min-1. A lack of positive feedbacks between the cathode and the anode in the electron gun allows maintain-

Figure 1. EBFZM set-up (a) and scheme of a thermal zone (b).

A principle of operation of EBFZM set-ups with annular electron guns, in a certain extent, is
similar to a function of the vacuum triode: the tungsten filament (cathode), the feed sample
(anode), focusing electrodes (control grid), the melting chamber (housing). The voltage,
current and power, which are consumed for melting the feed, refining the liquid metal and
growing the single crystal, are determined not only by both the anode voltage and the current
of the cathode filament, but also by the residual gas pressure in the cathode-anode gap. In
EBFZM set-ups for operation of the electron gun is very important the gas release from the
feed during melting. Any sudden rise in pressure due to the gas release, metal evaporation or
local vacuum decay even to 10-1 Pa in the electron gun lead to avalanche of a low resistance of
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the anode-cathode system and even to complete destabilization of the electron gun. From the
above there are basic requirements to EBFZM set-ups providing conditions for the stable zone
melting: stability of the electron gun; stability of the power supply; perfection of moveable
nodes; an impurity homogeneity of the feed, otherwise it can cause unpredictable sharp
increase in pressure in the melting chamber. It should be noted that the most sensitive element
of EBFZM set-ups is the electron gun, so the focus of this section will be paid to the designs of
electron guns, which should create the optimal and stable over time temperature field. Electron
guns in many EBFZM set-ups have some disadvantages that prevented widespread of the
method and demanded a lot of efforts to correct them. Typically, the designs of all known guns
are such that spatters and vapors of metal get to the cathode filament, thereby destabilizing
functions of the gun, changing its power due to local decrease in emissivity of the cathode
filament. This often leads to burnout of the cathode and to finish the growing process. Another
disadvantage of existing electron guns is contamination of the feed and crystal by metal vapors
from which the cathode is made (usually tungsten), and the electron gun itself. Such contam‐
ination is most likely when the cathode is located in "line of sight" visibility of the feed, which
is typical for almost all designs of electron guns. At 2500K the rate of evaporation of tungsten
is less than 2x10-10 g s-1 cm-2 and thermionic tungsten cathodes are sufficient to melt all metals.
Three-electrode electron guns with a single accelerating electrode allow to stabilize power
supplied to the zone and to eliminate variations of the temperature during the growing
process. It was also assumed that accelerating electrodes could act as modulators of the anode
current, which would maintain without inertia the given heat regime and have significant
advantages compared with known control systems. Naturally, electron guns, in which the
upper and lower borders of focusing are realized by mechanical devices, do not meet these
requirements.

Benefits of both EBFZM set-ups and electron guns [20] compared to previous ones consisted
in the fact that metal vapors and spatters cannot reach the cathode and the liquid zone because
the cathode filament is outside of a "line of sight". Main criteria for using new guns in EBFZM
set-ups are: simplicity of the design, as well as reliability of operation at high temperatures
and intensive sputtering. The density of the electron flux from the filament (with the current
leads nearby) is for 3-5 times higher as compared with the opposite side of the same filament
(without the current leads nearby). Such asymmetry of electron fluxes is observed in all guns
in which the ring filament is made of two semi-rings. The asymmetric distribution of the
electron density causes an asymmetry of the temperature field in the liquid zone and, as a
result, the asymmetry of heating of the growing crystal. By the way, this may be one of reasons
for the "snap" growth of single crystals. Apparently, the heterogeneous structure, which is
characterized by a layered distribution of both impurities and defects, is a consequence of a
mismatch of the thermal axis and the axis of the growing crystal. One of the main practical
conclusions is that, despite an apparent lack of difference between one- and two-element
cathodes, only a singleton cathode in the form of the loop provides satisfactory symmetry of
the electron flux and temperature field. It contributes to the problem of obtaining homogene‐
ous single crystals with the reproducible structure and crystallographic characteristics along
the entire length. The basic requirements that determine conditions for the stable operation of
the electronic guns and, especially, EBFZM set-ups can be formulated as follows: an absence
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of sputter on the filament, i.e., the filament should be in the "shadow", and the system of
focusing electrodes should provide the appropriate curvilinear electron beam and focus it on
the sample-anode; the design of the electron gun should ensure a prompt removal from the
inter-electrode space all gases released from the sample; the gun design must give certain
rigidity and total absence of warping after the prolonged exposure to high temperatures, so
all the parts of the gun must be performed of a high thermal conductivity material (e.g., copper)
and cooled by water; high vacuum EBFZM set-ups should be met by the tightness of the
melting chamber, the pumping powerful vacuum system and reduced gas release from
samples; the power supply must provide a long-term operation of the annular electron gun at
given electric modes; moving both the annular electron gun and sample-anode during growing
should be coaxial at the whole length of the sample [20,21]. Figure 1b shows a schematic interior
of EBFZM set-up for growing crystals and bicrystals. The liquid zone 10 on the single-
crystalline rod 4 is produced by the electron beam 9 emitted from the tungsten filament
(cathode) 1. Focusing is carried out by the electron gun 2. The power supply provides the
accelerating voltage of 25 kV and the anode current up to 1 A. The growth rate of bicrystals is
1÷1.5 mm min-1 while rotating the seed 6 at the rate 20 rev min-1. A lack of positive feedbacks
between the cathode and the anode in the electron gun allows maintaining the average power
of the electron beam, which is almost constant throughout the growing single crystals or
bicrystals. Random power fluctuations with a frequency of several hertz do not exceed 0.1%
of a nominal value.

3.2. Metallographic examinations

Metallographic examinations of the crystal structure at the macro and micro levels provide
extensive qualitative and quantitative information about the structure [22-24]. A possibility
exists to measure of various structural elements up to 1 micron. A range of crystallographic
planes of the crystal orientation can be determined by etch pits and execute it with an accuracy
of ±3÷5°. The dislocation density in the crystal can be evaluated according to the number of
etch pits per unit area (in the event that it does not exceed 108 cm-2). An interference attachment
to a metallographic microscope gives a possibility to evaluate the surface roughness of cross-
sections. The polarization console allows detecting inclusions of the second phase in a sample,
if the latter is present in significant amounts. To carry out metallographic studies the sample
must first be cut off from the corresponding bulk single crystal and then prepared by grinding.
Cutting samples of molybdenum and tungsten single crystals of necessary geometry and
crystallographic orientations can be produced by the electroerosion device. It is well known
that this technique can produce a significant damage of the sample surface - to a depth of about
300 microns. When this happens, the surface contamination and defects lead to increase of
dislocations in the surface layer, but also there appear a typical network of cracks extending
to a considerable depth. After cutting, all the above defects must be removed by both the
mechanical grinding and polishing. Then, the cold-worked layer should be removed by
chemical etching and electropolishing at the optimal conditions. However, it is necessary to
keep in mind two things. First, all etchants are divided into two large groups. The first group
has a pronounced orientation effect, i.e., gives well-cut pits that are useful for determining an
orientation of the crystal. In general, the etching figures revealed by these etchants have
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nothing with the outgrowth of dislocations. The second group represent etchants to produce
etch pits, revealing the outgrowing low-angle boundaries and individual dislocations. But
even in this case to speak about one correspondence of etch pits and dislocation is not correct,
it requires evidences in each case. With regard to detection of the microstructure of tungsten
and molybdenum crystals is, for example, a commonly known Murakami etchant (10 g NaOH,
30 g of K3Fe(CN)6, 100 g of H2O) which has a strong orientation effect, although it is also
identifies some low-angle boundaries. Electrochemical etching in a 5% aqueous solution H4OH
gives similar results as Murakami etchant. In our view, it is more convenient to identify the
substructure of the molybdenum and tungsten single crystals by an electrolytic etching in 25%
NH4OH solution under the following conditions: the current density j = 5÷10 mA cm-2, the
voltage U = 2÷3 V and the time τ = 60÷90 s. It turns out that the etchant "works" not only to
identify dislocations, but also to reveal dislocations introduced into the crystal as a result of
plastic deformation at the surface with a prick of the diamond indenter. Furthermore, this
etchant identifies sub-boundaries with small misorientation angles and thus it has been widely
used to detect the substructure of molybdenum and tungsten single crystals, grown from the
melt by EBFZM. For metallographic studies the optical microscopes and automatic analyzer
are used. The latter is widely used for the quantitative metallographic analysis of the linear
substructure: the subgrain size distribution along and across the crystal, the dislocation density
inside the subgrains averaged at least for 20 fields of view, and by the stereometric metallo‐
graphic analysis as well. It should be noted that at identification of the subgrain structure of
molybdenum and tungsten single crystals by means of the above proposed etchants, the
metallographic studies are possible mainly at the planes of low crystallographic indices of the
type {001} and {111} planes as well as with higher indices deviate from these planes in opposite
directions at angles in the range 10÷15°.

3.3. X-ray studies

It is known that in many cases some low-angle boundaries can be qualitatively compared by
misorientation angles. In other words, it is a qualitative determination, where misorientation
angles of neighboring subgrains are more and where – less, because aA quantitative determi‐
nation of misorientation angles by metallographic methods is impossible. To obtain such
information on the real structure of the crystal it is necessary to use methods of X-ray diffraction
microscopy. Here, to obtain the quantitative information about misorientation angles of the
substructure elements of molybdenum and tungsten single crystals we used both the X-ray
topograms of angular scanning and X-ray recording by the wide divergent beam. Especially
clear for determining misorientation angles is the method of the X-ray wide divergent beam
[25]. On the X-ray record of the perfect crystal, free of low-angle boundaries, Kossel lines are
solid curves of the second order. In the block crystal, recording through the low-angle
boundary between adjacent subgrains, the orientation changes abruptly and Kossel lines
contain gaps. Both methods allow defining misorientation angles of substructure elements
with a resolution of ~1 arc min, and linear dimensions of subgrains with a resolution of about
3÷5 microns. To determine the orientation of crystals and the fulfillment of their orientation in
the desired crystallographic direction with an accuracy of ±1÷2° was used as the standard
method of taking Laue epigrams.
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plastic deformation at the surface with a prick of the diamond indenter. Furthermore, this
etchant identifies sub-boundaries with small misorientation angles and thus it has been widely
used to detect the substructure of molybdenum and tungsten single crystals, grown from the
melt by EBFZM. For metallographic studies the optical microscopes and automatic analyzer
are used. The latter is widely used for the quantitative metallographic analysis of the linear
substructure: the subgrain size distribution along and across the crystal, the dislocation density
inside the subgrains averaged at least for 20 fields of view, and by the stereometric metallo‐
graphic analysis as well. It should be noted that at identification of the subgrain structure of
molybdenum and tungsten single crystals by means of the above proposed etchants, the
metallographic studies are possible mainly at the planes of low crystallographic indices of the
type {001} and {111} planes as well as with higher indices deviate from these planes in opposite
directions at angles in the range 10÷15°.

3.3. X-ray studies

It is known that in many cases some low-angle boundaries can be qualitatively compared by
misorientation angles. In other words, it is a qualitative determination, where misorientation
angles of neighboring subgrains are more and where – less, because aA quantitative determi‐
nation of misorientation angles by metallographic methods is impossible. To obtain such
information on the real structure of the crystal it is necessary to use methods of X-ray diffraction
microscopy. Here, to obtain the quantitative information about misorientation angles of the
substructure elements of molybdenum and tungsten single crystals we used both the X-ray
topograms of angular scanning and X-ray recording by the wide divergent beam. Especially
clear for determining misorientation angles is the method of the X-ray wide divergent beam
[25]. On the X-ray record of the perfect crystal, free of low-angle boundaries, Kossel lines are
solid curves of the second order. In the block crystal, recording through the low-angle
boundary between adjacent subgrains, the orientation changes abruptly and Kossel lines
contain gaps. Both methods allow defining misorientation angles of substructure elements
with a resolution of ~1 arc min, and linear dimensions of subgrains with a resolution of about
3÷5 microns. To determine the orientation of crystals and the fulfillment of their orientation in
the desired crystallographic direction with an accuracy of ±1÷2° was used as the standard
method of taking Laue epigrams.
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3.4. Electron microscopy studies

Of serious interest is the question about what kind of dislocations occurs during growth from
the melt? It rises from the standpoint of a study of physical aspects of the crystallization
process. Most of disclocations are assembled into grids and walls as a result of poligonization
processes and form the characteristic substructure. Such dislocation ensembles consisting of
growth dislocations are also of interest. To undertake such a research on the real crystal
structure the most suitable method is transmission electron microscopy, which allows
determining the type of dislocations, their Burgers vectors and crystallography of low-angle
boundaries. However, consider the following fact: as a rule, in molybdenum and tungsten
single crystals grown from the melt by zone melting, the dislocation density inside the
subgrains is of a value ρ ≥ 105 cm-2. By other words, an average distance between dislocations
is X ≈ 0,003 cm ≃ 30 micron with an average size of subgrains d ≃ 500 micron. It means that
the volume, occupied by actual low-angle boundaries, is negligible. This also means that in
the case of preparing foils for electron microscopy of an arbitrary portion of a bulk sample, a
single dislocation from a subgrain volume can be observed in one of 5÷10 samples. Observation
of low-angle boundaries of such samples would require at least 10 times more samples (taking
into account that a really observable surface of a sample has an area of about 5 micron2).
Naturally, to prepare samples having such little hope of success is a real Sisyphean task.
Therefore, a method of preparation of foils is used, which provides a hole in a specified area
in vicinity of low-angle boundaries. An essence of the method is as follows. On one side of the
original sample in a form of the washer of diameter 3 mm and thickness of 0.3-0.4 mm the
substructure is detected using metallographic techniques. Then, on this side of the sample a
protective film of a clearcoat (in the simplest case – a collodion) is applied to the surface and
thoroughly dried. Next by the microhardness recorder PMT-3 using a diamond indenter the
protective layer is violated in the right place (or a series of injections or scratches) and by
electropolishing a recess of a required depth is received. Optionally, this set of operations
might be repeated. It should only be kept in mind that in the process of the electropolishing
all of dislocations should be removed from the surface layer of the sample, introduced there
by the action of the indenter. Thereafter, the varnish is removed from the sample surface by
using an organic solvent (acetone, ether) and the electropolishing is performed from the
reverse side of the sample before the formation of holes. With the described method of the
sample preparation, a likelihood that low-angle boundaries would be available for observation
increases substantially - to 1/5÷1/10 (an experimental evaluation).

3.5. Chemical purity

As mentioned before, the presence of significant amounts of impurities has a significant impact
on the structure and properties of the crystals, and for molybdenum and tungsten the greatest
impact on the properties is made by interstitial impurities, primarily carbon, which is charac‐
terized by very low solubility limits in the solid state at room temperature [26]. Therefore, the
analysis of the chemical composition and purity control of single crystals is an important part
of the characterization of a material. In this work, an oxygen content is determined by fast
neutron activation with a sensitivity of 5x10-5%, carbon is analyzed by deuteron-activation with
a sensitivity of 10-6% [27,28]. Additionally, carbon is monitored by the coulometric method on

Some Features of Growing Single Crystals of Refractory Metals from the Melt
http://dx.doi.org/10.5772/59651

267



AN-160 device with a sensitivity of 5x10-4%. To determine other impurities in single crystals
and bicrystals, mass-spectrometry with a sensitivity of 10-6% is used. The content of impurities
is shown in Table 1. The purity of metals is also checked by a residual resistivity at liquid-
helium temperatures, since at low temperatures the main mechanism of the carriers scattering
in metals is scattering on impurities [29]. Here, the ratio of resistivities at room and liquid-
helium temperatures is defined by the non-contact and four-contact methods. For the single
crystals studied this value is not less than (2÷3)x104.

Metal
Content of impurities, x10-4%

O C N H Si Al K Ca Na P S Mn

Mo <0.5 <0.5 <0.6 <1.0 <0.3 <0.1 <0.1 <0.1 <0.1 <0.03 <0.1 <0.03

W <0.5 <1.0 <0.6 - <0.3 <0.1 <0.1 <0.1 <0.3 <0.3 <0.3 <0.3

Mo Nb Re V Fe Ni Co Ti Cr Cu Rb Zr

Mo - <1 <0.3 <0.1 <0.1 <0.03 <0.03 <0.03 <0.3 <0.03 <0.03 <0.1

W <1 - <0.1 <0.1 <0.3 <0.1 <0.03 <0.06 <0.3 <0.03 <0.05 <0.1

Table 1. Content of impurities in the pure molybdenum and tungsten.

4. Growing bicrystals of refractory metals

4.1. Some features of growing bicrystals

Metals and their alloys in the polycrystalline state represent a set of randomly oriented
crystallites, or grains, which separated by high-angle boundaries. Properties of polycrystalline
materials that are widely used conventionally in materials science and technology largely
depend on the size and crystallographic orientation of the constituent grains and, consequent‐
ly, on the properties of boundaries between the grains. Therefore it is not accidental that the
interfacial properties of a type “solid – solid” attracted the most attention of specialists for
many years. In recent years a number of theoretical and experimental studies of the interface
boundary structure, the energetic and regularities of the grain boundary diffusion and high-
temperature creep, the segregation of impurities and structural defects at the interface, as well
as processes of heterogeneous nucleation at the interface during phase transitions, is signifi‐
cantly increased [29]. For an experimental investigation of the above phenomena, it is desirable
to have samples with well known or readily determinable geometrical relationships between
crystallites. From this point of view, of course, the interfaces in bicrystals with known crys‐
tallographic parameters are the most convenient and preferable objects. Growing methods of
metal bicrystals can be divided into two main groups. The first one includes methods in which
oriented bicrystals can be grown from two oriented seeds using standard methods of Chalm‐
ers, Czochralski, Bridgman or zone recrystallization. The second group includes methods in
which the interphase boundary is obtained by sintering together two plates of oriented single
crystals. It should be noted that both groups of methods allow receiving both twist and tilt
boundaries, as well as mixed ones. Consider the specific advantages and disadvantages of both
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groups. There is a lot of information on getting oriented bicrystals of various metals and alloys
by sintering or diffusion welding [30-48]. Using this method to obtain bicrystals usually leads
to the fact that boundaries contain a substantial amount of pores and oxide inclusions.
Upgraded versions of the method are used to produce bicrystals of copper, silver, nickel,
copper-indium and copper-arsenic alloys. In this case, the boundary turns out fairly flat, and
does not contain inclusions of the second phase; although sometimes on the boundary an
emergence of a small stray of grains of arbitrary crystallographic orientations have been found.
Unfortunately, this is not the only downside: sophisticated UHV equipment is necessary for
sintering, and the sintering processes last for 10÷20 hours. Furthermore, disks prepared for
sintering should be flat and have a surface roughness of not more than 0.1÷0.3 micron, which
could be achieved by using diamond polishing pastes. It is clear that before sintering the
electropolished deformed surface layer should be removed, otherwise recrystallization
becomes inevitable and qualitative boundaries cannot be obtained. Bicrystals of low-melting-
points metals can be grown using the method from other group. The essence is that bicrystals
can be grown from the melt with the help of two correctly oriented seeds causes no problems
at all. Somewhat more complicated is the situation in this way to grow bicrystals of refractory
metals such as molybdenum, tungsten, niobium, tantalum, vanadium, etc. There is information
on growing niobium bicrystals by arc zone melting method [40]. However, this technique does
not permit to obtain the required stability of the molten zone and the symmetry of the
temperature gradients in the melt and in the solid phase. This leads both to an increased density
of dislocations and low quality of the grown bicrystals. The original method of growing
bicrystals of niobium by electron-beam zone melting is described in [38]. The essence of this
method consists in the following. The single crystalline seed of a cylindrical shape partially
cut along a plane of symmetry parallel to the growth axis [110]. Next by moving apart the
halves of the original single-crystal seed typed at the desired misorientation angle of the
boundary of the bicrystal to grow. Then the bicrystal can be grown simultaneously from both
halves of the seed. Thus, the niobium bicrystals of diameter of 6.3 mm and length of 100 mm
are obtained. In our opinion, this technique of growing bicrystals, though captivating by its
simplicity, but it is too "capricious", on which, however, suggest the authors themselves. They
managed to get good bicrystals in only one case out of four. In our view, the failure of the
following causes: a poor quality of the electron gun in heating and a complexity of the
adjustment of the Y-shaped seed in the thermal zone. Another method of producing bicrystals
of refractory metals is described in [30]. The essence of this simple method is as follows: on
single-crystal rods the molten zone is created. Then after rotation of the base bar to the desired
angle the zone is "frozen". For all its simplicity and attractiveness of this technique it is also
not free from shortcomings. First, a small size of a boundary: no more than a diameter of the
rod; secondly, the boundary is wavy, as it turns out not as a result of the joint growth of two
neighboring grains, but as a result of the "collapse" of moving towards each other two
crystallization fronts whose profile in the process of EBFZM is substantially non-planar. In our
opinion, the most suitable melting technique for obtaining bicrystals of refractory metals with
bcc lattice, which do not undergo phase transitions in the solid state, is only EBFZM. This
technique allows obtaining a necessary stability of the molten zone and the axial temperature
gradient, as well as the required symmetry of the radial temperature gradients. The latter
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condition is largely ensures a stability of the growth process of bicrystalline boundaries when
growing simultaneously from two seeds oriented in a predetermined manner [36,39]. Stability
of the growth of the grain boundary in bicrystals simultaneously from two seed crystals
oriented in the predetermined manner, largely due to the symmetry and uniformity of the
temperature field. Based on structural features of EBFZM set-up, we would like to note some
highlights that should be considered when growing bicrystals of pure refractory metals: (1)
the stability and radial uniformity of the power supplied by the electron gun; (2) the co-axiality
of the growing bicrystal and electron gun (coincidence of thermal and geometric axes or centers
in the liquid zone); (3) the uniformity of the heat removal from the growing bicrystal through
the elements of the seed and bicrystal. An important advantage of this method is the possibility
of growing bicrystals of up to 150÷200 mm long and up to 15÷25 mm in diameter, suitable for
investigating properties of the bicrystalline boundaries both parallel and perpendicular to the
growth axis in a large number of reproducible samples. Experiments are carried out on
growing bicrystals without rotation, but it turned out that this may affect even minor violations
of the local temperature profile in the liquid zone, resulting in one of the growing crystals in
the bicrystal can die out. For the manufacture of seeds of 10÷25 mm in diameter and 15÷20 mm
in length, consisting of two halves with different single-crystal orientations, the cylindrical
single crystals of certain crystallographic directions are used. A deviation from the certain
crystallographic direction does not exceed 1÷2°. At first, to prepare the parts for the seeds the
initial single crystal should be cut by the electroerosion into cylinders of 20 mm long (Figure
2). The cylinders are cut by the diametrical plane to segments for the purpose of obtaining the
desired misorientation angle.

Figure 2. Schemes of preparation of bicrystalline seeds.

The segments of the bicrystalline seed are chemically etched in a mixture of hydrofluoric and
nitric acids. Bicrystalline seeds are produced by combining the single-crystalline segments
(e.g., 1a+2b or 1b+2a) prepared by the method described above. Another method of preparing
the seeds is that one of the segments further cut at an angle equal to the misorientation angle
of the bicrystal to grow. This method proved to be a little bit easier, because it does not require
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additional operations of the orientation of single crystals. In cases where, besides the misor‐
ientation angle, the defined crystallographic parameters should also have the bedding plane
of the grain boundary, the plane is defined with respect to which the boundary should be
symmetrical. Then a cut is made along a plane that is separated from it by an angle equal to
half of the misorientation angle of the bicrystal to grow. The resulting combined two single-
crystalline segments after rotation of one of them in the cutting plane by 180° around the axis
perpendicular to this plane. Later the plane of the contact between two segments of the
bicrystalline seed should be the grain boundary of the growing bicrystal. In the process of the
zone growing the grain boundary remains strictly specified and parallel to the axis of the
bicrystal and to the axes of both single-crystalline halves of the seed. Our experience has shown
that these procedures of preparing bicrystalline seeds are the most important and sufficient
for the reproducible growth of bicrystals with any misorientation angle. The method allows
growing bicrystals of niobium and molybdenum with the misorientation angles from 5 to 55°.
Bicrystals are of 30 mm in diameter and of 100-150 mm long (Figure 3). A correct preparation
of bicrystalline seeds and a compliance of the optimal temperature distribution allow avoiding
pinching one grain by another. The visual and metallographic examinations of bicrystalline
samples show that the grain boundaries are macroscopically flat over large areas and do not
contain "parasitic" grains or the second phase inclusions. Transverse sections of niobium
bicrystals are examined by the optical and scanning electron microscopes, after the mechanical
and chemical polishing treatment of the samples in the heated until 50÷70°C solution of a
mixture of hydrofluoric and nitric acids. Then, the grain boundaries are detected by etching
in the same solution at 20°C.
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4.2. Studies of strength of high-angle boundaries in molybdenum bicrystals

Tendency of undoped refractory metals of Group 6 (molybdenum, tungsten) to intergranular
embrittleness do not only create difficulties in processing, but also significantly reduce the
scope of their practical use [32]. Because of complexity of grain boundaries in polycrystalline
samples, containing a large and, to some extent, uncontrollable set of grains, studies are carried
out on specially prepared bicrystals with well-known crystallographic parameters, because
they are the most convenient model objects for the grain boundaries studies. In [30,32,36,49],
the dependence of the strength of grain boundaries in molybdenum bicrystals is revealed on
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the type of boundaries and the misorientation angle between the grains. By the 3-points bend
test (Figure 4) it is established that the high-angle boundaries (over 7÷10°) less strong in
comparison to low-angle boundaries, and that the higher strength the closer to the boundary
planes (100) or (110). It is proved that the twist boundaries in the molybdenum bicrystals are
more brittle compared to the tilt ones [41,42]. True, in both types of boundaries (twist and tilt)
the possible influence of the bedding plane of the grain boundaries is not taken into account.
It should be noted that in the polycrystalline ingots of molybdenum are usually found all types
of boundaries and the misorientation angles in different sections of the ingots vary widely.
The main reason for the different behavior of the high- and low-angle grain boundaries is the
nature of the interaction of these boundaries with impurity atoms. Low-angle boundaries with
misorientation angles up to 7÷10°, as a rule, consist of lattice dislocations. In the boundaries of
high-angle (over 10÷15°) the distance between dislocations is so small that their nuclei combine,
causing to have different atomic structures. Apparently, impurity atoms by a reaction with the
low-angle boundaries are located on their constituent dislocations, whereby the low-angle
boundaries occur at areas with a reduced content of impurities. At the high-angle boundaries
the impurities segregate more evenly along the boundary, strongly weakening a grip of grains.
Therefore, there is an increased susceptibility to intergranular embrittlement. The embrittle‐
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misorientation angles up to 7÷10°, as a rule, consist of lattice dislocations. In the boundaries of
high-angle (over 10÷15°) the distance between dislocations is so small that their nuclei combine,
causing to have different atomic structures. Apparently, impurity atoms by a reaction with the
low-angle boundaries are located on their constituent dislocations, whereby the low-angle
boundaries occur at areas with a reduced content of impurities. At the high-angle boundaries
the impurities segregate more evenly along the boundary, strongly weakening a grip of grains.
Therefore, there is an increased susceptibility to intergranular embrittlement. The embrittle‐
ment of cast or recrystallized molybdenum largely depends on the interstitial impurities
(carbon, oxygen, nitrogen), which, due to the low solubility in the crystal lattice, are allocated
along the grain boundaries [41-46]. It was qualitatively shown that at the carbon content of
less than 10-3% the strength of bicrystalline boundaries depends on their structure, and above
this content - the strength of the bicrystalline boundaries is the same and does not depend on
the carbon content. However, it remains unclear why there is the "critical" content, the more
that the solubility of carbon and oxygen in molybdenum is by several orders of magnitude
lower. Also unclear is the question, what is the relationship between the total content of
interstitial impurities in molybdenum and the content of second phase (carbides, oxides) at
the grain boundaries. Using the molybdenum bicrystals in studies of grain boundaries usually
encounter with serious difficulties in getting bicrystals of given crystallographic parameters,
as well in preparing a sufficiently large number of reproducible bicrystalline samples from the
same bicrystal.

Apparently, one of the essential crystallographic parameters of the samples is the bedding
plane of the grain boundaries, which are still obtained by chance, since the known methods
do not allow to grow the molybdenum bicrystals with any desired plane boundary. In the

Figure 4. points bend test of bicrystals.
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bicrystalline twist boundaries the axis of twist uniquely determines the plane of the grain
boundary. The widest range of the bedding planes of the grain boundaries can be obtained at
bicrystals with the tilt boundaries when at one axis in the case of the symmetrical boundaries
can exist two bedding planes and in the case of asymmetric boundaries - of any number. In
[36,46], the strength of the bicrystalline twist and tilt boundaries in molybdenum bicrystals is
studied depending on the misorientation angle between two grains and on the bedding plane
of the grain boundary (i.e., the boundaries with a different number of coincident nodes Σ). In
[46], the molybdenum bicrystals are grown by the method, the main feature of which is the
existence of the optimal temperature distribution in the liquid zone. The samples with twist
boundaries are prepared as described in [47,48], but for the growth the better electron gun is
used, which allows to create the very narrow liquid zone on the sample and, consequently,
more even grain boundaries. In the grown bicrystals the symmetric tilt boundary [100] lies
along the plane (120), and the twist boundary - along (100). The bicrystals with the tilt
boundaries [100] have misorientation angles and bedding plane other than special boundaries
(σ = 36.5°) with a number of matching nodes Σ = 5. The bicrystals with the twist boundaries
also differ by the misorientation angle of the special twist boundary (σ = 36.5°) with Σ = 5. Also,
the bicrystals with the tilt boundaries [110] are grown, which are intended for similar studies.
In particular, bicrystals are prepared with tilt twin boundaries [110] and the misorientation
angle of 70° between the grains and the bedding plane of the boundaries (112) and (111); for
comparison it is grown the bicrystal with the misorientation angle of 64° and the plane of the
grain boundary, deviated from the (111) plane for 3°. The initial single-crystalline rods, from
which the bicrystals are then grown, are prepared in two ways. First, the molybdenum
bicrystals (Mo-1) are of a standard purity (see Table 2). Secondly, for comparison, the molyb‐
denum bicrystals (Mo-II) of highly-pure molybdenum are grown.

Samples
Impurity content, х10-3% Metallic

impurities
Residual resistivity

ratio (RRR) R273K/R4,2KО С N H W

I <0.1 <1 <0.4 <0.1 <3 <1 1500

II <0.1 <0.01 <0.02 <0.1 <0.3 <0.1 30000

Table 2. Impurity contents and residual resistivity of molybdenum (two levels of purity).

Bicrystalline samples are tested for strength by the three-point bend device (the rate of
deformation 0.01-0.1 mm.min-1). The distance between supports is 9 mm, the radius of supports
and the knife - 1 mm. For testing of each bicrystal, 3÷5 bars of the size 1,5x2x16 mm are
prepared. The bending axis in bars lies in the plane of the grain boundary and is perpendicular
to the common axis of the bicrystal. Tests are conducted at room temperature, and then the
fracture stress is calculated by loading curves. The yield criterion is the stress at which plastic
deformation is of 0.2%. The dependence of the fracture stress on the misorientation angle of
the special (36.5°) tilt and twist [100] boundaries is shown in Figure 5. Topography of fracture
surfaces is examined in the scanning electron microscope JSM-T35 at the accelerating voltage
of 25-35 kV. Auger spectra of the surfaces of fractured grain boundaries are recorded on the
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Auger spectrometer РНI-551 with the base residual pressure in the chamber, not exceeding
1x10-7 Pa. "Fresh" surfaces of the grain boundary fracture are obtained in the pre-chamber of
the Auger spectrometer at vacuum of 1x10-5 Pa. The spectrum recording time - no more than
1 min, the focal spot diameter - 10-5 m. Grain boundaries are revealed by etching in the mixture
of nitric and sulfuric acids. For the X-ray diffraction study of the grain boundaries, the
bicrystalline samples are mechanically polished and electropolished in a concentrated sulfuric
acid. Laue patterns are obtained from individual grains with an accuracy of 1÷2°. The tests
have shown that almost all bicrystals have the brittle fracture, although on some of them plots
of plastic deformation before fracture are observed (Table 3). The fracture of specimens under
the applied load passes strictly along the grain boundary. The study by the optical microscope
reveals that all samples have the flat boundary parallel to the axis of the bicrystal. Without
plastic deformation, the fracture stress perpendicular to the grain boundary is calculated from
the load to fracture, considering the sample as the elastic bar.

Figure 5. Fracture stress vs. misorientation angle.

Strength does not exceed the fracture stress of the boundaries on the cleavage plane (100) and
depends both on the misorientation angle between the grains and on the bedding plane of the
grain boundary at the same misorientation angle between grains. The significant stress of the
fracture equal 30x107 N m-2 is observed on the sample Nr 13 with the boundary of a general
type; the fracture takes place with appreciable plastic deformation (up to 7%). The fracture
stress equal 25x107 N m-2 is obtained on the sample Nr 11 with the twin tilt boundary lying in
the incoherent twinning plane (112). This bicrystal has an elongation approximately 1%. The
stress fracture of the sample Nr 12 with the twin boundary and the bedding plane along the
coherent twin plane (111) is 11x107 N m-2. On the sample Nr 10 with the misorientation angle
of 640 the fracture stress is equal 15x107 N m-2. The molybdenum bicrystals with the special tilt
and twist [100] grain boundaries are fractured at low loads and often uncontrollable, although
the boundaries other than special, it turns out, tend to be of the much higher strength. The
strength of the tilt boundaries [100] with the misorientation angle of 33° reach relatively high
values - 55x107 N m-2, although at other angles the strength is low (below 10x107 N m-2). The
twist boundaries [100] at the misorientation angles of 34÷350 and 400 are quite strong -
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(25÷30)x107 N m-2, but at 28° the strength decreases to 10x107 N m-2. It is seen in Figure 5 that
in the special boundary minimum of the strength is observed for twist and tilt boundaries in
the region adjacent to the angle of 36.5°. To test the effect of the bedding plane of the grain
boundary on its strength the bicrystal is grown. It contains the misorientation angle 33° and
the bedding plane deviated by 45° from the plane of the boundary in the bicrystals with the
greatest strength, equal 55x107 N m-2. The tests have shown that the strength of such boundary
is almost five times lower. According to [45], the orientation dependence of the strength of the
grain boundaries is of the monotonous character and the strength of the tilt and twist boun‐
daries in the range of angles from 20 to 45°, as a rule, does not exceed (8÷10)×107 N m-2. The
slight deviation from the monotony is found for the twin tilt boundaries [100]. In [44], extremes
are found on the orientation dependence of the tilt boundaries [110] with the misorientation
angles of approximately 100 and 55°, but absolute values of the fracture stress for the bounda‐
ries of both types are too high – up to (100÷150)x107 N m-2, i.e., even exceed the tensile strength
of the molybdenum single crystals and, apparently, is incorrect. Kinks on the twist boundaries
are shown in Figure 6. It is clearly visible chains of the second phase precipitates (presumably,
carbides) at the terraced kinks and precipitates like needles at right angles to each other.
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Figure 6. Fractography of the fracture surface of the twist [100] grain boundary (a) and of the tilt twin boundary [110] (b).

It should be noted that on the fractures of the twist bicrystalline boundaries of Mo-II the
significantly smaller amount of the second phase is present, in comparison to samples from
Mo-I. The molybdenum bicrystals with special twist boundaries, however, are fractured with
the uncontrolled stress, although the precipitates at the fractured boundaries are virtually
absent. The small precipitates in a form of thin films on fractured surfaces of the special tilt
boundaries are observed; however, they disappear when exposed to the electron beam.
Analysis of Auger spectra from different areas of the fracture surface of tilt boundaries [110]
has shown that the intensity of Auger peaks of carbon, oxygen and nitrogen is varied. Near
the outer surface there is the extended zone of a width 0.1÷0.2 mm, in which the oxygen content
is 20% higher in comparison with central areas. On peripheral areas there is also the high
nitrogen content; however, at central areas at the grain boundary the intensity of Auger lines
is close to zero. The intensity of Auger lines of carbon, conversely, is increased from the
periphery to the center. These data, of course, are qualitative in nature, as in the pre-chamber
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of the Auger spectrometer the residual pressure is such that the number of atoms colliding
with the surface for one second corresponds to one atomic layer, while the process of trans‐
ferring the sample in the chamber of the Auger spectrometer takes about 10 minutes. The Auger
spectrum of the fracture surface of the sample Nr 7 shows that it contains lines, except the
molybdenum line, of carbon (272 eV) and oxygen (503 eV). The low intensity line (380 eV) is,
apparently, due to nitrogen. A peak of oxygen should be partially attributed to the adsorption
of oxygen from the residual gas in the pre-chamber. A form of the Auger carbon line reveals
that it is partially caused by adsorbed hydrocarbons, and partially - by a presence in the
analysis zone of molybdenum carbide, as evidenced by the low-energy characteristic of the
comb structure of lines. It is unlikely that in the presence of the significant amount of dissoci‐
ated oxygen the surface carbide formed immediately after destruction of the sample along the
bicrystalline boundary. Most likely, the Auger spectrum has elicited the three-dimensional
carbide precipitates that already exist on the grain boundary. After the ion etching of the
fracture surface at the grain boundary the contents of elements in the area of the analysis have

Sample Boundary
Misorienttion angle,

angular degree
Bedding plane of

boundary
Σ

σf x107,
H m-2

1 Tilt [110] 17 (551) - 14

2 Tilt [110] 20 (119) 33 10

3 Tilt [110] 26 (331) 19 17.5

4* Tilt [110] 26 (331) 19 3.5

5 Tilt [110] 39 (221) 9 12.5

6* Tilt [110] 39 (114) 9 14

7 Tilt [110] 39 (114) 9 8

8 Tilt [110] 50 (113) 11 9

9* Tilt [110] 50 (113) 11 3.7

10 Tilt [110] 64 (111) dev.30 - 15

11 Tilt [110] 70 (112) 3 25

12 Tilt [110] 70 (111) 3 11

13 Tilt [110] General type - - 30

14 Tilt [100] 33 - - 55

15 Tilt [100] 36.5 (120) 5 3

16 Tilt [100] 39 - - 9

17 Tilt [100] 41 - - 8

18 Twist [100] 28 (100) - 11

19 Twist [100] 35 (100) - 31

20 Twist [100] 35 (100) - 27

21 Twist [100] 36.5 (100) 5 8

22 Twist [100] 40 (100) - 25

*bicrystals grown from Мо-II.

Table 3. Crystallographic and strength characteristics of samples with the tilt and twist boundaries [110] and [100].
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been varied somewhat. The intensities of Auger lines during the etching of the sample Nr 7
show that at transition to deeper layers carbon and oxygen decrease as compared with the
"fresh" fracture surface.

The shape of the Auger line of carbon during etching also varies considerably and becomes
fully "carbide-like". Due to the lower sputter coefficient of carbon compared with the sputter
coefficient of molybdenum, the carbon accumulation can occur near the surface. The absolute
value of the ratio C/Mo determined from the Auger spectra after the prolonged etching is
substantially overstated. To correct the carbon content profile in view of this accumulation is
not yet possible; however, given in Table 4, the values of C/Mo permit make a comparison
between the samples by the volume content of carbon, so long as at the prolonged etching the
enrichment of carbon should be proportional to the volume content of carbon. Oxygen
distribution is the same for all bicrystalline samples, although in the course of ion etching the
intensity of the Auger line of oxygen falls. The region, rich of oxygen, is no more than 80 Å.
The character of distribution with the depth is different for all the samples, but the intensity
of the Auger line falls with the depth. On some specimens the marked intensity of the Auger
lines persists to a depth of 800÷6000 Å. The maximum intensity of the Auger line of molybde‐
num is in the range 20÷50 Å. It is because the early etching removes contaminated layers in
which the content of molybdenum is relatively lower than in the matrix. In the course of etching
the analyzed surface roughness caused by uneven etching of its various portions is enhanced,
which leads to additional scattering of the Auger electrons. Because of low solubility of
interstitial impurities in molybdenum at cooling rates typical for growing molybdenum
bicrystals they are allocated as the second phase. While it is not possible to correctly assess the
degree of enrichment of the grain boundaries with the interstitial impurities or precipitates. It
can only be based on comparison of the relative content of interstitials on the tilt and twist
boundaries. At the "fresh" fracture surface and at the depth of up to 1000 Å from the surface,
it is possible to argue that the degrees of "contamination" of the boundaries of both types are
identical. Secondly, it can be concluded that most of the carbon on the fracture surface is bound
to carbide precipitates.

Grain
boundary

Analyzed layer
depth, Å

Ratio of analyzed elements

Сtot/Мо Сcarb/Мо N/Mo O/Mo

Tilt 0 1.60 0.55 0.01 0.45

Tilt 1000 - 1.40 0 0.08

Twist 0 1.26 0.56 0.13 0.36

Twist 1000 - 1.38 0 0.12

Table 4. Ratio of chemical elements on the surface of the grain boundaries and at the depth of up to 1000 Å from the
surface of the tilt and twist grain boundaries [100].

Of particular interest is comparison of bicrystals with the different initial purity. Although the
content of interstitials in Mo-II is much lower even in comparison with pure Mo-I, the
boundary strength of the tilt bicrystals, grown from Mo-II, differ a little from the strength of
the samples of Mo-I. This is all the more surprising that, according to the Auger analysis at
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grain boundaries of samples grown from Mo-I, as the carbon content on the fracture surface,
and in the depth of grains is substantially higher. The oxygen content is the same at boundaries
of all samples. In [43,45], argued that the fracture stress of twist boundaries is inversely to the
oxygen content on boundaries, and the role of carbon was reduced mainly to suppress this
effect. Experimental results obtained so far are not enough to talk about any influence of
oxygen on the strength of grain boundaries. The boundary strength of pure molybdenum,
which conducted the present study on, is primarily dependent on high misorientation angles
of boundaries, and change of the total content of interstitials in the investigated content range
does not lead to any noticeable change in strength.

4.3. Studies of fine structure of low-angle boundaries in tungsten bicrystals

In bcc metals is most likely the presence of dislocations with Burgers vectors of a/2[111] and
a[100], where, a is the period of a cubic lattice [23,41,48]. However, there is no information
about the presence of dislocations with Burgers vector a[110] in the bcc metal crystals. Low-
angle boundaries and the characteristic dislocation substructure, particularly of tungsten, are
formed from these dislocations arising during the crystal growth (probably due to high thermal
stresses). There is tendency to form low-angle boundaries of tilt or twist at the relatively low
dislocation density in the crystal (~105÷106 cm-2) [48]. Such boundaries may consist of one (for
tilt boundaries - symmetric), two, three or more families of dislocations. The fine structure of
such boundaries has been comprehensively investigated in [22,23] on single crystals of
tungsten and molybdenum exposed to the high-temperature creep. An average size of
subgrains in such crystals is several microns. Low angle boundaries have the misorientation
angle in the area 2÷4°, but consisted mainly of dislocations introduced in the crystal by means
of plastic deformation instead of so-called dislocation growth. It should be noted that the
dislocation model of low-angle boundaries is well established. Systems of dislocations forming
low-angle boundaries are in the metal lattice and tend to have the lowest energy in crystallo‐
graphic planes being located close to crystallographic planes of low indices. In particular, for
the bcc lattice symmetrical tilt boundaries consisting of parallel edge dislocations, are most
likely in planes {111} and {100}, asymmetric tilt boundaries - in planes of {hko}, and net twist
boundaries - in planes of {110}. Thus, if to the system of dislocations, created in the flat layer
of the low-angle misorientation, provide the opportunity to move (by glide and climb of), the
system of low-angle boundaries should strive for the finite number of planar nets. All of the
above indicates that the triple junctions of low-angle boundaries do not necessarily have to be
of 120-degree. In some cases, low-angle boundaries are observed on facets on the microscale,
what also appear crystallographic structural features of low-angle boundaries. It is known that
the crystal grown from the seed inherits its substructure. The seed already contains stable low-
angle boundaries which germinate in the growing crystal. If the bedding plane of boundaries
is parallel to the crystal growth axis, such low-angle boundaries remain in the crystal and
germinate over long distances, for example, in the axis and having the misorientation angle
up to 1÷2°. Using the method of stereometric metallography we found that the bedding plane
of the sub-boundaries with an accuracy of 1÷20 corresponds to crystallographic planes of the
type {100} (Figure 7a). Low-angle boundaries are identified by etching on the plane of the single
crystal W(010) with the growth axis [001].
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the crystal grown from the seed inherits its substructure. The seed already contains stable low-
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type {100} (Figure 7a). Low-angle boundaries are identified by etching on the plane of the single
crystal W(010) with the growth axis [001].
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Figure 9b, the corresponding electron diffraction pattern of the area containing low-angle boundaries is shown. The foil plane corre-
sponds approximately to the {111} plane. Having completed a flat grid of a reciprocal lattice (Figure 9c), it can be shown that the 
trace of the plane crossing the low-angle boundary and the foil plane is the direction �����= [45�1]. Unfortunately, the sample was too 
thick and the determination of Burgers vector of dislocations forming the sub-boundary, in contrast attenuation condition ����� = 0, is 
failed.  
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However, the available information, in particular about the angle � � ����� ���� leads to the conclusion that the presented sub-boundary 
is the twist low-angle boundary and consists of two families of screw dislocations with Burgers vector (�������� ������= a/2[111]. The low-
angle boundary plane is n = (134), and the corresponding Burgers vectors of screw dislocations are ���1 = a/2 [11�1] and ���2 = a/2 [1�11]. 
The structure of the boundary is different on different sites. It is possible to find a site of the low-angle boundary, in which disloca-
tions of one of the families are placed non-equidistantly, but at intervals 3-4-3-4. Thus, the specific dislocation structure of low-angle 
boundaries formed by growth dislocations can be very difficult to reveal. 
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certainly be interesting to investigate the fine structure of such small-angle boundaries, i.e.,
decipher Burgers vectors of constituent dislocations, but, unfortunately, to prepare suitable
electron microscopic samples is not yet possible. In principle, it is possible to create the low-
angle twist or tilt misorientation in any crystallographic plane parallel to the crystal growth
axis by the preparation of bicrystals. However, if in this plane cannot be obtained the artificially
created misorientation by using the known complete lattice of dislocations, such low-angle
boundaries cannot exist and should be quickly tapered off the crystal during the growth.
Several tungsten bicrystals containing low-angle tilt or twist boundaries are grown. The
characteristics of these boundaries and results of their growth are given in Table 5. For example,
the pure twist boundary in the plane {110} is possible and it grows into the crystal, but the
symmetric tilt boundary – no, and, naturally, it tapers off in the growing process, which shown
in Figure 8.
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pattern of the area containing low-angle boundaries is shown. The foil plane corresponds
approximately to the {111} plane. Having completed a flat grid of a reciprocal lattice (Figure
9c), it can be shown that the trace of the plane crossing the low-angle boundary and the foil
plane is the direction l →= [45̄1]. Unfortunately, the sample was too thick and the determination
of Burgers vector of dislocations forming the sub-boundary, in contrast attenuation condition
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 = 0, is failed.
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Sample Growth axis
Bedding plane of
boundary

Boundary type Results of the growth

1 [100] {110} Tilt Taper off

2 [100] {110} Twist Grows in crystal

3 [100] {100} Tilt Grows in crystal

4 [100] {100} Twist Grows in crystal

5 [110] {110} Tilt Taper off

6 [110] {110} Twist Grows in crystal

7 [110] {100} Tilt Grows in crystal

8 [110] {100} Twist Taper off

9 [110] {111} Tilt Grows in crystal

10 [110] {111} Twist Grows in crystal

Misorientation angle of low-angle boundaries always in range from 10 to 30

Table 5. Crystallographic parameters of the tungsten bicrystals with the low-angle boundaries.

However, the available information, in particular about the angle γ = L (ϑ→ , l→ ),  leads to the
conclusion that the presented sub-boundary is the twist low-angle boundary and consists of
two families of screw dislocations with Burgers vector (b

→ | |ϑ→) b 
→

= a/2[111]. The low-angle
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boundary plane is n = (134), and the corresponding Burgers vectors of screw dislocations are
b
→

1 = a/2 [11̄1] and b
→

2 = a/2 [1̄11]. The structure of the boundary is different on different sites. It
is possible to find a site of the low-angle boundary, in which dislocations of one of the families
are placed non-equidistantly, but at intervals 3-4-3-4. Thus, the specific dislocation structure
of low-angle boundaries formed by growth dislocations can be very difficult to reveal.

4.4. Studies of molybdenum biсrystals by low-energy ion scattering

Bicrystals, consisting of two differently oriented grains of high structural quality and purity,
and grain boundary plane are the excellent models for experimental studies of various physical
properties of both the surface and the grain boundary [37,51-55]. Here, the dignity of bicrystals
in the studies of surface and bulk processes is shown for segregation, atomic reconstruction
and self-diffusion on different crystallographic surfaces. Specifically targeted surfaces of the
molybdenum bicrystals presented preselected surfaces of two grains (single crystals) and an
interface therebetween. In this case both the grains are grown in exactly the same conditions,
and processing of both grain surfaces is carried out in fully identical conditions. The specimens
are cut of the massive molybdenum bicrystals normally to their axes, so the bicrystalline
boundary is always at the centre of the flat specimens. The specimens are studied by low-
energy ion scattering (LEIS). This method has a very high surface sensitivity and allows
studying selectively processes taking place in the uppermost atomic layer. The LEIS signal
intensity is directly proportional to the density of atoms on the surface and, therefore, must
be different for differently oriented surfaces. Until recently, the LEIS technique is used for
detailed studies of the surface structure of single crystals and various adsorbents on it by the
angular dependence of the LEIS signal. However, the dependence of the scattering intensity
of the ions from the atomic density is not obvious, experimental studies of this relationship
are still not enough. Unfortunately, almost no studies that compare the LEIS signal intensities
for differently oriented surfaces of the same object. The only study was done on silicon many
years before where LEIS signals from the Si (111), Si (110) and Si (100) are compared. However,
the ion doses used at that early time were so high that they cause severe destruction of the
surface. Most likely, the correlation is discovered by accident. Now, we are able to identify and
compare atomic densities on the surfaces of different low indexes single crystals and bicrystals
of molybdenum and tungsten.

A clearer understanding of the crystallographic dependence of the signals is very important
for the quantitative analysis by LEIS. For example, in the case of single-crystalline surfaces and
adsorbents, this method allows getting detailed information about the atomic structure. The
advantage of LEIS - an opportunity to get a statistically average result, since the scanning ion
beam has a permanent, fixed diameter (from about 10 microns to about 1 mm). In the case of
non-homogeneous samples scanning is possible perhaps even on an area of 1 cm2. Problems
arising in the study of the crystallographic dependence of the LEIS signal, may partly explain
the lack of experimental evidence; however, this relationship can only be measured on clean
and well-oriented surfaces. Moreover, for comparison of two different crystallographic planes
it is indispensable the preparation of the specimens in absolutely identical conditions. These
problems can be successfully solved by using bicrystals. In conducting the present study were
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prepared surfaces of molybdenum bicrystals Mo(110) and Mo(100). These planes have been
chosen due to differences in the density of atoms on the surface. Thus, Mo(110) is a close-
packed surface with the higher density of atoms in bcc structure, and Mo(100) - an "open"
surface with the lower density of atoms. Both surface planes are the perfect single crystals with
crystallographic orientations of Mo[110] and Mo[100]. The bicrystalline boundary separating
two single crystals in the center of the sample, held on {100} plane, is macroscopically smooth
over the entire sample and does not contain "parasitic" inclusions of other phases. For the LEIS
study, the "Mini-Mobis" with a base pressure of 2x10-10 mbar is used. The unit is equipped with
measuring devices for LEIS, Auger electron spectroscopy (AES) and low-energy electron
diffraction (LEED). When measuring by LEIS, the monoenergetic beams of Ne+ ions and 4He+

ions with energy of 3 keV are used. The beams bombard the sample in direction perpendicular
to the surface of the sample. The ions, scattered at an angle of 1360, are detected by the analyzer
of the "cylindrical mirror” type. This analyzer is used also for Auger measurements. To avoid
structural defects on the surface of the sample during the experiment the ion doses do not
exceed 1014 ion cm-2. The diameter of ion beam is about 400 microns, since for some LEIS
intensity measurements in the boundary region between two grains (crystals), the diameter of
the beam is too large, so a part of experiments are conducted on a similar LEIS set-up in which
could be used the ion beam of the diameter up to 25 micron. It is comparable to the thickness
of the grain boundaries in the bicrystals under study. Heating of the samples is carried out in
situ by means of special cathodes consisting of a heating element and a source of electrons.
Between the sample and the cathode an accelerating voltage is applied. As a result, electrons
bombard the surface of the sample, causing thereby its rapid heating to temperatures of
approximately 2500°C. For the present study there are grown two different molybdenum
bicrystals by electron-beam floating zone melting. One bicrystal contains two grains (crystals)
Mo[110] separated by a tilt boundary with a misorientation angle of 70° between grains
(crystals). Another bicrystal contains grains (crystals) Mo[100] and Mo[110] separated by a 45-
degree twist boundary. Both molybdenum bicrystals of 15 mm in dia are cut into the plates of
7.5x7.5x1 mm3. Thereafter, the plates are subjected to the mechanical and electrolytic polishing,
followed by annealing in an oxygen atmosphere. The study of bicrystalline samples by LEIS
is carried out after the final cleaning the surface in situ by the electron gun with a rapid heating

Figure 10. Scheme of the LEIS experiment.
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to 2500°C directly in the measuring chamber. To reduce contamination of the samples in the
measuring chamber, near-by elements of chamber are made of the massive high-purity
molybdenum. Experiments are performed on atomically clean surfaces that are monitored by
LEIS, AES and LEED. The residual contents of carbon and oxygen are below the sensitivity of
LEIS (<0.1% of the monolayer using 4He+ ions with energy of 3 keV). With LEED could be seen
a clear picture of the crystallographic planes (110) and (100), corresponding to two grains
(crystals) of the molybdenum bicrystals. After long exposure of the specimens in the measuring
chamber even in UHV, an intensity of the LEIS signal dropped, apparently due to adsorption
of atoms of the residual gases present in the chamber. After repeating short heating, the sample
surface becomes clean again. The quadrupole mass-spectrometer, mounted in the measuring
chamber, shows that the main impurity in the annealing chamber during the sample annealing
- the elements of masses 2 and 28, which correspond to nitrogen and hydrogen (or carbon
monoxide), respectively. At the beginning of the experiment the surface of both grains
(crystals) Mo(111) and Mo(100) are at the same level of the sample (by height). However, after
"vacuum oxy-polishing" of the molybdenum bicrystal, both grains (crystals) are at different
levels depending on their crystallography, and the boundary groove appeared after vacuum
etching (Figure 11), the slope of the sides of which also depends on the crystallographic
orientation of the grains (crystals) constituting the bicrystal.
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Figure 11. SEM micrograph of a Mo bicrystal, top view (a), and graphic profile (b) of the bicrystal boundary. 

Experiments are carried out by scanning the surface of the bicrystal by a narrow beam of Ne+ ions with the diameter of 25 microns 
and energy of 3 keV. The measured elastic peak of the molybdenum intensity is a function of the ion beam position on the surface of 
the bicrystal. The studies of the bicrystal, in which both grains (crystals) are of the similar surface orientation Mo(110) and the tilt 
boundary, do not reveal any difference in the signal intensity between two grains (crystals). This shows that the crystallographic ori-
entation of the surface plane itself has no effect on the value of the LEIS signal intensity, so the greatest interest is the molybdenum 
bicrystal with different orientations of the two grains (crystals). Interestingly, the heat treatments result in difference of segregation of 
carbon at different crystallographic surfaces. After the prolonged anneal of the bicrystalline sample in UHV (1 hour at 1100°C), car-
bon segregation from the volume on the surface Mo(100) has been detected (Fig. 12a). Naturally, at the initial state the molybdenum
bicrystal has the same carbon concentration in both the grains (crystals). The volume carbon concentration does not depend on the
crystallographic orientation of both surfaces of the grains (crystals). In addition, on the surface of the grain Mo(100) the carbon at-
oms in the initial state are not fixed at all. Carbon occurred as a result of the annealing the surface (100) is then removed by in situ
annealing in an oxygen atmosphere (~10-6 Pa) at about 1500°C. However, after the prolonged anneal at about 1100°C it again ap-
pears on the surface Mo(100). In the study of the crystallographic dependence of the LEIS intensity, the signal of molybdenum is
normalized to the most densely packed plane (110). It has been established (Figure 12b) that there is a clear dependence of the LEIS 
signal intensity from the crystallographic orientation of each grain (crystal). The presence of the grain boundary between the different 
planes is marked by a sharp change of the signal in position 0. The ratio R of the signal from the surface Mo(100) to the signal from 
the Mo(110) is found to be 0.74 ± 0.02, which is slightly higher than the ratio of the atomic densities for these crystallographic planes 
(0.707). As shown in [6,8], for the close-packed crystal surfaces of tungsten and rhodium, contributions to the LEIS signal intensity 
from the second and third atomic layers are negligible. This means that for these surfaces the signal intensity is proportional to the 
surface density of atoms at the uppermost atomic layer. Since we found almost exact ratio of the signals from the surfaces of 
Mo(110) and Mo(100), this suggests that even for an "open" plane (100) the contribution from the second and third layers to the elas-
tic peak is negligible. To study the effect of ion bombardment on the LEIS signal, the Mo(110)/Mo(100) bicrystal is subjected to ion 
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Experiments are carried out by scanning the surface of the bicrystal by a narrow beam of Ne+

ions with the diameter of 25 microns and energy of 3 keV. The measured elastic peak of the
molybdenum intensity is a function of the ion beam position on the surface of the bicrystal.
The studies of the bicrystal, in which both grains (crystals) are of the similar surface orientation
Mo(110) and the tilt boundary, do not reveal any difference in the signal intensity between two
grains (crystals). This shows that the crystallographic orientation of the surface plane itself has
no effect on the value of the LEIS signal intensity, so the greatest interest is the molybdenum
bicrystal with different orientations of the two grains (crystals). Interestingly, the heat
treatments result in difference of segregation of carbon at different crystallographic surfaces.
After the prolonged anneal of the bicrystalline sample in UHV (1 hour at 1100°C), carbon
segregation from the volume on the surface Mo(100) has been detected (Fig. 12a). Naturally,
at the initial state the molybdenum bicrystal has the same carbon concentration in both the
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grains (crystals). The volume carbon concentration does not depend on the crystallographic
orientation of both surfaces of the grains (crystals). In addition, on the surface of the grain
Mo(100) the carbon atoms in the initial state are not fixed at all. Carbon occurred as a result of
the annealing the surface (100) is then removed by in situ annealing in an oxygen atmosphere
(~10-6 Pa) at about 1500°C. However, after the prolonged anneal at about 1100°C it again
appears on the surface Mo(100). In the study of the crystallographic dependence of the LEIS
intensity, the signal of molybdenum is normalized to the most densely packed plane (110). It
has been established (Figure 12b) that there is a clear dependence of the LEIS signal intensity
from the crystallographic orientation of each grain (crystal). The presence of the grain boun‐
dary between the different planes is marked by a sharp change of the signal in position 0. The
ratio R of the signal from the surface Mo(100) to the signal from the Mo(110) is found to be 0.74
± 0.02, which is slightly higher than the ratio of the atomic densities for these crystallographic
planes (0.707). As shown in [6,8], for the close-packed crystal surfaces of tungsten and rhodium,
contributions to the LEIS signal intensity from the second and third atomic layers are negligi‐
ble. This means that for these surfaces the signal intensity is proportional to the surface density
of atoms at the uppermost atomic layer. Since we found almost exact ratio of the signals from
the surfaces of Mo(110) and Mo(100), this suggests that even for an "open" plane (100) the
contribution from the second and third layers to the elastic peak is negligible. To study the
effect of ion bombardment on the LEIS signal, the Mo(110)/Mo(100) bicrystal is subjected to
ion sputtering by the defocused ion Ne+ beam with energy of 3 keV at room temperature. The
ion dose is in the range from 7x1015 ion cm-2 to 40x1015 ion cm-2 at a constant ion current
6x10-12 ion cm-2 s-1. After ion bombardment, a repeated measurement is done of the same
surfaces of the sample as before sputtering (Figure 12b). The measured scan shows that after
ion bombardment there is the significantly decreased signal intensity, especially for the
molybdenum surface Mo(110), where the signal is decreased by 25%, whereas for molybde‐
num surface Mo(100) - only by 10% (see Table 6).
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Figure 12. Spectra: C segregation on Mo(110)/(100) faces (a) and recovery of LEIS yield on Mo(110)/(100) faces (b). 

Sputtering increases the surface roughness. This effect can be understood if we consider the sputtered atoms from the surface 
Mo(110). At first glance, in this situation, for the incident ion it is easier to penetrate into the second atomic layer and not to be neu-
tralized in the first atomic layer. Yet it is unlikely that ions could be reflected in the opposite direction and go back through the top 
atomic layer, remaining ionized. This situation is indeed confirmed by our experiments, since the ion beam is directed to the sample 
surface normal and the detector detects only ions scattered at an angle of 136°, so the sputtered atoms of the first atomic layer from 
the surface Mo(110) leads to decrease in the effective atomic density. However, when a sufficiently large number of atoms will be 
sputtered, dynamic equilibrium will be established, because accumulation of single vacancies should make the second atomic layer
more open. For the Mo(100) surface, which is already quite "open", the possibility of backscattering from the second atomic layer
after surface sputtering will be much greater. Thus, it becomes clear why decrease of the LEIS signal intensity after sputtering is 
more significant for the close-packed Mo(110) surface. Even at high doses of sputtering, the difference between the signal intensities 
from the different crystallographic surfaces still remains. This is partly due to the conservation of the structure in the bulk crystal, and 
partly due to the fact that ion etching not only makes the surface amorphized, but also removes a lot of layers. At a dose of 40x1015

ion cm-2, almost hundred atomic layers are removed from the surface, which far exceeds the range of thicknesses where Ne+ ions 
with energy of 3 keV could make the surface amorphized. Apparently, the result of these processes is dynamic equilibrium.  

  Treatment Relative LEIS yield Atomic density (x1015 cm-2)
Mo(110) Mo(100) Mo(110) Mo(100)

As sputtered 0.73 0.64 1.02 0.91 
700K, 1 min 0.89 0.64 1.25 0.91 
1000K, few seconds 0.97 0.64 1.47 0.91 
1300K, 3 minutes 0.99 0.73 1.40 1.03 
1600K, flash 1.00 0.76 1.41 1.07 
2500K, flash 1.00 0.76 1.41 1.07 
Ideal lattice, first atoms, 
normalized to (110) 

1.000 0.707 1,41 1.00 

Table 7. The relative LEIS yields and atomic densities of the Mo(110) and Mo(100) after various annealing treatments. 

After sputtering, the molybdenum bicrystal is annealed at different temperatures and scanned along the surface by the ion beam of
Ne+ with energy 3 keV. In this case, the amplitude of the elastic peak is recorded as a function of the position of the ion beam (Figure 
12b). Measurements show that recrystallization of the surface Mo(110) after ion bombardment begins at about 700°C and completed
at about 1100°C, and for Mo(100) recrystallization starts at ~1300°C. After high temperature annealing (~2500°C) the signals are the 
same as in the initial undamaged clean surface. Based on this, it is supposed that the different surface structures have different mobil-
ity of atoms, and the difference of the signal intensities can be used as a measure that determines the amount of disorder in the sur-
face. The high mobility of atoms in the upper atomic layer of Mo(110) is supported by the lower surface energy of the molybdenum
“close”-packed structure (110) as compared to "open" Mo(100). 

5. Growing Tube Single Crystals of Refractory Metals

5.1. Main Features of Growing Tungsten Tubular Single Crystals

Shaped tungsten single crystals are used as screens of different shapes, inputs, crucibles, shapers and other products. There is consid-
erable interest to profiled tubular shaped single crystals (primarily, of tungsten) in connection with their use in prospective designs of 
thermionic converters. The production of tubular tungsten single crystals from bulk cylindrical crystals by traditional machining 

Figure 12. Spectra: C segregation on Mo(110)/(100) faces (a) and recovery of LEIS yield on Mo(110)/(100) faces (b).

Sputtering increases the surface roughness. This effect can be understood if we consider the
sputtered atoms from the surface Mo(110). At first glance, in this situation, for the incident ion
it is easier to penetrate into the second atomic layer and not to be neutralized in the first atomic
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grains (crystals). The volume carbon concentration does not depend on the crystallographic
orientation of both surfaces of the grains (crystals). In addition, on the surface of the grain
Mo(100) the carbon atoms in the initial state are not fixed at all. Carbon occurred as a result of
the annealing the surface (100) is then removed by in situ annealing in an oxygen atmosphere
(~10-6 Pa) at about 1500°C. However, after the prolonged anneal at about 1100°C it again
appears on the surface Mo(100). In the study of the crystallographic dependence of the LEIS
intensity, the signal of molybdenum is normalized to the most densely packed plane (110). It
has been established (Figure 12b) that there is a clear dependence of the LEIS signal intensity
from the crystallographic orientation of each grain (crystal). The presence of the grain boun‐
dary between the different planes is marked by a sharp change of the signal in position 0. The
ratio R of the signal from the surface Mo(100) to the signal from the Mo(110) is found to be 0.74
± 0.02, which is slightly higher than the ratio of the atomic densities for these crystallographic
planes (0.707). As shown in [6,8], for the close-packed crystal surfaces of tungsten and rhodium,
contributions to the LEIS signal intensity from the second and third atomic layers are negligi‐
ble. This means that for these surfaces the signal intensity is proportional to the surface density
of atoms at the uppermost atomic layer. Since we found almost exact ratio of the signals from
the surfaces of Mo(110) and Mo(100), this suggests that even for an "open" plane (100) the
contribution from the second and third layers to the elastic peak is negligible. To study the
effect of ion bombardment on the LEIS signal, the Mo(110)/Mo(100) bicrystal is subjected to
ion sputtering by the defocused ion Ne+ beam with energy of 3 keV at room temperature. The
ion dose is in the range from 7x1015 ion cm-2 to 40x1015 ion cm-2 at a constant ion current
6x10-12 ion cm-2 s-1. After ion bombardment, a repeated measurement is done of the same
surfaces of the sample as before sputtering (Figure 12b). The measured scan shows that after
ion bombardment there is the significantly decreased signal intensity, especially for the
molybdenum surface Mo(110), where the signal is decreased by 25%, whereas for molybde‐
num surface Mo(100) - only by 10% (see Table 6).
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After sputtering, the molybdenum bicrystal is annealed at different temperatures and scanned along the surface by the ion beam of
Ne+ with energy 3 keV. In this case, the amplitude of the elastic peak is recorded as a function of the position of the ion beam (Figure 
12b). Measurements show that recrystallization of the surface Mo(110) after ion bombardment begins at about 700°C and completed
at about 1100°C, and for Mo(100) recrystallization starts at ~1300°C. After high temperature annealing (~2500°C) the signals are the 
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Figure 12. Spectra: C segregation on Mo(110)/(100) faces (a) and recovery of LEIS yield on Mo(110)/(100) faces (b).

Sputtering increases the surface roughness. This effect can be understood if we consider the
sputtered atoms from the surface Mo(110). At first glance, in this situation, for the incident ion
it is easier to penetrate into the second atomic layer and not to be neutralized in the first atomic
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layer. Yet it is unlikely that ions could be reflected in the opposite direction and go back through
the top atomic layer, remaining ionized. This situation is indeed confirmed by our experiments,
since the ion beam is directed to the sample surface normal and the detector detects only ions
scattered at an angle of 136°, so the sputtered atoms of the first atomic layer from the surface
Mo(110) leads to decrease in the effective atomic density. However, when a sufficiently large
number of atoms will be sputtered, dynamic equilibrium will be established, because accu‐
mulation of single vacancies should make the second atomic layer more open. For the Mo(100)
surface, which is already quite "open", the possibility of backscattering from the second atomic
layer after surface sputtering will be much greater. Thus, it becomes clear why decrease of the
LEIS signal intensity after sputtering is more significant for the close-packed Mo(110) surface.
Even at high doses of sputtering, the difference between the signal intensities from the different
crystallographic surfaces still remains. This is partly due to the conservation of the structure
in the bulk crystal, and partly due to the fact that ion etching not only makes the surface
amorphized, but also removes a lot of layers. At a dose of 40x1015 ion cm-2, almost hundred
atomic layers are removed from the surface, which far exceeds the range of thicknesses where
Ne+ ions with energy of 3 keV could make the surface amorphized. Apparently, the result of
these processes is dynamic equilibrium.

Treatment Relative LEIS yield Atomic density (x1015 cm-2)

Mo(110) Mo(100) Mo(110) Mo(100)

As sputtered 0.73 0.64 1.02 0.91

700K, 1 min 0.89 0.64 1.25 0.91

1000K, few seconds 0.97 0.64 1.47 0.91

1300K, 3 minutes 0.99 0.73 1.40 1.03

1600K, flash 1.00 0.76 1.41 1.07

2500K, flash 1.00 0.76 1.41 1.07

Ideal lattice, first atoms, normalized
to (110)

1.000 0.707 1,41 1.00

Table 6. The relative LEIS yields and atomic densities of the Mo(110) and Mo(100) after various annealing treatments.

After sputtering, the molybdenum bicrystal is annealed at different temperatures and scanned
along the surface by the ion beam of Ne+ with energy 3 keV. In this case, the amplitude of the
elastic peak is recorded as a function of the position of the ion beam (Figure 12b). Measurements
show that recrystallization of the surface Mo(110) after ion bombardment begins at about 700°C
and completed at about 1100°C, and for Mo(100) recrystallization starts at ~1300°C. After high
temperature annealing (~2500°C) the signals are the same as in the initial undamaged clean
surface. Based on this, it is supposed that the different surface structures have different
mobility of atoms, and the difference of the signal intensities can be used as a measure that
determines the amount of disorder in the surface. The high mobility of atoms in the upper
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atomic layer of Mo(110) is supported by the lower surface energy of the molybdenum “close”-
packed structure (110) as compared to "open" Mo(100).

5. Growing tube single crystals of refractory metals

5.1. Main features of growing tungsten tubular single crystals

Shaped tungsten single crystals are used as screens of different shapes, inputs, crucibles,
shapers and other products. There is considerable interest to profiled tubular shaped single
crystals (primarily, of tungsten) in connection with their use in prospective designs of
thermionic converters. The production of tubular tungsten single crystals from bulk cylindrical
crystals by traditional machining (drilling, broaching) is extremely labor-intensive, low-tech
and uneconomical process. Get such tubes pulling from the melt, for example, by Stepanov
method, is impossible even for the reason that there are no available materials for the shaper.
The only possibility to obtain single-crystalline tungsten tubes by crystallization from the melt
is to use for this purpose EBFZM method. Various materials can be successfully applied in
industry to create structures, machine parts and devices only if they can be given in the
required shape. Such shaping of crystalline materials may be done of the solid material (rolling,
forging, shaping by cutting, etc.) and liquid phase (casting, welding). The shaping methods
are now widely used to obtain polycrystalline products. Recently, in science and technology
becoming more widely used are single crystals in the form of plates, tubes, rods of various
sizes. In principle, the single-crystalline tube may be cut out from a bulk single crystal by
mechanical or electrical discharge machining. However, using such kinds of processing, the
single crystal will inevitably contain multiple structural defects that can alter the properties of
the crystal in an unpredictable manner. For example, during the electroerosion cut of tungsten
single crystals a network of cracks in the sub-surface layer occurs, and the dislocation density
increases. Furthermore, such treatments are inefficient; too much of waste material is usually
lost. The low economic efficiency and non-technological methods have led to search of
alternative methods of getting profiled single crystals. Among them are plastic deformation,
epitaxial growth from the gaseous phase, crystallization from a molten solution, crystallization
from the melt. Advantages of the latter forming method consist mainly in the higher produc‐
tivity and better quality (because of both the structure and properties) of the final product.
Crystallization from the melt provides the most perfect structure and high purity of single
crystals because of the contact-less melting with no contaminating material at the front of
crystallization (e.g., Czochralski method). However, due to the low stability of the capillary
shaping this method can allows obtaining only products of the simplest form – the rods.
Verneuil method, including plasma heating, allows obtaining single crystals of various
materials in the form of tubes. It seems that the most suitable method for obtaining the tubular
single crystals by crystallization from the melt is Stepanov method. The method consists in a
capillary shaping of the column from the melt using a special shaper and its crystallization
proceeds outside the container with the melt. Stepanov method has a significant margin of
stability and enables the profiled metal and semiconductor crystals of high quality. A float
zone method can also be used for crystallization of single crystal tubes from the melt. An
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increases. Furthermore, such treatments are inefficient; too much of waste material is usually
lost. The low economic efficiency and non-technological methods have led to search of
alternative methods of getting profiled single crystals. Among them are plastic deformation,
epitaxial growth from the gaseous phase, crystallization from a molten solution, crystallization
from the melt. Advantages of the latter forming method consist mainly in the higher produc‐
tivity and better quality (because of both the structure and properties) of the final product.
Crystallization from the melt provides the most perfect structure and high purity of single
crystals because of the contact-less melting with no contaminating material at the front of
crystallization (e.g., Czochralski method). However, due to the low stability of the capillary
shaping this method can allows obtaining only products of the simplest form – the rods.
Verneuil method, including plasma heating, allows obtaining single crystals of various
materials in the form of tubes. It seems that the most suitable method for obtaining the tubular
single crystals by crystallization from the melt is Stepanov method. The method consists in a
capillary shaping of the column from the melt using a special shaper and its crystallization
proceeds outside the container with the melt. Stepanov method has a significant margin of
stability and enables the profiled metal and semiconductor crystals of high quality. A float
zone method can also be used for crystallization of single crystal tubes from the melt. An
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example of using this method to obtain tubes can be found in the monograph by Pfann [8]. In
principle, the float zone methods may use any heating source, but the most suitable method
to obtain the tungsten tubular single crystals with thin walls is floating zone method with
electron-beam heating [60-62]. Until now, by the method of EBFZM from the melt were grown
the most perfect and the purest single crystals of tungsten and other refractory metals. Crystals
obtained by this method typically have a cylindrical shape. EBFZM method seems to be the
most promising for growing shaped single crystals of tungsten and other refractory metals in
the form of tubes. Growing tubular crystals of tungsten was done on the set-up for EBFZM.
Tungsten tubular feeds which were produced by CVD had an outer diameter of 16 mm and a
wall thickness of 1.5 mm (a diameter of feeds varies from 10 to 22 mm). Seeds for growing
single crystals were cut from the tubular cylindrical tungsten single crystals with the growth
axis [111] and [001] by electroerosion, followed by removal of the damaged layer. Tubular
crystals were grown in a vacuum higher than 10-4 Pa and at the rate of 4 mm min-1. A special
tubular holder for the tubular feed and single crystal was developed (Figure 13).

Figure 13. Device for growing tubular crystals.

The holder consists of the base 1, support shanks 3 and 6, the support rod 4, mounting screws
2 and 7. A small circular groove is performed on the base 1, through which it is possible quick
and accurate align of the tubular feed. Since melting tubular feeds has some specific features,
the relationship between the height of the liquid zone stability at EBFZM and the wall thickness
is studied. Some prolixity (blurring) of these two areas is possible due to the presence of
destabilizing factors leading to local overheating in the zone: defects of cathode filament,
oscillations of the impurity content in samples, as well as misalignment of the sample, cathode
and focusing elements. A lower limit is due to the fact that an effect of the electron beam cutting
is observed with increasing the current density of the electron beam. The obtained experi‐
mental dependence allows with sufficient reliability to pick up the electrical parameters of
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melting using tubular specimens with the different diameters and wall thickness. In some
cases, individual batches of feeds obtained by CVD have a high gas content which forced to
resort to an additional step – the high-temperature vacuum annealing at pre-melting temper‐
atures directly in the set-up. It turns out that without this preliminary operation the growth
of tubular single crystals is impossible, since the escaping gases can tear off a liquid meniscus.
A metallographic picture in Figure 14 shows the cross-section of the original CVD tubular feed
after the above-described annealing operation (with partial melting). It shows also a clearly
visible residual porosity. The assessment shows that for stable melting tubular feeds with a
given wall thickness (from 0.5 to 1.5 mm) the zone height should be, respectively, from 2 to 4
mm. Naturally, these values meet the conditions of the focusing of the electron beam without
local inhomogeneities in the density of the electron beam current.

Figure 14. The cross-section of a tubular feed annealed.

The implementation of this condition is associated with great difficulties since it is necessary
to supply large power to the tubular sample with a large radiating surface, which in turn affects
the degree of superheating of the melt surface and the surface tension of the melt. Thus it is
necessary to take into account the dependence of the stable zone height on superheating of the
liquid metal, as well as decrease of viscosity of the liquid metal along with growing possibility
of electron-beam cutting. Before the actual process of growing the tubular single crystal the
radial heating by the filament of the electron gun should be carefully adjusted. The local density
of the annular electron beam in either direction along the radius of no more than ±20% from
the average current density, as shown in Figure 15.

When growing the tungsten tubular single crystals by seeding on a single crystalline seed of
the desired crystallographic orientation, this operation is much more responsible than in the
growth massive single crystals of cylindrical shape, since the presence of the slightest gap
between the seed and the feed during welding them together can lead to rupture of the liquid
meniscus. When growing tubular crystals without seeds, the grains from the base of the
original CVD feed grow into the tubular crystal, and the high-angle boundaries tend to occupy
the position of minimum energy, i.e., they lie along the growth axis in diametrically opposite
planes (Figure 16).

Advanced Topics in Crystallization288



melting using tubular specimens with the different diameters and wall thickness. In some
cases, individual batches of feeds obtained by CVD have a high gas content which forced to
resort to an additional step – the high-temperature vacuum annealing at pre-melting temper‐
atures directly in the set-up. It turns out that without this preliminary operation the growth
of tubular single crystals is impossible, since the escaping gases can tear off a liquid meniscus.
A metallographic picture in Figure 14 shows the cross-section of the original CVD tubular feed
after the above-described annealing operation (with partial melting). It shows also a clearly
visible residual porosity. The assessment shows that for stable melting tubular feeds with a
given wall thickness (from 0.5 to 1.5 mm) the zone height should be, respectively, from 2 to 4
mm. Naturally, these values meet the conditions of the focusing of the electron beam without
local inhomogeneities in the density of the electron beam current.

Figure 14. The cross-section of a tubular feed annealed.

The implementation of this condition is associated with great difficulties since it is necessary
to supply large power to the tubular sample with a large radiating surface, which in turn affects
the degree of superheating of the melt surface and the surface tension of the melt. Thus it is
necessary to take into account the dependence of the stable zone height on superheating of the
liquid metal, as well as decrease of viscosity of the liquid metal along with growing possibility
of electron-beam cutting. Before the actual process of growing the tubular single crystal the
radial heating by the filament of the electron gun should be carefully adjusted. The local density
of the annular electron beam in either direction along the radius of no more than ±20% from
the average current density, as shown in Figure 15.

When growing the tungsten tubular single crystals by seeding on a single crystalline seed of
the desired crystallographic orientation, this operation is much more responsible than in the
growth massive single crystals of cylindrical shape, since the presence of the slightest gap
between the seed and the feed during welding them together can lead to rupture of the liquid
meniscus. When growing tubular crystals without seeds, the grains from the base of the
original CVD feed grow into the tubular crystal, and the high-angle boundaries tend to occupy
the position of minimum energy, i.e., they lie along the growth axis in diametrically opposite
planes (Figure 16).

Advanced Topics in Crystallization288

18 
 

Figure 14. The cross-section of a tubular feed annealed. 

The implementation of this condition is associated with great difficulties since it is necessary to supply large power to the tubular 
sample with a large radiating surface, which in turn affects the degree of superheating of the melt surface and the surface tension of 
the melt. Thus it is necessary to take into account the dependence of the stable zone height on superheating of the liquid metal, as 
well as decrease of viscosity of the liquid metal along with growing possibility of electron-beam cutting. Before the actual process of 
growing the tubular single crystal the radial heating by the filament of the electron gun should be carefully adjusted. The local densi-
ty of the annular electron beam in either direction along the radius of no more than ±20% from the average current density, as shown 
in Figure 15. 

Figure 15. EB gun: optimal radial current density distribution.  

When growing the tungsten tubular single crystals by seeding on a single crystalline seed of the desired crystallographic orientation, 
this operation is much more responsible than in the growth massive single crystals of cylindrical shape, since the presence of the 
slightest gap between the seed and the feed during welding them together can lead to rupture of the liquid meniscus. When growing 
tubular crystals without seeds, the grains from the base of the original CVD feed grow into the tubular crystal, and the high-angle 
boundaries tend to occupy the position of minimum energy, i.e., they lie along the growth axis in diametrically opposite planes (Fig-
ure 16).  

a b   
 Figure 16. Single-crystalline (a) and polycrystalline (b) W tubes.  

Thus obtained the polycrystalline tungsten tubes are very fragile and can be easily destroyed along the grain boundaries even from
the weak strikes. When using the specially prepared single-crystal seeds it is possible to grow tubular single crystals of the length up 
to 180÷200 mm. The investigation of the real structure of the tubular single crystals of pure tungsten with the growth axes [111] and 
[001] is made by the metallographic and X-ray methods. In Figure 17 in the cross-section of the tubular single crystal, the low-angle 
boundaries are clearly seen, the majority of which begins and ends on the inner and outer surfaces of the tube.   

Figure 17. Low-angle boundaries in W tube crystal. 

Figure 16. Single-crystalline (a) and polycrystalline (b) W tubes.

Thus obtained the polycrystalline tungsten tubes are very fragile and can be easily destroyed
along the grain boundaries even from the weak strikes. When using the specially prepared
single-crystal seeds it is possible to grow tubular single crystals of the length up to 180÷200
mm. The investigation of the real structure of the tubular single crystals of pure tungsten with
the growth axes [111] and [001] is made by the metallographic and X-ray methods. In Figure
17 in the cross-section of the tubular single crystal, the low-angle boundaries are clearly seen,
the majority of which begins and ends on the inner and outer surfaces of the tube.

Figure 17. Low-angle boundaries in W tube crystal.

Subgrains originally contained in the seed have grown into a tubular single crystal, and their
misorientation angles along the single crystal tend to be somewhat increased. A topogram of
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angular scanning of the cross-section of the tubular tungsten single crystal with the growth
axis [111] is shown in Figure 18.

Figure 18. Topogram of angular scanning of a cross-section of W tube crystal.

In the cross-section, there are several large subgrains of first order, separated by low-angle
boundaries with the misorientation angles less than 1÷2°. Thus, the tungsten tubular single-
crystals, obtained by EBFZM, at their crystallographic perfection are not inferior to the
cylindrical tungsten single crystals obtained by the crystallization from the melt.

5.2. Features of capillary shaping in growing tubes

When growing single crystal at the initial portion of the tube at distances of about (1.5÷2)R1,
where R1 is the outer radius of an initial feed, there is a portion of unsteady growth. The radius
of the growing crystal is continuously changed until a steady-state mode. Figure 19 shows the
process of growing the tubular sample on the stationary phase.

Figure 19. Growing a tubular W sample on the stationary phase: 1-feed, 2–meniscus, 3–tube crystal.

By solving Laplace equation of capillary the connection of the outer and inner radii of the
growing tube crystal can be found. Forming the tube crystal would be stable if the capillary
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constant a will be higher than the wall thickness [62], σ = 2500 erg cm-2 (the surface tension of

the liquid W) and а =  2σ / ρg =  0.54 см (the capillary constant) [61]. In our case, the wall
thickness of the initial feed is much less, and the fact that the height of the meniscus of the melt
does not really exceed 3÷4 mm. So, it allows us, in a first approximation, to neglect by gravi‐
tational forces acting on the isothermal liquid meniscus. Using these simple limitations, it is
posssible to obtain connection between the initial tubular feed and the growing crystal. In a
steady state the growth angle φ0 = Const and the tube crystal with a constant cross-section can
grow. The mathematical profile description of the outer surface of the liquid meniscus is of
considerable interest. Since the weight of the melt is neglected, then there is only a thin liquid
film stretched between two rings with radii R1' and R1, spaced at a distance of S (the height of
the meniscus). Now, the profile of the meniscus can be found, if Laplace equation will be
written in polar coordinates:

∂2 H / ∂r 2 +  (1 / r) (∂ H / ∂r)=0 (5)

with boundary conditions H (r) |r=R1 =0; H (r) |r=R1' =S . Problem is completely analogous to
the problem of electrostatics for potential distribution within the cylindrical capacitor, so the
solution of the equation after some simple transformations can be written as H (r)=Cln(r / R1).
Here, S = Cln(R1'/R1); C = S/ln(R1'/R1). As a result, the surface profile to have a liquid meniscus
equation:

H (r)=S / ln(R1
' / R1)xln (r / R1) (6)

From which for the growth angle the equation can be written

                         φ0 =π / 2 - arctg(dH / dr | r=R1) or φ0 =π / 2 - arctg S / ln( R1'

R1 )x (1 / R1) . (7)

The last equation can be written in a more convenient form:

S =tg(π / 2 - φ0)R1lnR'1 (8)

Since the growth angle φ0 is a constant of material, the last equation gives an unambiguous
link between the outer radius of the feed and the outer radius of the tubular crystal growing
at a given height of the liquid meniscus S. The ratio for the tube inner radius R2 is obtained
from the law of mass conservation of (the difference between the density of the feed and the
crystal, and evaporation losses are neglected)

R2 =  R1
2-(R1

')2 + (R2
')2 (9)
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The results of calculations are shown in Figure 20. It can be seen that the radius of the growing
tubular crystal can be controlled by changing the height of the meniscus depending on the
change of the electron beam power.

Figure 20. Dependence of radius of tube crystal on meniscus height.

The profile of the outer surface of the liquid meniscus is shown in Figure 21. According to
measurements of the crystallized menisci the growth angle φ0 is evaluated. For tungsten, it is
found to be 20±5°, which is used in the calculations. It should be noted that in actual experi‐
ments, the height of the liquid meniscus S depends on many parameters: the initial feed
geometry, thermal properties of material, power, focusing the electron beam, etc. In general,
the quantity of S can be obtained by solving the experimental scheme of Stephen, but this is
extremely difficult and hardly advisable. It should also be noted that the tungsten tubular
single crystal grown by EBFZM have not only the high structural perfection, but also have
even surfaces. The maximum height of the profile does not exceed ~100 microns. Shown that
by EBFZM method the bicrystals with low-angle tilt and twist boundaries can be grown, and
if the sub-boundary located in a plane parallel to the growth axis of the crystal grown, they
can travel from the seed on considerable distances in the body of the crystal. Thus, the
misorientation usually somewhat increases. This process takes place when low-angle boun‐
daries in the given plane can be established by more or less complete combination of lattice
dislocations.

It was shown that EBFZM method implemented at the new set-up, it is possible to grow single
single-crystalline tungsten tubes of the high crystallographic and geometric perfection. This is
due to the fact that the process of a capillary forming in the case, shown in Figure 19, has a
high stability as repeatedly confirmed experimentally. Due to changes in the electron beam
power it can be quite widely vary the height of the liquid meniscus S, i.e., actually control of
the diameter of the growing crystal. This gives us a hope that the process of growing single
crystal tubes of refractory metals by EBFZM in perspective can be automatic that is particularly
necessary in the case of the serial production of such products. Currently, the process of
growing tubes by an operator control, which actually measures the relevant parameters: the
meniscus height S and diameter of the growing tubular crystal 2R1 "by eye", which is totally
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inadequate in the sense of obtaining single-crystal tubes of specified geometrical sizes.
Furthermore, if the growth process is in a stationary stage, and power of the electron beam
with a high accuracy (±0.5% for setting "area") is maintained at a constant preset level, it does
not mean that the crystal will grow of a constant cross-section. The shank and the free end of
the tubular feed influence on the heat transfer from the liquid meniscus portion. As a result of
change of the meniscus height S, and hence change of the diameter of the growing crystal is
happened. The latter leads to presence in the tubular single crystal tapers of both signs. This
is clearly seen in Figure 22. Obviously, the taper can be eliminated by an automatic control
system of the growth process. For example, in growing single crystals of semiconductor
materials by Czochralski or Stepanov such automatic systems are already widely used [7]. It
should be noted that such a process parameter to measure the height of the meniscus is in any
way unlikely. Measuring the diameter of the growing crystal is possible by means of an optical
system or a TV monitor. The resulting signal from the sensor of the diameter is then used to
synthesize an appropriate control signal to an analog control unit or microcomputer. One of
the important parameters of the automatic control system is its speed. Obviously, in the case
of growing tubes by EBFZM this value should be much smaller than the thermal time constant
of the thermal process zone (the crystal plus the corresponding accessories). Since, as previ‐
ously shown, the taper in mostly due to change of heat removal by conduction, it is possible
to obtain the following estimate for the time constant of the form: τ = Q/χ, where, χ the thermal
diffusivity, cm2 s-1; Q the cross-section of the crystal, cm2. For the tungsten tubular single crystal
with the outer diameter of 16 mm, the wall thickness δ = 2 mm and the registered thermal time
constant yields to τ = 4 s. Therefore, the creation of ACS for growing tubes by EBFZM with the
rate much less than 4 s do not represent currently any technical difficulties. The system would
eliminate defects like geometric tapers and grow single crystalline tubes of refractory metals
by EBFZM with a deviation of the inner and outer diameters from the nominal value within
±200 microns, and getting these products on an industrial scale.

Figure 21. Inner and outer profiles in the feed-melt-crystal system.
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 Figure 22. W tubular single crystals with a growth axis [111], comprising one-two runs (a) and a tapering defect in the middle (b).  

6 Key findings  

1. The method is developed of growing bicrystals of refractory metals up to 150-200 mm in diameter and 15-25 mm with the desired
crystallographic parameters - of misorientation angles and both the grain boundaries and bedding planes of boundaries. The method 
is based on stability and radial uniformity of power supplied to the sample by an electron gun, co-axiality of the growing bicrystal
and the electron gun, and the uniformity of heat removal from the growing bicrystal. Proposed and tested three methods of preparing 
bicrystalline seeds allow to grow bicrystals of niobium, molybdenum and tungsten with crystallographic parameters within 1-2°. 
Shown that by EBFZM method can be grown the bicrystals with desired low-angle tilt and twist boundaries, and if sub-boundary is
located in a plane parallel to the growth axis of the crystal grown, they can travel from the seed on considerable distances in the body 
of the crystal. Thus the misorientation usually somewhat increases. This process takes place when the small-angle boundary in the
given plane can be established by more or less complete combination of lattice dislocations. It is shown that a new set-up meets the 
most stringent requirements to the electron-beam zone melting set-ups for the radial uniformity of heating, power stability, and pro-
duction efficiency.  

2. The thirty-years experience of growing single crystals, bicrystals, and tubular crystals with desired crystallographic parameters and 
geometry have shown that the developed EBFZM set-ups together with new electron-beam guns are of the successful design. They 
give an excellent possibility to grow any of single-crystalline samples of transition metals of diameter from 4 to 30 mm. These oppor-
tunities are determined primarily by the original circular electron guns for growing crystals of different diameters. The electron guns 
themselves have no restrictions in duration of their work and life and are essentially "eternal". Single crystals grown of all studied 
transition metals satisfy the highest requirements for both the chemical purity and structural perfection. Duration of the circular tung-
sten cathodes made of tungsten wire with a diameter of 0.8-1 mm is longer than 100 hours. Growing crystals up to 600 mm long is
provided by the design of EBFZM set-ups. The main principle of designing the set-ups is the co-axiality of the cathode and anode
assemblies throughout the whole length of the growing crystal. In other words, the geometric and thermal centers of the crystal and 
the melt should be matched, as well as high precision of moving mechanisms of both the anode and cathode assemblies and offset 
buckling and vibration as result of thermal effects. 

3.  Proposed and tested three methods of preparing bicrystalline seeds to grow bicrystals with controlled crystallographic parameters 
of high accuracy (up to 1-2°). The fracture strength of high-angle tilt and twist boundaries in the pure molybdenum bicrystals is low; 
special boundaries differ markedly from other boundaries on their strength: twin boundaries are several times stronger and bounda-
ries with small numbers of coincident nodes have the lowest strength. The contents of interstitials at boundaries of high-angle misori-
entation, according to Auger electron spectroscopy, almost tenfold higher than their content in the grain volume. However, increasing 
the purity of molybdenum on interstitials does not lead to change in the fracture strength of grain boundaries. Shown that by EBFZM
method can be grown bicrystals with low-angle tilt and twist boundaries.  

4. Our results have shown that the combination of bicrystalline samples and low-energy ions scattering (LEIS) is very fruitful.
The experimental results show that using bicrystals in combination with LEIS opens new possibilities for studying properties of sur-
faces. Experimentally shown that the LEIS signal intensity from the different crystallographic surfaces of molybdenum bicrystals is 
defined by both the atomic density of the uppermost atomic layer and its structure. Contributions of second and deeper layers in the 
LEIS signal are very small (<2%). After bombardment by the Ne+ ions with energy of 3 keV and different ion doses (from 7x1015 to 
4x1016 ion cm-2) with current of 6x1012 ion cm-2 c-1, the difference between the LEIS signal intensities for molybdenum planes 
Mo(110) and Mo(100) remain at 10%, indicating partial damage of the surface. Rather, at such ion fluxes sputtering the surfaces
occurs layer-by-layer. Our studies have shown that the processes can also be examined using the self-diffusion method of LEIS as the 
LEIS signal may be to some extent an indication of damage of the surface. Using this method the study of properties of the surface
recrystallization can also be conducted. We have found that recrystallization of molybdenum surface Mo(110) begins at 750°C and of 
~Mo (100) - at about 1300°C, indicating the different mobility of atoms in the uppermost atomic layers of different crystallographic 
orientations surface. Moreover, the LEIS signal intensity of the surface Mo(110) during sputtering drops to 75% of its initial level 

Figure 22. W tubular single crystals with a growth axis [111], comprising one-two runs (a) and a tapering defect in the
middle (b).

6. Key findings

1. The method is developed of growing bicrystals of refractory metals up to 150-200 mm in
diameter and 15-25 mm with the desired crystallographic parameters - of misorientation
angles and both the grain boundaries and bedding planes of boundaries. The method is
based on stability and radial uniformity of power supplied to the sample by an electron
gun, co-axiality of the growing bicrystal and the electron gun, and the uniformity of heat
removal from the growing bicrystal. Proposed and tested three methods of preparing
bicrystalline seeds allow to grow bicrystals of niobium, molybdenum and tungsten with
crystallographic parameters within 1-2°. Shown that by EBFZM method can be grown the
bicrystals with desired low-angle tilt and twist boundaries, and if sub-boundary is located
in a plane parallel to the growth axis of the crystal grown, they can travel from the seed
on considerable distances in the body of the crystal. Thus the misorientation usually
somewhat increases. This process takes place when the small-angle boundary in the given
plane can be established by more or less complete combination of lattice dislocations. It
is shown that a new set-up meets the most stringent requirements to the electron-beam
zone melting set-ups for the radial uniformity of heating, power stability, and production
efficiency.

2. The thirty-years experience of growing single crystals, bicrystals, and tubular crystals with
desired crystallographic parameters and geometry have shown that the developed
EBFZM set-ups together with new electron-beam guns are of the successful design. They
give an excellent possibility to grow any of single-crystalline samples of transition metals
of diameter from 4 to 30 mm. These opportunities are determined primarily by the original
circular electron guns for growing crystals of different diameters. The electron guns
themselves have no restrictions in duration of their work and life and are essentially
"eternal". Single crystals grown of all studied transition metals satisfy the highest require‐
ments for both the chemical purity and structural perfection. Duration of the circular
tungsten cathodes made of tungsten wire with a diameter of 0.8-1 mm is longer than 100
hours. Growing crystals up to 600 mm long is provided by the design of EBFZM set-ups.
The main principle of designing the set-ups is the co-axiality of the cathode and anode
assemblies throughout the whole length of the growing crystal. In other words, the
geometric and thermal centers of the crystal and the melt should be matched, as well as
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time constant of the form: τ = Q/χ , where, χ the thermal diffusivity, cm2 s-1; Q the cross-section of the crystal, cm2. For the tungsten 
tubular single crystal with the outer diameter of 16 mm, the wall thickness δ = 2 mm and the registered thermal time constant yields 
to τ = 4 s. Therefore, the creation of ACS for growing tubes by EBFZM with the rate much less than 4 s do not represent currently 
any technical difficulties. The system would eliminate defects like geometric tapers and grow single crystalline tubes of refractory 
metals by EBFZM with a deviation of the inner and outer diameters from the nominal value within ±200 microns, and getting these
products on an industrial scale. 

  a  b 
 Figure 22. W tubular single crystals with a growth axis [111], comprising one-two runs (a) and a tapering defect in the middle (b).  

6 Key findings  
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and the electron gun, and the uniformity of heat removal from the growing bicrystal. Proposed and tested three methods of preparing 
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Shown that by EBFZM method can be grown the bicrystals with desired low-angle tilt and twist boundaries, and if sub-boundary is
located in a plane parallel to the growth axis of the crystal grown, they can travel from the seed on considerable distances in the body 
of the crystal. Thus the misorientation usually somewhat increases. This process takes place when the small-angle boundary in the
given plane can be established by more or less complete combination of lattice dislocations. It is shown that a new set-up meets the 
most stringent requirements to the electron-beam zone melting set-ups for the radial uniformity of heating, power stability, and pro-
duction efficiency.  

2. The thirty-years experience of growing single crystals, bicrystals, and tubular crystals with desired crystallographic parameters and 
geometry have shown that the developed EBFZM set-ups together with new electron-beam guns are of the successful design. They 
give an excellent possibility to grow any of single-crystalline samples of transition metals of diameter from 4 to 30 mm. These oppor-
tunities are determined primarily by the original circular electron guns for growing crystals of different diameters. The electron guns 
themselves have no restrictions in duration of their work and life and are essentially "eternal". Single crystals grown of all studied 
transition metals satisfy the highest requirements for both the chemical purity and structural perfection. Duration of the circular tung-
sten cathodes made of tungsten wire with a diameter of 0.8-1 mm is longer than 100 hours. Growing crystals up to 600 mm long is
provided by the design of EBFZM set-ups. The main principle of designing the set-ups is the co-axiality of the cathode and anode
assemblies throughout the whole length of the growing crystal. In other words, the geometric and thermal centers of the crystal and 
the melt should be matched, as well as high precision of moving mechanisms of both the anode and cathode assemblies and offset 
buckling and vibration as result of thermal effects. 

3.  Proposed and tested three methods of preparing bicrystalline seeds to grow bicrystals with controlled crystallographic parameters 
of high accuracy (up to 1-2°). The fracture strength of high-angle tilt and twist boundaries in the pure molybdenum bicrystals is low; 
special boundaries differ markedly from other boundaries on their strength: twin boundaries are several times stronger and bounda-
ries with small numbers of coincident nodes have the lowest strength. The contents of interstitials at boundaries of high-angle misori-
entation, according to Auger electron spectroscopy, almost tenfold higher than their content in the grain volume. However, increasing 
the purity of molybdenum on interstitials does not lead to change in the fracture strength of grain boundaries. Shown that by EBFZM
method can be grown bicrystals with low-angle tilt and twist boundaries.  

4. Our results have shown that the combination of bicrystalline samples and low-energy ions scattering (LEIS) is very fruitful.
The experimental results show that using bicrystals in combination with LEIS opens new possibilities for studying properties of sur-
faces. Experimentally shown that the LEIS signal intensity from the different crystallographic surfaces of molybdenum bicrystals is 
defined by both the atomic density of the uppermost atomic layer and its structure. Contributions of second and deeper layers in the 
LEIS signal are very small (<2%). After bombardment by the Ne+ ions with energy of 3 keV and different ion doses (from 7x1015 to 
4x1016 ion cm-2) with current of 6x1012 ion cm-2 c-1, the difference between the LEIS signal intensities for molybdenum planes 
Mo(110) and Mo(100) remain at 10%, indicating partial damage of the surface. Rather, at such ion fluxes sputtering the surfaces
occurs layer-by-layer. Our studies have shown that the processes can also be examined using the self-diffusion method of LEIS as the 
LEIS signal may be to some extent an indication of damage of the surface. Using this method the study of properties of the surface
recrystallization can also be conducted. We have found that recrystallization of molybdenum surface Mo(110) begins at 750°C and of 
~Mo (100) - at about 1300°C, indicating the different mobility of atoms in the uppermost atomic layers of different crystallographic 
orientations surface. Moreover, the LEIS signal intensity of the surface Mo(110) during sputtering drops to 75% of its initial level 

Figure 22. W tubular single crystals with a growth axis [111], comprising one-two runs (a) and a tapering defect in the
middle (b).

6. Key findings

1. The method is developed of growing bicrystals of refractory metals up to 150-200 mm in
diameter and 15-25 mm with the desired crystallographic parameters - of misorientation
angles and both the grain boundaries and bedding planes of boundaries. The method is
based on stability and radial uniformity of power supplied to the sample by an electron
gun, co-axiality of the growing bicrystal and the electron gun, and the uniformity of heat
removal from the growing bicrystal. Proposed and tested three methods of preparing
bicrystalline seeds allow to grow bicrystals of niobium, molybdenum and tungsten with
crystallographic parameters within 1-2°. Shown that by EBFZM method can be grown the
bicrystals with desired low-angle tilt and twist boundaries, and if sub-boundary is located
in a plane parallel to the growth axis of the crystal grown, they can travel from the seed
on considerable distances in the body of the crystal. Thus the misorientation usually
somewhat increases. This process takes place when the small-angle boundary in the given
plane can be established by more or less complete combination of lattice dislocations. It
is shown that a new set-up meets the most stringent requirements to the electron-beam
zone melting set-ups for the radial uniformity of heating, power stability, and production
efficiency.

2. The thirty-years experience of growing single crystals, bicrystals, and tubular crystals with
desired crystallographic parameters and geometry have shown that the developed
EBFZM set-ups together with new electron-beam guns are of the successful design. They
give an excellent possibility to grow any of single-crystalline samples of transition metals
of diameter from 4 to 30 mm. These opportunities are determined primarily by the original
circular electron guns for growing crystals of different diameters. The electron guns
themselves have no restrictions in duration of their work and life and are essentially
"eternal". Single crystals grown of all studied transition metals satisfy the highest require‐
ments for both the chemical purity and structural perfection. Duration of the circular
tungsten cathodes made of tungsten wire with a diameter of 0.8-1 mm is longer than 100
hours. Growing crystals up to 600 mm long is provided by the design of EBFZM set-ups.
The main principle of designing the set-ups is the co-axiality of the cathode and anode
assemblies throughout the whole length of the growing crystal. In other words, the
geometric and thermal centers of the crystal and the melt should be matched, as well as
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high precision of moving mechanisms of both the anode and cathode assemblies and offset
buckling and vibration as result of thermal effects.

3. Proposed and tested three methods of preparing bicrystalline seeds to grow bicrystals
with controlled crystallographic parameters of high accuracy (up to 1-2°). The fracture
strength of high-angle tilt and twist boundaries in the pure molybdenum bicrystals is low;
special boundaries differ markedly from other boundaries on their strength: twin
boundaries are several times stronger and boundaries with small numbers of coincident
nodes have the lowest strength. The contents of interstitials at boundaries of high-angle
misorientation, according to Auger electron spectroscopy, almost tenfold higher than their
content in the grain volume. However, increasing the purity of molybdenum on intersti‐
tials does not lead to change in the fracture strength of grain boundaries. Shown that by
EBFZM method can be grown bicrystals with low-angle tilt and twist boundaries.

4. Our results have shown that the combination of bicrystalline samples and low-energy ions
scattering (LEIS) is very fruitful. The experimental results show that using bicrystals in
combination with LEIS opens new possibilities for studying properties of surfaces.
Experimentally shown that the LEIS signal intensity from the different crystallographic
surfaces of molybdenum bicrystals is defined by both the atomic density of the uppermost
atomic layer and its structure. Contributions of second and deeper layers in the LEIS signal
are very small (<2%). After bombardment by the Ne+ ions with energy of 3 keV and
different ion doses (from 7x1015 to 4x1016 ion cm-2) with current of 6x1012 ion cm-2 c-1, the
difference between the LEIS signal intensities for molybdenum planes Mo(110) and
Mo(100) remain at 10%, indicating partial damage of the surface. Rather, at such ion fluxes
sputtering the surfaces occurs layer-by-layer. Our studies have shown that the processes
can also be examined using the self-diffusion method of LEIS as the LEIS signal may be
to some extent an indication of damage of the surface. Using this method the study of
properties of the surface recrystallization can also be conducted. We have found that
recrystallization of molybdenum surface Mo(110) begins at 750°C and of ~Mo (100) - at
about 1300°C, indicating the different mobility of atoms in the uppermost atomic layers
of different crystallographic orientations surface. Moreover, the LEIS signal intensity of
the surface Mo(110) during sputtering drops to 75% of its initial level (for a clean surface
free of damage), and of Mo(100) – to 90% only. It follows that the close-packed surface
structure is more sensitive to these influences, which may be attributed to its low free
energy.

5. The growing technology of tubular tungsten single crystals by EBFZM is developed. It is
shown that capillary shaping of the tube crystals is stable. A crystallographic perfection
of tungsten tubular single crystals is not inferior to the cylindrical single crystals, obtained
by EBFZM. This is due to the fact that capillary forming is of high stability what is
confirmed experimentally. Due to changes in power the height of the liquid meniscus can
be widely varied what is very important to check the diameter of growing tubular crystals.
This gives a hope that growing single crystalline tubes of transition metals by EBFZM can
be automatic in perspective.
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1. Introduction

Iron ore sintering is a heat treatment process for agglomerating fine particles into larger lumps,
which then serve as the major burden for blast furnace. The production of high-quality sinter
is critical for efficient blast furnace operation [1-3].

Sintering is a complex process involving, as it does, many interrelated physico-chemical
phenomena pertaining to flow of gas through the bed of packed granules, heat transfer
between gas and solids, chemical reactions between components of the sinter feed and between
solid components and gas, etc. Mineralization reaction mainly occurs in preheating layer,
combustion layer and initial cooling layer during the sintering process, which is reflected by
the ability of solid-phase reactions, the capacity for the generation of liquid phase and the
behavior of condensation and crystallization [4,5].

Crystalline condensation is the significant stage of mineralization during iron ore sintering,
including the processes that crystalline substance and amorphous substance precipitate from
high temperature solution phase, and material is consolidated when melt cooling down.
Binder phase of calcium ferrite and part of iron oxides crystallize in this process, which have
an important influence on mineral composition and microstructure of sinter, finally determine
the sinter strength and metallurgical properties [6-9].

Calcium ferrite has special features such as good intensity, excellent reducibility and low
formation temperature, which is suitable for developing low-temperature sintering, improv‐
ing the qualities of sinter and reducing energy consumption. Crystalline condensation is a key
stage to the forming and developing of calcium ferrite, which directly affects its precipitation
behavior and crystalline morphology [10-16]. In the paper, the microstructure characteristics
of sinter are analyzed, and crystalline condensation mechanism of calcium ferrite binder phase
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system based on minerals’ precipitation behavior and crystallization condition are studied,
also the major factors influencing the generation of calcium ferrite are discussed, which
provide theoretical support on improving microstructure of sinter and optimizing its quality.

2. Materials and methods

2.1. Properties of materials

The chemical compositions of raw material for mini-sintering are summarized in Table 1. This
mineral, which belongs to oxidized ore, has high iron grade, low gangue content, and the ratio
of Total Iron (TFe) to FeO is much higher than 3.5. The chemical, flux (calcium oxide), and the
additive (Al2O3, SiO2), is analytic grade reagent.

Raw material TFe FeO CaO MgO SiO2 Al2O3 LOI

Iron ore 64.94 0.86 0.03 0.01 3.78 0.77 1.67

Table 1. The chemical compositions of raw material wt/%

2.2. Methods for mini-sintering

Mini-sintering test was used to research the mineralization reactions, such as liquid generation,
crystallization behaviour, ect., under high temperature. Horizontal heating furnace whose
temperature and atmosphere could be controlled by program was adopted to conduct mini-
sintering experiment. The device of mini-sintering was shown in Fig.1.
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In order to simulate sintering process exactly, this experiment divided sintering process into 

preheating belt, reaction belt, melt belt, solidification belt and sintered belt. On the basis of 
physicochemical characteristics of each belt and the actual temperature curve of sintering bed, the 
heating program and atmosphere simulated were shown in Table.2. 
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Solidification belt 1300→1000 2 Air 
Sintered belt 1000→700 1 Air 
 
The research regarding the formation behavior of SFCA ((Quaternary compound of calcium 

ferrite containing silicate and alumina) was adopted mini-sinter. The steps of testing 
mineralization were agglomeration, roasting and mineralogical analysis. The experimental flow is 
shown in Fig.2.  

After ore blended, the mixture was compacted into a cylinder with the size of Φ30×25mm 
under the pressure of 300kg/cm2 for 1 min. Then the cylinders were sintered at 1280~1300℃ 
according to the heating programs in Table.1. The sintered sample was used to observe the 
mineralization of sintering mixture. The agglomerates were mounted with epoxy resin, and then 
polished to form a section, which the microstructures were observed by optical microscope and 
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In order to simulate sintering process exactly, this experiment divided sintering process into
preheating belt, reaction belt, melt belt, solidification belt and sintered belt. On the basis of
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physicochemical characteristics of each belt and the actual temperature curve of sintering bed,
the heating program and atmosphere simulated were shown in Table.2.

Temperature/℃ Heating up time /min Atmosphere

Preheating belt 60 →  700 1 N2

Reaction belt 700 →  1200 1 CO:O2:CO2=1:1:5

Melt belt 1200 →  1300 With rate the of 10℃/min CO:O2:CO2=1:1:5

Solidification belt 1300 →  1000 2 Air

Sintered belt 1000 →  700 1 Air

Table 2. The heating program and atmosphere of mini-sintering
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Columnar&acicular SFCA was defined as the ratio of length-diameter was bigger than 2.5. The 

graphic processing software could recognize the SFCA and figure out its content. The process 
consisted of image reading, image filtering, identification and segmentation, length-diameter ratio 
detection, and statistics of selected area. 
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Figure 2. Experimental flow of mini-sintering

The research regarding the formation behavior of SFCA ((Quaternary compound of calcium
ferrite containing silicate and alumina) was adopted mini-sinter. The steps of testing miner‐
alization were agglomeration, roasting and mineralogical analysis. The experimental flow is
shown in Fig.2.

After ore blended, the mixture was compacted into a cylinder with the size of Φ30×25mm under
the pressure of 300kg/cm2 for 1 min. Then the cylinders were sintered at 1280~1300℃ according
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to the heating programs in Table.1. The sintered sample was used to observe the mineralization
of sintering mixture. The agglomerates were mounted with epoxy resin, and then polished to
form a section, which the microstructures were observed by optical microscope and SEM, and
mineral components were detected by image analysis software.

Columnar&acicular SFCA was defined as the ratio of length-diameter was bigger than 2.5. The
graphic processing software could recognize the SFCA and figure out its content. The process
consisted of image reading, image filtering, identification and segmentation, length-diameter
ratio detection, and statistics of selected area.

2.3. Sinter pot test

A 700 mm deep×Φ 180 mm sinter pot was utilised to simulate sintering process, and its
schematic diagram was demonstrated in Fig.3.

SEM, and mineral components were detected by image analysis software.  
Columnar&acicular SFCA was defined as the ratio of length-diameter was bigger than 2.5. The 

graphic processing software could recognize the SFCA and figure out its content. The process 
consisted of image reading, image filtering, identification and segmentation, length-diameter ratio 
detection, and statistics of selected area. 
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schematic diagram was demonstrated in Fig.3.  
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Figure 3. Schematic diagram of laboratory sinter pot

Raw materials having been blended and granulated were charged into the sinter pot. Under
the mixtures, a hearth layer of approximate 20mm thick was previously prepared to protect
the grate from thermal erosion. After charging, the fuel in the surface layer was ignited by an
ignition hood initially, and then the combustion front moved downwards with the support of
downdraught system, which was mainly a draught fan used to enable sufficient air to be
sucked into sinter pot from top.

Apart from that, sintering speed, yield, tumbler index, productivity etc. were detected to
evaluate sinter quality. Sintering speed was the ratio of layer height and sintering time, and
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Figure 3. Schematic diagram of laboratory sinter pot

Raw materials having been blended and granulated were charged into the sinter pot. Under
the mixtures, a hearth layer of approximate 20mm thick was previously prepared to protect
the grate from thermal erosion. After charging, the fuel in the surface layer was ignited by an
ignition hood initially, and then the combustion front moved downwards with the support of
downdraught system, which was mainly a draught fan used to enable sufficient air to be
sucked into sinter pot from top.

Apart from that, sintering speed, yield, tumbler index, productivity etc. were detected to
evaluate sinter quality. Sintering speed was the ratio of layer height and sintering time, and
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yield was the percentage of sinter above 5mm after screening. Productivity reflected the
quantity of sinter produced unit area and unit time. Tumbler index, which could reflect sinter
strength, was the percentage of sinter above 6.3mm after 7.5kg sinter was tested in a
Φ1000×500mm tumbler for 200r.

3. Formation characteristics of calcium ferrite

3.1. Mineralization model for sintering

The mineralization behavior of sintering mixtures in different temperature has been re‐
searched, as is shown in Fig.4. When the temperature is at 1100-1150℃, solid-phase reaction
occurs, but it was not obvious because of the slow reaction speed. Then when the temperature
increases to 1200℃, a large number of CF generate by solid-phase reactions. As the temperature
reaches to 1225-1250℃, the liquid phase generates obviously and the holes begin to shrink.
Liquid content is developed when the temperature increases to 1300℃. At the temperature of
1300℃, the main mineral constituents are CF, secondary magnetite and hematite.
 

 

 

 
（a）1100℃；（b)1150℃；（c）1200℃；（d）1225℃；（e）1250℃；（f）1300℃ 

H—hematite，M—magnetite，CF—calcium ferrite，P—pole 

Fig.4 Effect of temperature on mineralization of mixture 
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Figure 4. Effect of temperature on mineralization of mixture

So, with the increase of the temperature during sintering, reactions occur between fine particles
of iron ores and fluxes to form low-melting compounds and then generate liquid phase, but
iron ore nuclei almost would not participate in the reaction for its low reacting speed. As the
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temperature rises continually, the amount of liquid phase is increased and the fluidity of liquid
improved. In the process of temperature-fall, crystals start to form with the condensation of
liquid phase. Therefore, the macrostructure model of sinter can be divided into two parts, the
melt zone and unfused ores, which is composed of the melt bonding the unfused ores together
(as shown in Fig.5).
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simple, mainly for iron oxides, and its structure is relatively dense. Melt zone as the product of 
liquid condensing and crystallization, a variety of substances are precipitated during cooling 
process, and holes formed due to the shrinkage of liquid phase. 
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The microstructures of melt zone are mainly divided into 3 kinds, corrosion structure of
magnetite and CF, eutectic structure of CF and silicate, and pilotaxitic texture of hematite and
CF, as shown in Fig.7. It’s shown that the melt zone of sinter mainly presents as the corrosion
structure of magnetite and calcium ferrite, which accounts for 80%-90% in melt zone. And a
few partial areas rich in porosity present as mixed structure of hematite and calcium ferrite,
or the eutectic structure of calcium ferrite and silicate. So, SFCA is the most important bonding
phase in melt zone.

   
(a) corrosion structure of magnetite and CF, (b) eutectic structure of CF and silicate, (c) pilotaxitic 
texture of hematite and CF;H—hematite, M—magnetite, CF—calcium ferrite, CS—silicate, P—pole 

Fig.7 Microstructures of melt zone 
3.3 Morphology characteristics of calcium ferrite 

According to the difference in the characteristics of calcium ferrite, they can be divided into 
four types of morphology, including plate-type, sheet-type, columnar-type, and acicular-type, 
which are shown in Fig.8. The chemical compositions of four kinds of calcium ferrite were 
studied, and the fracture toughness of different morphology of calcium ferrite was tested. 

The results of energy spectrum analyses and fracture toughness tests for different types of 
SFCA are shown in Table 3. It can be seen that SFCA of acicular-type and columnar-type have 
lower Fe2O3 content than plate-type and granular-type, but higher contents of Ca and Si. There 
was no obvious difference in the content of Al2O3 among four structures, while SFCA of 
columnar& acicular-type has lower content of MgO than plate& sheet-type. The components of 
columnar-SFCA is closed to calcium diferrite (ω(CaO) = 14.9), and acicular-SFCA has a relative 
component between calcium diferrite and the eutectic chemicals of CaO•Fe2O3-CaO•Fe2O3.  

Fracture toughness was used to measure the microstrength of various types of SFCA. As shown 
in Table 3, the order of the strength of four kinds of SFCA is 
acicular-type>columnar-type>sheet-type>platy-type, while the strength of the sheet-type and 
plate-type are close, as well as the plate-type and sheet-type. Due to their similar strength, 
acicular-type and columnar-type are named as columnar&acicular-type, as well as the 
plate&sheet-type. The corrosion structure of magnetite and the columnar&acicular-type is the best 
microstructure with the highest strength. 

Consequently, increasing the content of liquid phase in melt zone and developing the bonding 
phase that is mainly composed by columnar&acicular-type SFCA seem to be effective measures to 
improve sinter strength. 

Table 3 The component and fracture toughness of various SFCA  

Structure of 
SFCA 

Fracture 
toughness 
/MPa·m-2 

Chemical component /% 

CaO Fe2O3 SiO2 Al2O3 MgO 

Platy-type 0.85 9.07-10.65 82.50-89.00 2.59-4.05 2.83-4.16 0.55-1.92 

Sheet-type 0.91 10.75-12.49 71.79-85.66 3.73-6.66 3.03-4.11 0.92-2.28 

Columnar-type 1.33 13.27-15.43 68.07-78.86 7.09-9.26 3.39-4.44 0.40-1.43 

Acicular-type 1.39 13.99-17.04 70.57-75.37 6.60-9.99 3.20-4.25 0.57-0.80 
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Figure 7. Microstructures of melt zone

3.3. Morphology characteristics of calcium ferrite

According to the difference in the characteristics of calcium ferrite, they can be divided into
four types of morphology, including plate-type, sheet-type, columnar-type, and acicular-type,
which are shown in Fig.8. The chemical compositions of four kinds of calcium ferrite were
studied, and the fracture toughness of different morphology of calcium ferrite was tested.

The results of energy spectrum analyses and fracture toughness tests for different types of
SFCA are shown in Table 3. It can be seen that SFCA of acicular-type and columnar-type have
lower Fe2O3 content than plate-type and granular-type, but higher contents of Ca and Si. There
was no obvious difference in the content of Al2O3 among four structures, while SFCA of
columnar& acicular-type has lower content of MgO than plate& sheet-type. The components
of columnar-SFCA is closed to calcium diferrite (ω(CaO) = 14.9), and acicular-SFCA has a
relative component between calcium diferrite and the eutectic chemicals of CaO⋅Fe2O3-
CaO⋅Fe2O3.

Fracture toughness was used to measure the microstrength of various types of SFCA. As shown
in Table 3, the order of the strength of four kinds of SFCA is acicular-type>columnar-
type>sheet-type>platy-type, while the strength of the sheet-type and plate-type are close, as
well as the plate-type and sheet-type. Due to their similar strength, acicular-type and colum‐
nar-type are named as columnar&acicular-type, as well as the plate&sheet-type. The corrosion
structure of magnetite and the columnar&acicular-type is the best microstructure with the
highest strength.
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Calcium oxide (mass fraction 8%) was added into iron ores to ensure the formation of CF 
melt during sintering. Briquettes were cooled down to 1280�, 1250�, 1200�, 1150�, and 1050� at 
a cooling rate of 50�/min respectively, and then quenched by water. Fig.9 shows the micrograph 
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Consequently, increasing the content of liquid phase in melt zone and developing the bonding
phase that is mainly composed by columnar&acicular-type SFCA seem to be effective meas‐
ures to improve sinter strength.
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Consequently, increasing the content of liquid phase in melt zone and developing the bonding
phase that is mainly composed by columnar&acicular-type SFCA seem to be effective meas‐
ures to improve sinter strength.
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Structure of SFCA
Fracture

toughness /
MPa·m-2

Chemical component /%

CaO Fe2O3 SiO2 Al2O3 MgO

Platy-type 0.85 9.07-10.65 82.50-89.00 2.59-4.05 2.83-4.16 0.55-1.92

Sheet-type 0.91 10.75-12.49 71.79-85.66 3.73-6.66 3.03-4.11 0.92-2.28

Columnar-type 1.33 13.27-15.43 68.07-78.86 7.09-9.26 3.39-4.44 0.40-1.43

Acicular-type 1.39 13.99-17.04 70.57-75.37 6.60-9.99 3.20-4.25 0.57-0.80

Table 3. The component and fracture toughness of various SFCA

4. Crystal behavior of calcium ferrite during cooling process

4.1. Crystal behavior of calcium ferrite at different temperature

Calcium oxide (mass fraction 8%) was added into iron ores to ensure the formation of CF melt
during sintering. Briquettes were cooled down to 1280℃, 1250℃, 1200℃, 1150℃, and 1050℃
at a cooling rate of 50℃/min respectively, and then quenched by water. Fig.9 shows the
micrograph of products at different quenching temperature.

Dominated mineral composition were hematite and CF in each products, and microstructure
was corrading, however the crystallization had obvious differences (Table 4).

According to the results, we preliminary deduce that the precipitation temperature of crystal
in CF system is close to 1200℃.In order to verify this inference, briquettes were cooled with
50 ℃/min to 1200 ℃, and holding 10 min at  this  temperature,  then quenched by water
finally.  It  was  found  experimentally  that  as  the  holding  time  prolonged,  crystalline
morphology  became  significant  needle-like.  Although  dominated  mineral  compositions
were hematite and CF, precipitation quantity of CF increased.

Quenching
temperature

Micrograph Mineral composition and microstructure

1280℃
1250℃

Fig. 1a
Fig. 1b

No crystalline state were formed. The binder phase, which had no time to crystallize
under high temperature quenching, keeped the original morphology.

1200℃ Fig. 1c
The rudiment of the crystalline state CF was obtained, and its characteristic of
morphology was unidirectional extension.

1150℃
1050℃

Fig. 1d
Fig. 1e

Melt were crystallized gradually, developed more fully, in addition, needle-like CF
were precipitated.

Table 4. Mineral composition and microstructure of different quenching temperature

Undercooling is a essential driving force for phase transition. When the temperature is lower
than the melting point, undercooling △T(△T=Tm-T, Tm—melting temperature, T—actual
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temperature) is obtained. It was found by spectrum, the component of CF was close to the
eutectic point of Fe2O3–CaO system. Fig. 10 [5]shows the temperature of melt precipitation
nearby eutectic point was just higher than 1200 ℃, and the crystal had undercooling condition
at this temperature.It also proved the conclusion that CF,which precipitated at about 1200℃,
had good crystallization capacity. The crystal precipitation process was closed to the equili‐
brium state.
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/min to 1200 ℃, and holding 10 min at this temperature, then quenched by water finally. It was 
found experimentally that as the holding time prolonged, crystalline morphology became 
significant needle-like. Although dominated mineral compositions were hematite and CF, 
precipitation quantity of CF increased. 
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Figure 9. Micrograph of different quenching temperature

In addition, we can find that the rudiment of CF was excessive and small, and exhibited
unidirectional extension, which would become needle-liked when it developed. All of these
conform to the morphology features of rapid crystallization, which proved that CF crystal had
rapid growth speed, strong crystal ability, and little affection by dynamics and extenal factors.

4.2. Effect of the cooling rate on crystallization of calcium ferrite

Cooling rate determines the time of crystal precipitation, which is one of important factors of
crystallization. Using controllable cooling design, cooling rate was controled at 150℃/min,
100℃/min, 50℃/min in high temperature stage (≥1000℃), and 50℃/min in low temperature
stage (≤ 1000℃). Natural cooling method was adopted when briquettes was cooled down to
600℃.
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In addition, we can find that the rudiment of CF was excessive and small, and exhibited
unidirectional extension, which would become needle-liked when it developed. All of these
conform to the morphology features of rapid crystallization, which proved that CF crystal had
rapid growth speed, strong crystal ability, and little affection by dynamics and extenal factors.

4.2. Effect of the cooling rate on crystallization of calcium ferrite

Cooling rate determines the time of crystal precipitation, which is one of important factors of
crystallization. Using controllable cooling design, cooling rate was controled at 150℃/min,
100℃/min, 50℃/min in high temperature stage (≥1000℃), and 50℃/min in low temperature
stage (≤ 1000℃). Natural cooling method was adopted when briquettes was cooled down to
600℃.
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Adding 8% of calcium oxide(R=2.3) into raw material as flux. After sintering and cooling, Fig.
11 and Table 5 provides a set of typical microstructure corresponding to the samples prepared
from different cooling rate.

temperature) is obtained. It was found by spectrum, the component of CF was close to the eutectic 
point of Fe2O3–CaO system. Fig. 10 [5]shows the temperature of melt precipitation nearby eutectic 
point was just higher than 1200 �, and the crystal had undercooling condition at this temperature.It 
also proved the conclusion that CF ,which precipitated at about 1200�, had good crystallization 
capacity. The crystal precipitation process was closed to the equilibrium state. 

In addition，we can find that the rudiment of CF was excessive and small, and exhibited 
unidirectional extension, which would become needle-liked when it developed. All of these 
conform to the morphology features of rapid crystallization, which proved that CF crystal had 
rapid growth speed, strong crystal ability, and little affection by dynamics and extenal factors. 
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Figure 11. Micrograph of different cooling rate

Based on the experimental results, it was said that CF crystal can precipitate in rapid cooling
rate. At the same time, slowing cooling rate was significantly in favour of further development
of the crystal.
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In the actual production process, cooling rate of the upper and lower material layers are
120~130℃/min and 40~50℃/min respectively [6]. During the production of high-basicity sinter,
we can deduce that the cooling process of lower material layer is relative slow, and this can be
in favor of the crystallization of needle-like CF and development of melting structure. From
the perspective of crystal precipitation behavior, we conclude that the lower material layer is
superior to upper one.

Cooling rate Micrograph Mineral composition and microstructure

150℃/min Fig. 3a
Crystal rudiment of CF was found, which further confirmed that CF had strong
crystalize abiliity.

100℃/min Fig. 3b
The crystal precipitation became obvious with decreasing cooling rate, and crystal
tended to intensive.

50℃/min Fig. 3c
Along with melt crystallizing fully, CF developed to needle-like morphology,
which formed interlaced and corrasive structrue with hematite.

Table 5. Mineral composition and microstructure of different cooling rate

5. Effect of chemical compositions on crystallization of calcium ferrite

The influences of Ca/Fe, SiO2, Al2O3 and MgO on the generation of calcium ferrite in melt zone
were studied. The molar ratio of Ca/Fe and the content of MgO were changed by adding
calcium or magnesium fluxes, and the contents of SiO2 and Al2O3 were changed by regulating
the types of iron ores used.

5.1. Ca/Fe in melt zone

The influences of Ca/Fe on the generation of columnar&acicular-SFCA in melt zone were
studied. The results are shown in Fig.12. As the molar ration of Ca/Fe is low, there is little
columnar&acicular-SFCA in melt zone. With the increase of Ca/Fe, the generation of SFCA is
improved first, then down when the Ca/Fe exceeds 0.4.

The influence of Ca/Fe on the microstructure of melt zone is shown in Fig.10. The total content
of SFCA increases with the improvement of the molar ratio of Ca/Fe, but columnar&acicular-
SFCA increases first and then decreases. When Ca/Fe is 0.23, the morphology of SFCA is mainly
platy-type(Fig.13(a)). As Ca/Fe reaches to 0.3-0.4, the main form of SFCA exists as colum‐
nar&acicular-type, which reaches the maximum amount (Fig.13(c) ~ Fig.13(e)). When Ca/Fe
increases to 0.5, the content of columnar&acicular-SFCA decreases instead, and sheet-type
SFCA of interconnection mode forms remarkably (Fig.13(f)).
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exists as columnar&acicular-type, which reaches the maximum amount (Fig.13(c) ~ Fig.13(e)).
When Ca/Fe increases to 0.5, the content of columnar&acicular-SFCA decreases instead, and 
sheet-type SFCA of interconnection mode forms remarkably ( Fig.13(f)).   
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Fig.14 Influence of Ca/Fe on the microstructure of melt zone 

5.2 SiO2 content in melt zone 
The influences of SiO2 content in melt zone on the generation of columnar&acicular-SFCA and 

the microstructure were studied. The results are shown in Fig.15 and Fig.16.
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5.2. SiO2 content in melt zone

The influences of SiO2 content in melt zone on the generation of columnar&acicular-SFCA and
the microstructure were studied. The results are shown in Fig.14 and Fig.15.
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Figure 14. Influence of SiO2 on the generation of SFCA in melt zone

would benefit the generation of columnar&acicular-SFCA because SiO2 is an important ingredient 
for SFCA formation. While SiO2 exceeds 5.0%, the reaction between CaO and SiO2 occurs more 
easily than that between CaO and Fe2O3. As a consequence, the amount of SFCA coming from the 
reaction between CaO and Fe2O3 is reduced. And it facilitates producing platy SFCA other than 
columnar&acicular-type since more silicate is generated (Fig.16(e) and Fig.16(f)).
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Fig.16 Influence of SiO2 on the microstructure of melt zone 

5.3 Al2O3 content in melt zone 
Al2O3 is also an influencing factor for SFCA[19]. The effect of Al2O3 on the generation of SFCA 

in melt zone is investigated, and the results are shown in Fig.17. When the content of Al2O3 is not 
more than 1.8%, columnar&acicular-SFCA generates sufficiently. As Al2O3 content continues to 
increase, it’s disadvantage for the form of columnar&acicular-SFCA. 
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The influence of Al2O3 on the microstructure of melt zone is presented in Fig.10. When the 

content of Al2O3 is under 1.8%, melt zone mainly consists of the corrosion structure formed by 
SFCA and magnetite(Fig.18(a)~ (Fig.18(c)). But the microstructure would change markedly when 
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Figure 15. Influence of SiO2 on the microstructure of melt zone

For the influence of SiO2, when the content of SiO2 increases from 4.3% to 5.0%, the content of
columnar&acicular-SFCA increases to some extent (Fig.15(a) ~ Fig.15 (c)). SiO2 content of 5.0%
would benefit the generation of columnar&acicular-SFCA because SiO2 is an important
ingredient for SFCA formation. While SiO2 exceeds 5.0%, the reaction between CaO and SiO2
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For the influence of SiO2, when the content of SiO2 increases from 4.3% to 5.0%, the content of
columnar&acicular-SFCA increases to some extent (Fig.15(a) ~ Fig.15 (c)). SiO2 content of 5.0%
would benefit the generation of columnar&acicular-SFCA because SiO2 is an important
ingredient for SFCA formation. While SiO2 exceeds 5.0%, the reaction between CaO and SiO2
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 occurs more easily than that between CaO and Fe2O3. As a consequence, the amount of SFCA
coming from the reaction between CaO and Fe2O3 is reduced. And it facilitates producing platy
SFCA other than columnar&acicular-type since more silicate is generated (Fig.15(e) and Fig.
15(f)).

5.3. Al2O3 content in melt zone

Al2O3 is also an influencing factor for SFCA [19]. The effect of Al2O3 on the generation of SFCA
in melt zone is investigated, and the results are shown in Fig.16. When the content of Al2O3 is
not more than 1.8%, columnar&acicular-SFCA generates sufficiently. As Al2O3 content
continues to increase, it’s disadvantage for the form of columnar&acicular-SFCA.
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Figure 16. Influence of Al2O3 on the generation of SFCA in melt zone

The influence of Al2O3 on the microstructure of melt zone is presented in Fig.10. When the
content of Al2O3 is under 1.8%, melt zone mainly consists of the corrosion structure formed by
SFCA and magnetite(Fig.17(a)~ (Fig.17(c)). But the microstructure would change markedly
when the content of Al2O3 is more than 1.8%. The columnar&acicular-SFCA is suppressed and
the platy SFCA gets developed (Fig.17(d)~ (Fig.17(f))). When the content of Al2O3 is excessively
high, it would not only increase the melting point of sintering mix, but also increase the
viscosity of liquid phase. Thus the fluidity of liquid phase is worsened, which makes it difficult
for the precipitation of columnar&acicular-SFCA that crystallises along one-way extension,
and makes the size and quantity of the pores in the melt zone increase.

5.4. MgO content in melt zone

In the same way, the influence of MgO on the formation of SFCA was researched. With the
increase of the content of MgO, the content of SFCA decreases(as shown in Fig.18). And the
main reason is that Mg2+ entered into the crystal lattice of magnetite, forming magnesiaspinel
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[(Fe,Mg) O Fe2O3]. The crystal lattice of magnetite is stabilised by solid solution of Mg2+. As a
result, it would suppress the formation of SFCA by preventing the oxidising reaction from
magnetite to hematite [20,21]. With the increase of MgO from 1.4% to 6.4%, the content of
columnar&acicular-SFCA decreases from 34.67% to 18.17%.
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Figure 18. Influence of MgO on the generation of SFCA in melt zone

the content of Al2O3 is more than 1.8%. The columnar&acicular-SFCA is suppressed and the platy 
SFCA gets developed (Fig.18(d)~ (Fig.18(f))). When the content of Al2O3 is excessively high, it 
would not only increase the melting point of sintering mix, but also increase the viscosity of liquid 
phase. Thus the fluidity of liquid phase is worsened, which makes it difficult for the precipitation 
of columnar&acicular-SFCA that crystallises along one-way extension, and makes the size and 
quantity of the pores in the melt zone increase. 
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5.4 MgO content in melt zone 

In the same way, the influence of MgO on the formation of SFCA was researched. With the 
increase of the content of MgO, the content of SFCA decreases(as shown in Fig.19). And the main 
reason is that Mg2+ entered into the crystal lattice of magnetite, forming magnesiaspinel[(Fe,Mg) 
O·Fe2O3]. The crystal lattice of magnetite is stabilised by solid solution of Mg2+. As a result, it 
would suppress the formation of SFCA by preventing the oxidising reaction from magnetite to 
hematite[20,21]. With the increase of MgO from 1.4% to 6.4%, the content of 
columnar&acicular-SFCA decreases from 34.67% to 18.17%.  
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Fig.19 Influence of MgO on the generation of SFCA in melt zone
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The influence of MgO on the microstructure of melt zone is shown in Fig.19. When the content
of MgO is excessively high, lumpy pieces of recrystallisation magnetite are generated in melt
zone, and the content of columnar&acicular-SFCA is decreased significantly.

The influence of MgO on the microstructure of melt zone is shown in Fig.20. When the 
content of MgO is excessively high, lumpy pieces of recrystallisation magnetite are generated in 
melt zone, and the content of columnar&acicular-SFCA is decreased significantly. 

 

 
(a) MgO1.4%；(b) MgO2.4%；(c) MgO3.4% 

(d) MgO4.4%；(e) MgO5.4%；(f) MgO6.4% 

Fig.20 Influence of MgO on the microstructure of melt zone 
5.5 Methods of optimising SFCA generation 

Therefore, the chemical composition of melt zone plays a considerably important role in liquid 
phase and the generation of SFCA. The suitable chemical components of melt zone have been 
proved to be that, the molar ratio of Ca/Fe is 0.3-0.4, the content of SiO2 is about 5%, the content 
of Al2O3 is less than 1.8%, the content of MgO should be controlled as low as possible under the 
condition guaranteeing the slag-making of blast furnace. In accordance with the principles 
introduced above (Table 6), the performance of mixtures on the mineralization can be optimised. 

Table 6 Suitable ranges of chemical component in melt zone for mineralization 
Ca/Fe(molar ratio) SiO2 content/% Al2O3 content/% MgO content/% 

0.3-0.4 about 5.0% ≤1.8 Low as possible 
 

 The chemical composition of melt zone can be calculated by Equation 1. On the basis of that, 
all of the fluxes react with the fine iron ores less than 0.5mm to form the melt zone. According to 
the equation, as knowing the composition of raw materials, adhesive fines (-0.5mm) content and 
the proportions of raw materials, the chemical compositions in melt zone can be figured out. 
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Where w(Q) is the content of chemical composition Q in melt zone, %; 
xi is the ratio of iron ore i in the mixture, %; 
xi

-0.5 is the content of fine grains(-0.5mm) in ore i, %; 
wi

Q is the content of chemical composition Q in adhesive fines(-0.5mm) of ore i, %; 
wi

LOI is the loss on ignition of fraction -0.5mm in ore i, %; 
xj is the ratio of flux j in the mixture, %; 
wj

Q is the content of chemical composition Q in flux j, %; 
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Figure 19. Influence of MgO on the microstructure of melt zone

5.5. Methods of optimising SFCA generation

Therefore, the chemical composition of melt zone plays a considerably important role in liquid
phase and the generation of SFCA. The suitable chemical components of melt zone have been
proved to be that, the molar ratio of Ca/Fe is 0.3-0.4, the content of SiO2 is about 5%, the content
of Al2O3 is less than 1.8%, the content of MgO should be controlled as low as possible under
the condition guaranteeing the slag-making of blast furnace. In accordance with the principles
introduced above (Table 6), the performance of mixtures on the mineralization can be opti‐
mised.

Ca/Fe(molar ratio) SiO2 content/% Al2O3 content/% MgO content/%

0.3-0.4 about 5.0% ≤1.8 Low as possible

Table 6. Suitable ranges of chemical component in melt zone for mineralization

The chemical composition of melt zone can be calculated by Equation 1. On the basis of that,
all of the fluxes react with the fine iron ores less than 0.5mm to form the melt zone. According
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to the equation, as knowing the composition of raw materials, adhesive fines (-0.5mm) content
and the proportions of raw materials, the chemical compositions in melt zone can be figured
out.
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Where w(Q) is the content of chemical composition Q in melt zone, %;

xi is the ratio of iron ore i in the mixture, %;

xi
-0.5 is the content of fine grains(-0.5mm) in ore i, %;

wi
Q is the content of chemical composition Q in adhesive fines(-0.5mm) of ore i, %;

wi
LOI is the loss on ignition of fraction -0.5mm in ore i, %;

xj is the ratio of flux j in the mixture, %;

wj
Q is the content of chemical composition Q in flux j, %;

wj
LOI is the loss on ignition of flux j,%.

Take a sintering plant in china as an example. The basic ore blending scheme is the producing
plan before optimizing. The chemical composition in melt zone of basic scheme is shown in
Table 7. According the suitable ranges of relative components, the molar ratio of Ca/Fe and
the contents of SiO2, Al2O3 are all beyond their appropriate values in basic scheme. Colum‐
nar&acicular-SFCA are low because the chemical component of melt zone fails to meet the
expected match.

Scheme Chemical component of melt zone Content of C.&A.-SFCA/%

Molar ratio
of Ca/Fe

SiO2
/%

Al2O3
/%

MgO
/%

Basic 0.28 5.43 2.03 2.98 23.86

Optimization A 0.32 5.08 1.78 3.08 32.66

Optimization B 0.33 5.16 1.82 3.14 34.27

Table 7. The chemical component of melt zone and the property of mineralisation

In order to optimise the chemical components of melt zone, it is necessary to increase the molar
ratio of Ca/Fe and reduce the contents of Al2O3 and SiO2 in the fraction of -0.5mm on the basis
of basic scheme. The methods of optimisation are decreasing the content of -0.5mm in blending
ores to raise the Ca/Fe, and decreasing the ores of high Al2O3 and SiO2. Two ore blending
schemes of optimisation are obtained. The chemical components of melt zone are shown in
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Table 7 after optimising the ore blending. It can be seen that the molar ratio of Ca/Fe of
Optimisation A and Optimisation B increased to 0.32 and 0.33 respectively, the content of
SiO2 decreased to 5.08% and 5.16%, and Al2O3 decreased to 1.78% and 1.82%, all reaching or
approaching the suitable range for mineralisation. Compared with the basic scheme.

The influences of mineralisation improvement by optimising the ore blending on sintering are
shown in Table 8. When the proportion of coke breeze remained at 5%, sintering speed of two
optimising schemes increases from 21.94mm/min to 23.55mm/min, 23.78mm/min, the yield
increases from 72.66 to 74.05%, 73.69%, the productivity increases from 1.48t/(m2 h) to
1.60t/(m2 h), 1.59t/(m2 h), and the tumbler strength increases from 65.00% to 66.40%, 66.45%.
When the production and quality indexes are comparative, the ratio of coke breeze can be
decreased from 5.0% to 4.7%, and the solid fuel consumption reduces by 5.6%.

Scheme
Ratio of

coke breeze/%
Sintering speed

/mm·min-1
Yield/%

Tumbler
index/%

Productivity
/t·m-2·h-1

Standard 5.0 21.94 72.66 65.00 1.48

Optimization A 5.0 23.55 74.05 66.74 1.60

Optimization A 4.7 22.22 71.88 64.56 1.48

Optimization B 5.0 23.78 73.69 66.45 1.59

Table 8. The influence of the optimisation of mineralisation to the sintering

6. Conclusions

1. The structure of sinter composes of a melt zone and unfused ores. Sinter strength is mainly
subjected to the properties of melt zone since unfused ores are wrapped by melt zone is
proposed. It facilitates obtaining sinter of high strength with the increase of SFCA in melt
zone during melt condensation.

2. Crystalline CF began to precipitate at about 1200℃.The lower cooling temperature, the
better crystal growth, and the more content of precipitated needle-like CF. CF crystal has
rapid growing speed, strong crystal ability, and little affection by dynamics and external
factors. However, slowdowning the cooling rate is obviously favorable to development
of crystal.

3. SFCA can be divided into four structural types, including plate-type, sheet-type, colum‐
nar-type, and acicular-type. The strength of columnar&acicular-type SFCA is better than
that of plate& sheet-type.

4. The suitable chemical components for mineralisation of the melt zone are that, the molar
ratio of Ca/Fe is 0.3-0.4, the content of SiO2 is about 5%, the content of Al2O3 is less than
1.8%, and the content of MgO should be controlled as low as possible for guaranteeing
the slag-making of blast furnace.
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Chapter 13

Crystallization of Fe and Mn Oxides-Hydroxides in Saline
and Hypersaline Enviro nments and In vitro

Nurit Taitel-Goldman

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59625

1. Introduction

Iron oxides crystallize in various enviro nments. This chapter focuses on short-range ordered
or well-crystallized iron oxides and Fe - Mn oxides that crystallize in saline and in hypersaline
enviro nments or in similar conditions in vitro.

1.1. Geological background

In the actively diverging central part of the Red Sea, a series of submarine Deeps were formed
(Figure 1a). Red Sea deep water interacts with hot magmatic rocks, dissolves salt layers and
then discharges into the Deeps creating hydrothermal hypersaline brine that feeds the Deeps.
A hydrothermal hypersaline brine (68°C, 270‰) [1] discharges into the southwestern basin of
Atlantis II Deep located between 21°19N and 21°27N and is 15 km long and 8 km wide (Figure
1b). The water depth reaches 2190 m. [2, 3, 4]. The hydrothermal hypersaline brine forms a
stable stratified water column resulting from density differences. Iron concentration increases
with depth from 0.01 m g/kg to 75-81 m g/kg in the lower brine. Mn concentration in the lower
brine is 82 m g/kg whereas in the Red Sea deep water, it is 0.009 m g/kg [5]. Mixing between
the discharging brine and the aerobic Red Sea deep water, which occurs at the depth of
2008-1990m below sea level, leads to iron oxidation and crystallization of iron oxide-hydrox‐
ides. Variability in iron oxides or hydroxides results from the conditions in which they
crystallized.

The hypersaline and hydrothermal brine that fills the Atlantis II Deep overflows into the
close Chain and Discovery Deeps. This leads to elevated temperatures in the lower water
layer in the Discovery Deep that reach 48°C. Lately it was suggested that hydrothermal brine
also discharges into the Discovery Deep which has lead to a constant temperature over the
last 40 years [1] The elevated temperature salinity and iron concentrations lead to crystalliza‐

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



tion of  iron and manganese oxides or  hydroxides in these Deeps as  well.  Mn-Fe oxide-
hydroxides were crystallized either in the margins of the Deeps or close to the interface
between the hydrothermal brines and the overlying aerobic Red Sea deep water. Fe-oxides
that crystallize in the oxic-unoxic boundary settle down to the Deep floor whereas Mn oxides-
hydroxides dissolve while settling down on the Deep floor but they accumulate on the flanks
of the Deeps [6].

Iron oxides were collected from sediments of the Thetis Deep in the Red Sea located between
22°46N and 22°49N with a water depth of 1780m (Figure 1c). Currently, no hydrothermal brine
discharges into this Deep, yet it is possible that hydrothermal brine was present in the Thetis
Deep during deposition of iron oxides [7]. Cores studied from the Thetis Deep have a higher
Fe and Mn oxide-hydroxides than cores sampled outside the Deep. Similarly, V, Cu, Zn, and
Pb are enriched in Thetis Deep sediments [8].

Figure 1. Location maps: a) Red Sea; b) Atlantis II Deep, Chain Deeps and Discovery Deep; c) Thetis Deep; d) Dead Sea
area and in the upper part of the map of Israel with the Dead Sea location. Ein-Ashlag seepage is in the southern part
of the dead Sea on the eastern flank of the Mount Sedom diapir. (*- sampling area)

Dead Sea samples were collected near saline springs that discharge close to the Dead Sea or
from Ein-Ashlag located on the eastern flanks of Mount Sedom diapir (Figure 1d). The springs
and Dead Sea water are Ca-Chloride hypersaline brine, initially formed in a Pliocene lagoon.
The salinity of the Dead Sea reaches 340 g/l [9]. Ein-Ashlag is a hypersaline seepage that results
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from hypersaline brine body that is associated with Mt. Sedom salt diapir. The salinity of the
seepage (390 TDS/l) is even higher than Dead Sea water (340gTDS/l). The amount of dissolved
Fe2+ in the Ein-Ashlag spring is 0.12 g/l [10] Initially formed iron and manganese oxides that
crystallize close to the discharging spring are commonly preserved within halite crystals, hence
their initial composition remains and recrystallization processes are restrained.

Minerals presented in this chapter are short-range ordered ferrihydrite (Fe5HO8*4H2O),
singerite (SiFe4(OH)4*H2O) and Mn-oxide-hydroxide layers. Well- crystallized phases pre‐
sented are goethite ((αFeOOH), akaganéite (βFeOOH), lepidocrocite (γFeOOH), feroxyhyte
(δFeOOH), hematite (αFe2O3), magnetite (Fe3O4), todorokite ((Ca, mg)1-xMn4+O12 *3-4 H2O),
groutite (αMnOOH) and manganite (γMnOOH). Laboratory imitation of the hydrothermal
and hypersaline enviro nments enabled the understanding of the conditions in which each
phase precipitated.

2. Methods

Morphology of the phases was observed using high resolution scanning electron microscopy
(HRSEM) or high resolution transmission electron microscopy (HRTEM). Using point
analyses, a solid solution between two phases or impurities within crystals were detected. In
most of the samples studied, the fine fraction was checked with High Resolution Transmission
Electron Microscopy using a JEOL FasTEM 2010 electron microscope equipped with a Noran
energy dispersive spectrometer (EDS) for microprobe elemental analyses. The results present‐
ed are in atomic ratios. Beam width for point analyses was 25 nm. Crystalline phases or short-
range ordered phases were identified using selected area electron diffraction (SAED) in the
HRTEM. The smallest area for SAED was 100 nm. The data obtained from the HRTEM were
processed using fast Fourier transformation with Digital Micrograph (Gatan) software.

3. Short-range ordered phases

3.1. Crystallization of short-range ordered ferrihydrite in the Red Sea and in the Dead Sea
area

Nanometer-size phases showing short range periodity are common in the newly formed
sediments in the hydrothermal hypersaline enviro nment of the Red Sea and in the Dead Sea
area. Ferrihydrite (<10 nm) has euhedral to subhedral morphology and a short-range ordered
pattern in the inner part. Crystallization of ferrihydrite occurs as dissolved Fe oxidizes at the
presence of dissolve Si that hinders crystal growth so nano-sized crystals are formed with Si
impurity with Si/Fe molar ratios varying between 0.17-0.89.

The initial stage of ferrihydrite formation was observed on a plastic bag floating in the Dead
Sea water close to a discharging spring with a Si/Fe atomic ratio of 0.26 (Figure 2a). Other
ferrihydrite crystals in the Dead Sea were preserved within halite crystals that prevented
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recrystallization processes. Point analyses in ferrihydrite crystals yielded Si and Mn impurities
with ratios of Si/Fe 0.105 and Mn/Fe 0.013 (Figure 2b).

2-line ferrihydrite clusters of 200 nm were found in samples from the uppermost layer of
sediments in the Atlantis II Deep at a water depth of 2165m, [11]. The ferrihydrite presented
(Figure 2c) was suspended in the lowermost 10 cm of the hydrothermal brine with a crystal
size of 5 nm and point analyses yielded a Si/Fe elevated 0.53 ratio (Figure 2c).

Mn and Fe share similar atomic size (0.645 nm), hence formation of a solid solution between
Mn-hydroxides and Fe-hydroxides is feasible. In the Dead Sea, Chain and Discovery Deeps in
the Red Sea impurity of Mn in ferrihydrite was observed with an Mn/Fe atomic ratio of 0.013
to 0.244 respectively (Figure 2d).

Figure 2. a) 2-line ferrihydrite that crystallized on a floating plastic bag close to a discharging spring into Dead Sea
water; b) 2-line ferrihydrite that was preserved within halite crystals. At the upper part of the image, electron diffrac‐
tion at 0.247 and at 0.1462 nm; c) 2-line ferrihydrite from uppermost centimeter of sediments in the Atlantis II Deep,
Red Sea. Electron diffraction yielded 0.25-0.26 and 0.145 nm and Fast Fourier Transformation resulting from the elec‐
tron diffraction at 0.26 nm; d) ferrihydrite from southern Chain Deep upper 30 cm of the sediments.
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3.2. Crystallization of short-range ordered singerite (SiFe4O6(OH)4*H2O)

Singerite appears as rounded platy particles with distinct electron dense, relatively ordered
margin and less crystalline inner core. The width of the particles is around 100-200 nm and the
dense margins are 5 nm wide [12]. It has a rhombohedral symmetry with unit cell parameters
of a=0.504 nm and c=1.08 nm [13]. Singerite was found mainly in the hypersaline hydrothermal
brine and the upper sedimental column of the Atlantis II Deep and in the close Chain and
Discovery Deeps [14]. Formation in this area results from large amounts of dissolved Si and
Fe that lead to formation of short- range ordered phase with elevated atomic Si/Fe ratios (Si/
Fe=0.2-0.6). It probably precipitates at the transition zone between the hydrothermal Si-Fe
enriched brine and the Red Sea Deep water. Particles of singerite were found in the sediments
column down to a depth of few meters with preserved initial morphology.

Synthesis in a brine (40°C, pH7, 2M NaCl) designed to simulate crystallization, singerite was
performed successfully with an elevated dissolved initial Si/Fe=1.5 ratio (Figure 3d, e).

3.3. Crystallization of short-range ordered phases Fe-Si-Mn oxides

A short-range ordered Fe-Si-Mn oxide phase made of nano-sized particles forming thin layers
that tend to curve and fold was found in the Discovery Deep in the Red Sea. The short-range
ordered layers had elevated Si and Mn impurities (Si/Fe of 0.24 and Mn/Fe 0.25) (Figure 3f,
g). Association with Si probably hindered crystals growth leading to a short-range ordered
phase. The phase resembles in its morphology feroxyhyte but due to elevated Si concentration,
it became a short-range ordered phase.

4. Well-crystallized phases

4.1. Crystallization of goethite in the Red Sea Deeps, in the Dead Sea and simulations in
vitro

Goethite usually crystallizes from Fe2+ at pH 4-9 by fast oxidation/hydrolysis and in the
presence of CO2 [15]. Dissolved Fe2+ is supplied by venting hydrothermal hypersaline brines
of the Red Sea or in the Dead Sea area. Oxidation of the iron occurred in the Red Sea Deeps as
the hydrothermal brine interacts with Red Sea deep water whereas in the Dead Sea area
exposure to the atmosphere leads to Fe2+ oxidation and goethite precipitation..

Two types of morphologies dominate in most goethite samples of the Red Sea: monodomain,
acicular crystals (Figure 4a) and multi-domain crystallites that crystallize from common nuclei
and then diverge (Figure 4b, c). Formation of multi-domain crystal of goethite was attributed
to the elevated Na concentrations [16] that probably prevail in the hydrothermal brines.

Twinning appears in both morphologies and star-shaped twinning is attributed to formation
at elevated temperatures, 60-90°C [17].

Goethite crystals with elevated Si/Fe 0.12 atomic ratios are usually smaller and poorly
crystalline, exhibiting numerous crystal defects whereas larger crystals with higher crystal‐
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linity have a lower Si/Fe elemental ratio. At relatively low Si/Fe ratios, the major effect of Si is
to retard growth of the crystallites. Since the amount of soluble Si concentration in the brine
was higher in Atlantis II Deep than in Thetis Deep, smaller goethite crystals were formed in
the Atlantis II Deep (Figure 4 c, d). Elevated Si concentrations in the brines caused dislocation
within the crystals (Figure 4b).

Figure 3. a) Singerite round plates from the Atlantis II Deep, Red Sea; b) High resolution image of the outer rim of the
face with short-range ordered inner core. Electron diffraction yielded 0.245 and 0.143 nm; c) Singerite particles from
sediments in the Chain Deep; d) Synthetic singerite particles with an outer dense ring; e) High resolution image of syn‐
thetic singerite with electron diffraction of 0.25 and 0.27 nm; f) Plates of Fe-Mn-Si oxides from the Discovery Deep; g)
High resolution image of the Fe-Si-Mn phase.
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Well-crystallized multi-domain goethite (longer than 500 nm) form mono-layers of iron oxides
in the Thetis Deep that were formed at slow oxidation epochs of discharging dissolved Fe+2 in
a brine with lower Si/Fe values [18].

In the Dead Sea area where Na concentration in the springs or in the brines is high, multi-
domain goethite crystallized with a Si/Fe atomic ratio of 0.08 and Mn/Fe 0.04 (Figure 4 e, f)

Star-shaped twinning was observed in a sample from the Atlantis II Deep and in synthesized
goethite that crystallized at elevated temperatures (0.8 M NaCl, 60°C) (Figure 4g). At a lower
temperature (25°C) synthesized in a 5M NaCl brine, large crystals were formed (Figure 4h) [19].

Figure 4. a) Monodomain acicular goethite with twinning from the Atlantis II Deep, Red Sea; b) High resolution image
of goethite acicular twins from the Atlantis II Deep, Red Sea; c) Star twinning of multi-domain goethite from Atlantis II
Deep, Red Sea; d) Multi-domain goethite from Thetis Deep, Red Sea; e) Multi domain goethite from the Dead Sea area;
f) A high resolution image of multi-domain goethite from the Dead Sea; g) Star-shaped multi-domain goethite crystals
formed in vitro along with magnetite crystals; h) Multi-domain goethite crystal formed in vitro.
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4.2. Crystallization of a solid solution goethite-groutite

Goethite αFeOOH and groutite αMnOOH form a solid solution since both have the structure
of Orthorhombic – Dipyramidal H-M Symbol (2/m 2/m 2/m) with space group Pb nm. A solid
solution was found in the sediments of the Discovery Deep Mn/Fe 0.33-0.77, Thetis Deep (Mn/
Fe 0.10-0.22) in the Red Sea and in sediments that crystallize in the Dead Sea Area (Mn/Fe 0.31)
(Figure 5a, b, c).

Figure 5. Solid solution of goethite groutite; a, b) Goethite groutite crystals from the Discovery Deep; c) Cluster of goe‐
thite-groutite solid solution from the Dead Sea area.

4.3. Crystallization of groutite

Monodomain large crystals of groutite were observed in the southern marginal facies of the
Atlantis II Deep of the Red Sea. Impurities of Fe, Si and Ca were found in the crystals. Si retards
Mn oxides growth hence lower Si/Mn leads to larger groutite crystals (Figure 6 a, b).

4.4. Crystallization of akaganéite in the Dead Sea area

Akaganeite crystals from the Dead Sea area were crystallized from the hypersaline brine that
discharges close to the northern part of the evaporation ponds (Figure 7a). Usually crystalli‐
zation of akaganéite requires the presence of Cl- ions for the crystal's stability. In the Dead Sea
area, akaganéite were preserved within halite crystals and had acicular or a multi-domain
structure (<100 nm) (Figure 7a, b). Incorporation of Si in akaganéite caused twinning [20]
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area, akaganéite were preserved within halite crystals and had acicular or a multi-domain
structure (<100 nm) (Figure 7a, b). Incorporation of Si in akaganéite caused twinning [20]
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Figure 7. a) Multi-domain akaganéite crystals with Si impurity; b) Acicular crystals of akaganéite with d spacing
around 0.7 nm.

4.5. Crystallization of lepidocrocite in the Red Sea Deeps, in the Dead Sea and simulations
in vitro

Lepidocrocite usually forms in the presence of chloride at an elevated pH and by slow
oxidation relatively to goethite [15]. Three lepidocrocite morphologies were observed in
samples from the Atlantis II Deep, Red Sea (Figure 8 a, b): Subhedral plates, rods and multi-
domainic crystals, resulting from enhanced crystal growth along the 010 face due to a higher
pH [13, 19].

Well-crystallized lepidocrocite of the Thetis Deep in the Red Sea appears as euhedral plates
(140-340 nm) or acicular crystals (500-600 nm long and few nm wide) (Figure 8c). In the
Discovery Deep, laths-like lepidocrocite were observed (Figure 8d). A high resolution image
of platy lepidocrocite from the Thetis Deep had no dislocations and d spacing of 0.62 nm can
be observed (Figure 8f).

Figure 6. Groutite from the Atlantis II Deep; a) Enlarged image with results of two point analyses; b) Large groutite
crystal with electron diffraction.
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Figure 8. Various morphologies of lepidocrocite: a) Lepidocrocite plates and multi-domain crystals from the Atlantis II
Deep, Red Sea; b) Plates of lepidocrocite from the Atlantis II Deep; c) Plates and rods of lepidocrocite from the Thetis
Deep, Red Sea; d) Plates of lepidocrocite from Discovery Deep, Red Sea; e) Tiny crystallites of lepidocrocite from the
Dead Sea; f) A high resolution image of lepidocrocite crystal from the Thetis Deep Red Sea. (d spacing was 0.62 nm); g)
Multi-domain lepidocrocite synthesized at a high pH and low temperature; h) Plates and some rods synthesized at a
low pH and elevated temperature.
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Platy and rod lepidocrocite from the Thetis and Atlantis II Deeps were probably formed under
slightly acidic conditions of the hydrothermal brines. Soluble Si concentration in the brine was
higher (Si/Fe 0.11) in the Atlantis II Deep than in the Thetis Deep, leading to larger lepidocro‐
cite crystals in the latter. Lepidocrocite forms mono-layers of iron oxides in Atlantis II and
Thetis Deeps due to abrupt oxidation epochs. They were probably formed as down-welling of
dense oxidized Red Sea Deep Water formed wide mixing layer which introduced large amounts
of dissolved oxygen into the brine leading to abrupt Fe oxidation and lepidocrocite precipita‐
tion [21].

Dead Sea lepidocrocite were preserved within halite crystals. In some of the lepidocrocite
crystals, impurities of Si and Mn reached the values of Si/Fe 0.06 and Mn/Fe 0.06 (Figure 8e).

Synthesized lepidocrocite morphology changes from plates at pH 5.5 through rods at pH 7 to
multi-domainic crystals at pH 8.2, due to enhanced crystal growth along the 010 face (Figure
8g, h). Salinity and temperature have contradictory effects on lepidocrocite crystallinity.
Elevated salinity improved lepidocrocite crystallinity while temperature increase had an only
partial effect.

4.6. Crystallization of feroxyhyte in the Atlantis II Deep, Red Sea

Feroxyhyte has a morphology of folded layers with Si/Fe=0.3 (Figure 9). Usually feroxyhyte
crystallizes over a wide range of pH at high oxidation conditions [15]. Feroxyhyte was found
in a sample from the top centimeter of a floppy layer in the Atlantis II Deep [11], indicating
that it probably crystallized close to the transition zone between the brine and the Red Sea
deep water.

Figure 9. a) Feroxyhyte curved layers from the uppermost layer of sediments in the Atlantis II Deep, Red Sea; b) A
high resolution lattice image of feroxyhyte with no dislocations.

4.7. Hematite from the Red Sea

Hematite usually forms by dehydration and rearrangement of ferrihydrite or by thermal
transformation from various phases of iron oxides-hydroxides [15]. Hematite usually had platy
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morphology (Figure 10a) yet recrystallization of multi-domain iron oxide yielded multi-
domain hematite (Si/Fe=0.05) [22].

Figure 10. Hematite crystals from the Red Sea Deeps: a) Well-crystallized pure hematite plates from the margins of the
Atlantis II Deep; b) Tiny crystallites of hematite from the Discovery Deep and a needle of goethite; c) Large hematite
crystal from the lowermost brine in the southwestern part of the Atlantis II Deep; d) A high resolution image of tiny
crystallites of hematite from the lowermost brine from the south-western Atlantis II Deep; e) Scanning electron micro‐
graph of hematite plate from the Thetis Deep.

Hematite crystals in the border between the Atlantis II Deep and Chain Deep had a Mn
impurity with a Mn/Fe=0.04 ratio. Pure hematite plates were also observed in the Discovery
Deep sediments (Figure 10b). Large hematite crystals and nano-sized crystals were found in
suspension of the lower hydrothermal brine above the sediments, indicating that they were
formed within the brine and not in the sediments (Figure 10c, d).

Hematite crystals from the Thetis Deep had a platy morphology (1-2µm), with an elevated
Mn/Fe ratio of 0.5 (Figure 10e). Recrystallization into hematite in the Thetis Deep probably
occurred after the hydrothermal discharge ceased and oxygen reached the bottom of the Deep.

4.8. Crystallization of magnetite in the Thetis Deep in the Red Sea and simulations in vitro

Magnetite from the Thetis Deep had octahedral morphology (1-3µm) enriched with small
amounts of V, P, and Mn that might have resulted from the leached shales (Figures 11a, b).
Similar enrichments in Fe layers were found of the Thetis Deep [23]. It could have precipitated
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from a hot (40º-60ºC) and slightly alkaline brine. Incomplete oxidation of dissolved Fe2+ led to
magnetite crystallization at the lowermost part of the hydrothermal brine. According to the
study of rare earth elements, it is possible that hydrothermal saline fluids were temporarily
trapped in the Thetis Deep, forming reduced and metal-rich brine bodies [8].

Figure 11. Scanning electron micrographs of magnetite from the Thetis Deep and synthesized in vitro: a) Image of
magnetite large crystals from the Thetis Deep partially covered by clay minerals; b) Large crystals of magnetite from
the Thetis Deep; c-f) Synthetic magnetite observed by a high resolution scanning electron microscope (HRSEM).

In synthesized magnetite (60°C-80ºC, 0.8, 2, 4, 5 M NaCl and at varying alkalinities pH 6-10.4),
crystallite size varied between 18 nm to 45 nm and unit cell parameters varied between
0.8373-0.8396 nm. Morphology varied between euhedral plates or octahedra and unhedral
crystals (Figures 11 c-f). The euhedral plates were probably preserving platy green rust or a
Fe(OH)2 precursor due to quick crystallization. An increase in pH solution at elevated
temperatures (70º and 80ºC) and salinity (4 and 5 M NaCl) yielded magnetite with larger
crystallite size and greater unit cell parameters. An opposite trend was observed in magnetite
that crystallized at 60ºC, mainly in the 5 M NaCl solution and to a lesser extent in magnetite,
crystallized at 4M NaCl solutions.

As observed in previous studies, introducing dissolved silica into the solutions hindered
magnetite crystallization and led to decrease in both, crystallite size and unit cell parameters.
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4.9. Crystallization of manganite in the Red Sea

Multi-domainic crystals of manganite were observed in sediments from the Chain Deep
(200-300 nm), Discovery Deep (>1µm) and from the margins of the Atlantis II Deep. Manganite
crystals from the southern Chain Deep had iron impurity Fe/Mn atomic ratios 0.53-0.79 and
Si/Mn ratios of 0.14-0.2 (Figure 12a). An elevated Si/Mn ratio probably affected the crystal size
of manganite as observed in the crystal size of samples from Chain and Atlantis II Deeps.
Manganite crystals from the southern part of the Atlantis II Deep had a Fe/Mn 0.2 ratio and
Si/Mn 0.1 ratio (Figure 12c). A high resolution image of manganite crystals from the Atlantis
II Deep showed d spacing of 0.48 nm with some dislocations (Figure 12c). Twinning of
manganite crystals was observed in the sample from the Discovery Deep (Figure 12d)

Figure 12. Manganite from the Red Sea: a) Multi-domain manganite from the southern Chain Deep with iron and Si
impurities; b) 2 magnetite crystals from the margins of the Atlantis II Deep; c) A high resolution image of manganite
from the Atlantis II Deep; d) Twinned manganite crystals from the Discovery Deep with electron diffraction in the up‐
per part.

Figure 13. Multi-domain todorokite from the Red Sea Deeps: a) Todorokite from the northern Chain Deep; b) Todoro‐
kite from the marginal Atlantis II Deep.
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4.10. Crystallization of todorokite in the Red Sea

Plates of todorokite and multi-domain crystals were found in Atlantis II and northern Chain
Deeps. Todorokite had Fe and Si impurities with a Fe/Mn atomic ratio of 0.08-0.28 and Si/Mn
0.06-0.15 (Figure 13 a, b). Todorokite crystallized from the hydrothermal brine closer to its
origin in the southwestern Atlantis II Deep that overflows into the northern Chain Deep.

5. Conclusions

Crystallization of Fe and Mn oxides - hydroxides occurred in the hypersaline and hydrother‐
mal enviro nment of the Atlantis II, Chain and Discovery Deeps. Iron oxides that were sampled
in the Thetis Deep probably crystallized from hydrothermal brine that filled the Deep. Mn
oxides - hydroxides were found in the southern part of the Atlantis II and the close Chain and
Discovery Deeps in the Red Sea. The minerals studied include short-range ordered ferrihy‐
drite, singerite and Fe-Mn-Si oxides that crystallize at elevated Si concentrations in the brine.
Si was found as the main impurity within the phases presented and it hinders crystallization
of Fe well-crystallized phases like goethite, lepidocrocite and magnetite or Mn phases like
todorokite and manganite. Lower Si concentration in the brine enabled the formation of larger
crystals in the Thetis Deep.

Crystallization in hypersaline brine with an elevated Na concentration leads to the formation
of multi-domain goethite from the Deeps of the Red Sea and from the Dead Sea. Mn appears
as an impurity within iron oxides or forms a solid solution with them. In Mn oxides-hydrox‐
ides, Fe appears as an impurity.

Synthesis of the iron oxides hydroxides presented simulated precipitation conditions of the
phases.
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1. Introduction

Polyoxometalates have attracted much attention in the fields of catalytic chemistry, surface
science, and materials science because their acidity, redox property, and solubility in various
media can be controlled at molecular levels [1 – 3]. In particular, coordination of metal ions
and organometallics to the vacant site(s) of lacunary polyoxometalates is one of the powerful
techniques to construct effective and well-defined metal centers. Among the various metals
and their derivatives that can be coordinated to the vacant site(s) of lacunary polyoxometalates,
magnesium and magnesium derivatives are intriguing because of their efficient properties as
catalysts, reagents for organic syntheses, pharmaceutical compounds, and so on [4, 5].
However, magnesium-coordinated polyoxometalates (characterized by X-ray crystallogra‐
phy) are still one of the least reported compounds: Examples that have been reported include
Mg8SiW9O37⋅24.5H2O [6], Mg8SiW9O37⋅12H2O [6], and Mg7(MgW12O42)(OH)4(H2O)8 [7].

In this study, we first report the syntheses and molecular structures of cesium and tetra-n-
butylammonium salts of α-Keggin–type mono-magnesium–substituted polyoxotungstate, i.e.,
Cs5.25H1.75[α-PW11MgO40]⋅6H2O and [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN, and
potassium and dimethylammonium salts of α-Dawson–type mono-magnesium–substituted
polyoxotungstate, i.e., K8H2[α2-P2W17MgO62]⋅15H2O and [(CH3)2NH2]7.5H2.5[α2-
P2W17MgO62]⋅6H2O; these salts were characterized via X-ray crystallography, elemental

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



analysis, thermogravimetric/differential thermal analysis, Fourier–transform infrared spec‐
troscopy, solution nuclear magnetic resonance spectroscopies, and density-functional-theory
(DFT) calculations. The X-ray crystallography results for Cs5.25H1.75[α-PW11MgO40]⋅6H2O, [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O, and [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O showed
that the mono-magnesium–substituted sites in the α-Keggin and α-Dawson structures could
not be identified because of the high symmetry of the compounds, as has been observed for
mono-metal–substituted polyoxometalates; however, the bonding modes (i.e., bond lengths
and angles) were significantly influenced by the insertion of magnesium ions into the vacant
sites. The DFT calculation results also showed that coordination of a hydroxyl group and water
molecule to the mono-magnesium–substituted site distorted the molecular structures.

2. Experimental section

2.1. Materials

K7[α-PW11O39]⋅xH2O (x = 16 and 20) [8] and K10[α2-P2W17O61]⋅14H2O [9] were prepared as
described in the literature. The number of solvated water molecules was determined by
thermogravimetric/differential thermal analyses. All the reagents and solvents were obtained
and used as received from commercial sources.

2.2. Instrumentation/analytical procedures

Elemental analyses were carried out by Mikroanalytisches Labor Pascher (Remagen, Germa‐
ny). Prior to analysis, the samples were dried overnight at room temperature under pressures
of 10–3 – 10–4 Torr. Infrared spectra of the solid samples were recorded on a Perkin Elmer
Spectrum100 FT-IR spectrometer in KBr disks at around 25 °C in air. Infrared spectra of the
liquid samples were recorded on a Perkin Elmer Frontier FT-IR spectrometer attached to a
Universal ATR sampling accessory at around 25 °C in air. Thermogravimetric (TG) and
differential thermal analyses (DTA) data were obtained using Rigaku Thermo Plus 2 TG/DTA
TG 8120 and Rigaku Thermo Plus EVO2 TG/DTA 81205Z instruments and were performed in
air while constantly increasing the temperature from 20 to 500 °C at rates of 1 and 4 °C/min.
1H (600.17 MHz) and 31P-{1H} (242.95 MHz) nuclear magnetic resonance (NMR) spectra were
recorded in tubes (outer diameter: 5 mm) on a JEOL ECA-600 NMR spectrometer (Shizuoka
University). 1H NMR spectra were measured in dimethylsulfoxide-d6 and referenced to
tetramethylsilane (TMS). Chemical shifts were reported as positive for resonances downfield
of TMS (δ 0). 31P NMR spectra were referenced to an external standard of 85% H3PO4 in a sealed
capillary. Negative chemical shifts were reported on the δ scale for resonances upfield of
H3PO4 (δ 0). 183W NMR (25.00 MHz) spectra were recorded in tubes (outer diameter: 10 mm)
on a JEOL ECA-600 NMR spectrometer (Kyushu University). The 183W NMR spectrum
measured in 2.0 mM Mg(NO3)2-D2O was referenced to an external standard of saturated
Na2WO4-D2O solution (substitution method). Chemical shifts were reported as negative for
resonances upfield of Na2WO4 (δ 0).
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analysis, thermogravimetric/differential thermal analysis, Fourier–transform infrared spec‐
troscopy, solution nuclear magnetic resonance spectroscopies, and density-functional-theory
(DFT) calculations. The X-ray crystallography results for Cs5.25H1.75[α-PW11MgO40]⋅6H2O, [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O, and [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O showed
that the mono-magnesium–substituted sites in the α-Keggin and α-Dawson structures could
not be identified because of the high symmetry of the compounds, as has been observed for
mono-metal–substituted polyoxometalates; however, the bonding modes (i.e., bond lengths
and angles) were significantly influenced by the insertion of magnesium ions into the vacant
sites. The DFT calculation results also showed that coordination of a hydroxyl group and water
molecule to the mono-magnesium–substituted site distorted the molecular structures.

2. Experimental section

2.1. Materials

K7[α-PW11O39]⋅xH2O (x = 16 and 20) [8] and K10[α2-P2W17O61]⋅14H2O [9] were prepared as
described in the literature. The number of solvated water molecules was determined by
thermogravimetric/differential thermal analyses. All the reagents and solvents were obtained
and used as received from commercial sources.

2.2. Instrumentation/analytical procedures

Elemental analyses were carried out by Mikroanalytisches Labor Pascher (Remagen, Germa‐
ny). Prior to analysis, the samples were dried overnight at room temperature under pressures
of 10–3 – 10–4 Torr. Infrared spectra of the solid samples were recorded on a Perkin Elmer
Spectrum100 FT-IR spectrometer in KBr disks at around 25 °C in air. Infrared spectra of the
liquid samples were recorded on a Perkin Elmer Frontier FT-IR spectrometer attached to a
Universal ATR sampling accessory at around 25 °C in air. Thermogravimetric (TG) and
differential thermal analyses (DTA) data were obtained using Rigaku Thermo Plus 2 TG/DTA
TG 8120 and Rigaku Thermo Plus EVO2 TG/DTA 81205Z instruments and were performed in
air while constantly increasing the temperature from 20 to 500 °C at rates of 1 and 4 °C/min.
1H (600.17 MHz) and 31P-{1H} (242.95 MHz) nuclear magnetic resonance (NMR) spectra were
recorded in tubes (outer diameter: 5 mm) on a JEOL ECA-600 NMR spectrometer (Shizuoka
University). 1H NMR spectra were measured in dimethylsulfoxide-d6 and referenced to
tetramethylsilane (TMS). Chemical shifts were reported as positive for resonances downfield
of TMS (δ 0). 31P NMR spectra were referenced to an external standard of 85% H3PO4 in a sealed
capillary. Negative chemical shifts were reported on the δ scale for resonances upfield of
H3PO4 (δ 0). 183W NMR (25.00 MHz) spectra were recorded in tubes (outer diameter: 10 mm)
on a JEOL ECA-600 NMR spectrometer (Kyushu University). The 183W NMR spectrum
measured in 2.0 mM Mg(NO3)2-D2O was referenced to an external standard of saturated
Na2WO4-D2O solution (substitution method). Chemical shifts were reported as negative for
resonances upfield of Na2WO4 (δ 0).
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2.3. Synthesis of Cs5.25H1.75[α-PW11MgO40]⋅6H2O

Solid K7[α-PW11O39] 20H2O (1.01 g; 0.31 mmol) was added to a solution of MgBr2 6H2O (0.18
g; 0.62 mmol) in 10 mL of water. After stirring for 10 min at 75 °C, solid CsCl (1.02 g; 6.06 mmol)
was added to the solution, which was then stirred at 25 °C for 15 min. The resultant white
precipitate was collected using a membrane filter (JG 0.2 µm). At this stage, 0.927 g of crude
product was obtained. For purification, the crude product (0.927 g) was dissolved in 7 mL of
a 3.3 mM solution of MgBr2 at 75 °C; the resulting solution was filtered through a folded filter
paper (Whatman No. 5). After the product was left standing for a day at 25 °C, colorless crystals
formed. The obtained crystals weighed 0.384 g (the yield calculated via [mol of Cs5.25H1.75[α-
PW11MgO40]⋅6H2O]/[mol of K7[α-PW11O39]⋅20H2O] × 100% was 35.7%). The elemental analysis
results were as follows: H, ≤ 0.1; Cs, 20.5; Mg, 0.65; P, 0.87; W, 58.9; Br, 0.01%. The calculated
values for Cs5.25H1.75[α-PW11MgO40] = H1.75Mg1Cs5.25O40P1W11 were as follows: H, 0.05; Cs, 20.42;
Mg, 0.71; P, 0.91; W, 59.18; Br, 0%. A weight loss of 3.03% was observed in the product during
overnight drying at room temperature at 10-3–10-4 Torr before the analysis, which suggested
that the complex contained six adsorbed water molecules (3.07%). TG/DTA obtained at a
heating rate of 4 °C/min under atmospheric conditions showed a weight loss of 3.0% with an
endothermic peak at 242 °C in the temperature range of 25 to 500 °C; our calculations indicated
the presence of six water molecules (calcd. 3.07%). The results were as follows: IR spectroscopy
(KBr disk): 1081s, 1058s, 961s, 888s, 830m, 808m, 769m, 724m cm–1; IR spectroscopy (in water):
1079m, 1056s, 1017w, 957s, 898m, 823m, 779w, 724w cm–1; 31P NMR (27 °C, D2O): δ−10.81.

2.4. Synthesis of [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN

The tetra-n-butylammonium salt of [α-PW11MgO40]7– was obtained from the reaction of K7[α-
PW11O39]⋅16H2O (2.00 g; 0.62 mmol) with MgBr2⋅6H2O (0.19 g, 0.65 mmol) in 250 mL of water
at 70 °C. After stirring for 1 h at 70 °C, solid [(CH3)4N]Br (4.75 g; 30.8 mmol) was added to the
solution, which was then stirred at 25 °C for 4 d. The resultant white precipitate was collected
using a membrane filter (JG 0.2 µm). The white precipitate (1.708 g) was dissolved in water
(350 mL) at 80 °C, [(n-C4H9)4N]Br (16.99 g; 52.7 mmol) was added to the colorless clear solution,
and the solution was stirred at 80 °C for 1 h. The resultant white precipitate was collected on
a glass frit (G4). At this stage, 1.862 g of the crude product was obtained. The crude product
(1.862 g) was dissolved in acetonitrile (5.5 mL). After filtration through a folded filter paper
(Whatman No. 5), colorless crystals were obtained by vapor diffusion from methanol at ~25
°C for one week. The obtained crystals weighed 0.765 g (the yield calculated from [mol of [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN]/[mol of K7[α-PW11O39]⋅16H2O] × 100% was
32.5%). The elemental analysis results were as follows: C, 21.5; H, 4.08; N, 1.72; P, 0.83; Mg,
0.63; W, 54.0; K, <0.03%. The calculated values for [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O =
C68H157.75 Mg1N4.25O41P1W11 were as follows: C, 21.67; H, 4.22; N, 1.58; P, 0.82; Mg, 0.64; W, 53.66;
K, 0%. A weight loss of 1.44% from the product was observed during overnight drying at room
temperature at 10–3–10–4 Torr before the analysis, which suggested the presence of a weakly
solvated or adsorbed acetonitrile molecule (1.08%); this was also supported by the presence of
a signal at 2.10 ppm in the 1H NMR spectrum (in DMSO-d6) of the sample after drying
overnight, which was due to an acetonitrile molecule. TG/DTA results obtained under
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atmospheric conditions at a rate of 4 °C/min showed a weight loss of 27.46% with an endo‐
thermic peak at 312.2 °C and an exothermic peak at 412.7 °C in the temperature range of 25 to
500 °C; our calculations indicated the presence of 4.25[(C4H9)4N]+ ions, a water molecule, and
an acetonitrile molecule (calcd. 28.6%). The results were as follows: IR spectroscopy (KBr disk):
1081m, 1060s, 957s, 891s, 819s, 734s cm–1; IR spectroscopy (in acetonitrile): 1082m, 1059s, 955s,
889s, 811s, 733s cm–1; 31P NMR (20.5 °C, acetonitrile-d3): δ −10.26.

2.5. Synthesis of K8H2[α2-P2W17MgO62]⋅15H2O

Solid K10[α2-P2W17O61]⋅14H2O (2.00 g; 0.42 mmol) was added to a solution of Mg(NO3)2⋅6H2O
(0.32 g; 1.25 mmol) in 50 mL of water. After stirring for 2 h at 25 °C, solid KCl (1.57 g; 21.1 mmol)
was added to the solution. The resultant white precipitate was collected using a glass frit (G3)
and washed with methanol.  At this stage, 1.730 g of a crude product was obtained. For
purification, the crude product (1.730 g) was dissolved in 17 mL of a 2.0 mM Mg(NO3)2 aqueous
solution; the resulting solution was filtered through a folded filter paper (Whatman No. 5). After
standing in a refrigerator overnight, white crystals formed, which were collected using a
membrane filter (JG 0.2 µm) and yielded 0.693 g of product. The percent yield calculated using
[mol of K8H2[α2-P2W17MgO62]⋅15H2O]/[mol of K10[α2-P2W17O61]⋅14H2O] × 100% was 34.8 %. The
elemental analysis results were as follows: H, <0.1; K, 7.17; Mg, 0.52; P, 1.34; W, 68.6; N, <0.1%;
the calculated values for K8H2[α2-P2W17MgO62]⋅xH2O (x = 1) = H4K8Mg1O63P2W17 were H, 0.09;
K, 6.90; Mg, 0.54; P, 1.37; W, 68.89; N, 0%. A weight loss of 5.30% was observed during over‐
night drying at room temperature at 10-3–10-4 Torr before analysis, suggesting the presence of
14 weakly solvated or adsorbed water molecules (5.27%). TG/DTA results obtained at a heating
rate of 4 °C/min under atmospheric conditions showed a weight loss of 5.62% below 500 °C with
an endothermic point at 101.4 °C; calculations showed that 5.64% corresponded to 15 water
molecules. The results were as follows: IR spectroscopy (KBr disk): 1084s, 1063m, 1015m, 945s,
920s, 892sh, 823s, 786s, 736s cm–1; IR spectroscopy (in water): 1086s, 1064m, 1015w, 946s, 914s,
811s, 788s, 724m cm–1; 31P NMR (D2O, 23.9 °C): δ −7.77, −13.77. 183W NMR (2.0 mM Mg(NO3)2-
D2O, 40 °C): δ −57.04, −80.87, −131.47, −176.59, −181.67, −201.40, −207.65, −208.63, −230.51.

2.6. Synthesis of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O

The  dimethylammonium  salt  of  [α2-P2W17MgO62]10−  was  obtained  via  the  reaction  of
K10[α2-P2W17O61]⋅14H2O (2.00 g; 0.42 mmol) with Mg(NO3)2⋅6H2O (0.11g; 0.43 mmol) in 50
mL of water.  After stirring for 1 h at 25 °C, solid (CH3)2NHHCl (3.44 g; 42.2mmol) was
added  to  the  solution.  The  resultant  white  precipitate  was  collected  using  a  glass  frit
(G4). At this stage, 1.363 g of the crude product was obtained. For purification, the crude
product (1.363 g) was dissolved in 32 mL of water. After filtration through a folded filter
paper (Whatman No. 5), colorless crystals were obtained by vapor diffusion from ethanol
at 25 °C for 4 d. The obtained crystals weighed 0.740 g (the yield calculated from [mol of
[(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O]/[mol  of  K10[α2-P2W17O61]⋅14H2O]  ×  100%  was
38.1%). The elemental analysis results were as follows: C, 3.72; H, 1.42; N, 2.50; Mg, 0.42;
P,  1.34;  W,  68.0;  K,  <0.1%;  the  calculated  values  for  [(CH3)2NH2]7.5H2.5[α2-
P2W17MgO62]⋅xH2O (x  =  3)  =  C15H68.5Mg1N7.5O65P2W17  were  C,  3.91;  H,  1.50;  N,  2.28;  Mg,
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atmospheric conditions at a rate of 4 °C/min showed a weight loss of 27.46% with an endo‐
thermic peak at 312.2 °C and an exothermic peak at 412.7 °C in the temperature range of 25 to
500 °C; our calculations indicated the presence of 4.25[(C4H9)4N]+ ions, a water molecule, and
an acetonitrile molecule (calcd. 28.6%). The results were as follows: IR spectroscopy (KBr disk):
1081m, 1060s, 957s, 891s, 819s, 734s cm–1; IR spectroscopy (in acetonitrile): 1082m, 1059s, 955s,
889s, 811s, 733s cm–1; 31P NMR (20.5 °C, acetonitrile-d3): δ −10.26.

2.5. Synthesis of K8H2[α2-P2W17MgO62]⋅15H2O

Solid K10[α2-P2W17O61]⋅14H2O (2.00 g; 0.42 mmol) was added to a solution of Mg(NO3)2⋅6H2O
(0.32 g; 1.25 mmol) in 50 mL of water. After stirring for 2 h at 25 °C, solid KCl (1.57 g; 21.1 mmol)
was added to the solution. The resultant white precipitate was collected using a glass frit (G3)
and washed with methanol.  At this stage, 1.730 g of a crude product was obtained. For
purification, the crude product (1.730 g) was dissolved in 17 mL of a 2.0 mM Mg(NO3)2 aqueous
solution; the resulting solution was filtered through a folded filter paper (Whatman No. 5). After
standing in a refrigerator overnight, white crystals formed, which were collected using a
membrane filter (JG 0.2 µm) and yielded 0.693 g of product. The percent yield calculated using
[mol of K8H2[α2-P2W17MgO62]⋅15H2O]/[mol of K10[α2-P2W17O61]⋅14H2O] × 100% was 34.8 %. The
elemental analysis results were as follows: H, <0.1; K, 7.17; Mg, 0.52; P, 1.34; W, 68.6; N, <0.1%;
the calculated values for K8H2[α2-P2W17MgO62]⋅xH2O (x = 1) = H4K8Mg1O63P2W17 were H, 0.09;
K, 6.90; Mg, 0.54; P, 1.37; W, 68.89; N, 0%. A weight loss of 5.30% was observed during over‐
night drying at room temperature at 10-3–10-4 Torr before analysis, suggesting the presence of
14 weakly solvated or adsorbed water molecules (5.27%). TG/DTA results obtained at a heating
rate of 4 °C/min under atmospheric conditions showed a weight loss of 5.62% below 500 °C with
an endothermic point at 101.4 °C; calculations showed that 5.64% corresponded to 15 water
molecules. The results were as follows: IR spectroscopy (KBr disk): 1084s, 1063m, 1015m, 945s,
920s, 892sh, 823s, 786s, 736s cm–1; IR spectroscopy (in water): 1086s, 1064m, 1015w, 946s, 914s,
811s, 788s, 724m cm–1; 31P NMR (D2O, 23.9 °C): δ −7.77, −13.77. 183W NMR (2.0 mM Mg(NO3)2-
D2O, 40 °C): δ −57.04, −80.87, −131.47, −176.59, −181.67, −201.40, −207.65, −208.63, −230.51.

2.6. Synthesis of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O

The  dimethylammonium  salt  of  [α2-P2W17MgO62]10−  was  obtained  via  the  reaction  of
K10[α2-P2W17O61]⋅14H2O (2.00 g; 0.42 mmol) with Mg(NO3)2⋅6H2O (0.11g; 0.43 mmol) in 50
mL of water.  After stirring for 1 h at 25 °C, solid (CH3)2NHHCl (3.44 g; 42.2mmol) was
added  to  the  solution.  The  resultant  white  precipitate  was  collected  using  a  glass  frit
(G4). At this stage, 1.363 g of the crude product was obtained. For purification, the crude
product (1.363 g) was dissolved in 32 mL of water. After filtration through a folded filter
paper (Whatman No. 5), colorless crystals were obtained by vapor diffusion from ethanol
at 25 °C for 4 d. The obtained crystals weighed 0.740 g (the yield calculated from [mol of
[(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O]/[mol  of  K10[α2-P2W17O61]⋅14H2O]  ×  100%  was
38.1%). The elemental analysis results were as follows: C, 3.72; H, 1.42; N, 2.50; Mg, 0.42;
P,  1.34;  W,  68.0;  K,  <0.1%;  the  calculated  values  for  [(CH3)2NH2]7.5H2.5[α2-
P2W17MgO62]⋅xH2O (x  =  3)  =  C15H68.5Mg1N7.5O65P2W17  were  C,  3.91;  H,  1.50;  N,  2.28;  Mg,
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0.53; P, 1.35; W, 67.86; K, 0%. A weight loss of 1.30% was observed during overnight dry‐
ing at room temperature at 10–3–10–4 Torr before analysis, suggesting the presence of three
weakly solvated or adsorbed water molecules (1.16%). TG/DTA results obtained at a rate
of  1  °C/min  under  atmospheric  conditions  showed  weight  losses  of  2.33%  and  7.42%
without clear endothermic and exothermic points in the temperature ranges of 25 to 200
°C and 200 to 500 °C, respectively; calculations showed that 2.32% and 7.42% correspond‐
ed to six water molecules and 7.5 dimethylammonium ions, respectively. The results were
as follows: IR spectroscopy (KBr disk): 1087s, 1065m, 1018m, 948s, 919s, 891s, 805s, 777s,
717s cm–1;  IR spectroscopy (in water):  1086s,  1065m, 1020w, 945s,  913s,  808s,  790s,  723m
cm–1; 31P NMR (D2O, 21.7 °C): δ −7.73, −13.74.

2.7. X-Ray crystallography

A colorless prism crystal of Cs5.25H1.75[α-PW11MgO40]⋅6H2O (0.090 × 0.070 × 0.060 mm), colorless
platelet crystal of [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O CH3CN (0.200 × 0.100 × 0.020 mm),
and colorless block crystal of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O (0.200 × 0.100 × 0.100
mm) were mounted on a loop or MicroMount. The measurements for the cesium and tetra-n-
butylammonium salts of α-Keggin mono-magnesium–substituted polyoxotungstate were
obtained using a Rigaku VariMax with a Saturn diffractometer using multi-layer mirror-
monochromated Mo Kα radiation (λ = 0.71075 Å) at 100±1 K. The measurement for the
dimethylammonium salt of α-Dawson mono-magnesium–substituted polyoxotungstate was
carried out using a Rigaku VariMax with an XtaLAB P200 diffractometer using multi-layer
mirror-monochromated Mo Kα radiation (λ = 0.71075 Å) at 153±1 K. Data were collected and
processed using CrystalClear, CrystalClear-SM Expert for Windows, and structural analysis
was performed using CrystalStructure for Windows. The structure was solved by SHELXS-97,
SHELXS-2013, and SIR-2004 (direct methods) and refined by SHELXL-97 and SHELXL2013
[10, 11]. In these magnesium compounds, a magnesium atom was disordered over ten and
twelve tungsten atoms in [α-PW11MgO40]7–, and six tungsten atoms at B-sites (cap units) in [α-
PW17MgO62]10–. The occupancies for the magnesium and tungsten atoms were fixed at 1/10 and
9/10, 1/12 and 11/12, and 1/6 and 5/6, respectively. For Cs5.25H1.75[α-PW11MgO40]⋅6H2O, 5.25
cesium ions were disordered at Cs(1) and Cs(2) and the water molecules were disordered. For
the structural analysis of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O, the chemical formula of
[(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅3H2O was used, and the water molecules were also
disordered. With regard to [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN, tetra-n-butylam‐
monium ions, water molecules, and acetonitrile molecules could not be modeled because of
disorder of the atoms. Accordingly, the residual electron density was removed using the
SQUEEZE routine in PLATON [12]. Disordered counter-cations and solvated molecules are
common in polyoxometalate chemistry [13 – 16].

2.8. Crystal data for Cs5.25H1.75[α-PW11MgO40]⋅6H2O

H13.75Cs5.25MgO46PW11; M = 3525.27, tetragonal, space group: P42/ncm (#138), a = 20.859(4) Å, c =
10.387(2) Å, V = 4520(2) Å3, Z = 4, Dc = 5.181 g/cm3, µ(Mo Kα) = 321.99 cm−1, R1 = 0.0508 [I >
2σ(I)], wR2 = 0.1070 (for all data). GOF = 1.248 [52491 total reflections and 2703 unique reflections
where I > 2σ(I)]. CCDC No. 1020993

Syntheses and X-Ray Crystal Structures of Magnesium-Substituted Polyoxometalates
http://dx.doi.org/10.5772/59598

345



2.9. Crystal data for [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN

C70H160.75MgN5.25O41PW11; M = 3809.93, cubic, space group: Im-3m (#229), a = 17.650(6) Å, V
= 5498(3) Å3, Z = 2, Dc = 2.301 g/cm3, µ(Mo Kα) = 115.627 cm-1, R1 = 0.0578 [I > 2σ(I)], wR2

= 0.1312 (for all data). GOF = 1.181 (44531 total reflections, 653 unique reflections where I
> 2σ(I)). CCDC No. 1020994

2.10. Crystal data for [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅3H2O

C15H68.50MgN7.50O65P2W17; M = 4605.92, orthorhombic, space group: Pnma (#62), a = 27.7901(12)
Å, b = 20.4263(9) Å, c = 15.0638(6) Å, V = 8550.9(7) Å3, Z = 4, Dc = 3.577 g/cm3, µ(Mo Kα) = 229.323
cm-1, R1 = 0.0685 [I > 2σ(I)], wR2 = 0.1980 (for all data). GOF = 1.096 (95493 total reflections, 12764
unique reflections where I > 2σ(I)). CCDC No. 1020995

2.11. Computational details

The optimal geometries of [α-PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5– were comput‐
ed using a DFT method. First, we optimized the molecular geometries and then applied single-
point calculations with larger basis sets. All calculations were performed using a spin-
restricted B3LYP method with the Gaussian09 program package [17]. The solvent effect of
acetonitrile was considered using the polarizable continuum model. The basis sets used for
geometry optimization were LANL2DZ for the W atoms, 6-31+G* for the P atoms, and 6-31G*
for the H, O, and Mg atoms. LANL2DZ and 6-31+G* were used for the W and other atoms,
respectively, for the single-point calculations. Geometry optimization was started using the X-
ray structure of [α-PW12O40]3– as the initial geometry, and was performed in acetonitrile. The
optimized geometries were confirmed to be true minima by frequency analyses. All atomic
charges used in this text were obtained from Mulliken population analysis. Zero-point energy-
corrected total energies were used to consider the structural stabilities of [α-
PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5–.

3. Results and discussion

3.1. Syntheses and molecular structures of cesium and tetra-n-butylammonium salts of α-
Keggin mono-magnesium-substituted polyoxotungstate Cs5.25H1.75[α-PW11MgO40]⋅6H2O
and [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN

The cesium salt of [α-PW11MgO40]7– was formed by the direct reaction of magnesium bromide
with [α-PW11O39]7– (at a Mg2+/[α-PW11O39]7– ratio of ~2.0) in aqueous solution, followed by the
addition of excess cesium chloride. The pure cesium salt was not obtained by a stoichiometric
reaction of Mg2+ with [α-PW11O39]7– in aqueous solution. Crystallization was performed via
slow-evaporation from a 3.3 mM MgBr2 solution at 70 °C. Here, single crystals suitable for X-
ray crystallography could not be obtained in water because a mono-lacunary polyoxoanion
formed upon the removal of magnesium ions from [α-PW11MgO40]7– in water at around 70 °C.
In contrast, the tetra-n-butylammonium salt of [α-PW11MgO40]7– was formed by a stoichiomet‐
ric reaction of magnesium bromide with [α-PW11O39]7– in aqueous solution, followed by the
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2.9. Crystal data for [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN

C70H160.75MgN5.25O41PW11; M = 3809.93, cubic, space group: Im-3m (#229), a = 17.650(6) Å, V
= 5498(3) Å3, Z = 2, Dc = 2.301 g/cm3, µ(Mo Kα) = 115.627 cm-1, R1 = 0.0578 [I > 2σ(I)], wR2

= 0.1312 (for all data). GOF = 1.181 (44531 total reflections, 653 unique reflections where I
> 2σ(I)). CCDC No. 1020994

2.10. Crystal data for [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅3H2O

C15H68.50MgN7.50O65P2W17; M = 4605.92, orthorhombic, space group: Pnma (#62), a = 27.7901(12)
Å, b = 20.4263(9) Å, c = 15.0638(6) Å, V = 8550.9(7) Å3, Z = 4, Dc = 3.577 g/cm3, µ(Mo Kα) = 229.323
cm-1, R1 = 0.0685 [I > 2σ(I)], wR2 = 0.1980 (for all data). GOF = 1.096 (95493 total reflections, 12764
unique reflections where I > 2σ(I)). CCDC No. 1020995

2.11. Computational details

The optimal geometries of [α-PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5– were comput‐
ed using a DFT method. First, we optimized the molecular geometries and then applied single-
point calculations with larger basis sets. All calculations were performed using a spin-
restricted B3LYP method with the Gaussian09 program package [17]. The solvent effect of
acetonitrile was considered using the polarizable continuum model. The basis sets used for
geometry optimization were LANL2DZ for the W atoms, 6-31+G* for the P atoms, and 6-31G*
for the H, O, and Mg atoms. LANL2DZ and 6-31+G* were used for the W and other atoms,
respectively, for the single-point calculations. Geometry optimization was started using the X-
ray structure of [α-PW12O40]3– as the initial geometry, and was performed in acetonitrile. The
optimized geometries were confirmed to be true minima by frequency analyses. All atomic
charges used in this text were obtained from Mulliken population analysis. Zero-point energy-
corrected total energies were used to consider the structural stabilities of [α-
PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5–.

3. Results and discussion

3.1. Syntheses and molecular structures of cesium and tetra-n-butylammonium salts of α-
Keggin mono-magnesium-substituted polyoxotungstate Cs5.25H1.75[α-PW11MgO40]⋅6H2O
and [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN

The cesium salt of [α-PW11MgO40]7– was formed by the direct reaction of magnesium bromide
with [α-PW11O39]7– (at a Mg2+/[α-PW11O39]7– ratio of ~2.0) in aqueous solution, followed by the
addition of excess cesium chloride. The pure cesium salt was not obtained by a stoichiometric
reaction of Mg2+ with [α-PW11O39]7– in aqueous solution. Crystallization was performed via
slow-evaporation from a 3.3 mM MgBr2 solution at 70 °C. Here, single crystals suitable for X-
ray crystallography could not be obtained in water because a mono-lacunary polyoxoanion
formed upon the removal of magnesium ions from [α-PW11MgO40]7– in water at around 70 °C.
In contrast, the tetra-n-butylammonium salt of [α-PW11MgO40]7– was formed by a stoichiomet‐
ric reaction of magnesium bromide with [α-PW11O39]7– in aqueous solution, followed by the
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addition of excess tetra-n-butylammonium bromide. Crystallization was performed by vapor
diffusion from acetonitrile/methanol at ~25 °C.

Samples for the elemental analyses were dried overnight at room temperature under a vacuum
of 10–3 – 10–4 Torr. The elemental analysis results for H, Cs, Mg, P, and W were in good
agreement with the calculated values for the formula of Cs5.25H1.75[α-PW11MgO40]. Br analysis
revealed no contamination of bromide ions from MgBr2. The weight loss observed during the
course of drying before the analysis was 3.03% for Cs5.25H1.75[α-PW11MgO40]⋅6H2O; this
corresponded to six weakly solvated or adsorbed water molecules. TG/DTA measurements
also showed a weight loss of 3.1% in the temperature range of 25 to 500 °C, which corresponded
to six water molecules. For the tetra-n-butylammonium salt, the elemental analysis results for
C, H, N, P, Mg, and W were in good agreement with the calculated values for the formula of
[(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O. K analysis revealed no contamination of potassium
ions from K7[α-PW11O39]. The weight loss observed during the course of drying before the
analysis was 1.44% for [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN; this corresponded to
one weakly solvated or adsorbed acetonitrile molecule. The 1H NMR spectrum in DMSO-d6

also showed the presence of an acetonitrile molecule in the sample after drying under vacuum
overnight. TG/DTA measurements showed a weight loss of 27.46% in the temperature range
of 25 to 500 °C, which corresponded to 4.25 [(C4H9)4N]+ ions, a water molecule, and an
acetonitrile molecule.

The molecular structures of cesium and tetra-n-butylammonium salts of [α-PW11MgO40]7– as
determined by X-ray crystallography, are shown in Figs. 1 and 2. The lengths of the bonds
involving oxygen atoms in the central PO4 tetrahedron (Oa), bridging oxygen atoms between
corner-sharing MO6 (M = W and Mg) octahedra (Oc), bridging oxygen atoms between edge-
sharing MO6 octahedra (Oe), and terminal oxygen atoms (Ot) are summarized in Table 1. The
molecular structures of these magnesium compounds were identical to that of a monomeric,
α-Keggin polyoxotungstate [α-PW12O40]3– [18, 19]. Due to the high-symmetry space groups of
the structures, the ten or eleven tungsten(VI) atoms were disordered and the mono-magnesi‐
um-substituted site was not identified, as previously reported for [α-PW11{Al(OH2)}O39]4– [20].
However, it was clear that the average bond lengths of W(Mg)-Oa in Cs5.25H1.75[α-
PW11MgO40]⋅6H2O (2.478 Å) and [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O CH3CN (2.483 Å)
were longer than those of [CH3NH3]3[PW12O40]⋅2H2O (2.4398 Å), [(CH3)2NH2]3[PW12O40]
(2.4430 Å), and [(CH3)3NH]3[PW12O40] (2.4313 Å) [19] (Table 1); this suggested that the mag‐
nesium ion was coordinated to the mono-lacunary Keggin-type polyoxotungstate.

Although a hydroxyl group and/or water molecule should be coordinated to the magnesium
site in [α-PW11MgO40]7–, it could not be identified by X-ray crystallography. On the basis of the
Cs analysis results, Cs5.25H1.75[α-PW11MgO40]⋅6H2O should contain species with hydroxyl
groups in at least 25% of the molecules. To investigate the coordination spheres around the
mono-magnesium-substituted sites containing a hydroxyl group and water molecule, opti‐
mized geometries of [α-PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5– were computed by
means of a DFT method, as shown in Fig. 3. The bond-length ranges, mean bond distances,
and Mulliken charges for DFT-optimized [α-PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5–

are summarized in Tables 2 and 3. As shown in Fig. 3, the ligands coordinated to the mono-
magnesium-substituted site caused remarkable distortion of the α-Keggin molecular structure:
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The Mg–P distance of [α-PW11{Mg(OH)}O39]6– was 3.652 Å, which was longer than that of [α-
PW11{Mg(OH2)}O39]5– (3.330 Å). The charges of all atoms in [α-PW11{Mg(OH)}O39]6– and [α-
PW11{Mg(OH2)}O39]5– were also influenced by the ligands, as shown in Table 3.

Figure 1. The molecular structure (ORTEP drawing) of Cs5.25H1.75[α-PW11MgO40]⋅6H2O. The corner- and edge-sharing
oxygen atoms in the α-Keggin structure were disordered. W(2) was clearly identified; however, a magnesium atom
was disordered over ten tungsten sites in [α-PW11MgO40]7–, and the occupancies for the magnesium and tungsten sites
were fixed at 1/10 and 9/10 throughout the refinement.

Figure 2. The molecular structure (ORTEP drawing) of [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O. A magnesium atom
was disordered over eleven tungsten sites in [α-PW11MgO40]7–, and the occupancies for the magnesium and tungsten
sites were fixed at 1/12 and 11/12 throughout the refinement.
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Cs5.25H1.75[α-PW11MgO40]·6H2O

W(Mg)-Oa 2.426 – 2.521 (2.478)

W(Mg)-Oc 1.827 – 2.426 (1.945)

W(Mg)-Oe 1.827 – 2.426 (1.945)

W(Mg)-Ot 1.688 – 1.712 (1.696)

W(2)-Oa 2.423

W(2)-Oc 1.859 – 1.979 (1.927)

W(2)-Oe 1.859 – 1.979 (1.927)

W(2)-Ot 1.726

P-O 1.544 – 1.590 (1.562)

[(n-C4H9)4N]4.25H2.75[α-PW11MgO40]·H2O·CH3CN

W(Mg)-Oa 2.483 (2.483)

W(Mg)-Oc 1.894 (1.894)

W(Mg)-Oe 1.894 (1.894)

W(Mg)-Ot 1.703 (1.703)

P-O 1.511 (1.511)

Table 1. Ranges and mean bond distances (Å) of Cs5.25H1.75[α-PW11MgO40]⋅6H2O and [(n-C4H9)4N]4.25H2.75[α-
PW11MgO40]⋅H2O⋅CH3CN. Oa: oxygen atoms belonging to the central PO4 tetrahedron; Oc: bridging oxygen atoms
between corner-sharing MO6 (M = Mg and W) octahedra; Oe: bridging oxygen atoms between edge-sharing MO6

octahedra (M = Mg and W); and Ot: terminal oxygen atoms. The mean values are provided in parentheses.

Here, the sum of the zero-point energy-corrected total energies (Hartree) of ([α-
PW11{Mg(OH)}O39]6– + H3O+) and ([α-PW11{Mg(OH2)}O39]5– + H2O) was –4377.185183 and –
4377.287786, respectively; the thermal energy of ([α-PW11{Mg(OH2)}O39]5– + H2O) calculated on
the basis of zero-point energy was 64.4 kcal/mol lower than that of ([α-PW11{Mg(OH)}O39]6– +
H3O+). Thus, [α-PW11{Mg(OH2)}O39]5– was more stable than [α-PW11{Mg(OH)}O39]6–. It was
noted that the Mg-Oc and Mg-Oe bond lengths of the optimized [α-PW11{Mg(OH)}O39]6–

structure were longer than those of [α-PW11{Mg(OH2)}O39]5–, as shown in Table 2. In the X-ray
crystal structures of Cs5.25H1.75[α-PW11MgO40]⋅6H2O and [(n-C4H9)4N]4.25H2.75[α-
PW11MgO40]⋅H2O⋅CH3CN, the mean W(Mg)-Oc and W(Mg)-Oe bond lengths of the cesium salt
were longer than those of the tetra-n-butylammonium salt. The mean P-O bond length of
Cs5.25H1.75[α-PW11MgO40]⋅6H2O (1.562 Å) was also longer than that of [(n-C4H9)4N]4.25H2.75[α-
PW11MgO40]⋅H2O⋅CH3CN (1.511 Å); this was consistent with the DFT calculation results.
These results suggested that Cs5.25H1.75[α-PW11MgO40]⋅6H2O contained both [α-
PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5–; in contrast, the molecular structure of [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN was predominantly [α-PW11{Mg(OH2)}O39]5–.

The 31P NMR spectrum in D2O of Cs5.25H1.75[α-PW11MgO40]⋅6H2O showed a signal at −10.8 ppm
that corresponded to the internal phosphorus atom; this demonstrated the high purity of
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Cs5.25H1.75[α-PW11MgO40]⋅6H2O in water. However, the presence of polyoxoanions possessing
Mg−OH and/or Mg−OH2 moieties could not be identified by 31P NMR spectroscopy in water.
For the 31P NMR spectrum in acetonitrile-d3 of [(n-C4H9)4N]4.25H2.75[α-
PW11MgO40]⋅H2O⋅CH3CN, a signal was also observed at −10.3 ppm. These signals exhibited a
shift from the signals of K7[α-PW11O39] (δ −10.6) in D2O and the tetra-n-butylammonium salt
of [α-PW11O39]7– (δ −12.0) in acetonitrile-d3, respectively. This showed that the magnesium ion
was inserted into the vacant site.

salt of [α-PW11O39]7– (δ −12.0) in acetonitrile-d3, respectively. This showed that the 
magnesium ion was inserted into the vacant site. 
 

 
 

         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3. DFT-optimized geometries of [α-PW11{Mg(OH)}O39]6– (top) and [α-
PW11{Mg(OH2)}O39]5– (bottom). The phosphorus, oxygen, magnesium, tungsten, and 
hydrogen atoms are represented by orange, red, green, blue, and white balls, respectively. 

Mg 
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Figure 3. DFT-optimized geometries of [α-PW11{Mg(OH)}O39]6– (top) and [α-PW11{Mg(OH2)}O39]5– (bottom). The phos‐
phorus, oxygen, magnesium, tungsten, and hydrogen atoms are represented by orange, red, green, blue, and white
balls, respectively.

Advanced Topics in Crystallization350



Cs5.25H1.75[α-PW11MgO40]⋅6H2O in water. However, the presence of polyoxoanions possessing
Mg−OH and/or Mg−OH2 moieties could not be identified by 31P NMR spectroscopy in water.
For the 31P NMR spectrum in acetonitrile-d3 of [(n-C4H9)4N]4.25H2.75[α-
PW11MgO40]⋅H2O⋅CH3CN, a signal was also observed at −10.3 ppm. These signals exhibited a
shift from the signals of K7[α-PW11O39] (δ −10.6) in D2O and the tetra-n-butylammonium salt
of [α-PW11O39]7– (δ −12.0) in acetonitrile-d3, respectively. This showed that the magnesium ion
was inserted into the vacant site.

salt of [α-PW11O39]7– (δ −12.0) in acetonitrile-d3, respectively. This showed that the 
magnesium ion was inserted into the vacant site. 
 

 
 

         
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3. DFT-optimized geometries of [α-PW11{Mg(OH)}O39]6– (top) and [α-
PW11{Mg(OH2)}O39]5– (bottom). The phosphorus, oxygen, magnesium, tungsten, and 
hydrogen atoms are represented by orange, red, green, blue, and white balls, respectively. 

Mg 

Ot(W) 

Oe(W) 

Oc(W) 

P 

Oa(W) 

Figure 3. DFT-optimized geometries of [α-PW11{Mg(OH)}O39]6– (top) and [α-PW11{Mg(OH2)}O39]5– (bottom). The phos‐
phorus, oxygen, magnesium, tungsten, and hydrogen atoms are represented by orange, red, green, blue, and white
balls, respectively.

Advanced Topics in Crystallization350

[α-PW11{Mg(OH)}O39]6‒ [α-PW11{Mg(OH2)}O39]5‒

W-Oa 2.42491 – 2.50502 (2.45747) 2.43078 – 2.49519 (2.46749)

W-Oc 1.77745 – 2.06287 (1.92795) 1.78987 – 2.04292 (1.92730)

W-Oe 1.77336 – 2.06166 (1.92035) 1.78511 – 2.03477 (1.92000)

W-Ot 1.72294 – 1.73069 (1.72654) 1.72076 – 1.72696 (1.72356)

P-O 1.54748 – 1.56478 (1.55930) 1.55541 – 1.55857 (1.55763)

Mg-Oa 2.52990 (2.52990) 2.18152 (2.18152)

Mg-Oc 2.10554 – 2.11671 (2.11113) 2.04263 – 2.05034 (2.04649)

Mg-Oe 2.08702 – 2.09720 (2.09211) 2.06585 – 2.08177 (2.07381)

Mg-OH/OH2 1.93732 (1.93732) 2.12343 (2.12343)

Table 2. Ranges and mean bond distances (Å) of [α-PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5– optimized by
DFT calculations. The mean values are provided in parentheses.

[α-PW11{Mg(OH)}O39]6‒ [α-PW11{Mg(OH2)}O39]5‒

Oa (W) –0.752 – –0.731 (–0.740) –0.789 – –0.752 (–0.768)

Oc (W) –1.166 – –0.975 (–1.084) –1.170 – –1.009 (–1.095)

Oe (W) –1.359 – –1.143 (-1.300) –1.366 – –1.194 (–1.314)

Ot (W) –0.774 – –0.725 (–0.748) –0.743 – –0.708 (–0.730)

P 6.849 7.192

W 2.105 – 2.474 (2.304) 2.151 – 2.460 (2.313)

Oa(Mg) –0.489 –0.481

Oc(Mg) –0.694 – –0.680 (–0.687) –0.749 – –0.690 (–0.720)

Oe(Mg) –0.638 – –0.616 (–0.627) –0.674 – –0.636 (–0.655)

Ot(Mg) –0.961 –0.844

Mg –0.253 –0.274

H 0.428 0.556 – 0.564 (0.560)

Table 3. Mulliken charges computed for [α-PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5–. The mean values are
provided in parentheses.

The FT-IR spectra measured as KBr disks of Cs5.25H1.75[α-PW11MgO40]⋅6H2O and [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN are shown in Fig. 4. These spectra showed bands
at 1081, 1058, 961, 888, 830, 808, 769, and 724 cm–1 and 1081, 1060, 957, 891, 819, and 734 cm–1,
respectively; these bands were different from those of K7[α-PW11O39] (1086, 1043, 953, 903, 862,
810, and 734 cm–1) [21, 22]. This also supported that the magnesium ion was coordinated to the
vacant site in the polyoxometalate.
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The spectral pattern of solid Cs5.25H1.75[α-PW11MgO40]⋅6H2O was different from that of solid
[(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN even though the counter-ions affected their
spectra [21, 22]. As shown in Fig. 5, the FT-IR spectral pattern of solid [(n-C4H9)4N]4.25H2.75[α-
PW11MgO40]⋅H2O⋅CH3CN was the same as that of a liquid sample observed in acetonitrile
(1082, 1059, 955, 889, 811, and 733 cm–1); this showed that the molecular structure of [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN observed in a solid was the same as that in
acetonitrile solution. In contrast, the spectral pattern of solid Cs5.25H1.75[α-PW11MgO40]⋅6H2O
was somewhat different from that in water (1079, 1056, 1017, 957, 898, 823, 779, and 724 cm–1).
Since a single line was observed in the 31P NMR spectrum of Cs5.25H1.75[α-PW11MgO40]⋅6H2O
in D2O at around 25 °C, this change was not due to decomposition of the cesium salt in aqueous
solution; however, water may have influenced the structure.
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Figure 4. FT-IR spectra (as KBr disks) of Cs5.25H1.75[α-PW11MgO40]·6H2O (top) and [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]·H2O·CH3CN (bottom) in the range of 1800 – 400 cm–1. 
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Figure 4. FT-IR spectra (as KBr disks) of Cs5.25H1.75[α-PW11MgO40]⋅6H2O (top) and [(n-C4H9)4N]4.25H2.75[α-
PW11MgO40]⋅H2O⋅CH3CN (bottom) in the range of 1800 – 400 cm–1.
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Figure 5. FT-IR spectra of Cs5.25H1.75[α-PW11MgO40]·6H2O observed in water (top) and [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]·H2O·CH3CN observed in acetonitrile (bottom) in the range 
of 1800 – 600 cm–1. 
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PW11MgO40]⋅H2O⋅CH3CN observed in acetonitrile (bottom) in the range of 1800 – 600 cm–1.

3.2. Syntheses and molecular structures of potassium and dimethylammonium salts of α-
Dawson-type mono-magnesium–substituted polyoxotungstate K8H2[α2-
P2W17MgO62]⋅15H2O and [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O

The potassium salt of [α2-P2W17MgO62]10– was formed by the direct reaction of magnesium
bromide with [α2-P2W17O61]10– (at a Mg2+/[α2-P2W17O61]10– molar ratio of ~3.0) in aqueous
solution, followed by the addition of excess potassium chloride. Pure potassium salt was not
obtained by the stoichiometric reaction of magnesium ions with [α2-P2W17O61]10– in aqueous
solution, as was observed for Cs5.25H1.75[α-PW11MgO40]⋅6H2O. In contrast, the dimethylammo‐
nium salt was formed via a stoichiometric reaction of magnesium nitrate with [α2-P2W17O61]10–

in aqueous solution, followed by the addition of excess dimethylammonium chloride.
Crystallization was performed by vapor diffusion from water/ethanol at around 25 °C.
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Figure 6. Molecular structure (ORTEP drawing) of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O. One magnesium atom
was disordered over six tungsten atoms at the B-sites (i.e., cap units) in [α2-P2W17MgO62]10–. The occupancies for the
magnesium and tungsten sites were fixed at 1/6 and 5/6 throughout the refinement; however, the populations of these
atoms differed.

The elemental analysis results for H, K, Mg, P, and W were in good agreement with the
calculated values for K8H2[α2-P2W17MgO62]⋅H2O. N analysis revealed no contamination of
nitrate ions from Mg(NO3)2. The weight loss observed during drying before the analysis was
5.30% for K8H2[α2-P2W17MgO62]⋅15H2O; this corresponded to 14 weakly solvated or adsorbed
water molecules. TG/DTA data also showed a weight loss of 5.62% in the temperature range
of 25 to 500 °C, which corresponded to 15 water molecules. For the dimethylammonium salt,
the C, H, N, P, Mg, and W elemental analysis results were in good agreement with the
calculated values for [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅3H2O. The K analysis revealed no
contamination of potassium ions from K10[α2-P2W17O61]⋅14H2O. The weight loss observed
during drying before the analysis was 1.30% for [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O; this
corresponded to three weakly solvated molecules. TG/DTA data showed weight losses of 2.33
and 7.42% observed in the temperature ranges of 25 to 200 °C and 200 to 500 °C, respectively;
these values corresponded to six water molecules and 7.5 [(CH3)2NH2]+ ions, respectively.
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[(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]·6H2O

belt units (W(3) –W(8))

W-Oa 2.338 – 2.374 (2.359)

W-Oc 1.874 – 1.962 (1.908)

W-Oe 1.904 – 1.935 (1.924)

W-Ot 1.698 – 1.733 (1.717)

cap units (W(Mg) (1), W(Mg)(2), W(Mg)(9), W(Mg)(10))

W(Mg)-Oa 2.348 – 2.393 (2.369)

W(Mg)-Oc 1.909 – 1.966 (1.934)

W(Mg)-Oe 1.910 – 1.948 (1.930)

W(Mg)-Ot 1.73 – 1.788 (1.760)

P-O 1.505 – 1.584 (1.538)

Table 4. Ranges and mean bond distances (Å) of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O. Oa: oxygen atoms belonging
to the central PO4 tetrahedron; Oc: bridging oxygen atoms between corner-sharing MO6 (M = Mg and W) octahedra; Oe:
bridging oxygen atoms between edge-sharing MO6 octahedra (M = Mg and W); and Ot: terminal oxygen atoms. Mean
values are provided in parentheses.

The molecular structure of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O determined by X-ray
crystallography is shown in Fig. 6. This molecular structure was identical to that of monomeric
α-Dawson-type polyoxotungstate [α-P2W18O62]6- [23], which was constructed from cap (W(Mg)
(1, 2, 9, 10)) and belt (W(3 – 8)) units. The bond lengths are summarized in Table 4. Because of
the high symmetry of the space group, the six tungsten(VI) atoms at the two cap units were
disordered and the partial structure around the magnesium site in [(CH3)2NH2]7.5H2.5[α2-
P2W17MgO62]⋅6H2O was not identified by X-ray crystallography, as was observed for
Cs5.25H1.75[α-PW11MgO40]⋅6H2O and [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN; howev‐
er, the W(Mg)–Ot bond lengths in the cap units (average 1.760 Å) were remarkably longer than
those of W–Ot in the belt units (average 1.717 Å) and [α2-P2W17O61]10- (~1.7 Å) [24]. Although it
was difficult to discuss that the W(Mg)–Ot lengths of Cs5.25H1.75[α-PW11MgO40]⋅6H2O and [(n-
C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN were longer than those of
[CH3NH3]3[PW12O40]⋅2H2O (1.6951 Å), [(CH3)2NH2]3[PW12O40] (1.7026 Å), and
[(CH3)3NH]3[PW12O40] (1.6933 Å) [19], the DFT calculation results for [α-PW11{Mg(OH)}O39]6–

and [α-PW11{Mg(OH2)}O39]5– showed that the Mg–OH2 bond distance in [α-
PW11{Mg(OH2)}O39]5– (2.12343 Å) was longer than that of Mg–OH in [α-PW11{Mg(OH)}O39]6–

(1.93732 Å) (Table 2). For the other magnesium compounds, the Mg–OH2 bond lengths in
[Mg(TDC)(H2O)2] (TDC = 2,5-tiophenedicarboxylate) (2.080 Å) [25] and Mg(3,5-PDC)(H2O)2

(PDC = pyridinedicarboxylate) (2.04 Å) [26] were longer than that of Mg–OH in
[2MgSO4⋅Mg(OH)2] (2.025 Å) [27]. These results suggested that a water molecule was coordi‐
nated to the mono-magnesium-substituted site in [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O.
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The 31P NMR spectrum of K8H2[α2-P2W17MgO62]⋅15H2O in D2O showed signals at –7.8 and –
13.8 ppm, which were the same as those of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O (–7.7 and
-13.7 ppm); this was also confirmed by the two-line spectrum observed for a mixture of the
potassium and dimethylammonium salts in D2O. These signals were different from those of
K10[α2-P2W17O61]⋅14H2O (δ –6.8 and –13.9), suggesting that a magnesium ion was coordinated
to the vacant site of [α2-P2W17O61]10–. The 183W NMR spectrum of K8H2[α2-P2W17MgO62]⋅15H2O
in 2.0 mM Mg(NO3)2-D2O showed nine signals at –57.04, –80.87, –131.47, –176.59, –181.67, –
201.40, –207.65, –208.63, and –230.51, as shown in Fig. 7. These signals were also different from
those of K10[α2-P2W17O61]⋅14H2O (δ –117.1, –140.4, –151.7, –181.0, –183.1, –218.1, –220.5, –224.0,
and –242.6) observed in D2O [28]. These results also supported that a magnesium ion was
coordinated to the vacant site of [α2-P2W17O61]10‒, resulting in an overall Cs symmetry.
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The FT-IR spectra of K8H2[α2-P2W17MgO62]⋅15H2O and [(CH3)2NH2]7.5H2.5[α2-
P2W17MgO62]⋅6H2O measured as KBr disks are shown in Fig. 8. The potassium and dimethy‐
lammonium salts showed bands at 1084, 1063, 1015, 945, 920, 892, 823, 786, and 736 cm–1 and
1087, 1065, 1018, 948, 919, 891, 805, 777, and 717 cm–1, respectively. These bands were different
from those of K10[α2-P2W17O61]⋅14H2O (1084, 1051, 1016, 940, 918, 887, 811, 740, and 601 cm–1),
which also supported that a magnesium atom was coordinated in the vacant site of [α2-
P2W17O61]10–. The spectral pattern of solid [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O was quite
similar to that in water (1086, 1065, 1020, 945, 913, 808, 790, and 723 cm–1); this suggested that
the molecular structure of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O observed in a solid was
maintained in an aqueous solution. In addition, the FT-IR spectrum of [(CH3)2NH2]7.5H2.5[α2-
P2W17MgO62]⋅6H2O observed in water was the same as that of a liquid sample of K8H2[α2-
P2W17MgO62]⋅15H2O (1086, 1064, 1015, 946, 914, 811, 788, and 724 cm–1). These results showed
that the molecular structure of potassium salt was the same as that of the dimethylammonium
salt, as suggested by the 31P NMR spectra of the salts in D2O.
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similar to that in water (1086, 1065, 1020, 945, 913, 808, 790, and 723 cm–1); this suggested that
the molecular structure of [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O observed in a solid was
maintained in an aqueous solution. In addition, the FT-IR spectrum of [(CH3)2NH2]7.5H2.5[α2-
P2W17MgO62]⋅6H2O observed in water was the same as that of a liquid sample of K8H2[α2-
P2W17MgO62]⋅15H2O (1086, 1064, 1015, 946, 914, 811, 788, and 724 cm–1). These results showed
that the molecular structure of potassium salt was the same as that of the dimethylammonium
salt, as suggested by the 31P NMR spectra of the salts in D2O.
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4. Conclusion

In this study, we synthesized α-Keggin-type mono-magnesium-substituted polyoxotungstate
Cs5.25H1.75[α-PW11MgO40]⋅6H2O and [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN, and α-
Dawson-type mono-magnesium-substituted polyoxotungstate K8H2[α2-P2W17MgO62]⋅15H2O
and [(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O by reacting magnesium ions with mono-
lacunary α-Keggin and α-Dawson-type phosphotungstates. The compounds were character‐
ized by X-ray crystallography, elemental analysis, thermogravimetric/differential thermal
analysis, Fourier-transform infrared spectra, and solution 31P and 183W nuclear magnetic
resonance spectroscopy. The single-crystal X-ray structure analyses of Cs5.25H1.75[α-
PW11MgO40]⋅6H2O, [(n-C4H9)4N]4.25H2.75[α-PW11MgO40]⋅H2O⋅CH3CN, and
[(CH3)2NH2]7.5H2.5[α2-P2W17MgO62]⋅6H2O revealed monomeric, α-Keggin, and α-Dawson
structures, respectively; the mono-magnesium–substituted sites could not be identified
because of the high symmetry of the products. However, the bonding modes (i.e., bond lengths
and bond angles) suggested that a hydroxyl group and/or water molecule were coordinated
to the mono-magnesium-substituted site in [α-PW11MgO40]7– and [α2-P2W17MgO62]10–. The DFT
and zero-point energy calculation results also suggested that the molecular structures of [α-
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PW11{Mg(OH)}O39]6– and [α-PW11{Mg(OH2)}O39]5– were significantly influenced by coordina‐
tion of a hydroxyl group and water molecule to the magnesium site, and [α-
PW11{Mg(OH2)}O39]5– was more stable than [α-PW11{Mg(OH)}O39]6–.
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