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TRANSMIT (Training Research and Applications Network to Support the Mitigation 
of Ionospheric Threats) is an initiative funded by the European Commission through a 
Marie Curie Initial Training Network. It provided a coordinated program of academic 

and industrial training, focused on atmospheric phenomena that can significantly 
impair a wide range of systems and applications that are at the core of several 

activities embedded in our daily life. TRANSMIT deals with the harmful effects of 
the ionosphere on these systems. Main aim of the project has been to develop a web 

based prototype demonstrator aiming to showcase the project research outcomes in a 
user friendly manner, through a series of model outputs and tools that could serve as 
the blueprint for a future service to assist users and industry to mitigate the effects of 

ionospheric threats to GNSS.

This book is concerned with the TRANSMIT 2014 Workshop Appraisal of Scientific 
and Technological Output that took place in Torino (Italy) on February 2014, where a 

full update on the status of the prototype development and the next steps leading to its 
full implementation were provided
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Preface

The European Community has predicted an annual global market for Global Navigation
Satellite Systems (GNSS) of 300bn € by 2020. Europe is currently developing its own GNSS
system Galileo that will become operational over the next few years. The main threat to the
reliable and safe operation of GNSS is the variable propagation conditions encountered by
GNSS signals as they pass through the Earth’s upper atmosphere (the ionosphere). At a
COST 296 workshop held in 2008, the establishment of a sophisticated Ionospheric Perturba‐
tion Detection and Monitoring (IPDM) network (http://ipdm.nottingham.ac.uk/) was pro‐
posed by European experts, and supported by the European Space Agency (ESA), as the
way forward to deliver the state of the art to protect a range of essential technological sys‐
tems vulnerable to Ionospheric threats. In a bid to initiate research and training of scientists
in Europe for the development of the IPDM network, the TRANSMIT project (www.trans‐
mit-ionopshere.net) was conceived and later funded by the European Commission through
their FP7 PEOPLE Programme, in the form of a Marie Curie Initial Training Network (ITN).
Marie Curie ITNs aim to improve the career perspectives of researchers who are in the first
five years of their research career in both public and private sectors. TRANSMIT is a 4 year
project of this kind, started in February 2011 and led by the University of Nottingham, in the
UK. It is a coordinated programme of academic and industrial training focusing on atmos‐
pheric phenomena that can significantly impair a wide range of systems and applications
that are at the core of several activities embedded in our daily life. This is an area of immedi‐
ate interest to the European society.

TRANSMIT comprises a consortium of leading universities and research centres in Europe,
with associated partners from top European industry stakeholders, as well as industry and
academia from Brazil and Canada. Research in TRANSMIT initiated in September 2011 with the
recruitment of 14 Marie Curie Fellows (13 Early Stage Researchers and one Experienced Re‐
searcher) with two more Experienced Researches recruited in 2012 and 2013, to take up a num‐
ber of coordinated projects aiming to develop real time integrated tools to mitigate ionospheric
threats in particular to GNSS and related applications. The project fully exploits the existing
specialized European science base and takes advantage of insight from European industry and
end users in order to prove the IPDM network concept and setup its prototype.

The final TRANSMIT product that glues the different fellows’ projects together is a proto‐
type of the proposed IPDM network. A first taste of what this prototype aims to achieve was
provided during the prestigious International Beacon Satellite Symposium 2013 held in July
in Bath, UK. Referring to the project’s research philosophy shown in Figure 1, the research
feeds from real world scientific and industrial problems, generates initial solutions that are
then tested, validated and fine-tuned against the originating problems and finally lead to the
end product, i.e. the prototype that demonstrates the IPDM network and service.



Figure 1. The TRANSMIT project’s research philosophy

Figure 2 shows a high level representation of the overall project structure and how its Work
Packages (WPs) interact. WP 1, 2 and 3 form what we call the ‘modelling area’ of the project
and will output predicted scintillation indices/parameters, improved background iono‐
spheric models, scintillation forecasts, scintillation climatology and optimised data treat‐
ment strategies. Concurrently, WP4 represents what we call the ‘tools area’ and addresses
directly the needs of our industrial partners, with outputs of a more direct use to GNSS
based applications, such as scintillation and interference resilient receiver tracking models,
real time and post mission line of sight tracking errors, improved positioning algorithms
and corrections for augmentation systems - all these tailored for legacy and new GNSS sig‐
nals. It is clear that the outputs of the models developed in WP 1, 2 and 3 can either be made
directly available to users or serve as input to WP4 in order to support the tools that will
enable a more application-led demonstration of the project results. Therefore the prototype
will address both users interested in model outputs and application related tools.

Figure 2. The TRANSMIT project’s structure
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PrefaceVIII

This book is concerned with the TRANSMIT 2014 Workshop “Appraisal of Scientific and
Technological Output” that took place in Torino 19-20 Feb 2014, where a full update on the
status of the prototype development and the next steps leading to its full implementation
were provided. In the TRANSMIT Final Event that will take place in the framework of the
11th European Space Weather Week (ESWW - Liege, Belgium, 17-21 November 2014 (http://
www.stce.be/esww11/abstract.php), we will report the final results of the project and will
invite the community to share their ideas and bring their very welcome contribution to this
important area of research.

The TRANSMIT prototype demonstrator will be a web based interface aiming to showcase
the project research outcomes in a user friendly manner, through a series of model outputs
and tools that could serve as the blueprint for a future service to assist users and industry to
mitigate the effects of ionospheric threats to GNSS. The prototype demonstrator will consist
of ‘processors’ (referred to as ‘TRANSMIT processors’) addressing a selection of research
topics within the project. Such topics, which follow the prototype development logic, consti‐
tuted the sessions of the TRANSMIT 2014 Workshop and define the different parts of this
book.

Part 1: Introduction

This part introduces the TRANSMIT prototype idea and its implementation. The scope of
this first part is to put the TRANSMIT project in a context considering a wider perspective of
scientific and industrial work on the ionosphere and GNSS. Chapters are provided by Elef‐
therios Plakidis, Vincenzo Romano, Luca Spogli and Giorgiana De Franceschi (“Data
Management Strategy for GNSS Services: the TRANSMIT Project case” ) and Hirohato Sato, Ni‐
kolai Hlubek and Marcio Aquino (“The Concept of the TRANSMIT Prototype: Network Based
Service for Mitigation of Ionospheric Threat on GNSS” )

Part 2: Robust Receiver Architectures for GPS and Galileo

This second part focuses on the impact of ionosphere activity on signal tracking and on sig‐
nal processing as well as on the more general topic related to interference mitigation. Chap‐
ters for this second part are provided by Melania Susi, Marcus Andreotti and Marcio
Aquino (“Kalman Filter Based PLL Robust against Ionospheric Scintillation” ), Rodrigo Romero
and Fabio Dovis (“Towards Analysing the Effect of Interference in GNSS Scintillation Monitor‐
ing” ) and Marko Vuckovic and Samo Stanic (“Computation of Scintillation Indices for the Gal‐
ileo E1 Signals Using a Software Receiver” ).

Part 3: Improved Positioning

Contributions on mitigation of GNSS positioning errors on related applications and services
due to ionospheric activity and perturbations are the main topic of this third part. Chapters
are provided by Peter Kieft, Marcio Aquino and Alan Dodson (“Using Ordinary Kriging for
the Creation of Scintillation Maps” ), by Marija Cokrlic (“Challenges of Real-time Monitoring of
Ionospheric Perturbations and TEC Fluctuations with GPS Single Station” ) and Kinga Wezka
(“The Reliability Evaluation of GNSS Observations in the Presence of Ionospheric Perturbation” ). A
further contribution is provided by Luca Spogli, Vincenzo Romano, Giorgiana De France‐
schi, Lucilla Alfonsi, Eleftherios Plakidis, Claudio Cesaroni, Marcio Aquino, Alan Dod‐
son, Joao Francisco Galera Monico, Bruno Vani (“A Filtering Method Developed to Improve
GNSS Receiver Data Quality in the CALIBRA Project” ).

Part 4: Scintillations, TEC Modelling and forecast, TEC comparisons

Preface XIII



This fourth part focuses on the scientific and theoretical aspects of modelling and predicting
ionospheric perturbations, including scintillation, as well as on results related to TEC mod‐
elling comparisons. Chapters are provided by Shishir Priyadarshi and Andrzej W. Wernik
(“B-spline Model of Ionospheric Scintillation for High Latitude Using In-situ Satellite Data” ), by
Oksana Grynyshyna-Poliuga, Iwona Stanislawska and Anna Swiatek (“Regional Ionosphere
Mapping with Kriging and B-spline Methods” ), Dorde Stevanović (“Statistical Case Study of
High and Low Latitude Ionospheric Scintillation” ) and Pavel Najman and Tomislav Kos (“Per‐
formance Analysis of Empirical Ionosphere Models by Comparison with CODE Vertical TEC
Maps” ). This part includes a contribution external to the project, provided by Ayman M.
Mahrous, O. A. Abuelezz, Amr M. Abdallah and R. Fleury (“Comparison between the Ne‐
Quick Model and VTEC Estimation by GPS Measurements Over Egypt” ).

Part 5: Electron Density Characterization

This final part mainly deals with the characterization of electron density distributions ex‐
ploiting imaging algorithms and other techniques, like those based on the inversion of
GNSS Radio Occultation observations. Contributions are provided by T. Panicciari, Nathan
D. Smith, Federica Da Dalt, Cathryn N. Mitchell and Gary S. Bust (“Multi-resolution To‐
mography of Ionospheric Electron Density” ), Federico Da Dalt, C. Benton, Tommaso Panic‐
ciari, Nathan D. Smith and Cathryn N. Mitchell (“ANIMo: A New Ionospheric Model” ) and
Mubasshir Shaikh, Riccardo Notarpietro and Bruno Nava (“Implementation of Ionospheric
Asymmetry Index in the TRANSMIT Prototype” ).
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Chapter 1

Data Management Strategy for GNSS Services — The
TRANSMIT Project Case

Eleftherios Plakidis, Vincenzo Romano,
Luca Spogli and Giorgiana De Franceschi

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58767

1. Introduction

TRANSMIT project is a Marie Curie Initial Training Network (ITN), funded under the EU FP7
framework [1]. The programme vision is to act as the enabler of the IPDM network [2] which
will deliver the state-of-the-art to protect the range of essential systems vulnerable to iono‐
spheric threats.

TRANSMIT’s primary mission is to provide Europe with the next generation of researchers,
equipping them with skills, through a multi-disciplinary, inter-sectorial, comprehensive,
coordinated, industry-led training programme. The training offered, should enable the new
researchers to understand in depth, the threats that ionosphere poses on modern technological
systems, and more importantly on GNSS Precise Point Positioning (PPP) value chain [3], and
respond to the needs of various stakeholders for robust counter-measures to deal with these
threats. The secondary mission of TRANSMIT project is to develop real-time integrated state-
of-the-art tools to mitigate the ionospheric threats, and make these tool available and accessible
to the various stakeholders, via the “TRANSMIT Prototype.

In this chapter we concentrate on the definition of the “data management strategy” or in simpler
terms a plan for data management. In theory, data management (hereinafter DM) is defined
as a function that includes “the planning and execution of policies, practices and projects”, with aim
of “acquiring, controlling, protecting, delivering and enhancing the value of data and information
assets” [4].

DM is typically organized into ten basic components or functions, each consisting of a family
of activities that belong to one of four groups [4]; planning activities (P) that set strategic and
tactical course for other DM activities, development activities (D), undertaken within the

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



system development lifecycle, creating data deliverables through analysis, design, building,
testing, preparation and deployment, control activities (C) or supervisory activities performed
on an on-going basis and, finally, operational activities (O) to include service and support
activities performed on an on-going basis.

At the heart of any data related activity is Data Governance (DG). DG is the core function of
DM that guides how all other functions are performed and it can be defined as “the exercise of
authority and control over the management of data assets” [4]. DG consists of two groups of
activities, namely planning and controlling. There are seven planning activities that comprise
the DG function, and are typically implemented sequentially. The first two are relevant to our
discussion, which are to understand the data/information needs, i.e. of the IPDM prototype,
and based on these needs to develop a data management strategy. Moreover, the execution of the
DG planning activities, and thus the definition of data strategy, should be driven by both
business and IT strategies [4]. In Figure 1, we present a novel framework that captures this
dependency by depicting the different components of the overall TRANSMIT project’s strategy
and the relationship between them. This novel framework is based on a proper combination
of the framework for IT, Business and Data strategies’, described in [4], with the IT, IS
(Information System) and Business Strategies’ framework in [5].

Figure 1. TRANSMIT project overall strategy approach

In sections 2, 3, 4 the TRANSMIT Business and IT/S strategies are described since are required
inputs for the definition of data strategy. Finally, in section 5 we formulate the TRANSMIT
data strategy, and provide in the closing section the state of art regarding the implementation
status of this strategy.

2. Business strategy overview

The TRANSMIT business strategy presented in this section focuses on four themes which are
the identification of the relevant business area and process, assessment of the business
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problem, a solution strategy and expected competitive advantage from the TRANSIT project,
that can be further exploited by the future IPDM system, based on that strategy. The selection
of appropriate business services (see section III) to support the given business problem is
determined by the chosen business strategy and also drive the DG planning activities by
providing the required data/information needs for which the data strategy is being developed.

The TRANSMIT project focuses on GNSS precise positioning business area. From a business
perspective, PPP is a business process that outputs positions with high accuracy anywhere on
the globe using a single GNSS receiver. To achieve that, a GNSS receiver on PPP mode relies
on typical GNSS observables as well as input data products, i.e. precise orbits and clocks,
provided by external entities, such as the International GNSS Service (IGS) [6]. More detailed
information about PPP, can be found in [7] and [8].

In both single-(L1) and dual-frequency (L1+L2) PPP modes, and after the permanent removal
of Service Availability (SA), the ionosphere has become the largest source of error that can
potentially degrade the quality of the estimated user position. More specifically, and as
described in [9], ionospheric scintillation, which is produced by ionospheric irregularities,
affects GNSS signals in two ways, broadly classified as refraction and diffraction. A more
thorough treatment of the effects of ionosphere on wideband GNSS signals can be found in [10].

At the application level, the refractive effect manifests as a group delay and phase advancement
of the GNSS signal. A slower group delay velocity produces ranging errors while a faster phase
velocity causes unexpected phase shifts. If the phase shifts are rapid enough, they can challenge
the tracking loops in the receivers. In dual-frequency mode, the linear combination of obser‐
vations and the formation of the so-called ionospheric-free observable, eliminates the biggest
part, almost 99%, of this kind of ranging-error, however for very precise positioning, the
remaining, higher-order terms need to be considered and compensated [11]. For the case of a
single-frequency PPP mode, this ionospheric delay is typically corrected using available
ionospheric models such as the Klobuchar, IRI and NeQuick ones [12], [13].

As far as the diffraction effect of the ionosphere is concerned, the situation is more complicated
and influences the GNSS service availability. Compensation of the effect cannot be achieved,
but only mitigation is possible. It should be stressed that in situations of severe diffraction, a
total loss of signal at the receiver site can be caused, which make any mitigation technique
useless. In these cases prompt warning of forthcoming strong signal scintillations, can provide
valuable time to businesses to alter their service delivery strategy, e.g. switching from GNSS
to other means of providing precise positioning.

There are different ways that TRANSMIT project could support GNSS service providers in
dealing with the ionosphere as a potential risk. Here we refer to the lesson learned by collab‐
orating with FUGRO Intersite B.V. [14], one of the biggest GNSS service providers which
carries activities worldwide, focused on four key areas, namely Geotechnical, Survey, Subsea
Services and Geoscience, and targeting markets such as the oil and gas, building and infra‐
structure, mining, renewable energy and other public and private sectors.

One of its main requirements towards the TRANMSIT project can be phrased as “a business
continuity planning (BCP) under severe scintillation regime”. This practically means the develop‐
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ment of a plan which begins by firstly assessing Fugro’s exposure to ionospheric threats, then
requires the provision of effective prevention and recovery from them, while maintaining
competitive advantage and value system integrity. An ionospheric risk management initiative
should be part of such BCP, and as far as the TRANSMIT is concerned the chosen strategy was
to mitigate ionospheric scintillation, targeting the PPP value chain, both at the hardware
(receiver tracking) and software (stochastic model) levels, by incorporating into the process
unique business services, enabled by the research conducted in two different fronts, as will be
further discussed in the Information System strategy. Whether or not a full BCP will be finally
realized by the TRANSMIT consortium is a decision which has not be made at the time of
writing of this article.

To  ensure  the  sustainability  of  the  TRANSMIT  endeavor,  a  clear  differentiation  of  the
TRANSMIT approach with  respect  to  competitors  have  to  be  foreseen.  In  Figure  2,  the
primary  strategic direction [15] that was chosen is the “customer intimacy” or “customer
focus”. This practically means that the business improvements offered in the form of services
or products are tailored to the needs and processes of individual customers (i.e. Fugro) by
solving their business problem. Product leadership,  which implies continuous and rapid
introduction of new products and services, was difficult to be achieved given the complex‐
ity of the business problem, the existing competition, such as NASA, ESA and NOAA just
to name a few, and the nature of TRANSMIT project. In the next two sections however we
will see how the operational excellence can be targeted/supported by the IS, IT and Data
strategies, as a secondary improvement dimension, which in principle requires improvement/
optimization of business performance.

Figure 2. TRANSMIT overall strategy orientations in order to create added value to the end-user and achieve a com‐
petitive advantage, based on the three dimensions defined in [15].

3. IS strategy

In broad terms, information systems (IS) strategy defines what kind of system is necessary to
cover the business needs for the foreseeable future. It is based on proper analysis of the
business, its environment and the general business strategy [16]. In this section we focus and
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outline some key features of the required TRANSMIT IS, and we outline the application
portfolio [17] which contains the currently developing business services.

TRANSMIT IS will be realised as an “internet-based, web-enabled, distributed system” with the
aim of providing “decision support about selected ionospheric-related risks for the PPP business
processes”. The above definition captures many features of the system, is compatible with the
business needs, i.e. BCP, and for more details on decision support systems (DSSs) the reader
is directed to reference [18].

As far as the TRANSMIT IS is concerned the functionality has been split into 4 layers following
the multi-tier architectural paradigm. The data and presentation layers consist of one tier each
while the business layer consists of various tiers, deployed on the premises of the Institutions
partners of the TRANSMIT project [1].

The TRANSMIT IS will act as the demonstrator of the capabilities (business services) devel‐
oped from the research base of the programme. The “prototype” term implies that the system
will be intentionally incomplete, i.e. will capture only the essential features of IPDM [2], and
is to be modified, supplemented, or supplanted [19] in order to realize the desired future state.
For its development various methodologies exist [20], however the one that represents more
adequately the philosophy of TRANSMIT project, is the evolutionary [20] presentation [21]
prototyping. This iterative methodology allows flexibility in the software development process
so that it can adapt to changing requirements, and also convince end-users of the feasibility of
the system, as shown schematically in Figure 3 below. TRANSMIT IS prototype is based on a
consortium that brings together some of the biggest GNSS Rx manufactures and precise
positioning service providers, to act as the end-users (e.g. Fugro) as well as leading research
institutes and universities around the Europe to lead the system development and provide the
different services as well as the initial system and user requirements.

Figure 3. IPDM prototype system development methodology
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For what concerns the application portfolio, i.e. business services, hereafter few examples are
given as current services developed as part of the TRANSMIT IS with potential value in PPP
business area for the end customers (e.g. Fugro). The first service aims to deliver improved
estimation, after interference cleansing, and prediction of amplitude scintillation parameter,
S4. The second concentrates on providing improved ionospheric delay estimation for different
geomagnetic conditions. These services generally needs support and contributions from the
TRANSMIT partners in terms of data (e.g. measurements from various ground-based and
space-borne instruments, such as GNSS, ionosondes, and radio occultation) and modeling (e.g.
advanced 3D tomographic techniques, forecasting, etc.

4. IT strategy overview

The IT strategy for TRANSMIT is split into two sections as shown in Figure 1: internal and
overall. The internal is responsibility of the TRANSMIT partners participating to the TRANS‐
MIT IS via a service [22]. The overall is defined by the developers of the prototype presentation
layer. It is beyond the scope of this article to expand further on the overall IT strategy, however
SOA (Service Oriented Architecture) is briefly recalled as one of the best practices that are used
within the IT strategy and is known to generate real business value. Moreover SOA supports
the so-called “Workflow Systems” (WSs) which allows for “...building of software applications from
a number of loosely coupled, heterogeneous, distributed services...” [23] which is the case of TRANS‐
MIT IS needs.

SOA represents a paradigm shift in applications design, which includes decomposing business
functions and application features into a set of independent but cooperative subsystems or
services. This helps businesses to gain flexibility, reuse, and interoperability [24], which in turn
implies reduction of operational costs, acceleration of the development of new application by
leveraging shared service capabilities, minimization of operating errors and reduction of risks
and disruptions to business [25]. Finally, SOA can demonstrate business value and at the same
time assess/fine-tune performance and model/modify processes through Key Performance
Indicators (KPIs) [26].

No matter what the overall IT is going to be, SOA philosophy can be still applied for the
development of various data services within the data layer. However it should be stressed that
the development of the presentation and business layers dictated by the overall IT strategy,
influences the developed of the data system which will realize the data layer, since it can pose
unique requirements on the data system or require the design of new data services.

5. Results

The strategy adopted for data management in the frame of TRANSMIT is broad in scope to
allow flexibility given the evolutionary prototyping development methodology of the
TRANSMIT IS (see Figure 3). Such choice will also benefit the IPDM prototype development
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by providing the capacity to the data layer to accommodate further business and application
layers needs in terms of data management services. We begin this section by discussing the
data and information needs of the TRANSMIT IS which capture the state of the IPDM
prototype at the time of writing of this article. These needs should be frequently re-evaluated
and the data strategy should be kept up-to-date.

The initial survey conducted shows that the prototype system relies on a variety of proprietary
data files in ASCII & Binary format, originating mainly from GPS and Radio occultation
satellites as well as other Space-borne instruments. The input and output products have either
spatial (e.g. global TEC maps) or temporal dimensions (e.g. complex GPS RF-data) or in some
cases both (global TEC maps, predicted over time). Regarding the complex GPS data per se,
the size of data files can generate a huge bottleneck, if data movement is scheduled during the
operation of the distributed system. Finally, outputs from theoretical models, implemented in
different programming languages, have to be also provided (such as the ionospheric models
IRI and NeQuick2, just to name a few).

Based on the above needs we have developed a general data management strategy that
includes, among the others [4]:

• A compelling vision for DM.

• The mission and long-term directional goals of DM.

• Strategy statement.

• Short-term SMART (Specific Measurable Actionable Realistic Time-bound) DM objectives.

The TRANSMIT DM vision and mission is to realize an intelligent DM system that will offer
benefits to the enterprise and its customers and leverage existing IT/DM activities. The main
mission of the DM function is to meet and exceed the data/information needs of all stakeholders
in terms of data/information availability, security and quality. To pursuit our vision and fulfill
our mission, our strategy is to establish the following data management initiatives:

• Data Architecture (DA) function

• Data Development (DD) function

• Data Operations (DO) function

• Content Management (CM) function

• Meta-data Management (MdM) function

• Data Security Management (DSM) function

• Data Quality Management (DQM) function

Finally, the short-term SMART DM objectives are listed below for each of the above-mentioned
function.

Data Architecture (DA) objectives

• Define the “data model”
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• Analyze and align with “business models”

• Define data technology architecture

• Define meta-data architecture

Data Development (DD) objectives

• Analyze information requirements

• Develop conceptual, logical and physical data models

• Design physical databases

• Design information products

• Design access services

• Implement development/test database changes

• Create test data

• Migrate and convert data

• Build and test information products

• Build and test data access services

• Validate information requirements

• Prepare for data deployment

Data Operations (DO) objectives

• Implement and control database environments

• Obtain externally sourced data

• Plan for data recovery

• Backup and recover data

• Set database performance service levels

• Monitor and tune database performance

• Plan for data retention

• Archive, retain and purge data

• Support specialized databases

Content Management (CM) objectives

• Implement management systems for acquisition, storage, access and security controls of
unstructured data

• Backup and dispose unstructured data
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• Retain and dispose unstructured data

Data Security Management (DSM) objectives

• Understand data security needs and regulatory requirements

• Define data security policy

• Define data security standards, controls and procedures

• Manage users, passwords and group memberships

• Manage data access views and permissions

• Monitor user authentication and access behavior

Meta-data Management (MdM) objectives

• Implement a managed meta-data environment

• Create and maintain meta-data

• Integrate meta-data

• Manage meta-data repositories

• Distribute and deliver meta-data

• Query meta-data

Data Quality Management (DQM) objectives

• Define data quality requirements

• Define data quality metrics

• Define data quality business rules

• Test and validate data quality requirements

• Set and evaluate data quality service levels

• Design, implement and monitor operational data quality procedures

6. Final remarks

In this paper we introduce the data management strategy formulated for the TRANSMIT
project case. We hope that we achieved to clearly underline the overall requirements for both
the IS/IT and data/information, and proposed feasible strategies to be implemented in
TRANSMIT prototype in order to support the future GNSS services. To achieve the technical
goals of TRANSMIT project, it is needed a flexible, secure, reliable, data system layer to be
aligned with the business strategy and generate added value via operational excellence. The
current development effort regarding the data system development is on the realization of
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meta-data repository, as well as on archiving of the necessary test-data, to be later on loaded
on the database management system and become accessible from application developers. The
data security function, has been implemented and its user interface can be accessed via [28].
Finally, data access services have been developed and tested for different application regimes.
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The Concept of the TRANSMIT Prototype
–Network Based Service for Mitigation
of Ionospheric Threats to GNSS

Hiroatsu Sato, Nikolai Hlubek and Marcio Aquino

Additional information is available at the end of the chapter
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1. Introduction

Global Navigation Satellite Systems (GNSS) are a crucial component in countless modern
systems, e.g. in telecommunication, navigation, remote sensing and precision timing. The main
threat to the reliable and safe operation of GNSS is the variable propagation conditions
encountered by GNSS signals as they pass through the Earth's upper atmosphere (the
ionosphere).

The ionospheric plasma can be perturbed by severe space weather conditions due to varying
solar and geomagnetic activities. These perturbations come at a wide range of spatial and
temporal scales as observed by ground based and space-borne instruments. The perturbations
lead to formation of irregularities and disturbances in the ionosphere which can strongly affect
the performance of GNSS positioning, by degrading its accuracy, reliability and availability.
The scintillation phenomenon characterized by sudden signal fluctuations, for example, may
cause GNSS operational outages.

Therefore it is important to assess the threat that space weather can pose to GNSS as well as
estimate the strongest possible influence of the ionosphere. Enhanced research activities in this
field are desired for the mitigation of the ionospheric impact on GNSS.

The European Commission FP7 funded project Training Research and Applications Network
to Support the Mitigation of Ionospheric Threats (TRANSMIT) focuses on bringing together
young researchers to undertake the aforementioned challenges for ionospheric impacts on
GNSS. The research sub-projects under TRANSMIT aim to provide awareness of current
ionospheric threats and improved solutions for the mitigation of ionospheric impacts for users
of GNSS and related services and applications.

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



To highlight the research results of the TRANSMIT project, a prototype of a service is being
designed and implemented for access via the internet. The TRASNMIT prototype can be
considered as a milestone for the establishment of a Pan-European network for Ionospheric
Perturbation Detection and Monitoring (IPDM) in the upcoming years (Jakowski et al., 2008).

In this paper we present an overview of the prototype service and the integration of the
research results from TRANSMIT’s sub-projects. The concept of data network over the
project’s partner institutions will be illustrated for optimal operation of the final product.

2. The TRANSMIT prototype

The TRANSMIT prototype is a web-based demonstrator and consists of three processors
(called TRANSMIT processors) addressing six applications. The processors have been
developed by the TRANSMIT research fellows exploiting the varied expertise in the project’s
partner institutions. TRANSMIT processors are designed to be able to exchange their outcomes
and use them as inputs to other related applications via the prototype network. The design of
data flow in the prototype system is characterized as a cross-institutional network approach.
The main concept of the prototype network is to clearly divide the functions of the partner
institutions. The user portal and demonstration, data archive and processor applications are
hosted by different institutions distributed over Europe. The data flow design in the TRANS‐
MIT prototype service is shown in Figure 1. The demonstration portal, denoted as institution
C in the middle of the figure, receives queries sent by the users. The user queries can be
parameter input or selection of particular ionospheric event that will be used in the processor
applications.

Once the users define parameters and store them in the prototype portal, the prototype data
transfer is triggered by requesting processing on the selected processor. The transfer of the
parameters is forwarded directly to the processor hosting institutes denoted as B. The pro‐
cessor parses the parameters and determines whether it computes locally or requests the
necessary data from the data archive hosting institute A. The processing time until the delivery
of results of the applications varies among the processors. The variation of computation time
will be estimated from less than one minute to a few hours. When a user selects a quick
processing application, the results can be displayed on the prototype portal directly after the
processing. Other processors with longer processing time require post-sending service. In this
case the results will be accessible, for example, by implementing an email notification function.

Figure 1 also implies an advantage of this data transfer design for future application and
project. The element blocks that form the network system for database and applications (A
and B) can be renewable and replaceable. The new data archive, new processor hosting
institutes or redesigned output from the existing processor will be easily integrated to be a
part of the prototype system. For the TRANSMIT project, this flexibility would provide the
young researchers opportunity to present their most recent result to the scientific and indus‐
trial community related to GNSS services. This functionality will be a key component in the
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fundamental data management design for professional services involving multiple research
organization such as the IPDM network.

3. TRANSMIT prototype processors

3.1. Processor 1: Scintillation index prediction by a Spline model

Small scale irregularities in the ionospheric plasma may cause fluctuations of the signal
strength of radio waves e.g., GNSS signals. The S4 Index is a measure to describe the amount
of amplitude variation in the received GNSS signals. This index is calculated by the standard
deviation of the signal power received on the ground normalized to the average signal power.
The S4 index is considered to reflect on the influence of radio wave scattering by electrons on
the received signals. Therefore it is important to predict event of scintillation in terms of
electron density in the Ionosphere. There have been numerous efforts made to model scintil‐
lation mechanisms, including measurement based statistical method and theoretical model
using phase screening approach (Rino, 1979). The first TRANSMIT processor aims at devel‐
oping an S4 index (and TEC value) prediction model over the European high to middle latitude
regions. The advantage of this modelling is to combine the ground based measurements with
in-situ (directly observed) plasma parameters by spacecraft orbiting over the concerned region.
In this version of the model, the Dynamic Explorer 2 (DE2) satellite is selected as in-situ
reference. The DE2 data provides local information of plasma parameters in the ionosphere
including electron density and its fluctuation levels.

Figure 1. Schematic diagram of TRANSMIT prototype network and the modelled data flow
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The developed model will be expressed with an analytical cubic B-Spline function that is
derived from time, position, season and solar activity levels (Kp and solar flux value F10.7) as
input parameters. The contribution from satellite measurements comes through a phase
screening model to calculate S4. A correction method in propagation geometry is introduced
for these regions (Priyadarshi & Wernik, 2013). Combining these inputs of ionospheric plasma
parameters, the spline model gives a map of the predicted S4 values in geographical coordi‐
nates. This model will be compared to the observed S4 values from the receivers from arctic
and middle latitudes. The measurement of scintillation is provided by stations from Spitsber‐
gen, northern Norway, to Warsaw in Poland. The results will be visualized by 2D color-coded
mapping of S4 or turbulence strength parameters. An example under a quiet geomagnetic
condition is shown in Figure 2. The horizontal and vertical axes for the plot have been chosen
to be magnetic local time and invariant latitude of the spacecraft. This comparison of the model
and observation will give a convincing conclusion of modelling the scintillation over the
European region. An advantage of using this model is that it may predict scintillation values
which has good match with corresponding local plasma density even in the area that is not
covered by the spacecraft. Thus the TRANSMIT processor 1 provides users a trustable tool to
visualize scintillation estimate from the concerned solar activity level and geomagnetic
conditions.

Figure 2. Example output from processor 1. Observation (left) and B spline model (right) result for turbulence strength
parameters in quiet condition.

3.2. Processor 2: Improved tracking architecture and positioning error mitigation

As described in section 1, the radio signals from GNSS satellite can experience unexpected
fluctuations in amplitude and phase when traveling through ionospheric irregularities. These
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unfavourable conditions may lead to errors in positioning application services. This can be a
critical issue especially in absolute GNSS positioning solutions such as Precise Point Position‐
ing (PPP), where a high level of accuracy is expected from the estimated coordinates. While
the first TRANSMIT processor aims to model the S4 scintillation index from observed plasma
parameters, the second processor investigates and mitigates the effects of ionospheric distur‐
bances at receiver and positioning level. The focus is on the following research topics: i)
investigate the effect of mitigation techniques on the accuracy of positioning applications. ii)
design a robust receiver architecture that will be able to cope with different scintillation and
radio frequency interference scenarios..

The effect of the application of the mitigation technique in the positioning accuracy of a GNSS
receiver is shown in Figure 3. The variation in the receiver position accuracy computed with
an improved stochastic model based mitigation technique is plotted during a scintillation event
day. Here the three components of the positioning error in north, east and height are coloured
in blue, green and red respectively. A couple of scintillation events have been observed on this
day. The performance of the mitigation implementation is proven to be able to reduce the
positioning error from the ground truth in comparison with the conventional results, i.e. when
no mitigation technique is applied. The convergence time of the positioning error during the
scintillation event is improved by this mitigation technique. This would be particularly evident
for the height component when compared to non-mitigated results.

Figure 3. (top) The variation of PPP positioning error computed by TRANSMIT processor 2 without mitigation techni‐
que. (bottom) The same as the top but the mitigation technique is applied.

Processor 2 also deals with the design and implementation of a robust GNSS tracking archi‐
tecture under different scintillation and radio frequency interference scenarios. It will output
the performance of the receiver tracking scheme as well as characterization of the scintillation
level according to the user's scenario specification. The designed scheme of the robust receiver
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features an adaptive Kalman filter based Phase Locked Loop (PLL) for GPS and Galileo signals.
The software receiver implemented with this scheme is able to evaluate scintillation levels and
use them to adapt the PLL loop filter. The parameters for scintillation detection are derived
from the carrier phase spectrum with a dedicated algorithm. The algorithm has been examined
by using real data from the receivers set in middle latitude regions. In simulation, the per‐
formance of the proposed architecture can be tested with different scenarios: scintillation and
a combination of scintillation and various levels of other types of interference. Results of the
comparison between our tracking scheme and a traditional fixed bandwidth PLL will be
demonstrated for both the GPS L1 and Galileo E1 signals. This comparative performance study
is made in terms of the following output parameters: C/N0, phase lock indicator and phase
jitter. The algorithm implemented in the software receiver has been validated using the
Septentrio PolaRxS scintillation monitor receiver as benchmark.

Figure 4. A showcase interface for input and output parameters selection of TRANSMIT Processor 2 for robust receiver
architecture.

On the graphical interface of TRANSMIT processor 2, the user can determine their specific
scenarios, which will be used to affect the receiver performance. Figure 4 shows an example
interface for showcasing the results. Once the scenario is defined, the processor will provide
the related outputs in Matlab format, defining the performance of the receiver tracking scheme
and characterizing the scintillation level. The PLL application is designed to provide pseudo-
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range and phase measurements. These improved pseudo-range and phase measurements will
be used as input in the PPP application.

3.3. Processor 3: Ionospheric models and applications

Prediction of potential scintillation event and other threats from our space environment has a
crucial role for GNSS users in practical applications. Therefore modelling the ionosphere is an
important approach for mitigation of ionoshperic threats. The purpose of the third TRANSMIT
processor is to provide a new insight on existing ionospheric models. The starting point of this
approach is to develop a new TEC prediction model with a data assimilation technique. Next,
we make a comparative study of some widely used models, including our developed model,
with a measurement database of global network of GNSS stations. Finally, as an application
of the modeling approach, this processor demonstrates the error caused by the assumption
residing in a common modeling method in Radio Occultation remote sensing for ionospheric
research. The three applications forming the processor are designed to exchange outputs and
inputs (See element B in the Figure 1).

The TEC model developed in TRANSMIT processor 3 employs computerized ionospheric
tomography (CIT) and integrated Slant TEC measurements to estimate ionospheric electron
density (Mitchell & Spencer, 2003). The main additions to the work by previous authors are a
regularization technique using wavelet and physics based models. This approach will solve
the major undermined problems in ionoshepric reconstruction that lack of data is the source
of instability in numerical results. It is expected that this method can improve the imaging
quality of the tomography as well as enabling short-term ionospehric forecasting

The second output of TRANSMIT processor 3 is a world map of the most suitable ionospheric
model that fits observational data. To make a reasonable observation-based recommendation
among the selected models, we use the CODE (Center for Orbit Determination in Europe) as
the reference database. From this international GNSS service database, TRANSMIT processor
3 takes electron density data input from more than 200 stations (Hugentobler et. al., 2008). For
the prototype service, we have selected the following four ionospheric models: Klobuchar
model (Klobuchar, 1987), International Reference Ionosphere 2012 (IRI2012, http://
iri.gsfc.nasa.gov), NeQuick2 (Nava et. al., 2008) and Neustrelitz TEC Model (NTCM, Jakowski
et. al., 2010).The result of the comparison will be displayed in the form of global maps
indicating the best fit model for a given user input of month of year, hour of day and observed
solar radio flux (SF). At the current stage of development, computation of data from year 2010
to 2012 is ready to use for output.

Ionospheric models can be used as a reference to create electron density maps for Radio-
Occultation (RO) remote sensing. The observational “real” and modeled ionosphere often
show asymmetrical configuration of plasmas. For the standard inversion technique for RO,
however, it is often assumed that the distribution of electrons is spherically symmetric in the
ionosphere, which can be an effective and trustable assumption when the horizontal gradient
of electron density is not significant. Such a condition can be satisfied typically in low solar
activity conditions and a non-disturbed ionosphere. This assumption, however, may cause an
untruthful retrieval of electron density when the spatial variation of plasma concentration is
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not negligible (Shaikh, et. al., 2014). In this case, the ionosphere is not spherical and should be
treated as an asymmetrical distribution of plasma. The error that can be caused by this
assumption will be demonstrated as the third output of TRANSMIT processor 3. Figure 5
illustrates the process for this application. The user of the processor can select specific geo‐
graphical locations (star symbols) in the global map to view a plot showing expected electron
density retrieval from the used models. The computed errors caused by the symmetry
assumption are displayed against the aforementioned background models.

Figure 5. The procedure of location selection (star symbol) and electron density retrieval in the Processor 3 output.

4. Conclusions and future work

We presented the concept of the TRANSMIT prototype network and its application output
from the processors for mitigation of ionospheric effects on GNSS. The processors in the
prototype service will provide users awareness of current threats from the ionosphere. The
data flow in the proposed cross institutional network design gives the TRASNMIT prototype
simplicity and flexibility to present research result to the users. TRANSMIT prototype outputs
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are diverse and involve different scientific and engineering disciplines. The design of the final
product should include an optimal interface for users with various interests related to GNSS
based services. The processing time and the delivery method will need to be carefully esti‐
mated for each processor application result. A post-sending service such as email notification,
for example, must be considered for time consuming processing applications. Establishment
of data transfer within multiple institutions needs to be done under a coordinated and
integrated scheme. When these challenges are overcome, the prototype service can be regarded
as a milestone to evaluate the proposed IPDM network model in the real world. The TRANS‐
MIT prototype has also other types of challenges as it has a cross disciplinary nature. The
original purpose of the project is expected to be best achieved when scientists and engineers
involved work together beyond their ordinary disciplines.
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1. Introduction

Global Navigation Satellite Systems (GNSS) are playing a key role in modern society finding
applications in several crucial sectors. Strategic areas of applications include vehicular and
personal navigation, aircraft and maritime navigation, location based and rescue services.
However, despite its worldwide success and diffusion, GNSS is still a sensitive system
vulnerable to failure and disruptions. This is of particular concern for user of safety of life
services demanding high reliability, availability and continuity. The disruptions potentially
threatening GNSS are usually classified as intentional and unintentional. Intentional disrup‐
tions, such as jamming, spoofing, are produced to deliberately impair GNSS receiver operation.
Unintentional disruptions can be man-made interference, for example originating from
satellite communications, TV broadcasting and Ultra Wide Band (UWB) communications, and
natural interference, due to space weather events. One of the main natural threats to the
reliability and availability of GNSS is represented by the non-stationary propagation condi‐
tions experienced by Radio Frequency (RF) signals inside the ionosphere. In particular small
scale ionospheric irregular structures may refract and diffract GNSS signals producing random
and fast variations in their amplitude and phase [1]. Amplitude scintillation manifests itself as
instantaneous increases and decreases of the transionospheric signal intensity. This phenom‐
enon, when severe, can lead to deep signal fading and, consequently, induce the signal to noise
ratio to drop below the receiver tracking threshold. Moreover, phase scintillation could
increase the Doppler shift so to render it larger than the phase lock loop bandwidth. As a
consequence cycle slips or even a loss of lock could occur. Even if this phenomenon usually
does not affect all satellites in view at the same time, involving only a portion of the sky, it may
be able to degrade the final solution accuracy. Moreover if the healthy satellite links are not
enough to provide a solution, outages in the GNSS operation could be experienced. A way to
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mitigate scintillation effects on GNSS is to increase the robustness of GNSS receivers, and in
particular of the carrier tracking stage that is the receiver part most vulnerable to scintillation
effects. In particular, the literature has shown that Kalman Filter (KF) based tracking schemes
represent good candidates to replace traditional Phase Locked Loop (PLL) tracking algorithms
in presence of scintillation [2], [3]. The main advantage of KF PLLs is the possibility to
automatically optimize the loop filter, minimizing the phase mean square error. However, the
effectiveness of KF based tracking algorithms is dependent on the use of a correct state space
dynamic model to predict the parameters to be estimated, and on the monitoring of the actual
measurement noise. Consequently, in presence of variable conditions, as in the case of
scintillation, the initially assumed model could not be valid anymore, leading to a filter
divergence. In this paper first of all the design and the implementation of a classical adaptive
KF based PLL with variable measurement noise is detailed. In this scheme the measurement
noise is a function of the carrier to noise ratio (C/N0) which is computed in real time. Then, a
second adaptive KF based PLL is proposed. The latter scheme tunes the covariance matrix, the
measurement noise and the KF gains according to the working conditions, i.e. the detected
level of scintillation. The weighting of the KF gain represents the element of novelty with
respect to the architecture previously presented by the authors [4]. First tests carried out by
using both simulated and real data affected by scintillation, respectively at high and equatorial
latitudes, are presented herein. The remainder of this paper is organized as follows. Section 2
provides a general overview about scintillation effects on the tracking loop of a GNSS receiver.
Section 3 describes the design and the implementation of the KF based algorithms examined
herein. Section 4 details the methodology and the experimental set up exploited for the
assessment of the above algorithms. Moreover, initial results are discussed. Finally, Section 5
draws some conclusions

2. Ionospheric scintillation

Ionospheric  scintillation  is  determined  by  regions  of  enhanced  or  depleted  [1]  electron
density affecting the propagation of Radio Frequency (RF) signals. The characteristics and
the occurrence of  these  irregularities  show a stochastic  dependence on both spatial  and
temporal  parameters,  such as the local  time,  the season,  the magnetic  activity,  the solar
activity,  and  the  geographical  region  of  occurrence.  Indeed,  ionospheric  scintillation  is
predominant  at  high latitude and equatorial  regions.  However  the different  ionospheric
morphology of  these  two regions  is  responsible  for  different  scintillation characteristics.
While at high latitudes scintillation manifests itself as strong phase fluctuations and weak
amplitude  variations  in  the  signal,  at  equatorial  regions  scintillation  can  show  both
significant  phase  fluctuations  and amplitude fades.  A GNSS signal  affected by scintilla‐
tion at the receiver input can be modelled as follows [4]

s(t)= A*δA*C(t)*D(t)cos(2π f IF + ϕ +  ϕ0 + ϕi) + n(t) (1)

Where
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• A is the nominal signal amplitude,

• δA is the amplitude signal variation due to scintillation,

• C (t) is the Pseudo Random Noise (PRN) spreading code,

• D (t) is the navigation data,

• fIF is the intermediate frequency,

• φ0 is the phase variation due to scintillation,

• φi is the phase variation due to any other source apart from scintillation,

• n (t) is the additive Gaussian noise.

To measure the level of scintillation two indices are widely used, namely S4 and σϕ. S4
quantifies the level of amplitude scintillation and is computed as the standard deviation of the
receiver power normalized by its mean value. σϕ measures the phase scintillation and is
obtained evaluating the standard deviation (in radians) of the detrended carrier phase,
averaged over a specific temporal window, of 1minute of data. According to the temporal
duration of the window used to perform the average, different versions of σϕ can be defined.
The widely used 60 seconds version of σϕ is indicated as Phi60 [5]. The scintillation effects on
the tracking loop of a GNSS receiver consist in an increase of thermal noise due to a decrease
of C/N0 and an increase of the phase error. The Power Spectral Density (PSD) of the phase error
due to scintillation can be modelled as in [6] by an inverse power law given by the following

Sδφ( f )= T

( f 0
2 + f 2)

p
2

(2)

Where T is the spectral strength of the phase noise at 1 Hz and p is the spectral slope of the
phase PSD, f is the frequency of phase fluctuations, f0 is the frequency of the maximum
irregularity size present into the ionosphere. Assuming that f ≫ f0 the (2) can be approximated
by Sδφ( f )=T f - p[6].

3. Designing a carrier tracking architecture robust under scintillation

The fast dynamics and the weak signals induced by scintillation can be particularly challenging
for the PLL of a GNSS receiver. The latter has the purpose to compare the incoming carrier
phase with its local replica and to minimize this error tuning the phase generated by the
Numerical Controlled Oscillator (NCO). To increase the robustness of a GNSS receiver under
scintillation, a careful selection of the PLL parameters is necessary. In order to follow the high
dynamics induced by phase scintillation, short prediction integration time and wide carrier
loop bandwidth should be preferred. On the other side, to minimize the noise induced by
amplitude scintillation and to obtain accurate carrier phase measurements a long prediction
integration time and a narrow carrier loop bandwidth should be selected. To cope with

Kalman Filter Based PLL Robust Against Ionospheric Scintillation
http://dx.doi.org/10.5772/58769

25



scintillation effects advanced tracking schemes have been proposed in the literature. For
example FLL assisted PLL algorithms can be used with the purpose of exploiting the advan‐
tages of both tracking schemes [7]. In fact a FLL, although less accurate than the PLL, is less
vulnerable to scintillation effects. Another possible approach consists in using the FLL as a
backup solution in case of a loss of lock [8]. In order to select the optimum loop parameters an
alternative strategy is to exploit adaptive tracking schemes which tune the loop filter band‐
width according to an optimization criteria depending on the estimated C/N0 and signal
dynamics [9]. Alternatively, the loop filter can be replaced with a KF [10] which allows selecting
the optimum loop filters coefficients so to minimize the mean square error between the input
signal and the replica generated by the NCO [2],[3]. However, in order to ensure the optimality
of the KF, some assumptions should be fulfilled. First of all, the additive noise should be white
and Gaussian, then the process noise covariance and the measurement noise should be known
[11]. Indeed any mismodelling could lead to a solution degradation and, in the worst case
scenario, to a filter divergence. In this section two KF based PLLs are proposed. Both schemes
are based on the use a three state KF. The first architecture is a classical [2],[4] adaptive KF PLL
with the measurement noise tuned according to the monitored C/N0. This scheme will be
indicated as AKF (Adaptive Kalman Filter) PLL in the rest of this paper. The second KF PLL
scheme adapts in real time not only the measurement noise but also the covariance matrix and
the weight of the KF gain, according to the detected scintillation phase variation level. This
second scheme will be indicated with the acronym SAKF (Scintillation based Adaptive Kalman
Filter) PLL. The latter is based on the algorithm presented in [4] but it includes also an algorithm
to weight the KF gains, as detailed later on in this section. For both schemes the KF state vector,
defining the parameters to be estimated, is composed of the following three terms

• δϕ, which is the difference between the input carrier and the phase of the local carrier
provided by the NCO at the beginning of the integration period,

• δf, which is the difference between the Doppler shift of the input signal and the Doppler
shift affecting the carrier provided by the NCO at the beginning of the integration period,

• δa, which is the difference between the frequency rates of the input signal and the carrier
provided by the NCO at the beginning of the integration period.

Specifically, the proposed KF PLLs are based on the system model presented in [2] and it can
be so described

d
dt

δφ
δf
δa

=
0 1 0
0 0 1
0 0 0

δφ
δf
δa

+
1 0 0
0 1 0
0 0 1

wδφ
wδf

wδa

(3)

Where w δφ, wδf, and, wδa are the driving noise, respectively, of the phase, frequency, and the
rate of the frequency variations. In order to define the process noise, the error covariance matrix
Q, determined by the expected value of the noise vector, should be defined. The latter can be
represented as a diagonal matrix whose elements are PSDs (S (∙)) of the related process noise
as in [10]
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Q =

Sδφ 0 0
0 Sδf 0
0 0 Sδa

(4)

In the literature, KF based PLL architectures are traditionally designed assuming that the clock
is the main contributor to the bias and the drift error sources and that, when the receiver is
static, the frequency rate component error is only due to the dynamics along the Line Of Sight
(LOS) between satellite and receiver [2],[3],[10]. Consequently, Sδφ and Sδf can be expressed
using the standard expressions provided by the literature for the clock bias and drift spectrum
noise [10] and defined as:

Sδφ-clock =( f L 1)2 h 0

2 (5)

Sδf -clock =( f L 1)22π 2h -2 (6)

The terms h0 and h-2 are determined by the type of oscillator used by the receiver [10]. The AKF
PLL presented herein is based on the traditional assumption that the main bias and drift
contributions are due to the clock noise, and, consequently the related PSDs are given by (5)
and (6). The SAKF PLL, however, takes into account both clock and scintillation error noise
contributions so that Sδφ and Sδ f  are computed as the sum of the clock and the scintillation
spectral noise as in the following

Sδφ =Sδφ-clock + Sδφ-scintillation (7)

Sδf =Sδf -clock + Sδf -scintillation (8)

In equations (7) and (8) the sum operation is valid since the clock and the scintillation noise
are independent. Moreover, the phase error contributor due to scintillation is computed as
Sδφ-scintillation( f )=T f - p by exploiting the approximation introduced in Section 2. Then, the
frequency noise PSD is derived by the phase noise PSD as Sδf-scintillation=f2Sδφ [7] where f represents
the frequency of the maximum irregularity size inside the ionosphere. The value of f is set to
0.19 Hz, which is considered a typical value for this parameter [12]. Furthermore, the scintil‐
lation parameters p and T are computed by detrending the carrier phase obtained from the
PLL and by evaluating respectively the slope and the strength of the carrier Fast Fourier
Transform (FFT) computed at 1 Hz, as presented in [4]. For the work performed in this paper,
the computation of the above parameters has been performed over a sliding window of 3000
samples corresponding to 3 seconds of GPS L1 C/A signal integrated every 1 ms. The general
scheme of the proposed SAKF PLL is reported in Figure 1 where it is clear that the above
scintillation parameters, computed by a dedicated block, are fed into the KF replacing the
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traditional PLL loop filter. In Figure 1 it can be seen that also C/N0 is exploited to tune the KF.
The use of C/N0 as a KF tuning parameter is detailed further in this section.

Figure 1. Scintillation based Adaptive KF PLL.

After defining the system dynamic model, the dynamic process measurements must be
estimated [4]. This can be done using directly the correlator output as measurements. In this
case the relationship between these measurements and the state vector is highly non-linear
and, consequently, an extended iterative KF should be adopted [10]. Alternatively, the output
of the discriminator can be used as measurement. Indeed the discriminator provides the
estimates of the (aforementioned) parameters of interest from the correlator output. This
second approach is adopted in this paper. Consequently, since an atan discriminator has been
used, the measurement function is expressed as:

y =atan( Q
I ) (9)

With Q and I indicating the in-quadrature and in-phase components of the correlator output.
Lastly, the observation noise variance can be obtained by computing the variance of the
discriminator output which, for an atan discriminator, can be approximated [10] by

R = 1
2C / N 0T s

(1 + 1
2C / N 0T s

) (10)

With Ts and C/N0 indicating the time of integration and the carrier to noise ratio. From the
system process and the measurement model, the KF predictor based PLL can be applied by
computing the KF gain vector K as in [10] so to obtain the final update equation:
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d
dt

δφ '

δ f '

δa '

= d
dt

δφ
δf
δa

+ K (y ' - y) (11)

Where the superscripts indicate the a posteriori state estimation. The KF gain values assume
a fundamental role indicating how much the estimator should rely on the measurements [11].
The gain values can also be fixed a priori and selected in order to have a desired bandwidth
as in [2]. The selection of a fixed gain vector is motivated by the reduction of the computational
cost. However, the basic assumption of this approach is that the covariance matrix is not
changing (assumption of steady state). It has been proved that a three state KF in steady state
is equivalent to a third order loop [11]. Furthermore, in [2] it has been shown that, for different
levels of scintillation, there is an optimum gain vector that optimizes the performance of the
KF. Consequently, it can be advantageous to design an adaptive KF able to automatically tune
the gains according to the scintillation level. With the above consideration in mind the SAKF
PLL has been designed in order to have also variable gains changing according to the phase
scintillation level. Specifically for the SAKF approach, the gain has been described as a function
of Phi3. The latter has been computed as the standard deviation of the detrended carrier phase
computed over 3 seconds (3000 samples of GPS L1 C/A signals that have been integrated over
a period of 1 ms).

K ' =α*K (Phi3) (12)

Where α is a constant value empirically determined and Phi3 is computed by a sliding window
in order to get an update value at each time of integration. The above relationship does not
directly include the effect of the signal intensity variation due to scintillation. However it
should be considered that the KF gains are evaluated as function of R and, which in turn is
computed from the signal’s C/N0. A more direct use of a KF gain weight directly depending
on the intensity of the signal amplitude variations is currently under investigation.

4. Experimental set-up and sample results

This section describes the experimental set up and the methodology adopted to test the
algorithms described in Section 3. Specifically, a first experiment, described in Section 4.A, has
been conducted to assess the proposed tracking scheme by using simulated high latitude GPS
L1 data affected by scintillation. Then, a second test, detailed in Section 4.B, has been carried
out by exploiting real equatorial GPS L1 data affected by scintillation.

4.1. Test 1: High latitude scintillation scenario

The capabilities of a GSS8000 Spirent signal simulator available at the University of Notting‐
ham have been exploited in conjunction with a physics based scintillation model, the SPLN
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(St Petersburg, Leeds, Newcastle) [13], in order to recreate a high latitude scintillation scenario.
The SPLN model requires as input the ionosphere background profile, in terms of electron
density, obtained from the Nequick model [14], geomagnetic and solar activity indices, the
spectral index, cross field outer scale and aspect ratios of irregularities, and the carrier
frequency of the signal. These parameters were selected to recreate a severe high latitude
scintillation scenario with the purpose to challenge as much as possible the carrier tracking
schemes under test. Afterwards the model outputs, namely scintillation amplitude and phase
variations, have been formatted in a user command (.ucd) file, a particular type of file which
can be input to the Spirent signal simulator to modify its generated GPS L1 signal. Once the
signal affected by high latitude scintillation was produced, the data was collected by using a
Universal Software Radio Peripheral (USRP) N210 front end connected to the simulator. The
USRP has been used in conjunction with a Low Noise Amplifier (LNA) and an external low
noise OCXO (Oven Controlled Crystal Oscillator). Moreover, a Septentrio PolaRxS receiver,
used as benchmark, has been also connected to the simulator along with the above front end
through a signal splitter. In Figure 2, a picture of the test set up is shown. Specifically, we can
see the interface of the Spirent simulator and the GNU Radio Software interface used to collect
the data using the USRP N210.

Figure 2. (Left) Experimental test set-up overview; (Right up) zoom of the USRP N210 connected to an external OCXO
and to a LNA; (Right down) zoom of the splitter connecting the simulator output to a commercial ionospheric scintilla‐
tion monitoring receiver (ISMR) and to the USRP N210.

Once captured, the collected data has been post-processed using a GNSS software receiver that
included the implemented KF based tracking schemes described in Section 3 and a traditional
third order PLL with fixed bandwidth of 15 Hz. The carrier tracking scheme has been set with
integration time of 1 ms. Moreover, the spectral noise densities of the clock bias and drift in
the KF based algorithms have been computed considering that an OCXO has been used for
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included the implemented KF based tracking schemes described in Section 3 and a traditional
third order PLL with fixed bandwidth of 15 Hz. The carrier tracking scheme has been set with
integration time of 1 ms. Moreover, the spectral noise densities of the clock bias and drift in
the KF based algorithms have been computed considering that an OCXO has been used for
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the data collection. In Figure 3, the S4 and Phi60 values recorded by the Septentrio receiver are
shown for the simulated data set.

Figure 3. Scintillation parameters recorded by the Septentrio PolaRxS.

For Phi60 the first four minutes of data are missing since this time is required by the detrending
filter to converge. As expected, the values of S4 are at noise level since high latitude scintillation
is characterized by very weak amplitude fluctuations. On the other hand, for Phi60 very high
values are observed, since, as previously underlined, intentionally an extreme scenario has
been created in order to challenge the carrier tracking algorithms. In Figure 4 a comparison of
the phase error obtained at the output of the discriminator for the three mentioned tracking
schemes is reported.

Figure 4. Phase error comparison
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It can be observed that the SAKF shows the best performance in terms of noise reduction In
Figure 5 the comparison between the phase jitter of the three different schemes is reported.

Figure 5. Phase jitter comparison

The phase jitter has been computed as the standard deviation of the phase error over temporal
windows of 60 seconds. From this plot it is clear that the KF based schemes outperform the
traditional PLL scheme.

4.2. Test 2: Equatorial scintillation scenario

A second test has been carried out by exploiting real equatorial data collected in Vietnam,
Hanoi (21° 2' 0" N / 105° 51' 0" E) with a USRP N210 driven by a rubidium clock. Also in this
case the data has been processed off-line using the three aforementioned tracking schemes. It
should be noted that this time the KF algorithms have been tuned considering that a rubidium
clock had been used for the data collection. A case of scintillation with moderate amplitude
variation and high phase variation is taken into account for the assessment. The S4 and Phi60
values provided by the Septentrio PolaRxS for the considered satellite are shown in Figures 6.

Looking at the carrier Doppler in Figure 7 and at the phase jitter in Figure 8 we can see that
the KF schemes allow reducing the noise if compared with the traditional PLL scheme and
again the SAKF PLL achieves the best results.
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Figure 6. Scintillation parameters recorded by the Septentrio PolaRxS.

Figure 7. Carrier Doppler comparison.
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Figure 8. Phase jitter comparison.

5. Conclusions

This paper presented results that demonstrate that KF based PLLs achieve better performance
than a traditional fixed bandwidth PLL when the tracked GNSS signal is affected by iono‐
spheric scintillation. This paper also introduced and tested a novel adaptive KF tracking
scheme. The novel PLL tracking scheme proposed here exploits widely used scintillation
parameters to tune the covariance matrix and suitably weight the KF gains. First tests showed
that the proposed tracking scheme enables a better performance by reducing the tracking noise
and more closely following the signal dynamics during scintillation events. As future work,
the algorithm presented herein will be assessed under a wider and more varied set of scintil‐
lation conditions. Moreover, further investigations are ongoing to modify the KF gain weight
function in order to directly account also for the signal amplitude variation produced by
scintillation.
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Chapter 4

Towards Analyzing the Effect of Interference
Monitoring in GNSS Scintillation

Rodrigo Romero and Fabio Dovis

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58768

1. Introduction

Electron concentration in the ionosphere affects GNSS (Global Navigation Satellite Systems)
signals by introducing delays in their propagation. Such error can be corrected in part by
making use of models of the background ionosphere when performing single frequency
measurements, or entirely in the case of dual frequency measurements. In some cases electron
density irregularities may appear that can disrupt further the propagation of the wave
introducing fluctuations in amplitude and phase called scintillations [1].

How often GNSS signals are affected by scintillations depends on solar and geomagnetic
activity, geographic location, season, local time and signal frequency. Amplitude scintillations
cause signals to fade. Phase scintillations may induce a frequency shift in the signal carrier that
in some cases can go beyond the Phase Lock Loop (PLL) bandwidth of the GNSS receiver. Both
effects are very challenging for a receiver and may cause frequent cycle slips and losses of lock
of the satellite signals during strong ionospheric events [2].

Ionospheric Scintillation Monitoring Receivers (ISMR) are specialized GNSS receivers able to
track and monitor scintillations in order to collect data that can be used to model the phenom‐
enon, study its affects at receiver level and possibly predict its occurrence in the future. Such
receivers are able to measure the amount of scintillation affecting a satellite signal in both
amplitude and phase by making use of correlation data from the tracking processing blocks.
This is normally done by computing two indices: the S4 for amplitude scintillation and the
phase deviation due to scintillations [3].

However, as more telecommunication systems are likely to work in frequency bands close to
GNSS signals in the next years, monitoring of scintillation activity might be threatened by the
presence of Radio Frequency Interference (RFI) in the operation area. It is of interest to study
the effects these systems may have on the estimation of scintillation indices due to uninten‐

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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tional leakages of power out of their allocated bandwidth [4]. Robust tracking of GNSS signals
under such conditions must be guaranteed and it must also be ensured as best as possible that
the typical scintillation indices are not affected by the additional error source.

In this paper we deal with a specific environment of an ISMR where the monitoring of
scintillation activity is threatened by the presence of interference. Section II offers some
background on ionospheric scintillation measurements with GNSS receivers. Section III
describes the interference scenarios. Section IV describes the set-up of a monitoring station
deployed and installed in the city of Hanoi in Vietnam to collect real scintillating signals
samples. Section V presents the results. Finally, conclusion and future work to be developed
are summarized in Section VI.

2. Ionospheric scintillation measurements with GNSS receivers

The mathematical expression of the current GPS L1 C/A signal affected by scintillation can be
written as:

S (t)= AδA(t)dL 1(t)cL 1(t)sin (2π f L 1t + φ + δφ(t)) (1)

Where A is the signal amplitude, δA (t) is the amplitude fluctuation due to scintillation, d (t)
is the navigation data with a rate of 50Hz, c (t) is the PRN spreading code with period of 1ms,
fL1 is the radiofrequency carrier, φ is the initial carrier phase and δφ (t) is the phase fluctuation
due to scintillation. Scintillation is measured by 2 indices: S4 for amplitude scintillation and
σφ (phase deviation) for phase scintillation. These are usually computed over an observation
interval Tobs=60s, as described in [3].

The S4 index is the standard deviation of the Signal Intensity (SI) normalized by its mean value.
It is calculated from the in-phase and quadrature-phase accumulation samples of the prompt
correlator. The total S4 is calculated as:

S4T = SI 2 - SI 2

SI 2
(2)

Where <> represents the expected (or average) value over Tobs. If the carrier to noise density
C⁄N0 can be estimated during Tobs, it is possible to have an estimate of the S4 due to noise:

S4n = 100
C

N 0

 (1 + 500

19*
C

N 0

) (3)

The revised S4 without the noise contribution is obtained as:

S4= S4T
2 - S4n

2 (4)
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The phase standard deviation index σφ is calculated as the standard deviation of the phase
fluctuations due to scintillations, δφ (t) in (1). Such fluctuations correspond to the high-
frequency portions of the carrier phase. Though it cannot be measured directly by the receiver,
δφ (t) can be estimated by detrending the carrier phase measurements from the satellite signals.
The method widely used for detrending is to pass raw 50Hz phase measurements through a
sixth order high pass Butterworth digital filter with cut-off frequency of 0.1Hz.

3. Interference scenarios

Radio frequency interference is, among the different error sources that corrupt satellite
navigation waveforms, a particularly harmful error since in some cases it cannot be mitigated
by a simple correlation process. This is indeed a problem that may affect the detection of
ionospheric scintillation when monitored by GNSS signals, and will be analyzed in several
interference scenarios. The scintillating signal affect by interference is given by

S _ interf (t)=S (t) +  i (t) (5)

Where S (t) is a GNSS scintillating signal as defined in (1) and i (t) is the interference signal
and can assume different forms depending on the system that generated it. Two types of
interferences were generated and fed into the receiver along with the scintillating signal: A
narrowband interference in the form of a Continuous Wave (CW) and a wideband interference
in the form of a Chirp Signal (CS). Figure 1 shows the spectrum of an unperturbed GNSS signal
along with the interfered versions.

Figure 1. Spectra of Clean and Interfered Signals.
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4. Scintillation data collection at Hanoi

A GNSS front-end based on a general purpose Universal Software Radio Peripheral (USRP)
was installed in Hanoi, Vietnam (21° 2' 0" N / 105° 51' 0" E) for ionospheric scintillation data
collection. The set up took place at the NAVIS Centre, Hanoi University of Science and
Technology in collaboration with the European Joint Research Center based in Ispra, Italy and
the NavSaS group of Politecnico di Torino / Istituto Superiore Mario Boella based in Turin,
Italy. The installation consisted of an antenna AT1675-120W SEPCHOKE_MC with Spike
Radome, an Ettus Research USRP Model N200 front-end with baseband low pass filter of
2MHz cut-off frequency, coupled with a 10MHz Rubidium reference oscillator, pc and hard
drives as seen in Figure 2. Data were collected from February to September 2013 at 5 MSamples/
sec in the L1/E1 band in a 20 minutes basis each day after sunset local time. A fully software
receiver as presented in [5] and updated to process scintillating GPS signals was used to post-
process the data coming from the USRP and calculate the scintillation indices.

Figure 2. Hardware installed at Hanoi for collection of GNSS scintillating signals.

In parallel to the USRP data collections, a Septentrio PolaRx4 receiver was set up to continu‐
ously log regular observables such as C/N0, azimuth and elevation of available satellites from
both GPS and Galileo. Through a replay process of the USRP logged data, scintillation indices
are obtained from a Septentrio PolaRxS [6] for comparison purposes.
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4.1. Scintillation observations

Figure 3 shows C/N0 and correlator outputs for a GPS scintillating satellite, PRN23, acquired
from a dataset during the 14 of March 2013, 1440UTC. As can be seen from the top plot, the so
called focusing-defocusing effect of scintillation in the signal amplitude causes the power in
the prompt correlator to fluctuate. The effect is also noticeable in the estimated C/N0.

Figure 3. Correlation results (top) and estimated C/N0 (bottom) for GPS PRN23.

Figure 4 shows the estimated scintillation indices S4 and σφ (60s version) from the software
receiver against the indices calculated by Septentrio's PolaRxS. For the software receiver, the
tracking architecture consisted of a third order PLL with 12Hz bandwidth and integration time
of 1ms. As can be seen there is a good agreement between the software receiver calculated
indices with those from the PolaRxS, the latter used as a benchmark for our results. It is
observed from the top plot of Figure 4 that the satellite was quite affected by scintillation, going
from medium to very strong amplitude scintillation levels in the 18 minutes of processed data.
To recall, S4 above 0.6 is considered strong in the literature.

The bottom plot of Figure 4 corresponds to the phase scintillation index σφ. There is no value
shown for the index during the first four minutes of data processing due to the transient time
of the detrending filter of the phase measurements. Severe scintillation activity may lead σφ
in particular not being calculated at all if the satellite losses lock continuously.
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5. Results

The same dataset was contaminated by interference in order to observe its effect on the
scintillation indices measurements. The operation was performed from minutes 5 to 14, as can
be seen in Figure 5 for the comparison of the estimated C/N0 of one of PRN13 before and after
the CW interference was injected. As observed in the figure, under interference GNSS receivers
experience a drop in signal power and an increased variance in the signal amplitude.

Figure 5. PRN11 C/N0 nominal case (top) vs. interfered case (bottom).

Figure 4. Software receiver computed S4 (top) and σφ (bottom) vs Septentrio PolaRxS for GPS PRN23
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Figures 6 and 7 show the scintillation indices calculated under the effect of the CW and CS
interferences for PRN11. As observed, the S4 index showed variations due to the interference,
whereas the phase index remained largely unchanged. Given that the S4 index is calculated
over the fluctuations of the signal intensity, it is indeed more vulnerable to additional error
sources that also cause the signal power to fluctuate. However, how much the index will be
affected if at all might ultimately depend on the relative power of the interference with respect
to the signal, for how long it is active and the type of interference.

Figure 6. PRN11 S4 (top) and σφ (bottom) under CW interference.

Figure 7. PRN11 S4 (top) and σφ (bottom) under CS interference.
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To demonstrate, Figures 8 and 9 show the indices calculated for a different satellite, PRN13,
in the same scenarios as before. It can be seen that indices for PRN13 barely changed. This is
understandable as PRN13 presents a stronger level of scintillations than PRN11, so fluctuations
introduced by the interference signals don't stand out as much as before.

Figure 8. PRN13 S4 (top) and σφ (bottom) under CW interference.

Figure 9. PRN13 S4 (top) and σφ (bottom) under CS interference.

In some cases, however, even if the effect of interference is not entirely reflected over the indices
the combined effect of scintillation plus interference may prove too difficult for the receiver to
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track. This ultimately leads to a loss of lock of the satellite signal and a wrong estimation of
the ionospheric scintillation, as shown in Figures 10 and 11 for PRN23, a satellite with strong
scintillation. Compared to the previous case in Figures 4 and 5 where PRN23 was successfully
tracked in its scintillation only scenario, it is noticeable now that at the point when scintillations
are very high the receiver is not able to cope with both the scintillations and the added
fluctuations introduced by the interference signal.

Figure 10. Correlation results (top) and estimated C/N0 (bottom) for GPS PRN23 under CW interference.

Figure 11. Software receiver computed S4 (top) and σφ (bottom) vs Septentrio PolaRxS for GPS PRN23 under CW inter‐
ference.
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6. Conclusion

A preliminary analysis of the effect of interference signals in the monitoring of ionospheric
scintillation events was presented. Out of the two most common scintillation measurements
with GNSS, the amplitude scintillation index S4 seems to be more susceptible to suffer
variations due to the presence of external signals as compared to the phase deviation index. It
was also shown that the combined effects of both scintillation and interference stresses the
tracking blocks within the receiver to the point where losses of lock of the signals become more
frequent. Nevertheless, the impact might ultimately depend on the level of scintillation of a
given PRN and several characteristics of the interference itself: power, bandwidth and
duration. Future work will continue to address the effect of interference on scintillation
monitoring while taking into account the possibility to detect and mitigate the interference
itself.
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Chapter 5

Computation of Scintillation Indices for the Galileo E1
Signals Using a Software Receiver

Marko Vuckovic  and Samo Stanic

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58783

1. Introduction

European Galileo system was designed to be inter-operable with the existing GPS and
GLONASS systems with its Open Service (OS) targeted towards mass-market applications.
The Galileo system provides signals in the so-called L frequency band. The frequency bands
and central frequencies of E1 and E5a are common for both Galileo and GPS, i.e. E1/L1 has a
center frequency at 1575.42 MHz and E5a/L5 has a central frequency at 1176.45 MHz, and thus
GNSS receivers can seamlessly combine GPS and Galileo signals in their positioning and
timing applications. Galileo will provide a variety of new, high accuracy services such as
Commercial Service (CS), Safety of Life Service (SoL), Public Regulated Service (PRS) and
Search and Rescue (SAR). In addition, a larger number of satellites will be available for the
investigation of ionospheric threats and reception issues such as multi-path and interference.
The use of new GNSS signals is expected to increase with the availability of the full Galileo
constellation.

The ionosphere takes the upper part of the Earth’s atmosphere which is ionized by solar
radiation, extending from about 50 to near 1500-2000 km and completely encircling the Earth.
Electron and ion densities in the ionosphere vary in complex manner with time, season,
geographical location, solar and magnetic activity. The presence of small scale irregularities
can disturb the radio frequency (RF) signals causing amplitude and phase fluctuations [1]. The
amplitude fading or phase variations of RF signals (referred to as scintillations) can, among
other effects, cause a receiver to lose lock to one or more signals broadcasted by the GNSS
satellites. Very high scintillation activity levels may occur during solar maximum, in particular
in the equatorial, polar and auroral regions [1].

One of the possibilities to investigate the influence of the scintillation on GNSS signals is using
the so-called scintillation indices, S4 and sigma phi (σф). They are used to estimate the fluctu‐
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ations on the signal intensity and phase. This approach, which was adopted in this study, is
given in the third section of this paper. The analysis was done using real Intermediate
Frequency (IF) data collected by an experimental setup placed in Vietnam during a period of
high solar activity. The IF data was fed into the MATLAB based software receiver capable of
tracking the Galileo E1 signals after which the scintillation indices were estimated and
compared with the results obtained by a professional Septentrio PolaRxS receiver.

2. Galileo signal structure

The Galileo OS system transmits GNSS signals in three frequency bands, E1, E5a/b and E6
(planned to be 1278.75 MHz since the signals in the E6 band have not yet been fully specified).
A detailed description of the signals can be found in the Galileo OS Signal In Space Interface
Control Document (SIS ICD) [2]. In its full constellation, the Galileo system will consist of 30
satellites (27 regular and 3 spare; but at the present only 4 satellites are available). New complex
Galileo signals are not only stronger than the signals from GPS/GLONASS, but they also
provide data free channels which should bring advantages in receiver processing for signal
acquisition, code tracking, carrier tracking, and data demodulation.

2.1. Galileo OS E1 signal

The Galileo E1 OS band is located in the upper L-band with the frequency centered at 1575.42
MHz and a reference bandwidth of 24.552 MHz, the same as for GPS L1. The E1 signal uses
the so called Composite Binary Offset Carrier CBOC, i.e. CBOC(6,1,1/11) modulation, defined
as:

SE 1 = 1

2
eE 1-B(t)(αscE 1-B,a(t) - βscE 1-B,b(t)) - 1

2
eE 1-C(t)(αscE 1-C ,a(t) - βscE 1-C ,b(t)). (1)

The sub-carriers scE 1-B(t) and scE 1-C(t) are defined as:

scE 1-B(t)= sng(sin(2πFSt)), (2)

scE 1-C(t)= sng(sin(2πFSt)), (3)

where, Fs is a sub-carrier sampling rate frequency (1.023 MHz and 6.138 MHz for

CBOC(6,1,1/11)), α = 11
10  and β = 1

10  are parameters chosen in a way to combine the Power
Spectrum Density (PSD) of two sub-carriers. The E1 signal consists of two channels: the in-
phase I channel and the quadrature-phase Q channel. The I channel comprises both data and
pilot channels taking into account orthogonality between them, i.e. the data channel sub-carrier
is orthogonal to the pilot channel sub-carrier. The Q channel is reserved for the Public
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Regulated Service (PRS). Ranging codes of the Galileo E1 signal are composed of primary and
secondary codes by using the tiered code construction [2]. Primary codes for both data and
pilot channels represent Pseudorandom Noise (PRN) codes with chip rate of 1.023 MHz and
code length of 4092 chips, i.e. code length of 4 ms. The data channel is multiplied by the
navigation data (NAV), while the pilot channel is multiplied by the secondary code instead of
the NAV. The duration of the pilot channel is 100 ms. The secondary code is unique for all the
satellites and has a length of 25 chips.

2.2. Galileo OS E5 signal

The Galileo E5a/b band is located in the lower L-band. The E5a frequency is centered at 1176.45
MHz (the same center frequency as GPS L5) and the E5b frequency is centered at 1207.14 MHz
[2]. Both signals have a bandwidth of 20.46 MHz making the Galileo E5 OS the widest signal
in the GNSS spectrum. If considered the entire E5 band an Alternative Binary Offset Carrier
(AltBOC) modulation has to be taken into account. The AltBOC(15,10) is characterized by a
very wide bandwidth and four complex channels modulated by four different PRNs, i.e. all
four channels: E5aI, E5aQ, E5bI, E5bQ. E5aI and E5bI are data channels and they carry
navigation messages, while EaQ and EbQ are pilot channels and they are data free. If the E5a/
b signals are considered as separate frequency bands, the signals can be treated as Binary Phase
Shift Keying (BPSK) signals. Since both E5a and E5b have two components (I and Q) the chip
rate is 10.23 MHz for both data/pilot channels.

The ranging codes of the Galileo E5a/b signals are composed of primary and secondary codes.
Duration of the primary codes are 1 ms and they can be generated as Linear Feedback Shift
Register (LFSR) pseudo-noise sequence [2] or optimized pseudo-noise sequence also called
'memory codes'. On the other hand, the secondary codes are fixed sequences defined in
hexadecimal form [2]. The data channels (E5aI and E5bI) have two unique secondary codes
with a code length of 20 chips and 4 chips respectively. That means that the tiered code period
for both data channels are respectively 20 ms for E5aI and 4 ms for codes E5bI. Different
secondary codes are used for both pilot components for the all satellites. The code length for
those codes is 100 chips and thus the pilot tiered code period is 100 ms.

3. Estimation of the scintillation indices

Estimation of the signal amplitude fluctuations induced by ionospheric irregularities can be
done using the amplitude scintillation index S4 [3]. The amplitude scintillation index is based
on the signal intensity (SI) computation and it is given as:

S4 = SI 2 - SI 2

SI 2 , (4)
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where, <.> denotes an average value computed over a 60 second time interval and SI is taken
to be the difference between the Narrow Band Power (NBP) and Wide Band Power (WBP)
measure over the 20 ms time interval. According to [3], the NBP and WBP are given as:

NPB =(∑
i=1

M
Ii)2

+ (∑
i=1

M
Qi)2

(5)

WBP =(∑
i=1

M
Ii + Qi)2

(6)

I and Q represent the accumulated samples of the prompt correlator and period M is set to be
20 for Galileo OS E5a/b (it is the same as for GPS L1 C/A) and 5 for Galileo OS E1. To remove
the errors originating from ionospheric effects, tropospheric effects and inaccuracies of satellite
and user clocks, a detrending method has to be used [3]. For that purpose, the SI values are
filtered by the 6th order low pass Butterworth filter, i.e. the SI is obtained by dividing the raw
signal intensity by the filtered output:

SI = NBP - WBP
(NBP - WBP )lpf

 . (7)

To remove the ambient noise, the S4 index given in Eq. (4) can be estimated as:

S4corr = 100
S

N 0

1 + 500

19
S

N 0

 (8)

where, S/N0 is the signal to noise density within the 60 seconds estimated as:

S
N 0

=10
C

10N 0  , (9)

and, C/N0 is the carrier-to-noise ratio estimated from I and Q samples of the prompt correlator.

The phase fluctuation, on the other hand, is realized by σф which represents the fluctuation of
the carrier phase (φ). φ is the output of the carrier tracking loop and the phase scintillation
indicator is given as:

σϕ = std (φ) , (10)

where, std represents the standard deviation. The most common version of the sigma phi index
is evaluated over 1 minute and it is indicated as Phi60 and it is used in this study. Finally, to
avoid any false influence of the ionosphere scintillation activity, the process of detrending has
to be used to remove all the fluctuations introduced by other factors (such as multipath,
receiver noise, satellite clock errors and so on). The detrending method was done processing
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the carrier phase measurement through the 6th order high pass Butterworth filter with a cut
off frequency of 0.1 Hz [3].

4. Results and discussion

The basic analysis of S4 and Phi60 indices was performed using the real data affected by
equatorial scintillation. To collect the IF data, a GNSS front-end based Universal Software
Radio Peripheral (USRP) was used with an external 10 MHz rubidium clock as reference. The
reason of using the rubidium clock lies in the fact that the Temperature-Controlled Crystal
Oscillator (TCXO) integrated in the USRP is not suitable for scintillation monitoring process
[3]. The system of an USRP model N200 front-end, an antenna AT1675-120W SEPCHOKE_MC
with Spike Radome and a Septentrio PolaRxS receiver have been used as an experimental setup
installed at the NAVIS centre, Hanoi University of Science and Technology, Vietnam in
collaboration with the Joint Research Center (JRC) based in Ispra and NavSaS group of
Politecnico di Torino based in Turin, Italy.

Data was collected from February till September 2013 in a period of 20 minutes basis each day
in the E1/L1 band using 5 mega samples per second (MS/s), which is an optimal sampling rate
for both GPS and Galileo E1 signals. The IF was zero since the USRP down-converts the signals
and mixes them down to baseband [4]. The Septentrio PolaRxS receiver was used together
with the USRP in order to collect the additional data, such as azimuth and elevation angles, as
well as C/No of the satellites in view. Finally, the data obtained by the USRP front-end was
played into the Septentrio PolaRxS receiver and the scintillation indices were estimated and
used as a reference case in this study. The basic analysis of the scintillation indices has been
done only for a limited data set, i.e. from March 14 2013 at 14:40 LT, where among GPS signals,
two Galileo signals were available.

The CBOC is usually used in the conventional Galileo receivers but this requires higher
sampling rates and more complex 4-level local replica [5]. To avoid this, the Galileo E1 signals
have been treated as a Binary Offset Carrier (BOC), i.e. BOC(1,1). The acquisition and post-
processing algorithm used for analysing the Galileo E1 signals are based on a modified version
of MATLAB Borre's software receiver given in [6] and most commonly used tracking param‐
eters are given in Tab. 1.

PLL filter order Third-order

PLL bandwidth 10 MHz

PLL discriminator Early minus late (E-L)

Integration time loop 4 ms

Table 1. PLL Loop tracking details
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The block diagram shown in Fig. 1 represents a typically used tracking architecture in
conventional GPS receivers and it is also used for Galileo. A third-order PLL loop was chosen
to cope better with the fast fluctuations which can occur under scintillations. Both DLL and
PLL loop discriminator values were filtered to reduce the noise and thus produce the correct
estimate of the input value. According to this, a third-order loop filter was used [7]. After
selecting the proper loop filter bandwidth and the integration time interval, the filtered values
were used as an update for the Numerically Controlled Oscillator (NCO) to adjust the code
frequency and carrier phase error.

Figure 1. Carrier phase tracking loop

The same tracking parameters were used for both E1b and E1c channel. Third-order Phase
Lock Loop (PLL)/ Delay Lock Loop (DLL) were chosen with bandwidths of 10 Hz and 5 Hz
respectively. Integration time is 4 ms due to the duration of the primary codes. The carrier
phase discriminator was set to be an atan(Q/I) [6] and the code discriminator was chosen to be
a coherent early minus late power.

The data used in this study consists of both GPS L1 and Galileo E1 signals with different levels
of scintillation. Fig. 2 shows S4 values for four selected satellites, two GPS and two Galileo,
estimated by the Septentrio receiver.

Accordingly, the Galileo E1 PRN 11 and PRN 12 as well as GPS PRN 19 were not affected but
GPS PRN 23 shows a satellite link with a very high level of scintillations. Fig. 3 shows the Phi60
values for the same satellite links used for the S4 estimated by the Septentrio receiver. As
expected, higher values of the Phi60 are only for GPS PRN 23 due to the fact that for the
equatorial scintillations the amplitude and phase scintillations are correlated [8].

In respect of the Galileo E1 satellites, the level of equatorial scintillations seems to be very low.
Fig. 4 and Fig. 5 show the comparison of S4 values obtained by the software receiver and values
directly recorded by the Septentrio PolaRxS. In both figures the S4 values for Galileo E1c PRN
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11 and PRN 12 signal almost overlap those obtained from the Septentrio receiver; however a
significant deviation was observed for Galileo E1b.

Finally, a very good correlation was found between the estimated Phi60 values and those
obtained by the Septentrio PolaRxS receiver as shown in Fig. 6 and Fig. 7.

Figure 2. S4 values obtained by the Septentrio PolaRxS receiver for GPS PRN 19 and PRN 23 and Galileo E1 PRN 11 and
PRN 12 satellites. Higher S4 values, up to 0.8, were observed only in GPS.

Figure 3. Phi60 index values obtained by the Septentrio PolaRxS receiver for GPS PRN 19 and 23 and Galileo E1 PRN
11 and 12 links. Higher values of Phi60, below 0.8 radians, were observed only for the GPS PRN 23. For the other satel‐
lites Phi60 was below 0.2 radians.
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Figure 4. Comparison of S4 values obtained by the Septentrio PolaRxS receiver and estimated values of Galileo E1b/c
PRN 12 obtained by the software receiver.

Figure 5. Comparison of S4 values obtained by the Septentrio PolaRxS receiver and estimated values of Galileo E1b/c
PRN 11 obtained by the software receiver.
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Figure 6. Comparison of Phi60 index obtained by the Septentrio PolaRxS receiver and estimated values of Galileo
E1b/c PRN 12 obtained by the software receiver. Small deviations in Phi60 are due to temporal misalignment between
the estimated and the Septentrio receiver values.

Figure 7. Comparison of Phi60 index obtained by the Septentrio PolaRxS receiver and the estimated values of Galileo
E1b/c PRN 11 obtained by the software receiver. Small deviations in Phi60 are due to temporal misalignment between
the estimated and the Septentrio values.
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5. Conclusion

The research presented in this paper shows values of S4 and Phi60 indices estimated for Galileo
OS E1 signals for the equatorial region using a software receiver. The BOC tracking algorithm
implemented into this software receiver, all together with standard third order PLL, showed
good solution for this particular case study where Galileo signals seem not to be affected by
equatorial scintillation. It was shown that for Galileo E1 signals the S4 and Phi60 indices are
not as high as those for GPS case estimated for this particular data set. The estimated indices
by software receiver are verified by those obtained by a professional receiver and a very good
correlation was found. However, the Phi60 values are almost overlapping meaning that the
carrier phase was estimated properly and the detrending cut off frequency was chosen
correctly.
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correlation was found. However, the Phi60 values are almost overlapping meaning that the
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Chapter 6

Using Ordinary Kriging
for the Creation of Scintillation Maps

Peter Kieft, Marcio Aquino and Alan Dodson

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58781

1. Introduction

This paper introduces Ordinary Kriging as a method for the creation of maps of scintillation
indices S4 and σϕ which could be used to provide the user information on the accuracy of
specific receiver-satellite links. Sufficiently accurate scintillation maps, also providing an er‐
ror estimate of the map values, could ultimately lead to their direct implementation in the
positioning’s stochastic model.

Small scale (in the order of a few hundred meters, time varying irregularities in electron density
in the ionosphere can cause scattering and diffraction of the radio signals, passing through
these irregularities [10].

Figure-1 provides a graph illustrating scintillation by looking at the incident wave plane
(plane of equal phase) which is arriving at a layer with rapidly changing irregularities; the
emerging wave front is no longer a plane due to scattering (signal hitting the structures
and going off into multiple directions) and diffraction (part of a wave hitting a structure
and going forward as a circular wave-front causing an interference pattern). The result for
the observer is a signal which is rapidly changing in phase (phase scintillation) and intensity
(amplitude scintillation) [2].

The morphology and climatology of scintillations have been studied extensively over the last
half century. A brief summary of this is given in figure-2 [3], which shows a geographical
overview of scintillation occurrences during periods of maximum and minimum solar activity.

From figure-2, we can see that the main areas of scintillation occurrence are in the equatorial
zone (after sunset) and at high latitudes near the auroral oval (at night-time). During solar
maximum conditions the scintillation effects are much more pronounced than during solar
minimum conditions [3].

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The effects of scintillations on the GPS receiver tracking ability, range from a complete loss of
lock on the signal (satellite no longer available for positioning purposes), to degradation in the
accuracy of the measured satellite – receiver range, which if not de-weighted in the stochastic
positioning model, could degrade the accuracy of the computed position [1].

The creation of scintillation maps [11] using Ordinary Kriging is thus particularly valuable for
areas with the highest frequency of scintillation occurrence (equatorial and high-latitude),

Figure 1. Scintillation Principle [2]

Figure 2. Scintillation Occurrence [3]
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where a positioning computation could be affected by multiple satellite-receiver links under
scintillation.

2. Metrics of scintillation

The magnitude of scintillation occurrences (phase and amplitude) can be quantified through
scintillation indices. Furthermore some parameters describing the effect of scintillation on the
performance of receiver tracking loops, e.g. the Phase Locked Loop (PLL) can be obtained from
the receivers’ high rate phase and intensity data, if available to the user. These indices and
receiver tracking performance parameters are the possible (combined) inputs for the scintil‐
lation maps and are normally only provided by scintillation monitoring receivers, which are
specifically designed to maintain lock on the satellite even under high scintillation levels.

The following paragraphs provide an overview of the indices and receiver tracking parame‐
ters. The last paragraph concludes with a discussion on the preliminary choice for the map
content.

2.1. Scintillation indices

According to [8] a simplified model for one particular signal as seen by the receiver can be
expressed as (1):

r(t)= 2Ps(t)cos (ωt +  ϕ) + n (t) (1)

In which P is the received signal power (watts), ω is the carrier frequency (rad/s), s (t) is
the normalised transmitted signal and n (t) is noise. Scintillation causes a perturbation on
both  the  amplitude  (δP)  and  phase  (δϕ)  and  thus  the  signal  under  scintillation  can  be
modelled as (2).

r(t)= 2PδPs(t)cos (ωt +  ϕ + δϕ) + n (t) (2)

The following indices, S4 (amplitude scintillation), σϕ (phase scintillation) and SI (signal
intensity), are frequently used to describe the severity of scintillation occurrence. A short
description [8] is given here:

1. Signal Intensity (SI): Intensity of the received signal discarding noise. SI can be calculated
from the difference between Narrow Band Power (NBP) and Wide Band Power (WBP) of
the receiver measured over the same interval (within one bit of the navigation message-20
milliseconds). For the practical calculation of SI, see [12].

2. S4 index: describing the severity of the amplitude fades caused by scintillation. The S4
index is defined as the standard deviation of the detrended power fluctuation δP, which
has a Nakagami-m probability density function. For the practical calculation of S4, Total
S4, see [12].
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3. σϕ index: describing the phase variations caused by scintillation. The σϕ index is defined
as the standard deviation of the de-trended phase. The de-trending is performed to
remove slow variations due to e.g. satellite movement. The abbreviation σϕ60 means that
the standard deviation is taken over a sixty second period. For the practical calculation of
σϕ, see [12].

2.2. PLL and DLL tracking performance parameters

The influence of scintillation (amplitude and phase) can be observed in the receiver through
various parameters. Amplitude scintillation has an effect on the Carrier-to-Noise density ratio
(C/No) [13], which when calculated over a short timespan decreases with the amplitude fades
observed in amplitude scintillation, see figure-3 [9]. Phase scintillation has an influence on the
spectral parameters of the phase PSD (spectral slope) and T (spectral strength). Both are
calculated from the de-trended phase spectrum [12].

Figure 3. Amplitude Scintillation Effect on C/No [9]

The actual influence of amplitude and phase scintillation on the receiver tracking performance
can be expressed by the tracking jitter variance (or its standard deviation) for the PLL and DLL.
The tracking jitter variance may be directly estimated at receiver level or derived (in post
processing) from the high rate data when combining this high rate data with the scintillation
sensitive Conker model [4, 5]. As an example (3) shows the standard thermal noise formula
for the DLL jitter variance without scintillation, whereas under amplitude scintillation the
Conker model formulates the DLL jitter variance σϕT

2  (on GPS L1) as (4).

σϕT

2 =
Bnd (1 +

1
η(c / n0) L 1-C /A

)
2(c / n0)L 1-C /A

(3)
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σϕT

2 =
Bnd (1 +

1

η(c / n0) L 1-C /A
(1 - 2S 4

2) )
2(c / n0)L 1-C /A

(1 - S4
2)

(4)

The Conker model for phase scintillation (on L1) is given as (5), (6) and (7).

σϕε
2 =σϕS

2 + σϕT

2 + σϕ, osc

2 (5)

σϕT

2 =
Bn(1 +

1

2η(c / n0) L 1-C /A
(1 - 2S 4

2) )
(c / n0)L 1-C /A

(1 - S4
2)

(6)

σϕS

2 = πT

kfn
p-1sin

2k + 1 - p π
2k

 (7)

Since scintillation monitor receivers (e.g. from Septentrio and NovAtel) are outputting their
high rate data and/or scintillation indices files containing the spectral parameters (Septentrio),
this data combined with the Conker model can be used to calculate the tracking jitter variance
for the different GNSS signals (e.g. L1, L2, etc.). As can be seen in (4-7) the Conker model is
dependent on the design of the receiver tracking implementation.

2.3. The preliminary choice for the map inputs

The preferred ‘type’ for the interpolated maps would be DLL and PLL tracking jitter maps,
generated for all GNSS signal types. These could potentially (if the maps are accurate enough)
be directly used as an input for the stochastic model of a receiver within the area of the map.
As presented in the previous paragraph, the tracking jitter (variance) is a function of some
obtainable receiver parameters (within the network). Unfortunately some of these parameters
(e.g. p, T and C\No) are heavily receiver dependent. It will also require the map generation
process to include a mapping function to verticalize the slant jitter values and vice versa. To
demonstrate the ability of our Ordinary Kriging concept this paper presents S4 and σϕ60
(standard deviation over 60 seconds) maps, which avoid some of these complications.

3. Short introduction to Ordinary Kriging

The following paragraphs provide a short introduction to Ordinary Kriging which is used for
the map interpolation [14].

3.1. Ordinary Kriging (OK)

In Ordinary Kriging a point is estimated as a weighted average from the points around it. It is
an unbiased estimator because a constraint is set to the weights to sum up to one.
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The Ordinary Kriging algorithm is given in (8). The weights (which sum up to one) are
calculated from the underlying geospatial structure which can be found by means of an
empirical variogram, described in the next section.

ZOK
*  (x0)= ∑

α=1

n
wαZ  (xα) (8)

3.2. The Variogram and covariance function

The geospatial relationship (dissimilarity between points over distance / direction) within the
area of interest can be described with an empirical Variogram. The inter-distances between the
sample-points are calculated, see figure-4. The values making up the variogram are then
calculated, through ordering the samples with inter-distances falling within a distance bin (h1,
h2, etc.); see figure-5, calculating the value as an average of the square root of the difference
in the samples γ (h) (9).

γ(h )= 1
2n ∑

α=1

n
(Z (Xα + h ) - Z (Xα))2 (9)

Figure 4. Sample points on the ionospheric shell and their inter-distances

The empirical variogram is subsequently replaced with a matching theoretical variogram (e.g.
an exponential, Gaussian or spherical variogram model) to filter outliers and to make it
practical to calculate the variogram values for different distances, necessary to be used in the
Ordinary Kriging system.
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Figure 5. Empirical Variogram Calculation

The variogram can be described with the following characteristics; the nugget, the range and
a possible sill, see figure-6. When the variogram has a sill (bounded variogram), it can be
replaced with a covariance function through the relationship defined by (10).

Figure 6. Variogram Characteristics

γ(h )=b - C  (h ) (10)

When we also order the samples making up the empirical variogram by direction we are able
to find a possible directional dependency (checking for anisotropy).

3.3. The Ordinary Kriging system

To calculate the weights in (8), an Ordinary Kriging system can be setup, which minimizes the
estimation variance and constrains the weights to sum up to one (11).

γ(X1 - X1) ⋯ γ(X1 - Xn) 1
⋮ ⋱ ⋮ ⋮

γ(Xn - X1) ⋯ γ(Xn - Xn) 1
1 ⋯ 1 0

w1
OK

⋮
wn

OK

μOK

 =

γ(X1 - X0)
⋮

γ(Xn - X0)
1

(11)

The Ordinary Kriging system estimation variance is given by (12).
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σOK
2 =μOK - γ(X0 - X0) + ∑

α=1

n
wα

OKγ(Xα - X0) (12)

Intrinsic Multivariate Correlation is the direct correlation between two or multiple variables,
independent from their spatial correlation function. Additional variables having an intrinsic
correlation structure with the variable of interest can be directly used as a secondary input, for
the creation of the map. Additional variables which have a spatial correlation with the primary
variable can also be incorporated through co-Kriging.

4. Ordinary Kriging applied to scintillation maps

4.1. The basic concept

The scintillation data is obtained from a network of stations. All sampled scintillation indices,
for all stations and all satellites, with an elevation above the elevation mask are projected on
the Scintillation Thin Shell (a model where all scintillations take place at the same height above
the Earth’s surface, with the height often taken as 350km). A comprehensive dataset (one year’s
worth of network data including all levels of ionospheric disturbances) is used to retrieve the
underlying geospatial structure through the calculation of variogram (s). The overall vario‐
gram is calculated by combining the values calculated at each epoch or by combining an epoch
with another epoch with a fixed time offset, to only take one variable (distance) into account
for its calculation. Ordinary Kriging is applied to calculate values for all grid points in the map.
Only sample points within the ‘range’ of the Variogram (neighbourhood) are taken into
account to calculate the interpolation weights and perform the interpolation. Maps are created
epoch by epoch for 24 hours during a day of interest, and can be shown as a film (evolving
map during the day).

4.2. The limitations

The limitations of the basic concept described above are threefold; the ionospheric single shell
assumption, the limited number of ionospheric data samples in an epoch, and a spatial
correlation which is not constant within the area of interest (non-stationarity within the map).

The scintillation thin shell assumption (all scintillations take place at the same height above
the Earth’s surface) projects the scintillation occurrences at their respective IPPs (Ionospheric
Pierce Point; the projection onto the thin shell model). The latitudinal and longitudinal position
of these IPPs depends on the azimuth and elevation of the satellites, the used ellipsoid and the
height of the thin shell model. However in reality these scintillation events are taking place
mostly throughout the F-Region of the ionosphere (250 – 400km above the Earth’s surface).
Depending on the elevation (worse with lower elevation) the projection on the thin shell model
will cause an error in the position of the scintillation occurrence. For the estimation of the
geospatial correlation (creation of the variograms) this will not lead to significant errors as long
as the variograms are based on a large enough dataset and the scintillation thin shell model
uses a representative height for the scintillation occurrences (mean). However for the gener‐
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ated maps even a representative shell height will still leave a remaining inaccuracy on the
position of the scintillation occurrences.

The use of one epoch of data samples leaves us a very limited sample-set to work with. If we
assume 10 stations with on average 8 usable satellites (satellites above the elevation mask) we
still only have 80 samples over a significantly large map area. Ordinary Kriging used as an
interpolation method will statistically provide the best interpolation, but this does not mean
that the interpolated values are correct. The more densely sampled the map is, the more
accurate it can present the actual situation. Furthermore scintillations do not present a smooth
phenomenon; they arise from small scale structures (a few hundred meters) and Ordinary
Kriging interpolation therefore offers a more smoothed climatological (probabilistic) model of
what is actually happening.

Our scintillation maps are generated every epoch, and the local time of the sampled data
changes during the day, i.e. the Earth is turning underneath a sun fixed system. Since scintil‐
lation occurrences depend on local time and latitude, the spatial correlation will change during
the day and will also vary for different latitude zones. Since scintillation activity is also
dependent on solar activity, the geospatial correlation will also be different for quiet and active
days.

4.3. Overcoming some of the limitations

The limitations discussed in paragraph 5.2 are:

1. The thin shell model

2. Limited amount of sample points and smoothing

3. The non-stationarity within the map

The thin shell model has to be applied to allow to make a two dimensional map of the
scintillation occurrences. Furthermore from our measurements we are also not able to
determine the height where the scintillations occur. However if we manage to choose a
representative height (average height of scintillation occurrences) we can minimize the effects
on the geo-statistical interpolation model and we can also minimize the average error intro‐
duced on the position of the scintillation occurrences.

The limited amount of sample points from just one epoch can be improved in two ways: the
inclusion of previous epochs and through inclusion of secondary data with intrinsic correlation
with the primary data. The inclusion of previous epochs can be achieved by projecting these
epochs on where they would be after the Earth has rotated over the time difference with the
current epoch. The de-correlation over time has then to be taken into account as well and is
done by introducing a measurement error which increases with time. This method also allows
a form of prediction.

The use of secondary parameters could be achieved from the inclusion of other non-scintilla‐
tion monitoring stations, e.g. Rate of Change of TEC; which are correlated with scintillations.
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The non-stationarity within the area of the map can be overcome with a method introduced
in [6]. The map has to be split in different local time and latitudinal regions. For each of these
regions a variogram is established for different disturbance levels. For each grid-point of the
map a distance weighted ‘localised variogram’ is established from the surrounding regional
variograms, see figure-7 and 8. The Kriging for the grid point proceeds as normal, including
sample points which are within the range of this ‘local variogram’.

Figure 7. Division into zones

Figure 8. Distance weighted combined variogram

4.4. Validation of the results

Validation of the results is performed by leaving one network station (located approximately
in the middle of the map) out of the map computation (sample points not used for the Ordinary
Kriging interpolation). The measured scintillation data for this station is compared with the
interpolated values from the map at the location of the stations IPPs.
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Validation of the results is performed by leaving one network station (located approximately
in the middle of the map) out of the map computation (sample points not used for the Ordinary
Kriging interpolation). The measured scintillation data for this station is compared with the
interpolated values from the map at the location of the stations IPPs.
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For each scintillation index, the map will provide two values: the interpolated value and the
error estimate for this interpolated value. The Kriging interpolation method is considered to
be satisfactory when the following is observed:

• Overall the map value and the actual value are in agreement with each other.

• When the difference between the map value and the actual value is small, then the inter‐
polation error estimate is small as well.

• When the difference between the map value and the actual value gets larger, then the
interpolation error estimate gets larger as well.

5. Results and conclusions

5.1. The dataset

The variograms to establish the spatial and temporal correlation are generated from the
complete 2012 archive of the CHAIN network [7], see figure-9.

Figure 9. The CHAIN Network [7]
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On average this network consists of 8 to 10 active stations (depending on maintenance etc.).
The dataset for the creation of the S4 and σϕ60 maps is a small subset (one day, 9th of March
2012) of the 2012 dataset. The calculation is performed only with these stations (sparse
network) and thus no secondary data has been used in the Kriging interpolation. An elevation
mask of 20 degrees has been used for the generation of the maps.

5.2. Example Results

Figure-10 till 13 show some examples of the obtained geospatial correlation structure. The
overall structure used consists of:

• Local hours: 0-6, 3-9, 6-12 etc.

• Latitude: 45-55, 55-65, etc.

• Kp: 0-2, 3-5, 6+

The figures clearly demonstrate the variability of the correlation structure in time (during the
day), latitude and disturbance level.

Figure-14 and 15 show an example σϕ60 map (one epoch) of the obtained geospatial correlation
structure and its corresponding interpolation error map (Ordinary Kriging error). The maps
will normally be calculated for each epoch during a complete day and can then be presented
as a video file, showing the evolution of patches with higher scintillation. When they are used
as an input for the stochastic model of a receiver’s position computation they can be stored as
a grid file similar to an IONEX (Ionosphere map exchange format) file.

Figure-16 and 17 show a comparison between the obtained map values and the actual values
from station TALC which is left out from the map calculations. The map values show compli‐
ance with the trend in the actual σϕ60 values and often follow the shape of the peaks, but do
not manage to follow the extreme values (smoothing). In areas which are lacking enough
(representative) observations they do not manage to follow the shape at all.

5.3. Conclusions and future work

The Ordinary Kriging algorithm seems a promising method to produce scintillation maps.
When comparing the map with the directly obtained values it manages to follow the general
trend and often follows the same pattern of rise and decline in the observed scintillation. As
the Kriging interpolation algorithm has a smoothing effect, it does not manage to follow the
extreme values. However one could take this smoothing effect into account when using the
maps.

When the map values do not follow the observed pattern, it is due to a lack of (representative)
data in the area of interest. The method to improve on this (including secondary data) has been
discussed and will be part of the future work on this topic.
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Figure 10. Local Time: 0-6, Lat.: 45-55, Kp: 0-2, Nugget 0.1e-4, Range 725km, Sill 0.9e-4, Power 2.0

Figure 11. Local Time: 3-9, Lat.: 45-55, Kp: 0-2, Nugget 0.1e-4, Range 725km, Sill 0.9e-4, Power 2.0
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Figure 12. Local Time: 0-6, Lat.: 45-55, Kp: 3-5, Nugget 0.2e-4, Range 600km, Sill 1.6e-4, Power 2.0

Figure 13. Local Time: 0-6, Lat.: 45-55, Kp: 3-5, Nugget 0.15e-4, Range 600km, Sill 1.2e-4, Power 2.0
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Figure 14. Local Time: 0-6, Lat.: 55-65, Kp: 0-2, Nugget 0.1e-4, Range 400km, Sill 0.65e-4, Power 1.0

Figure 15. Local Time: 0-6, Lat.: 55-65, Kp: 3-5, Nugget 0.2e-4, Range 400km, Sill 1.2e-4, Power 1.0
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Figure 16. Phi60 map 9th of March 2012

Figure 17. Phi60 Kriging Error map 9th of March 2012
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Figure 16. Phi60 map 9th of March 2012

Figure 17. Phi60 Kriging Error map 9th of March 2012
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Figure 18. PRN 13 Kriging – Observed at station TALC

Figure 19. PRN 17 Kriging – Observed at station TALC
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Chapter 7

Challenges of Real-Time Monitoring
of Ionospheric Perturbations
and TEC Fluctuations with GPS Single Station

Marija Cokrlic

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58780

1. Introduction

Ionosphere has a big influence on degradation of accuracy and reliability of the positioning
with trans-ionospheric radio signals. Its influence is very critical. In the post processing mode,
ionospheric characteristics can be determined very easily, but in near- and real-time it is a very
challenging task. Determination of ionospheric characteristics requires permanent monitoring
in real time, and nowcasting and forecasting of ionospheric indices. For now, we are familiar
with the well known ionospheric indices:

• number of electrons along the signal propagation path: Total Electron Content (TEC);

• rapid and fast fluctuation of Radio Frequency (RF) signals’ amplitude and phase (S4 and
σϕ) and

• rate of change of TEC  (ROT ).

In order to obtain information about the state of the ionosphere using single station GPS
observations, we are developing and constantly upgrading our iono-tools module that is a part
of the in-house academic software TUB-NavSolutions.

Previously,  we presented some of  the  possibilities  and methods  to  monitor  ionospheric
amplitude scintillation [1] and now we are dealing with TEC  calculations, smoothing and
levelling  methods.  As  our  algorithms  and  software  are  being  tested,  TEC  estimation
performance has been analysed in a simulated real-time mode. The achieved results are
described here.

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



TEC  values can be calculated from code-or carrier phase measurements. Usage of the carrier
phases requires challenging ambiguity fixing, while TEC  derived from code-phases are
noisy.

Thus, for monitoring of the TEC in real-time the decision has been met to smooth code TEC
using the carrier TEC . An approach, the so called levelling of TEC  derived from the carrier
phases using the code-phases, has been applied to overcome challenging fixing of carrier-phase
ambiguity terms to integer numbers. Selected methods of smoothing of code TECs (levelling
of carrier-phases) are described and compared with TEC available online at the Center for Orbit
Determination in Europe (CODE) in the IONosphere Map Exchange Format (IONEX). In this
paper some results of the analysis of applicability and performance of the algorithms, using
GPS observations from two selected days have been presented:

• 15th July 2012, day of the year 197 (DOY 2012:197) and

• 16th July 2012, day of the year 198 (DOY 2012:198).

Data that has been taken into analysis has been collected at the Kiruna station in the polar area.

To track intensity of Earth’s geomagnetic activity and to detect geomagnetic storms, two
indices have been chosen: Ap and Kp. It is worth to mention that even though geomagnetic
and ionospheric storms are related, geomagnetic storms refer to disturbance of Earth's
magnetic field, and ionospheric storm is a disturbance of the ionosphere [8].

2. Methodology

2.1. Total Electron Content estimation from GNSS single station measurements

Slant TEC  has been estimated directly from GNSS dual frequency carrier- and code-phase in-
situ measurements using the following equations:

TECcarrier = 1
40.28

f 1
2 f 2

2

f 2
2 - f 1

2 (ϕ2 - ϕ1) (1)

TECcode =  1
40.28

f 1
2 f 2

2

f 2
2 - f 1

2 (P1 - P2 - c
f 2

2 - f 1
2

f 2
2 T gd ) (2)

Where

• ϕ1 and ϕ2are carrier-phase observations m ,

• P1 and P2 are code-phase observations m ,

• f 1 and f 2 are frequencies of L 1 and L 2 signals Hz ,

• T gd  is transmitter’s Estimated Group Delay between P1 and P2 measurements s ,
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• c is velocity of the m / s .

TEC  derived from the carrier-phases are ambiguous and those ones derived from code-
phases are very noisy. To take advantage that the ambiguous carrier-phases measurements
have low noise and that the noisy code-phase measurements are not ambiguous, some
smoothing and levelling methods have been applied.

2.2. TEC smoothing and levelling methods

TEC  is calculated from both carrier- and code-phases using equations 1 and 2. After the both
are calculated, levelling offset has been added according to the following formula:

TECslant =TECcarrier + TECoffset (3)

Where value of the offset depends on the method has been applied.

2.2.1. Method I

Calculation of the levelling offset between code- and carrier-phases derived TEC  along the
whole arc according to [7].

TECoffset = 1
N ∑

i=1

N
TECcode(ti) -  TECcarrier(ti) (4)

Where ti indicates time period in which TEC  has been observed and N  is number of calculated
TEC  in the whole arc of satellite visibility.

2.2.2. Method II

Levelling approach suggested by Jakowski [5]. Here the offset is defined by the following
formulas:

TECoffset =TECcode - TECcarrier (5)

TECoffset , i+1 =  i
1 + i TECoffset i +  1

i + 1 TECoffset , i+1 (6)

2.2.3. Method III

Smoothing and filtering of code- with carrier-phases according to Hatch algorithm [3]. TEC
derived from code-phases are being smoothed by previous TEC  derived from carrier-phases
observations.

TECcode(ti)= i
N + N - 1

N

^
TECcode

^ (ti - 1) +  (TECcarrier ,i - TECcode,i) (7)
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For real-time usage, when method III will be applied (Hatch filter), length of the filter must be
reinitialized whenever cycle slip is detected. Detection of the cycle slips must be performed in
all smoothing approaches.

2.3. Amplitude scintillation

For calculation of the amplitude scintillation, the S4 index was derived from signal power
calculated from the I  (in-phase) and Q (quadrature) components of bandpass signal (eq. 8):

s(t)= I (t) + jQ (t) (8)

Power of the signal is now derived as:

P(t)= I 2 + Q 2

2 (9)

The scintillation index has been calculated using following formula:

S4= P 2 (N ) - P  (N ) 2

P  (N ) 2
(10)

where

P  (N ) = 1
N ∑

i=0

i=N
P  (i) (11)

and

P 2 (N ) = 1
N ∑

i=0

i=N
P 2 (i) (12)

The argument i indicates the observation epoch number within the data time span, and N  is
the number of available observations.

According to the formula given by A.J. Van Dierendonck [2] S4 index has been calibrated by
the influence of ambient (thermal) noise.

S4N 0 = 100
SNR 1 + 500

19SNR
(13)

Now, the final calculation of S4 index is done by:

S4calibrated = S42 - S4N 0
2 (14)
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2.4. Rate of change of Total Electron Content

In order to trace ionospheric irregularities [11] and to provide spatial variation of electron
density [9], the rate of change of TEC  (ROT ) is introduced. The equation below (eq.13)
describes estimation of the ROT  parameter:

ROT = TEC t +i - TEC t

(t + i) - t =
(ϕ1

t +i - ϕ2
t +1)( 1

40.28  
f 1

2 f 2
2

f 1
2 - f 2

2 ) -  (ϕ1
t - ϕ2

t ) ( 1
40.28

f 1
2 f 2

2

f 1
2 - f 2

2 )
(t + i) - t

(15)

In our case we are calculating between epochs changes of TEC  every one second. That gives
us simplified equation of ROT  without denominator because it is always equal to 1 sec
(assuming there are no gaps).

3. Case study

Data processed for this analysis were collected at the Kiruna station in Sweden (67.5026° N ,
20.2437° E ) with approximate position depicted in the Figure 1. In Kiruna there is a GNSS
continuously operating station of the German Aerospace Center (DLR), division in Neustrelitz.
The station is working for the Space Weather Application Center-Ionosphere (SWACI). It is
configured for ionospheric scintillation monitoring and the observables (code- and carrier
phases, and the I - and Q-amplitudes) are recorded with 50 Hz sampling rate.

Taken from Yahoo maps.

Figure 1. Position of Kiruna station in Sweden
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Raw values of the observables collected at the station have been processed with university
software being under development at Technische Universität Berlin (TUB) TUB-NavSolu‐
tions. The software module iono-tools is depicted in the Figure 2.

Figure 2. Basic architecture of TUB-NavSolutions software iono-tools module

Data taken into the analysis is from days with high geomagnetic activities. In the Figure 3. Ap
and Kp indices are shown for only couple of days: 14-17. July 2012. In this paper we will focus
on 15th and 16th July.

TEC  values derived directly from the observations were compared with slant TEC  derived
from Global Ionospheric Maps (GIM) of the Center for Orbit Determination in Europe (CODE),
Astronomical Institute of the University of Bern following Schaer [10].
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Data are taken from NOAA Space Weather Prediction Center.

Figure3. Daily averaged indices of geomagnetic activity

4. Results

Figure 4 and 5 show TEC  for both days and for two selected satellites: PRN 09 and PRN 27.
The light blue curve represents slant TEC  values derived from CODE GIM and the magenta
curve represents elevation angle. In the both Figures slant TEC  derived from GIM (TEC  from
IONEX) is represented by a smooth curve. However, in the both Figures sudden and small
peaks, in the all three smoothed time series of TEC  are visible. These anomalies tell us that
most probably some ionospheric disturbances appeared at that time. TEC  derived from
observations, smoothed and levelled with all three methods coincide with each other but all
of them deviate from the GIM ones for more than 5 TECU .

In the Figure 4 interesting are two deviations both detected roughly between 9:00h and
11:00h UTC (marked with green circles). This is approximately the same time when Ap and Kp
indices reached values that indicate a strong geomagnetic storm.

Figure 4. TEC  calculated and interpolated for 15th and 16th July 2012 for satellite PRN 09
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Figure 5. TEC  calculated and interpolated for 15th and 16th July 2012 for satellite PRN 27

ROT  values calculated from observations indicate disturbed ionospheric conditions for both
days. In the both Figures, 6 and 7, we can notice sudden peaks and variations which confirm
that at that time ionospheric perturbations took place.

If we compare TEC  from the left panel of the Figure 4 with ROT  from the left panel of the
Figure 6 it is seen that larger oscillations appear in both time series at the same time. Special
warning (based on strong ROT  variations) comes a little bit before 11:00h.

Figure 6. ROT  for 15th and 16th July for satellite number PRN 09

Figure 7. ROT  for 15th and 16th July for satellite number PRN 27

Similar behaviour and coherence is visible also in other time series of TEC  and ROT  (marked
with red circles in Figures 4 and 5)

• in the right panels of the Figures 4 and 6 a little bit after 9:00h and a little bit after 10:00h,
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• in the left panels of the Figures 5 and 7 with big peaks a little bit before 9:00h, around 9:30h

and before 11:00h,

• in the right panels of the Figures 5 and 7 with sudden and big oscillation a little bit after
9:00h and constant oscillations between 10:00h and 11:00h.

In the Figure 8 ionospheric amplitude scintillation parameter (S4) has been depicted. S4 
values are displayed for each day and for all satellites in view. Even though ionosphere
amplitude scintillation is less intense in polar regions, a few higher values (above 0.6) may be
observed indicating ionospheric perturbations.

Figure 8. Amplitude scintillation index S4 for 15th and 16th July for all satellites

5. Discussions and conclusions

The data from only two selected days has been post processed. Both days, 15th and 16th July
2012, have been selected on the base of geomagnetic indices. There are clearly visible similar‐
ities between time series of TEC  and ROT  values derived from observations, on one side, and
geomagnetic indices (Ap and Kp), on the other side. Variations in the time series of ROT  are
very similar to those in the time series of EC . Even small jumps (peaks), visible in TEC  plots,
can be assumed as correlated with ROT  oscillations.

Some  TEC  smoothing and levelling methods have been tested here in order to select the most
appropriate one for our real -and near-real time applications. All three tested methods give
very similar results of the final TEC  values. It has been found that the method II  and III  fulfil
requirements for usage in real-time. In the Fig. 4 and 5 results from the two methods, II  (green
line) and III  (blue line) are displayed. Both curves are overlapping. That is why we can have
impression that blue curve does not exist, but looking for numerical values it is seen that they
differ between each other on second place after decimal point only.

There are easy seen biases between TEC  derived from our obervations and interpolated using
CODE. A source of the biases is not identified yet because not enough data was available up
to now. Investigation of it will be continued.
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The above described draft results of investigations allow to assume that TEC  and ROT
variability can be used for detection of perturbed ionospheric conditions and probably for issue
of warnings for real-time users.

Investigation of applicability of TECand ROT for real-time warnings on ionospheric pertur‐
bations will be continued using GPS data collected at stations located in equatorial, mid-
latitude and polar areas.
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Chapter 8

The Reliability Evaluation of GNSS Observations in the
Presence of Ionospheric Perturbations

Kinga Węzka

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58779

1. Introduction

Global Navigation Satellite Systems (GNSS) observations are intrinsically uncertain and
inaccurate. In fact, the influence of some phenomenon on the accuracy of the GNSS observa‐
tions can be relatively easily reduced or removed. However, some other random and deter‐
ministic phenomena occurring in the GNSS signal propagation path, like ionospheric
perturbations, are very difficult (or perhaps impossible) to predict, detect and model.

The ionospheric perturbations are described as fast and random variability of plasma density
in the ionosphere. All of those irregularities can produce diffraction and refractions effects
causing signal fading. Such power drops can affect the operations of GNSS receivers denying
the signal acquisition or worsening the signal tracking, leading in some cases to a loss of lock.
Therefore, they are especially harmful to real-time kinematic applications, with an autono‐
mously working single-receiver. In such circumstances one of the most important require‐
ments standing behind the autonomously working GNSS receiver is to ensure a high level of
trust of correctness of the observations used by the positioning algorithm. In such applications
verification and confirmation of a high-level reliability for the GNSS observations is a very
critical issue. Due to that reason the quality monitoring of the observations affected by the
ionospheric perturbations can play a crucial role to enhance reliability of positioning solution.

In presence of GNSS signal perturbations one of the most important requirements is effective
integrity monitoring of GNSS observations. The user-level integrity monitoring scheme, the
so-called Receiver Autonomous Integrity Monitoring (RAIM) should work independently of
any external tools. The RAIM is a powerful technique to check consistency of positioning
solution, can play strategic role in reliable positioning in the presence of any irregular pertur‐
bation of the GNSS observations. The main task of RAIM is to provide to the user up-to-date

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



and valid warnings information when the system’s performance exceeds a user specified
tolerance.

In the paper the weighted least-squares-residuals (WLSR) method for reliability control of
the GNSS observations is applied. In this method, the process of the Fault Detection and
Exclusion (FDE) is performed by statistical tests. The algorithm assumes that the GNSS user
estimate a single epoch (instantaneous) navigation solution by performing the Weighted
Least-Squares (WLS) estimation. It has to be emphasized that the approach requires at least
one  redundant  measurement.  Selected  GNSS  data-sets  from  one  continuously  operated
GNSS station located at high latitude, where ionospheric disturbances occur more frequent‐
ly,  have  been  used for  the  analysis  and for  evaluation  of  applicability  of  the  proposed
algorithm.

2. Receiver Autonomous Integrity Monitoring RAIM

In order to verify the integrity of the positioning solution, in the second half of 1980’s, a concept
of RAIM was formalized. Since that time a number of definitions of the receiver autonomous
integrity were proposed. To start a discussion about RAIM one of the essential definitions
should be quoted1: "Integrity is that quality which relates to the trust which can be placed in the
correctness of the information supplied by the total system. Integrity risk is the probability of an
undetected failure of the specified accuracy. Integrity includes the ability of a system to provide timely
warnings to the user when the system should not be used for the intended operation."

The fundamental part of integrity monitoring and reliability assurance is application of a
selected Fault Detection and Exclusion (FDE) algorithm. Here the least-squares-residuals
method (LSR) [10,11] for reliability monitoring has been taken into consideration. The
approach was improved by including individual weighting of the code pseudorange meas‐
urements [11]. The LSR is one of the most frequently used RAIM method classified as snapshot
scheme in which only current observation epochs containing redundant number of measure‐
ments are processed. In opposite to this, in the sequential scheme measurements from the
previous epochs are also taken into account (eg. Kalman filter).

2.1. Weighted Least-Squares (WLS) estimation

The main observables used in the GNSS positioning solution are distances between satellite s
and receivers r , derived from signal TOA/TOF (Time of Arrival / Time of Flight). In these
investigations only the code-phase observations have been used. The extended nonlinear
equation for GPS code measurements rr

s, expressed in meters, can be written as:

1 Concept Paper 1 (WP/43), AWOP (All Weather Operations Panel) Working Group Meeting, Kobe, Japan, February/
March 1994, "Required navigation performance (RNP) - Considerations for the Approach, Landing and Departure Phases
of the Flight".
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s =ρr

s + c(δt r -  δt s) + Ir
s + Zr

s + c(HDr - HDs) + r
s (1)

where ρr
s is the geometrical distance between satellite s and receiver r . The other parameters

are: δt r  and δt s receiver and satellite clock corrections; HDr  and HDs-code signal delays in the

hardware of the receiver and satellite; Ir
s-ionospheric refraction; Zr

s-tropospheric refraction;

r
s-observation noise. The nonlinear observations equations must be linearized around of
approximate initial values of the coordinates x0, and the receiver clock correction, using the
Taylor series expansion, to solve for the parameters using the LS adjustment. Vector of the
estimated parameters contains corrections Δx, Δy, Δz to the approximated position x0 and the
receiver’s clock correction δt r . The linearized observation model in the matrix notation for the
code-phase observation can be written as:

∆ρ = A∆ x +  ∆ε (2)

Where ∆ρ is the misclosure vector, defined as the difference between "observed-calculated"
(o-c) code measurements; A is the geometry or so-called, designed matrix; Δx are four
unknowns parameters (three corrections to the coordinates and correction to the receiver
clock); ∆ε is the vector containing measurement noise.

After the estimation process the user’s coordinates are obtained by correcting approximated
position x0 using estimated incremental vector ∆ x̂:

x̂ = x0 + ∆ x̂ (3)

Since Δρ has some unknown and random errors, the equation should be treated as a stochastic
model. Then Δx can be estimated using the weighted least-squares approach. Required weight
matrix Σ is assumed to be known, and estimation of x can be obtained from:

∆ x̂ =(A T Σ-1A)-1Σ-1A T Δρ (4)

where A T Σ-1A is a non-singular (invertible matrix) variance-covariance matrix of estimated
parameters.

Currently, in the stochastic approach many different observation weighting models have been
used. One of the simplest and most commonly used is based on the satellite elevation angle.
However, in the case of ionospheric perturbations, which are not directly dependent on the
elevation angle (see Figure 3), applicability of this weighting approach can be useless. Due to
that in this analysis one of the signal quality parameters which described all of the imperfec‐
tions in the signal has been used. Signal Quality is usually represented as signal-to-noise ratio
(SNR) or as carrier-to-noise ratio (CNR). Both of those parameters are essential to assess the
performance of GPS receiver and they are directly related to the precision of code-phase and
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carrier-phase pseudorange observations [9]. SNR is obtained at the correlator output and is
described as a ratio of the signal power Scorr  to the noise power Ncorr of the modulated signal.
CNR is obtained at the receiving antenna and is described as a ratio of the signal power Cant 
to the noise power Nant of the modulated signal. Due to the fact that signal and noise power
are amplified (between antenna and correlator output) by approximately the same factor we
can assume that ratio of those parameters is also almost the same (equation 5).

CNR =
Cant

N ant
 ≈  

Scorr

N corr
=SNR (5)

The matrix Σ, being the weight matrix, describes the noise characteristics related to the
measurements:

Σ=|σ1
2 0 0

0 ⋱ 0
0 0 σi

2
| (6)

The diagonal components of the weight matrix (6) are the variances of the code measurement
σi

2. This variance model (the so called sigma - ) for weighting of the GPS observations has been
proposed by [3] and is defined as:

σi
2 =a + b ∙10

-C /N 0
10 (7)

Where C / N0 is the carrier-to-noise power density ratio expressed in dBHz unit. For the code-
phase pseudorange observations the SNR can be used instead of C / N0 as well. The SNR
describes the ratio of the signal power and noise power in a given bandwidth, expressed in dB
unit. The parameters a and b have to be chosen according to the local environment. In the paper
[6,7] the authors proposed the following values of the parameters:

• for heavily degraded signal condition a =0.01 m 2

s 2  and b =25 m 2

s 2 Hz ;

• for lightly degraded signal condition a =10 m 2

s 2 and b =150 m 2

s 2 Hz .

RAIM FDE techniques have been developed for reliability monitoring based on statistical tests
with the aim to detect and exclude faulty measurement. This process is used for checking
consistency of the measurements. It is carried out by means of a statistical hypothesis test of
the residuals of a least squares estimation of the GNSS position. Method presented in this
paper, the so called weighted least-square-residual approach uses weighted sum of square of the
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errors (WSSE) as the test value. The WSSE can be explained as a quantity used in describing
discrepancy between the data and an estimation model. It has to be emphasized that the
approach requires at least one redundant observation. Faulty observations on the input to the
navigation solution will be then excluded [14]. In the WLS method the estimated code-
pseudorange residuals are:

v̂ = Ax̂ - ∆ρ = - R ∆ρ (8)

where, the so-called redundancy matrix R is:

R =  Cv̂Σ-1 (9)

The trace of the R represents degree of freedom for the established model. Cv̂ matrix in the
equation (9) is the variance-covariance matrix of the estimated residuals:

Cv̂ =Σ - A(A T Σ-1A)-1A T (10)

To obtain normally distributed N (0,1) observations, the residuals v̂, must be standardized:

( )ˆ
, .

ˆ
1i

i
v ii

Z i n
C
v

= = ¼ (11)

The FDE is based on statistical tests for outlier detection using null and alternative hypotheses.
The presented scheme of FDE includes a global test for detection of presence of the unaccept‐
able error, followed by a local test for exclusion of the faulty measurement.

Decision

Situation

H0 is true

no blunder presents

H0 is false

blunder presents

H0 is reject

blunder detect

Type I error:

probability of false alarm α

(significance level)

Correct decision:

probability of rejecting a true blunder
(1 - β) (power of test)

H0 is accept

no blunder detect

Correct decision:

probability of making a correct

decision (1 - α) (confidence level)

Type II error:

probability of missed detection β

Table 1. Statistical hypothesis testing with the errors classification
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Two types of erroneous decision can occur [5] (Table I). The type I of erroneous decision occurs
if the null hypothesis rejects the correct observation. Error of type II appears if the faulty
observation is accepted. In the Table 1, the so-called ”significance level” α denotes probability
of committing of the type I errors and the (1 - α) is probability of making the correct decision
and is also called ”confidence level”. The probability of committing type II errors is denoted by
 β where (1 - β) is the probability of rejecting a true blunder observation, also called “power of
the test”.

The threshold values for the statistical tests

The threshold values for the global and the local tests must be predefined based on following
parameters:

• α-is the false alarm probability of the global test

• α0-is the false alarm probability of the local test,

• β =β0-is the missed detection probability, should be this some for the local and the global
test.

The above parameters α, β and α0 are related by the following formula [1].

λ =(λ0)2 = (n1-
α0
2

+ n1-β)2 (12)

χβ,n- p,λ
2 =χ1-α,n- p

2 (13)

Where λ is the non-centrality parameters of the non-centrally chi-square distribution χ 2. Thus,
only two of them can be independently chosen. Furthermore, definition of values of the
selected parameters is essential for consideration the following consequences:

• The large value α0 implies a smaller critical value of the local test n
1-

α0
2

, causing exclusion of

a higher number of correct observations.

• The large value of β0 causes higher probability of missed detection, it means that more
erroneous observation will be accepted as correct one.

Global Test-for the detection of faulty observation

Global test is used for evaluation if the set of GNSS observations include an erroneous
observation. When the measurement errors are zero-mean normally distributed N (0, Σ), the
testing follows the central chi-square distribution χ 2. In such a case the test threshold value is
defined by the inverse chi-square cumulative distribution function (CDF). This value is tested
against the test parameters v̂TΣ-1v̂, the so-called weighted sum of square error (WSSE). In the set
of observations with distribution N (0, Σ) the hypothesis is tested as:
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H0 :  v̂T Σ-1v̂ ≤χ1-α,n- p
2

Ha :  v̂T Σ-1v̂ >χ1-α,n- p
2

(14)

The expression  (n - p) is degree of freedom, where n and p are number of observations and
estimated parameters respectively. In a case when the result exceeds the threshold value
χ1-α,n- p

2 , the null hypothesis H0 is rejected and consequently alternative hypothesis is per‐
formed (see Fig.1). If H0 is rejected and Ha is accepted, some inconsistency of the observations
exists. In such a case the so called local test, assuming that only one blunder is present in the
data set, should be applied.

Local Test-for the identification of faulty observation

A  failed  global  test  indicates  that  there  is  at  least  one  erroneous  observation.  In  such
situation,  the  FDE  algorithm  starts  execution  of  a  local  test  to  identify  and  reject  that
observation. The standardized residuals from the equation 10 are used to conduct the local
test.  Those residuals are compared with the α0-quantile of the standard normal distribu‐
tion N (0, 1).  The standardized residuals are normally distributed [15] with zero expecta‐
tion if the H0,i  is correct and with non-zero expectation value otherwise. The local test is
based on the following hypothesis:

H0,i :  |zi|≤n
1-

α0
2

Ha,i :  |zi|>n
1-

α0
2

(15)

where the probability α0 was divided equally to the obtained right-tailed and left-tailed test.
The null hypothesis H0,i denotes that i-th observation is not a blunder. Thus, when the H0,i is
rejected then the alternative hypothesis Ha,i is used to recognize if the threshold value is
exceeded. The excluding process of the k-th erroneous observation is based on the following
formulation [15]:

Ha,k :  Zk ≤Zi ∀  i,  ∧  Zk >n
1-

α0
2

 (16)

After exclusion of an erroneous observation and repetition of navigation solution, the statistical
test should be repeated (Figure 1). As it was mentioned before, the process can be repeated
until no more errors are detected or until the condition of redundant observation has stops
being met.
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Figure 1. Fault Detection and Exclusion Scheme

3. Reliability tests with data collected in the presence of ionospheric
perturbations

The investigations have been conducted using long time series of GNSS observations gathered
at high latitudes 67.5 N LCKI (Kiruna/Sweden), see in the Fig. 2, where ionospheric perturba‐
tions occur more frequently and are stronger. The analysis were performed using high rate
(1Hz) GPS data from the two selected days with low (2012 July, 05-Day of the Year-DOY: 187)
and high (2012 July, 15-Day of the Year-DOY: 197) ionospheric perturbations. Some selected
results of our investigations are presented in the figures below.
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Figure 2. Localization of the GNSS receiver (LCKI, Kiruna/Sweden), visibility of satellites and sTEC (CODE/GIM from the
Center for Orbit Determination in Europe, Astronomical Institute of the University of Bern). Slant TEC (in TECU unit)
has been interpolated at the ionospheric pierce point (IPP) for each observed satellites. DOY:197

3.1. Influence of ionospheric perturbations onto quality of GNSS positioning

The ionospheric irregularities are correlated with the solar radiation and the Earth’s geomag‐
netic field. Both of these phenomenon cause variability of electrons density in space and time.
Since the ionospheric perturbations are directly associated with geomagnetic storms, for
identification of those phenomena the planetary Kp-index has been used. This index represents
irregular disturbances of the geomagnetic field caused by solar particle radiation [2]. The
Figure 3 shows planetary Kp-index values during low-and high ionospheric perturbations.

Figure 3. Planetary Kp-index: DOY187 (left) and DOY 197, (right) data LCKI – (Kiruna/Sweden), source: http://
wdc.kugi.kyoto-u.ac.jp/kp/index.html)
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Some other useful parameter used for monitoring the changes of the density of ions is
continuous analysis of the time derivative of TEC [13] (ROT, rate of change of Total Electron
Content). This parameter can be used for describing of direct correlation between ionospheric
perturbations and GPS observations. The formula for ROT is written as:

ROT =
TEC t

s - TEC t -1
s

tt - tt -1
(17)

where s is the visible satellite and t  is the observation epoch. The TEC is derived from the dual
frequency carrier phase measurements, and with usage of the ROT the "problem" of the carrier
phase ambiguity fixing can be avoid.

Figure 4. The relation between ROT and elevation angles presented for satellite PRN13 (DOY197), LCKI (Kiruna/
Sweden)

Figure 5. The relation between SNR (L2 frequency) and elevation angles presented for satellite PRN13 (DOY197), LCKI
(Kiruna/Sweden)
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In order to emphasize influences of ionospheric perturbation onto precision and accuracy of
GNSS position displayed (see Figure 6), the residuals of GNSS coordinates are presented for
the both selected days. This analysis shows some influences of the ionospheric disturbances
on accuracy and precision of the GNSS positioning. The results obtained from the data
recorded during strong ionospheric perturbations show higher degradation of precision and
accuracy then the results obtained during low ionospheric perturbations. Some of the results
are unacceptable by the applications where the high precision and reliability is required.

The effects of the ionospheric perturbations are also clearly seen in the Figure 7 where the
presented carrier-phase residuals during high ionospheric perturbations are much bigger then
carrier-phase residuals during the low ionospheric perturbations, Figure 8). The residuals
"observed-calculated" (o-c) can be used to analyse observational noise level and to identify
outliers in observations. Here the (o-c) values are used as an indicator describing the noise
level of the carrier phase observations recorded under strong atmospheric disturbances.

Figure 6. The confidence ellipse for the residuals of North and East coordinates, DOY:187 (upper figure) and DOY:197
(lower figure) (confidence level: 95%)-LCKI (Kiruna/Sweden)

An initial investigation was conducted in order to evaluate applicability of FDE method in
order to improve performance of absolute positioning approaches in the presence of iono‐
spheric perturbations. In this test the certainty levels for the reliability monitoring were
predefined with the following values: the false alarm probability was set to α0 =10% and the
probability of missed detection was set to β =20%.

In the Figure 9 solution of Single Point Positioning method are presented. This test has been
performed using a set of simulated data. A simulated data approach has been used in order
verify correctness of the implemented. The red points in the left graph (Figure 9) have been
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Figure 7. Carrier-phase residuals (o-c) per satellite DOY:187, LCKI (Kiruna/Sweden)

Figure 8. Carrier-phase residuals (o-c) per satellite DOY:197, LCKI (Kiruna/Sweden)
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identified as unreliable solution. For those points inconsistency of GPS observations the have
been detected. The right graph (Figure 9) shows solutions of the some set of GSP observations
using the FDE. From this figure we can see that applicability of FDE gives ability to detect and
to remove the erroneous observation and consequently to improve final solution.

Figure 9. The Single Point Positioning solution without FDE (left) and with FDE (right)

4. Summary and conclusions

The paper considered integrity monitoring at the user-level for GNSS positioning applications.
In order to improve performance of absolute point positioning algorithms, applicability of the
fault detection and exclusion methods have been investigated. The suggested approach can
be also used to support mitigation of ionospheric threats in GNSS real-time positioning
solutions. Reliability testing of the fault detection and exclusion method has been performed
with the weighted least-square residuals approach. Due to the strong influence of ionospheric
perturbations onto the signal noise, the stochastic model has been defined using the weight
matrix containing SNR (signal-to-noise ratio) values.

In this analysis only code-phase pseudo-ranges have been processed using a real-time single-
epoch approach. It has been shown that the snapshot scheme allows unequivocal identification
of blunder observations in a real-time “single epoch” standard point positioning approach and
it can support mitigation of ionospheric perturbation influences. Due to strong influence of
the geometry of the satellite constellation onto positioning quality, analysis of the DOP
(dilution of precision) parameters will be taken into consideration as well. For the purpose of
future analysis a stochastic model related to information about ionospheric perturbations will
be developed and applied.
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1. Introduction

To study ionospheric scintillation on L-band radio signals, it is nowadays typical to acquire
data with GNSS (Global Navigation Satellite System) receivers working at high frequency
sampling rate (50-100 Hz) [1]. When dealing with such data, it is common to consider the
contribution coming solely from observations at elevation angles, calculated from the receiver
to the selected satellite, above an arbitrary threshold, typically 15-30°. Filtering out measure‐
ments made at low elevation angles helps keeping a high SNR (Signal to Noise Ratio) and
eliminating non-ionospheric related effects, such as multipath [2].

The downside of that well consolidated method is a reduction of the field of view spanned by
the GNSS receiver antenna, and, if it is the case, of the whole network. This is not crucial for
dense networks or well covered areas, but it can be in the case of not well covered regions, for
logistics (e.g. forests, deserts, etc.) and/or environmental reasons (e.g. oceans). The loss of
information in many applications could be meaningful.

In this paper, we present a method to filter out spurious data based on an “outliers analysis”
able to efficiently remove multipath affected measurements,  reducing the data loss from
35-45% to 10-20%. It is based upon the Ground Based Scintillation Climatology (GBSC) ([3],
[4])  and  the  station  characterization  based  upon  GBSC  [5]  is  applied  to  the  CIGALA1/
CALIBRA2 network in Brazil. The research shown herein was carried out in the context of

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



the  CALIBRA  (http://www.calibra-ionosphere.net)  project  and  exploits  the  CIGALA/
CALIBRA network in Brazil, to which the method was applied, enlarging the field of view
and, then, improving the capability of inferring the dynamics of the low latitude ionosphere.

2. Data and method

The CALIBRA project builds on the now ended CIGALA (http://cigala.galileoic.org/) project,
and exploits a combined network of specialized receivers installed as part of the two projects,
the so-called CIGALA/CALIBRA network, which is equipped with Septentrio PolaRxS
receivers.

The PolaRxS is a multi-frequency, multi-constellation receiver capable of tracking simultane‐
ously GPS L1CA, L1P, L2C, L2P, L5; GLONASS L1CA, L2CA; GALILEO E1, E5a, E5b,
E5AltBoc; COMPASS B1, B2; SBAS L1 [6]. Sampling at 50 Hz, the receiver gives the following
main output parameters:

1. σΦ phase scintillation index calculated over different time intervals (1, 3, 10, 30, 60
seconds);

2. S4 amplitude scintillation index calculated over 60 seconds;

3. TEC (Total Electron Content) and ROT (Rate of TEC change) every 15 seconds,

4. spectral parameters: spectral slope of the phase Power Spectral Density (p) in the 0.1 to
25Hz range and the spectral strength of the phase Power Spectral Density (T) at 1 Hz (60
seconds);

5. Standard Deviation of the Code to Carrier Divergence (CCSTDDEV ‐ 60 seconds);

6. SNR (60 seconds);

7. locktime (60 seconds).

All these quantities (except TEC and ROT) are calculated for all available signal frequencies
transmitted by the satellites and along the slant path connecting receiver and satellite. TEC
values are obtained by pseudorange measurements only. GPS-TEC measurement is based on
the L2-P and L1-P pseudoranges; GLONASS-TEC is based on the L1-C/A and L2-C/A pseu‐
doranges and Galileo-TEC is based on the L1BC and E5a. ROT is computed from the carrier
phase measurements only, and hence is much more accurate than TEC.

The data used in this analysis was acquired by the CIGALA/CALIBRA network of PolaRxS
receivers during the whole year in 2012. Table 1 summarizes all the CIGALA/CALIBRA
stations available during the considered period with their corresponding identifier, location
and geographic coordinates.

1 CIGALA stands for Concept for Ionospheric-Scintillation Mitigation for Professional GNSS in Latin America.
2 CALIBRA stands for Countering GNSS high Accuracy applications LImitation due to ionospheric disturbance in
BRAzil.
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Name Location Lat (°N) Lon (°E)

MANA Manaus -3.12 -60.01

PALM Palmas -10.20 -48.31

POAL Porto Alegre -30.07 -51.12

PRU1 Presidente Prudente -22.12 -51.41

PRU2 Presidente Prudente -22.12 -51.41

SJCI São José dos Campos -23.21 -45.86

SJCU São José dos Campos -23.21 -45.96

Table 1. List of the CIGALA/CALIBRA network receivers used in the analysis.

Figure 1 shows the impact of applying a standard 20° elevation cutoff in terms of percentage
of data coverage of the network, normalized to the total number of data points (GPS and
GLONASS) available in 2012. Figure 1a shows the coverage obtained by applying no threshold
on the elevation angle while figure 1b shows that obtained with a threshold of 20°. Both maps
and the geomagnetic equator (red line) are projected at a height of 350 km, being representative
of the ionospheric F2-layer peak height.

The cutoff reduces significantly the capability of the network in depicting the ionosphere
northward of the geomagnetic equator and above the Atlantic Ocean, east of Brazil.

The filtering method based upon the outliers is then described: for each station of the network,
the map in azimuth vs. elevation of the standard deviation of the CCSTDEV (σCCSTDDEV) is
produced by using the GBSC technique. The bin size adopted is 5°x5° and observations on
both GPS and GLONASS L1 frequency have been considered to maximize the number of
observations in each bin. The CCSTDDEV is chosen as it is a good indicator of the multipath
activity experienced by the receiver antenna [7] and its standard deviation (σCCSTDDEV) identifies
the bin in which it experiences a large variability.

As an example, Figure 2a shows the map of σCCSTDDEV  obtained for the MANA station in
2012. Each value of σCCSTDDEV is then used to create the corresponding histogram, shown in
Figure  2b.  The  filtering  method is  based upon the  identification of  the  outliers  in  such
σCCSTDDEV  histogram.  As  stated  in  the  general  data  analysis  theory,  most  values  of  a
distribution are expected in the inter quartile range (IQR) or located between the two hinges.
Values lying outside 1.5 times the IQR  are called "mild outliers" and values outside the
boundaries of 3 times the IQR are termed "extreme outliers” [8]. The red line in Figure 2b
indicates  the cutoff  for  the mild outliers  (1.5  IQR).  The bins corresponding to values of
σCCSTDDEV  greater than <σCCSTDDEV>+1.5 IQR,  i.e.  the mild outliers,  are filtered out and new
analyses can be performed.
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Figure 1. Percentage of data coverage of the CIGALA network considering the full dataset of 2012, obtained applying
no threshold on the elevation angle (a) and with a threshold of 20° (b). Both maps and the geomagnetic equator (red
line) are projected at 350 km of height.
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Figure 2. (a) Map of the σCCSTDDEV in azimuth vs. elevation for MANA (GPS+GLONASS data on L1 frequency) for 2012. (b)
Corresponding distribution of the σCCSTDDEV. The red line indicates the cut-off for mild outliers.

3. Results

The method is able to remove the contribution mostly from the low elevation angles, as
expected, but to keep some “not noisy” bins. By using this technique the number of rejected
observations ranges between 12% and 20%, reducing the data loss in comparison to the
application of the standard elevation angle cut-off of 15-30°, which ranges between 35 and
45%. Similarly to Figure 1, the percentage of data coverage of the CIGALA/CALIBRA network
after the filtering procedure is shown in Figure 3. From this figure and Figure 1(b) it is evident
how this filtering allows to cover further ionospheric sectors of interest and to characterize
there the pattern of ionospheric variability.
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Figure 3. Percentage of data coverage of the CIGALA network receivers considering the full dataset of 2012 after the
filtering procedure. The map and the geomagnetic equator (red line) are projected at a height of 350 km.

Figure 4 shows the map of the percentage of occurrence of the amplitude scintillation index S4

[7] values above 0.25, in geographic coordinates. Such threshold of 0.25 allows the character‐
ization of the areas of the ionosphere in which scintillation affects the GNSS signals in a
moderate to strong manner. Only data acquired in the UT range between 22 and 04 UT has
been considered, in order to focus on the post sunset hours in which most of the scintillation
occurs (see, e.g., [9]). From this map (Figure 4), thanks to the enlargement of the field of view
covered by the CIGALA/CALIBRA network introduced by the filtering algorithm, it is possible
to see the enhancement of occurrence in correspondence with the northern crest of the
Equatorial Ionospheric Anomaly (EIA) [10], mainly covered by the MANA observations. This
enhancement is for geographic latitudes greater than 0°N and in a band nearly parallel to the
geomagnetic equator (red line), where an occurrence peak of about 6% is reached. On the other
hand, the southern crest of the EIA is well covered by the data and its effect in terms of
amplitude scintillation occurrence is visible in the band of enhanced scintillation nearly
parallel to the geomagnetic equator (red line) and reaching a peak value of about 16%. From
these considerations, the most affected regions are those in the latitudinal range between 30°S
and 10°N and in correspondence with longitudes between 300°E and 330°E, in particular over
São Paulo and Tocantins States (due to the presence of the EIA southern crest) and northward
of MANA (due to the presence of the EIA northern crest). The enhancement over POAL is also
meaningful and possibly due to the presence of the particle precipitation occurring in the
borders of the South Atlantic Magnetic Anomaly (SAMA) [11]. The SAMA is in fact another
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source of ionospheric turbulence leading to scintillation, as it disturbs the thermospheric
circulation in the atmosphere and alters the rates of production and recombination of the
ionized species, mainly under geomagnetic storms [12].

Figure 4. Map of S4 percentage of occurrence above 0.25 in geographic coordinates (GPS+GLONASS, L1 frequency) in
the UT range 22-04 UT.

4. Conclusion

We have shown how the development of a filtering method to remove spurious data based on
an analysis of outliers is able to efficiently clean multipath and signal degradation from GNSS
data. This approach limits the data loss to 10-20%, while the traditional cut off of 15°-30° on
the elevation angle leads to losses of 35-45%. The reduction in data loss, averaged among all
the station, is of a factor of about 2.4.

We applied the method to the 2012 data acquired by the CIGALA/CALIBRA network,
increasing its capability to depict the ionospheric features. This method optimizes the capa‐
bility of GNSS networks and helps in planning the installation of additional new receivers
aiming to enlarge network coverage.

A Filtering Method Developed to Improve GNSS Receiver Data Quality in the CALIBRA Project
http://dx.doi.org/10.5772/58778

115



Acknowledgements

The CIGALA project (http://cigala.galileoic.org/) was funded under the EU Seventh Frame‐
work Program, and was carried out in the context of the Galileo FP7 R&D program. The
CALIBRA project (http://www.calibra-ionosphere.net) was funded under the EU Seventh
Framework Program, and was being carried out in the context of the Transport (including
Aeronautics), Support to the European global satellite navigation system (Galileo) and EGNOS
program. Both projects are supervised by the GSA.

VR contribution is included in the PhD research project: “Scintillation effects on GNSS:
monitoring and data treatment development” carried out at the Nottingham Geospatial
Institute of the University of Nottingham. In particular its contribution is in the method concept
and algorithm development.

Two monitoring stations were provided by UNESP via FAPESP (Process no. 2006/04008-2).
The authors also want to thank the following partner institutions in Brazil: IFTO (Instituto
Federal do Tocantins), UFRGS (Universidade Federal do Rio Grande do Sul), INPE (Instituto
Nacional de Pesquisas Espaciais), UNIVAP (Universidade do Vale do Paraiba), Petrobras
(Petróleo Brasileiro S/A) and UEA/INPA (Universidade do Estado do Amazonas/Instituto
Nacional de Pesquisas Ambientais).

Author details

Luca Spogli1, Vincenzo Romano1,2, Giorgiana De Franceschi1, Lucilla Alfonsi1,
Eleftherios Plakidis1, Claudio Cesaroni1, Marcio Aquino2, Alan Dodson2,
Joao Francisco Galera  Monico3 and Bruno Vani3

1 Istituto Nazionale di Geofisica e Vulcanologia, Rome, Italy

2 University of Nottingham, Nottingham, UK

3 Departamento de Cartografia, Universidade Estadual Paulista Júlio de Mesquita Filho,
Brazil

References

[1] Kintner, P.M., T. Humphreys and J. Hinks (2009). GNSS and Ionospheric Scintillation
– How to survive to the next solar maximum, InsideGNSS, July/August2009, 22-30.

[2] S. Skone and M. de Jong, The Impact of Geomagnetic Substorms on GPS receiver per‐
formance, Earth Planets Space, 52, 1067–1071, 2000.

Mitigation of Ionospheric Threats to GNSS: an Appraisal of the Scientific and Technological Outputs of the TRANSMIT
Project

116



Acknowledgements

The CIGALA project (http://cigala.galileoic.org/) was funded under the EU Seventh Frame‐
work Program, and was carried out in the context of the Galileo FP7 R&D program. The
CALIBRA project (http://www.calibra-ionosphere.net) was funded under the EU Seventh
Framework Program, and was being carried out in the context of the Transport (including
Aeronautics), Support to the European global satellite navigation system (Galileo) and EGNOS
program. Both projects are supervised by the GSA.

VR contribution is included in the PhD research project: “Scintillation effects on GNSS:
monitoring and data treatment development” carried out at the Nottingham Geospatial
Institute of the University of Nottingham. In particular its contribution is in the method concept
and algorithm development.

Two monitoring stations were provided by UNESP via FAPESP (Process no. 2006/04008-2).
The authors also want to thank the following partner institutions in Brazil: IFTO (Instituto
Federal do Tocantins), UFRGS (Universidade Federal do Rio Grande do Sul), INPE (Instituto
Nacional de Pesquisas Espaciais), UNIVAP (Universidade do Vale do Paraiba), Petrobras
(Petróleo Brasileiro S/A) and UEA/INPA (Universidade do Estado do Amazonas/Instituto
Nacional de Pesquisas Ambientais).

Author details

Luca Spogli1, Vincenzo Romano1,2, Giorgiana De Franceschi1, Lucilla Alfonsi1,
Eleftherios Plakidis1, Claudio Cesaroni1, Marcio Aquino2, Alan Dodson2,
Joao Francisco Galera  Monico3 and Bruno Vani3

1 Istituto Nazionale di Geofisica e Vulcanologia, Rome, Italy

2 University of Nottingham, Nottingham, UK

3 Departamento de Cartografia, Universidade Estadual Paulista Júlio de Mesquita Filho,
Brazil

References

[1] Kintner, P.M., T. Humphreys and J. Hinks (2009). GNSS and Ionospheric Scintillation
– How to survive to the next solar maximum, InsideGNSS, July/August2009, 22-30.

[2] S. Skone and M. de Jong, The Impact of Geomagnetic Substorms on GPS receiver per‐
formance, Earth Planets Space, 52, 1067–1071, 2000.

Mitigation of Ionospheric Threats to GNSS: an Appraisal of the Scientific and Technological Outputs of the TRANSMIT
Project

116

[3] Spogli, L., Alfonsi, L., De Franceschi, G., Romano, V., Aquino, M.H.O., Dodson, A.
Climatology of GPS ionospheric scintillations over high and mid-latitude European
regions. Ann. Geophys. 27, 3429–3437,2009.

[4] Alfonsi, L., Spogli, L., De Franceschi, G., Romano, V., Aquino, M., Dodson, A., Mitch‐
ell, C.N. Bipolar climatology of GPS ionospheric scintillation at solar minimum. Ra‐
dio Sci. 46, RS0D05, http://dx.doi.org/10.1029/2010RS004571, 2011.

[5] Romano, V., Spogli, L., Aquino, M., Dodson, A., Hancock, C., Forte, B., GNSS station
characterisation for ionospheric scintillation applications, Advances in Space Re‐
search 52 (2013) 1237–1246.

[6] Bougard, B., Sleewaegen, J.-M., Spogli, L., Sreeja, V.V., Galera Monico, J.F., 2011. CI‐
GALA: challenging the solar maximum in Brazil with PolaRxS. In: Proceeding of the
ION GNSS 2011. Portland, Oregon.

[7] Van Dierendonck, A.J., Klobuchar, J., Hua, Q. Ionospheric scintillation monitoring
using commercial single frequency C/A code receivers, in: ION GPS-93 Proceedings
of the Sixth International Technical Meeting of the Satellite Division of the Institute
of Navigation, Salt Lake City, USA, 22–24 September, 1333–1342, 1993.

[8] Barnett, V., Lewis, T., Outliers in Statistical Data. Wiley, 3rd Edition, 1995.

[9] Alfonsi, L., et al. GPS scintillation and TEC gradients at equatorial latitudes on April
2006. J. Adv. Space Res.(2010), doi:10.1016/j.asr.2010.04.020

[10] Kelley, M. C. (1989), The Earth's Ionosphere, pp. 121–143, Academic, San Diego, Cal‐
if.

[11] Spogli, L. et al., GPS scintillations and total electron content climatology in the south‐
ern low, middle and high latitude regions, ANNALS OF GEOPHYSICS, 56, 2, 2013,
R0220; doi:10.4401/ag-6240

[12] Abdu, M.A., Batista, I.S., Carrasco, A.J., Brum, C.G.M., 2005. South Atlantic magnetic
anomaly ionization: a review and a new focus on electrodynamic effects in the equa‐
torial ionosphere. J. Atmos. Sol. Terr. Phys 67, 1643–1657.

A Filtering Method Developed to Improve GNSS Receiver Data Quality in the CALIBRA Project
http://dx.doi.org/10.5772/58778

117





Chapter 10

B-Spline Model of Ionospheric Scintillation For – High
Latitude Using In-situ Satellite Data

S. Priyadarshi and A. W. Wernik

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58777

1. Introduction

Ionospheric scintillation is a popular phenomenon among space scientists and GNSS users. It
has been widely discussed and studied in past but still difficult to model and predict on large
scales. Ionospheric scintillations are caused by rapid random variations of the phase and
amplitude of the radio waves passing through the ionosphere. As the signal propagation
continues after passing through the region of irregularities in the ionosphere, phase and
amplitude scintillation develops through interference of multiple scattered waves. After
propagation to a receiver, the irregular phase may combine either constructively or destruc‐
tively to increase or decrease the wave amplitude. Another possibility is that the cause of either
increased or decreased phase velocity may be refractive when an electromagnetic wave enters
a medium [8].

The first empirical model of scintillation was proposed by Fremouw and Rino in 1973 [6]. This
model could estimate the scintillation index S4 on VHF/UHF, under weak scatter conditions.
Weak scatter condition is often violated near the equatorial anomaly and auroral regions. This
model led the foundation of more advanced model “WBMOD”. Aarons developed analytic
model in 1985 [1] using 15-min peak to peak scintillation indices (not S4) taken over 5 years at
Huancayo, Peru using LES 6 satellite transmitted at 254 MHz. Next comes India model by Iyer
and his group in 2006 [7]. They used cubic-B spline technique to develop an empirical model
of magnetic quiet time scintillation occurrence at Indian equatorial and low latitudes. 250 MHz
signal from FLEETSAT satellite was measured for 2 years at Trivandrum, near magnetic
equator and Rajkot at the crest of equatorial anomaly. To describe the structure and extent of
the radio scintillation generated by turbulence around and within the equatorial plumes a
physical model has been developed by J. M. Retterer [10].

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The first climatological model WBMOD has been developed by Northwest Research Asso‐
ciates, Inc. in which the user can specify his operating scenario. As the output the model
returns: the phase scintillation spectral index p, the spectral strength parameter T, S4, and phase
scintillation index σϕ. GISM has been described by Beniguel and Buonomo in year 1999 [4].
The model consists of two parts the NeQuick model and the scintillation model based on
multiple phase screen algorithm. 2nd part of the model needs statistical information about
irregularity as input. The algorithm is used to calculate the scintillation index at the receiver.

Basu and his group used first time satellite in situ data in scintillation modeling in 1976 [2].
They assumed a 3D power law irregularity spectrum with a constant spectral index of 4. They
prepared another high latitude scintillation model in 1981, 1988 [3] using Atmospheric
Explorer D data. Due to limited availability of data the model was suitable for northern winter
under sunspot minimum condition.

Wernik et al. [12] used the Dynamics Explorer B data to estimate the irregularity spectral index
and turbulence strength parameter, the factors that are required to calculate the scintillation
index [11]. Their approach has been extended by Liu et al. [16] by introducing the finite outer
scale.

Present model makes use of Dynamic Explorer 2 plasma density data covering period of
August 1981 to February 1983. This period was near to maximum solar activity. In this model
we are using the turbulence strength parameter Cs and the spectral index derived from Wernik
et al. [12]. Simplest phase screen model described by Rino has been used to derive S4 index.
The parameters derived from Dynamic Explorer 2 satellite data are used with IRI model [5].
For comparing present model to the WAM model we produce maps in magnetic local time
(MLT) and invariant latitude.

We present a spline model for the high latitude ionospheric scintillation using satellite in situ
measurements made by the Dynamic Explorer 2 (DE 2) satellite. This analytical model is based
on products of cubic B-splines and coefficients determined by least squares fit to the binned
data. This product is constrained to make the fit periodic in 24 hours of geomagnetic local time,
periodic in 360 degree of invariant longitude, in geomagnetic indices and solar radio flux.
Discussion of our results clearly shows the seasonal and diurnal behavior of ionospheric
parameters important in scintillation modeling for different geophysical and solar activity
conditions. We also show that results obtained from our analytical model match observations
obtained from in situ measurements. DE 2 satellite measurements give observations only along
satellite orbit but our interpolation model fills the gaps between the satellite orbits.

2. Data preparation

The input data to our scintillation model are DE 2 retarding potential analyser (RPA) meas‐
urements of the ion density, equivalent by the charge neutrality to the electron density Ne. The
altitude of its orbit was between about 300 and 1000 km (perigee: 309 km, apogee 1012 km,
inclination: 89.99°, period: 98 min). The satellite was on a nearly polar orbit. The sampling
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frequency of RPA was 64 Hz, corresponding to every 120 m along the satellite orbit. These
measurements were grouped over 8 s (512 samples) long segments [12].

The parameters derived from Dynamic Explorer 2 satellite (DE 2) data have been grouped
separately into seasonal bins and for specific duration of case study (for studying geophysical
events). These binned data have been appended from the few parameters obtained from IRI
model and NASA’s Goddard Space Flight Centre (http://omniweb.gsfc.nasa.gov/html/
omni2_doc.html).

NASA’s data server was used to get Kp index, F10.7 cm solar radio flux, Geo-magnetic field
and sun spot number data. IRI model was used to append the binned data set with mean
electron density, electron density peak height, and calculated irregularity layer thickness. The
amplitude scintillation index S4 was calculated using Rino’s [11] weak scatter phase screen
formula. In this calculation we took only those values of one dimensional spectral index p,
which was less than 4.

3. B-spline model derivation

The reason of using DeBoor B-spline function [15] is one of the most famous property of B-
spline functions that they has minimal support to a given degree of freedom, smoothness and
domain partition. B-spline models are best because they provide similar results, even when
using low-degree splines to the models produced using higher degree polynomials while
avoiding instability at the edges of an interval (Runge’s phenomenon).

Parameter's derived from DE 2 satellite data as a function of local time, day/season/month,
geographic coordinates, Kp index and solar flux value F10.7, is expressed as simultaneous
product of univariate normalized B-splines as given below

Parameter(t , d , geo.coord .,  kp,  F 10.7)=

∑
i=1

24
∑
j=1

365
∑
k=1

9
∑
l=1

6 ai , j ,k ,l*Ni ,4(t)N j ,2(d )Nk ,2(Kp)Nl ,2(F 10.7) (1)

S4(t , d , geo.coord .,  kp,  F 10.7)=  

∑
i=1

24
∑
j=1

365
∑
k=1

9
∑
l=1

6 ai , j ,k ,l*Ni ,4(t)N j ,2(d )Nk ,2(Kp)Nl ,2(F 10.7) (2)

where ai,j,k,l are monthly mean of amplitude scintillation index and/or parameters derived from
RPA measurements for each interval of magnetic local time, invariant coordinate, Kp index
and solar radio flux F10.7 cm. Ni,4 is a b-spline basis function of degree 4 and other b-spline
basis function are of degree 2.

These all 4 B-spline basis functions are non-vanishing over limited intervals. They all add up
to one at all magnetic local time, season, Kp index and F10.7 solar radio flux interval. For more
details about properties of basis function one should refer to DeBoor [15]
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We have used 3-hourly time nodes for magnetic local time. They vary between 0 to 23 hour as
3, 6, 9, 12, 15, 18, 21 and 24. For seasonal maps we have used 3-hourly magnetic local times
and 10 day (the maps resolution is 3 h X 10 days) median of binned data. For Kp index 9 nodes
were chosen which vary between 1 to 9. 6 individual nodes have been chosen for F10.7 cm
radio flux value, they are 80, 130, 180, 230, 280 and 330 respectively.

The number and placement of magnetic local time nodes for each season and solar flux interval
were individually chosen to account for large variability in amplitude scintillation index and
other modeled parameters. It is tricky to cleverly observe rapid changes in amplitude scintil‐
lation index and parameters. Consequently more basis functions are needed to account for
these rapid changes. Therefore, placement and number of magnetic local time nodes are
different for different seasons and geophysical cases.

We could have used the higher density mesh of basis functions for all geophysical case studies.
This gives freedom to the programmer and one can approach closer to the real observational
results. Which simply means one should see the actual behavior of modeled parameter and
cleverly chose the number and placement of more or less basis function in order to derive same
parameter from the model.

The coefficient ai,j,k,l were determined by least square fit to the binned data and constrained to
make the fit periodic in 24 hour and 360 geomagnetic longitude. The local time and diurnal B-
spline functions are shown in Fig. 1. As we have already discussed for quiet geophysical
conditions smaller number of basis functions are sufficient which should be

Figure 1. Basis function for the local time (upper figure) and month of the year (lower figure).
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Considered as a quality of this consolidated model. This is because of less need of the modelling
coefficients (e.g. basis functions) for modelling quiet geophysical condition (e.g., low solar
flux). Using more B-spline function and their placement at right positions we can upgrade our
model, which makes us enable of modelling disturbed geophysical conditions. This freedom
outweighs our consolidated model. For comparing our model with observation we have
prepared contour maps for real observation which use “contour” MatLab subroutine which
uses linear interpolation method for plotting. Our modelled contours use B-spline interpola‐
tion method. From in situ measurements we derived the turbulence strength parameter Cs and
the spectral index using the method discussed in WAM model. With the IRI model [5] the Cs

parameter was rescaled to get its value at the height of the maximum electron density. The IRI
model was also used to estimate the irregularity layer thickness. To convert the parameters
derived from RPA measurements to the equivalent scintillation index one should rely on the
scintillation theory [12].

4. Result and Discussion

From the weak scatter phase screen model introduced by C. L. Rino [11] amplitude scintillation
index S4 can be expressed as as

( ) ( )
( )

( )2 /22
4 1/2

1 / 4
csc ,

/ 4 0.5
p

e S
p

S r L EC Z F a b
p p
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where re is classical electron radius, λ is wavelength of the signal, L is the irregular layer
thickness, θ is the zenith angle, Cs is turbulence strength parameter and Z is the Fresnel zone
parameter and F is Fresnel filter factor.

The one dimensional spectral index p is an important parameter which determines the
scintillation level [12]. Therefore, variation of spectral index with ionospheric changes becomes
significantly important for studying the scintillation effect on trans-ionospheric communica‐
tion links. Fig 2 shows the behaviour of spectral index in equinox for geomagnetic quiet
conditions.

It is evident from the above figure that in quiet geomagnetic condition one dimensional spectral
index intensifies near magnetic noon. For invariant latitude >70 degree, spectral index is more
intense which in start of auroral zone. It seems expanding from auroral boundary to polar cusp
region in night time. One can easily observe that in geomagnetic quiet condition modelled map
is in good agreement with the one produced from real observation. Fig. 3 below shows the
behaviour of spectral index for geomagnetic disturb days in equinox months.
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Figure 3. Spectral index for equinox for Kp > 3. Left contour is built from real data. Right one is spectral index modeled
using B-spline technique.

It is evident from the figure that spectral index seems expanding from the auroral boundary
towards the equator. The spectral index level is high in geomagnetic disturbed conditions of
the equinox than that of the geomagnetic quiet days of the equinox months. Though the
maxima is visible near the magnetic noon. Modelled results are in good agreement with the
observations.

Figure 2. Spectral index for equinox for Kp ≤ 3. Left contour is built from real data. Right picture is spectral index mod‐
elled using B-spline technique.
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Figure 4. Spectral index for Kp ≤ 3. Left contour is for summer. Right one is spectral index for winter. Both are model‐
led using B-spline technique.

Fig. 4 shows the modelled contours for winter and summer in quiet geomagnetic condition.
During summer and low geomagnetic conditions largest mean value of spectral index is
observed at high latitude (> 70 degree invariant latitude). At low latitudes, in summer the mean
spectral index is smaller but larger than that in winters. Fig. 5 represents geomagnetic
disturbed behavior of spectral index for summer and winter. One can easily observe that in
summer at high latitude greater than 70 degree spectral index is independent of geomagnetic
effect. Nevertheless, spectral index at low latitudes (i.e. less than 70 degree) increases with
geomagnetic activity both in summer and winter.

Seasonal behaviour of amplitude scintillation index and other ionospheric parameter have
been modelled for geomagnetic quiet and disturb conditions. Fig. 6 shows the turbulence
strength parameter for equinox when the Kp≤3. As we know invariant latitude is a parameter
that describes where a particular magnetic field line touches the Earth. On the Earth’s surface,
the invariant latitude is equal to the geomagnetic latitude. Fig. 6 shows that Cs maximizes in
auroral region near and after magnetic midnight. The left figure is created from the real
observation and the right contour map is prepared using our B-spline model. As it is evident
from the figure above, the model and observations are is good agreement. Fig. 7 below shows
the variation of Cs with invariant latitude and magnetic local time for equinox month and in
geomagnetic disturbed condition.
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Figure 6. Turbulence strength parameter Cs of plasma density fluctuation for kp ≤ 3. Left map is from the real observa‐
tion and right map is produced using B-spline model.

Invariant latitude >70 degree seems dependent of geomagnetic activity. Near magnetic noon
a significant increase is visible at auroral boundary which is expanding to the polar cusp near
the midnight.

Figure 5. Spectral index for Kp > 3. Left contour is for summer. Right one is spectral index for winter. Both are model‐
led using B-spline technique.
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Figure 7. Turbulence strength parameter Cs of plasma density fluctuation for Kp > 3. Left contour is for summer de‐
rived from observation, right one is for winter which is modelled using B-spline technique.

Figure 8. Turbulence strength parameter Cs of plasma density fluctuation. Left contour is for Kp ≤ 3. Right one is spec‐
tral index for Kp > 3. Both are modelled using B-spline technique.
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Fig. 8 above shows modelled turbulence strength parameter Cs for Kp≤ 3 and Kp >3. In both the
high and low magnetic conditions we observe a considerable enhancement in Cs for invariant
latitude >70 degree. This maximum seems very much coherent with the maximum of spectral
index near polar cusp region and noon sector of the polar cap. The only difference is the time
of enhancement. For low magnetic activity condition maximum is near magnetic noon. But,
for strong geomagnetic activity maxima is visible near magnetic dusk. Fig. 9 is modelled
turbulence strength parameter for winter. Left contour is for weak magnetic activity while
right one is for strong magnetic activity condition. The value of Cs is one order of magnitude
higher than that in summer. Here our results are fully consistent with the WAM model results
[12]. In winter Cs is independent of magnetic local time. In winter low latitude Cs is always
smaller as compared to the high latitude Cs. During disturbed geomagnetic conditions a
significant enhancement in Cs is visible in the dawn and dusk time for invariant latitude > 70
degree. Up to now our model is in excellent coherence with the observational results in both
the magnetic weak as well as strong magnetic activity conditions.

Figure 9. Turbulence strength parameter Cs of plasma density fluctuation. Left contour is for Kp ≤ 3 and right one is for
Kp > 3. Both are modelled using B-spline technique.

As we know from Rino’s work on phase screen model, if we know turbulence strength
parameter Cs and one dimensional spectral index p then it is possible to calculate equivalent
amplitude scintillation index. While calculating equivalent amplitude scintillation index S4 we
have considered ionospheric irregularity to be isotropic for which Fresnel’s filter factor F=1(see
equation number 3). Fig. 10 shows the computed and modelled behaviour of amplitude
scintillation index for equinox during magnetic weak condition.
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For high invariant latitude maxima is visible near polar cusp. It is evident from the figure that
scintillation index is varying with magnetic local time but, enhancement is more clear near
mid-night. Modelled contour is in good agreement with the computed S4 index map using DE
2 retarding potential (RPA) measurements.

Figure 11. Amplitude scintillation index during summer Kp ≤ 3. Left contour is prepared from calculated S4 but, right
contour is modelled using B-spline technique.

Figure 10. Amplitude scintillation index during equinox Kp ≤ 3. Left contour is prepared from calculated S4 but, right
contour is modelled using B-spline technique.
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Fig. 11, 12, 13 and 14 are contour maps for summer and winter months for high and low
magnetic activity conditions. These maps show that in summer the scintillation is much weaker
than that in winter. During summer and low magnetic activity, the strongest scintillation is
noted around magnetic noon and midnight at latitudes corresponding to the polar cusp and
auroral zone, respectively.

During winter and low magnetic activity, strongest scintillation is observed in the polar cap.
The maps show that with increasing magnetic activity the regions of the most intense scintil‐
lation expand equatorward. In winter the expansion of the scintillation zone is less defined in
the mid-night sector, and the polar cap scintillation intensity weakens. Spline model magnetic
activity variations of the high latitude scintillation zone are consistent with those found in the
scintillation and other ionospheric irregularity-sensitive measurements [12, 13 and references
therein].

Figure 12. Amplitude scintillation index during winter kp ≤ 3. Left contour is prepared from calculated S4 but, right
contour is modelled using B-spline technique.

Figure 13. Amplitude scintillation index during summer kp > 3. Left contour is prepared from calculated S4 but, right
contour is modelled using B-spline technique.
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Figure 14. Amplitude scintillation index during winter kp > 3. Left contour is prepared from calculated S4 but, right
contour is modelled using B-spline technique.

5. Summary and conclusion

Our scintillation model makes use of the DE 2 retarding potential analyzer plasma density
data [14] covering the period from August 1981 to February 1983, near to the solar maximum
activity. DE2 in-situ measurements of plasma density fluctuations provide direct information
of structure and morphology of irregularity that are responsible for scintillation of radio waves
on trans-ionospheric links.

Described model is for northern hemisphere high latitude ionosphere which uses DE 2 RPA
measurements. For geomagnetic activity dependence of scintillation there is good agreement
between model and measurements. Spline model are the best because they provide similar
results, even when we use low-degree splines, to the models produced using higher degree
polynomials while avoiding instability at the edges of an interval (Runge’s phenomenon). This
provides a reasonable realistic description of scintillation index and other ionospheric
parameters.

Like any other model, our model also has certain limitations. Since it is an empirical model
therefore we derive model from real observations. In any case our model will give suitable
and convincing results for the geophysical condition which would be closely similar to the
duration in which the data is recorded. Nevertheless, present model gives an average behavior
of ionospheric parameters during different geophysical conditions. It can be compared with
the observations performed in different solar activity condition and we strongly believe that
the comparison would be convincing. DE 2 was working during moderate solar activity period
when the sun spot number was between 80-140. Therefore our model is only valid for moderate
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solar activity conditions. We are using IRI model for the irregularity slab thickness and the
height of peak electron density. IRI model often fails to give real behavior of ionospheric
parameters for high latitude. There is possibility of erroneous calculation in our model similar
to WAM model [12]. Third and most serious limitation of our model is placement and number
of B-spline basis function. The number of data points for high geomagnetic activity condition
is always less than that of weak geomagnetic condition. Sometimes it seems that in weak
geomagnetic activity conditions the contour maps are smoother than that in high geomagnetic
condition. This may also be considered as a limitation which can’t be overcome since it is
natural. As we have already discussed that for individual geophysical situations we choose
different number of basis function and keep on experimenting with the placement of basis
function in order to get more convincing results. It is always possible that some one can use
different set of B-spline basis functions and could be able to produce better modelling than we
did here. But, we take this limitation positively. It is because that we feel confident that there
is always possibility of upgrading in our model.

Acknowledgements

This research work is undertaken in the scope of the TRANSMIT ITN (www.transmit-
ionosphere.net), funded by the Research Executive Agency within the 7th Framework Program
of the European Commission, People Program, Initial Training Network, Marie Curie Actions
– GA No. 264476.

Author details

S. Priyadarshi and A. W. Wernik

*Address all correspondence to: spriyadarshi@cbk.waw.pl, aww@cbk.waw.pl

Space Research Centre (PAS), Warsaw, Poland

References

[1] Aarons J., Construction of a model of equatorial scintillation intensity, Radio Sci., 20,
397-402, 1985.

[2] Basu Su., Sa. Basu and B. K. Khan, Model of equatorial scintillation from in-situ
measurements, Radio Sci., 11, 821-832, 1976.

Mitigation of Ionospheric Threats to GNSS: an Appraisal of the Scientific and Technological Outputs of the TRANSMIT
Project

132



solar activity conditions. We are using IRI model for the irregularity slab thickness and the
height of peak electron density. IRI model often fails to give real behavior of ionospheric
parameters for high latitude. There is possibility of erroneous calculation in our model similar
to WAM model [12]. Third and most serious limitation of our model is placement and number
of B-spline basis function. The number of data points for high geomagnetic activity condition
is always less than that of weak geomagnetic condition. Sometimes it seems that in weak
geomagnetic activity conditions the contour maps are smoother than that in high geomagnetic
condition. This may also be considered as a limitation which can’t be overcome since it is
natural. As we have already discussed that for individual geophysical situations we choose
different number of basis function and keep on experimenting with the placement of basis
function in order to get more convincing results. It is always possible that some one can use
different set of B-spline basis functions and could be able to produce better modelling than we
did here. But, we take this limitation positively. It is because that we feel confident that there
is always possibility of upgrading in our model.

Acknowledgements

This research work is undertaken in the scope of the TRANSMIT ITN (www.transmit-
ionosphere.net), funded by the Research Executive Agency within the 7th Framework Program
of the European Commission, People Program, Initial Training Network, Marie Curie Actions
– GA No. 264476.

Author details

S. Priyadarshi and A. W. Wernik

*Address all correspondence to: spriyadarshi@cbk.waw.pl, aww@cbk.waw.pl

Space Research Centre (PAS), Warsaw, Poland

References

[1] Aarons J., Construction of a model of equatorial scintillation intensity, Radio Sci., 20,
397-402, 1985.

[2] Basu Su., Sa. Basu and B. K. Khan, Model of equatorial scintillation from in-situ
measurements, Radio Sci., 11, 821-832, 1976.

Mitigation of Ionospheric Threats to GNSS: an Appraisal of the Scientific and Technological Outputs of the TRANSMIT
Project

132

[3] Basu Su., Sa. Basu, E. J. Weber and W. R. Coley, Case study of polar cap scintillation
modeling using DE 2 irregularity measurements at 800 km, Radio Sci., 23, 545-553,
1988.

[4] Béniguel Y. and S. Buonomo, A multiple phase screen propagation model to estimate
fluctuations of transmitted signals, Phys. Chem. Earth (C), 24, 333-338, 1999.

[5] Bilitza, D., International Reference Ionosphere-Status 1995/96, Adv. Space Res., 20(9),
1751–1754, 1997.

[6] Fremouw E. J. and C. L. Rino, An empirical model for average F–layer scintillation at
VHF/UGF, Radio Sci., 8, 213-222, 1973.

[7] Iyer K. N., J. R. Souza, B. M. Pathan, M. A. Abdu, M. N. Jivani and H. P. Joshi, A
model of equatorial and low latitude VHF scintillation in India, Indian J. Radio &
Space Phys., 35, 98-104, 2006.

[8] Kintner P. M., Ledvina B.M. and Paula E. R. de., GPS and ionospheric scintillation,
Space Weather, 5, S09003, doi:10.1029/2006SW000260, 2007.

[9] Priyadarshi S., Review of existing scintillation models, TRANSMIT NEWSLETTER,
issue 1, November 2012.

[10] Retterer J. M., Forecasting low-latitude radio scintillation with 3-D ionospheric
plume models: 2. Scintillation calculation, Journal of Geophysical Research, 115,
A03307, doi:10.1029/2008JA013840, 2010.

[11] Rino C. L., A power law phase screen model for ionospheric scintillation, 1. Weak
scatter, Radio Sci., 14, 1135-1145, 1979.

[12] Wernik A. W., L. Alfonsi, M. Materassi, Scintillation modeling using in situ data, Ra‐
dio Sci., 42,RS1002, doi:10.1029/2006RS003512, 2007.

[13] Tsunoda, R. T., High-latitude F region irregularities: A review and synthesis, Rev.
Geophys., 26, 719–760, 1988.

[14] Hanson, W. B., R. A. Heelis, R. A. Power, C. R. Lippincott, D. R. Zuccaro, B. J. Holt, L.
H. Harmon, and S. Sanatani, The retarding potential analyzer for Dynamics Explor‐
er-B, Space Sci. Instrum., 5, 503–510, 1981.

[15] DeBoor, C. A., A practical guide to splines, Appl. Math. Sci., 27, 1978.

[16] Lui, A. T. Y., Q.-G. Zong, C. Wang, and M. Dunlop, Electron Source Associated With
Dipolarization at the Outer Boundary of the Radiation Belts: Non-storm Cases, J. Ge‐
ophys. Res., 117, A10224, doi:10.1029/2012JA018084, 2012.

B-Spline Model of Ionospheric Scintillation For – High Latitude Using In-situ Satellite Data
http://dx.doi.org/10.5772/58777

133





Chapter 11

Regional Ionosphere Mapping with Kriging and B-spline
Methods

Oksana Grynyshyna-Poliuga,
Iwona Stanislawska and Anna Swiatek

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58776

1. Introduction

The distribution of electrons in the ionosphere is of interest to scientists and also to engineers
working on applications such as earth–space communication systems, which must transmit
through the ionosphere, and skywave systems, which make use of ionospheric refraction.
Electron content is commonly examined using total electron content (TEC) mapping. This
mapping finds use in other applications such as studying the evolution of magnetic storms,
which have, in the past, had profound effects on satellite communication systems and on other
critical ground-based systems. Information on the electron content of the ionosphere can be
collected using the global positioning system (GPS) and by examining the phase and amplitude
changes which occur in paths between transmitting satellites and ground-based receivers.
These data can then be processed in order to create maps of the ionospheric TEC.

As the number of paths between GPS ground stations and satellites is relatively low, producing
TEC maps is an exercise in reconstruction from sparse data. Recent research has mainly focused
on methods, such as tomography, that provide time-dependent volumetric reconstructions [1],
[2]. However, when the data points are too sparsely distributed, these techniques are under‐
constrained and do not produce meaningful results. In ionospheric studies, problems relating
to sparsity are particularly prevalent in historic data sets. For example, in 1992, there were only
25 receiver sites operated by the International GPS Service (IGS) in the U.S. [3], by 1996, there
were over 75, and now, there are over 500. Therefore, while the issues due to undersampling
have largely disappeared for TEC imaging systems utilizing modern GPS data, they still
remain for older data and regularly arise in other geoscience applications [4], [5]. Consequent‐
ly, interpolation methods still have an important role to play in ionospheric studies. The most
commonly used interpolation technique for TEC-mapping studies are kriging and cubic B-

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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spline. In addition, there are many other interpolation methods for geophysical data that have
received little recent attention from the ionospheric imaging community.

2. Basic concepts on interpolation techniques

Interpolation methods can be divided into two categories, local and global, depending upon
the locality of the points which are used to derive a given output point. Local techniques make
use of a definition of locality to compute output values; only data which fall within a given
point’s local neighborhood are used to calculate output values. Global techniques use a
weighted sum of all data to compute output values, and for large numbers of input points, an
approximation is generally used. When a new datum is added to a globally interpolated field,
the whole field must be recalculated, whereas for a locally interpolated field, only those
positions within the neighborhood of the added datum need to be recalculated. These two
points tend to favor the use of local techniques.

2.1. Cubic B-spline

This part introduces a procedure for multi-dimensional local ionospheric model. The model
consists of a given reference part and an unknown correction part expanded in term of B-spline
functions. This approach is used to compute regional models of Vertical Total Electron Content
(VTEC) based on the International Reference Ionosphere (IRI 2012) and GPS observations from
terrestrial Global Navigation Satellite System (GNSS) reference stations. The approach can be
used for local and global modelling of different ionospheric parameters. In this paper, the focus
lies on the three-dimensional local modelling of the VTEC depending on horizontal position
ϕ,λ and on time t. The unknown VTEC is separated into a reference part VTECref taken from
IRI 2012 and a correction part ΔVTEC which is modelled by a series expansion in tensor
products of three systems of 1-D normalized endpoint-interpolating B-splines with and
unknown coefficients dk1,k2,k3 [9]. The basic observation equation reads

( ) ( ) ( ), , , , , ,refVTEC t VTEC t VTEC tf l f l f l= + D (1)

with

( ) ( ) ( ) ( )
31 2

31 2
1 2 3 1 2 3

1 2 3

31 2

, ,
0 0 0

, ,
KK K

JJ J
k k k k k k

k k k
VTEC t d tf l f l

-- -

= = =
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Each 1-D basis function system consists of K=2J+2 single B-spline functions Φk
J (x) equally

distributed on the unit interval for J=3. The number K of the functions depends on the level J
of the spline.
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2.2. Ordinary kriging

The kriging technique is a linear interpolator that belongs to the best linear unbiased estimator
family estimators. Thus, the main purpose of the kriging technique is to estimate a certain
unknown variable (Z *) as a linear combination of the known values (Zi) :

,i i
i

Z Zw* =å (3)

ωi being the weights computed by the kriging equations (7), that are applied to each value
Z (xi)=Zi.

In order to apply the ordinary kriging technique, it is necessary to assume that the random
function Zi belongs to the stationary random functions family, which means that the mean
values and the standard deviation of Zi have to be independent of the location. Moreover, the

unbiased condition over the weights (∑
i
ωi =1) is imposed. Then, the variance is minimized

with the help of the Lagrange multipliers in order to impose the unbiased condition (8) for
details:

( )21 1 ,
2 i

i
L E Z Z l w* æ öé ù= - - -ç ÷ê úë û è ø

å (4)

E (Z *−Z )2  being the Z * variance that can be expressed as a function of the semivariogram:

( )2
02 ,i i i j ij

i i j
E Z Z w g ww g*é ù- = -ê úë û

å åå (5)

After differencing Eq. (5) with respect to λ and ωi, and equating to 0, the ordinary kriging
equations are obtained in compact form:

0 ,i ij i
i
w g l g+ =å (6)

Therefore, in order to get the weights (ωi), the following equation, that is expressed in matrix
notation, has to be solved:

Ω =Γ −1Γ0,
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Ω being the vector that contains the weights ωi and the Lagrange multiplier λ. Γ is the matrix
that contains the semivariogram estimations for the known values and locations, and Γ0 is the
vector that contains the semivariogram estimations for the unknown values but with known
locations.

2.3. Semivariogram and covariance function

Previously to use the kriging technique it is necessary to determine the semivariogram (or
alternatively two-times it, variogram). This is a function that describes the spatial correlation
among the data used in the interpolation, which knowledge is important since it is used as the
main input of the kriging algorithm (7). The semivariogram function is computed by means
of doing the squared difference between pairs of observations at a semivariogram function is
computed by means of doing the squared difference between pairs of observations at a fixed
distance dl ± Δdl / 2, as it is show in (1), see [8] for details:
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m d
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¹

= -å (8)

γ ∗ being the experimental semivariogram, m(dl) the number of pairs of observations at a
distance dl , Zi and Zj are the observation values that correspond to points at xi and xj at a
distance | xi − xj | =dl .

Once the experimental semivariogram is computed, the next step is to adjust this experimental
semivariogram to a theoretical one γ(dl), which must verify several mathematical conditions
[8] in order to be applied in the kriging equations (7). It has to be noted that such theoretical
semivariograms are classified in well-known semivariogram families, which try to take into
account the most number of semivariogram types for families examples.

For the definition of the covariance function the stationarity of the first two moments (mean and
covariance) of the random function is essential.

( )
( ) ( ) ( ):
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Some properties of the covariance function are:

• The covariance function is bounded and its absolute value does not exceed the variance

( ) ( ) ( )( )0 varC h C Z x£ = (10)

• Similar to the semivariogram, it is an even function

( ) ( )C h C h- = + (11)

But unlike the semivariogram it can also take negative values.

• The covariance function divided by the variance is called the correlation function

( ) ( )
( ) ,
0

C h
h

C
r = (12)

which is bounded by

( )1 1hr- £ £ (13)

• Furthermore, the semivariogram function can be deduced from a covariance function by

( ) ( ) ( )0h C C hg = - (14)

In general, the reverse is not true, because the semivariogram is not necessarily bounded. Thus,
the hypothesis of second-order stationarity is less general than the intrinsic hypothesis (for the
monovariate case) and unbounded semivariogram models do not have a covariance function
counterpart.

• A covariance is a positive and negative definite functions.

2.4. Different semivariogram models

The use of a semivariogram in a Kriging procedure requires continuous semivariogram values
for every distance |h | . Of course, this cannot be provided by the experimental semivariogram
since only discrete measurements can be realized in practice. Fitting the experimental semi‐
variogram by an appropriate semivariogram function helps to overcome this problem. Using
a theoretical semivariogram also guarantees that the semivariance of any linear combination
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of sample values is positive. This is important for setting up a Kriging system where the values
of an experimental semivariogram can lead to negative Kriging variances.

There are several reasons to favor the semivariogram instead of the covariance function. The
semivariogram is a more general tool than the covariance. Another reason is more of practical
interest: The semivariogram, unlike the covariance function, does not depend on the existence
of a mean value. In practice, the mean is not known in most cases and has to be estimated out
of the data, which also adds a bias. Therefore, the semivariogram is often preferred to the
covariance function.

Using h to represent lag distance, a to represent (practical) range, and c to represent sill, the
three most frequently used models (fig. 1) are:

Spherical: g(h )= {c ⋅ (1.5( h
a )−0.5( h

a )3)
c

Exponential: g(h )=c ⋅ (1−exp( −3h
a ))

Gaussian: g(h )=c ⋅ (1−exp( −3h 2

a 2 ))
These three models are shown below:

Figure 1. Spherical, Exponential and Gaussian semivariograms models
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Most of semivariograms are defined through several parameters:

Sill: The semivariance value at which the semivariogram levels off. Also used to refer to the
“amplitude” of a certain component of the semivariogram. For the plot above, “sill” could refer
to the overall sill (1.0) or to the difference (0.8) between the overall sill and the nugget (0.2).
Meaning depends on context.

Range: The lag distance at which the semivariogram (or semivariogram component) reaches
the sill value. Presumably, autocorrelation is essentially zero beyond the range.

Nugget: In theory the semivariogram value at the origin (0 lag) should be zero. If it is signifi‐
cantly different from zero for lags very close to zero, then this semivariogram value is referred
to as the nugget. The nugget represents variability at distances smaller than the typical sample
spacing, including measurement error.

3. Results

3.1. VTEC maps

The September 28th Coronal Mass Ejection (CME) impacted Earth’s magnetic field at 22:20
UT, September 30, 2012 sparking strong Geomagnetic storms at high latitudes. The Bz
component of the interplanetary magnetic field (IMF) sharply deviated to -35 nT during the
impact. Geomagnetic K-index reached Kp=7 levels on October 1st at 03:00 UT (fig.2) and
NOAA/SWPC issued G3 (Strong) Geomagnetic Storm Level alert which is slightly higher than
initially predicted.

In our research we used the GPS data of 18 EPN stations (tab.1) near to the EGNOS Ranging
and Integrity Monitoring Stations (RIMS) network at the mid-latitude. After analyzing the
geographic location of IPPs (fig.3) for all the observational epochs, a region located between
30° -  60° latitude and -40° -  45° longitude was selected to produce the local  ionosphere
maps each 15 minutes on a 2.5°x 2.5° grid using two interpolation methods (Kriging and
cubic B-spline).

The TEC values obtained at IPPs were interpolated using kriging and the cubic B-spline
model  in  order  to  create  high-resolution  regional  maps  of  the  ionosphere.  The  results,
produced using the above methods, are compared and analyzed in the following section.
Temporal  evaluation of  TEC distribution over study area on the first  disturbed day (30
September) is presented in Fig. 4 via the series of TEC maps. When producing the maps
we used 15 min averages of  TEC data.  This  approach provides detailed analysis  of  the
ionospheric  response  to  the  storm.  A  significant  feature  in  latitudinal  variations  of  the
ionosphere  was  the  presence  of  the  trough.  In  Fig.  4,  one  can  see  that  the  trough first
occurred east and after that was heading due west.

The ionosphere was modeled for the period of 18 hours (5:00 to 23:00 UT) during three days.
The ionosphere maps obtained using Kriging and cubic B-spline methods present good
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agreement. The maximum TEC was observed around 12:00 UT during the first disturbed day
(30 September). This might be explained by active geomagnetic conditions (see Fig. 2).

Figure 2. The values of Kp index during the experiment

Figure 3. Example location of IPPs and their TEC values at 12:00-13:00 UT, September 30, 2012, when seven satellites
were simultaneously observed.
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Station Latitude (°N) Longitude (°E)

Maartsbo, Sweden 60.6 17.3

Kirkkonummi, Finland 60.2 24.4

Suldrup, Denmark 56.8 9.7

Daresbury, UK 53.3 -2.6

Hailsham, UK 50.9 0.3

Potsdam, Germany 52.4 13.1

CBKA, Poland 52.2 21.1

Saint-Mande, France 48.8 2.4

Zimmerwald, Switzer. 46.9 7.5

Vigo, Spain 42.0 -8.8

Toulose, France 43.6 1.5

Santa Cruz, Portugal 39.4 -31.1

Cascais, Portugal 38.7 -9.4

Malaga, Spain 36.7 -4.4

Palma de Mallorca, Spain 39.5 2.6

Moto, Italy 36.9 15.0

Athens, Greece 38.0 23.9

Ankara, Turkey 39.9 32.8

Table 1. The coordinates of the selected stations

3.2. Semivariogram modelling for a single location

The main purpose of the GPS is to determine the position and velocity of a fixed or mobile
object, placed over or near the earth surface, using the signals of the 32 satellites on earth orbit.
GPS is a complex and expensive constellations of 32 satellites distributed in 6 orbital planes,
at 20,200 km altitude, with an orbit inclination of 55 degrees and an approximately 12 hour
period. The first step in interpolation using kriging is the formation of a semivariogram [6], [7].

As it has been mentioned before, one of the steps to solve the kriging equations is to compute
an experimental semivariogram, in order to adjust a theoretical one. Thus, in principle, one
semivariogram should be computed for each realization of the kriging equations (7). For any
set of data we can compute the semivariance for each pair of points. These values can then be
plotted against the lag distance as a scatter diagram, called the “semivariogram cloud” by
Chauvet (1982) [10].

Figure 5 contains all of the information on the spatial relations in the data to lag. In principle,
we could fit  a  model  to it  to represent the regional  semivariogram, but in practice it  is
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almost impossible to judge from it if there is any spatial correlation present, what form it
might have, and how we could it. A more sensible approach is to average the semivarian‐
ces for each of a few lags and examine the results [11]. Nevertheless, the semivariogram
cloud shows the spread of values at  the different lags,  and it  might enable us to detect
outliers or anomalies. The tighter this distribution is, the stronger is the spatial continuity
in the data.

In present work the semivariogram calculations were provided for different magnetic/
ionospheric conditions separately. Correlation distance determined from the semivariogram
for disturbed conditions is about 10 degrees. Survey data in two dimensions are often unevenly
distributed. Each pair of observations is separated by a potentially unique lag in both distance

Figure 4. Ionospheric TEC maps created with Kriging (a) and cubic B-spline (b) interpolations methods
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and direction. To obtain averages containing directional information we must group the
separations by direction as well as by distance. We choose a lag interval, the multiples of which
will form a regular progression of nominal lag distances as in the one-dimensional case. We
then choose a range in distance, usually equal to the lag interval. We also choose a set of
direction and a range in direction. When all comparisons have been made the experimental
semivariogram will consist of the set of averages for the nominal lags in both distance and
direction. We can extend further by computing the average experimental semivariogram over
all directions.

The semivariogram is sensitive to outliers and to extreme values in general. If the extreme is
near the margin of the region then it will contribute to fewer comparisons than if it is near the
centre. The end point on a regular transect, for example, contributes to the average just once
for each lag, whereas points near the middle contribute many times. If data are unevenly
scattered then the relative contributions of extreme values are even less predictable. The result
is that the experimental semivariogram is not inflated equally over its range, and this can add
to its erratic appearance.

4. Conclusions

This work demonstrates the concept and practical examples of mapping of regional iono‐
sphere, based on GPS observations from permanent stations near to the EGNOS Ranging and
Integrity Monitoring Stations (RIMS) network. Interpolation/prediction techniques, such as
kriging (KR) and the cubic B-spline, which are suitable for handling multi-scale phenomena
and unevenly distributed data, were used to create total electron content (TEC) maps. Their
computational efficiency (especially the B-spline) and the ability to handle undersampled data
(especially kriging) are particularly attractive. The data sets have been collect into strong
geomagnetic storm at September 2012. TEC maps have a spatial resolution of 2.5° and 2.5° in
latitude and longitude, respectively, and a 15-minutes temporal resolution. The time series of
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the TEC maps can be used to derive average monthly maps describing major ionospheric
trends as a function of time, season, and spatial location.
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Chapter 12

Statistical Case Studies of High and Low Latitude
Ionospheric Scintillations

Đorđe Stevanović

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58775

1. Introduction

Ionospheric scintillations are fluctuations in amplitude and phase of the radio wave signal
passing through the ionosphere on its path to the receiver, caused by small scale irregularities
in the electron density structure [1]. Occurrence of scintillation depends on various factors,
such as: solar activity, geomagnetic conditions, geo-location of the receiver, time of day, angle
of signal arrival, ionospheric structure geometry and many others [1-6]. Causing signals
disturbances and distortion, scintillation can significantly affect the GNSS accuracy and cause
severe problems to commercial navigation systems. Scintillating signals can be classified by
the intensity of fluctuations into categories of weak and strong scintillations. High and low
magnetic latitudes represent the most affected regions by ionospheric irregular structures in
F and E ionospheric layers. While phase scintillations are more pronounced in the sub-polar
and polar regions, amplitude scintillations are significantly stronger and more pronounced in
near equatorial regions [7-10].

In last five decades, statistical studies of the ionospheric scintillating radio signals brought
different approaches and solutions. Some of these solutions are widely adopted and used in
scintillation modelling and forecasting ionospheric dynamics, as joint Gaussian distribution
of complex radio wave signal. This solution gives applicable results for weak scintillating
signals [3], but in case of strong scintillations there is not an easy way to derive satisfactory
results, leading to a need for further investigations [8]. While phase scintillations mainly follow
the Gaussian distribution and do not represent a problem in ionospheric modelling, more
complicated case is with amplitude scintillations. Revolution in ionospheric modelling and
developing of the ionospheric scintillation theory has been made during '70s and ‘80s, covered
mostly in papers by Rino and Fremouw [11-16]. During this period various researches had
been performed providing different information on a probability distribution function (PDF)

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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used as amplitude scintillation descriptor [11-12, 17]. Last two decades brought few intriguing
studies [18-21] performed on statistics of scintillating signal leading to a need for more detailed
and precise description of radio scintillation signal’s amplitude and phase PDFs for strong
fluctuations.

The focus of this paper is on the statistical analysis of ionospheric scintillation in high and low
latitude during strong and moderate geomagnetic activity. Gaussian and Nakagami-m PDFs
of scintillating signals have been examined using real measured data and compared with
theoretically derived PDFs. Further testing had been done on different data intervals, neces‐
sary for correct higher order statistical analysis, avoiding errors influence. The analysis results
are presented with higher order moments, dependent on various parameters (scintillation
indices, geo-location and solar/magnetic activity). Implementation of higher order moments,
skewness and kurtosis, could give additional information about the ionospheric irregularities
influence on the propagating signal and relation to the time delay of the signal.

2. Analysed data and methods

The data used in analysis have been measured by NovAtel GPS Ionospheric Scintillation/TEC
Monitor (GISTM), model GSV4004B, one of three monitoring receivers installed at the Polish
Polar Station in the region of the Hornsund Bay in southern Spitsbergen (approximately 77°
N, 15.55° E). The second data source was derived using a Septentrio's PolaRxS Ionospheric
Scintillation Monitoring (ISM) receiver located at Presidente Prudente (approximately-21.99°
N, 308.59° E), Brazil, set during Concept for Ionospheric Scintillation Mitigation for Professio‐
nal GNSS in Latin America (CIGALA) project. The geographical locations of both stations are
indicated in the Fig. 1. The locations of the receivers made possible study of the ionospheric
scintillations in the most affected regions characterized by very intense and complex behaviour
of plasma - polar and auroral latitudes, due to interaction of the solar wind and interplanetary
magnetic field with the Earth's magnetic field, and low latitudes, due to equatorial anomaly
and electrojets. Parameters of interest in performed data analysis are signal amplitude and
phase during quiet and active geomagnetic periods, recorded during measurement cam‐
paigns.

Both receivers collect raw amplitude and phase output data with a 50 Hz sampling rate, which
are post-processed by removing trend and outliers, most probably caused by instrumental
error. Mean and standard deviation method was used to identify and remove data outliers,
defined as all data points taking absolute value greater than three standard deviations about
the mean value. Following the widely used procedure proposed by Van Dierendonck [13] for
detrending signal amplitude and phase, the raw data were detrended with the high pass sixth-
order Butterworth filter with the cutoff frequency at 0.1 Hz. As additional conditions, study
contained only measurements made at elevation angles greater than 15°, to avoid errors
induced by most intense multipath, and with continuous satellite contact or a time of lock
greater than 180 seconds. Computed ionospheric indices used in tracking fluctuations of
amplitude and phase are S4, defined as the standard deviation of the received signal amplitude
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during 60 seconds of measurement, normalized to the average signal amplitude, and σφ,
defined as the standard deviation of the detrended carrier phase evaluated over 60 seconds.

Figure 1. Geographical locations of receivers used in analysis – receiver set in high latitudes at Hornsund Bay, Spitsber‐
gen and in low latitudes at Presidente Prudente, Brazil.

Two case studies on statistical analysis of the scintillating signals were undertaken during
strongest geomagnetic storm in 2010, on 5-6th April, at Hornsund Bay, Spitsbergen, and
moderate geomagnetic condition during 1st November 2011, at Presidente Prudente, Brazil.
Geomagnetic disturbance index Kp is used as indicator of magnetospheric and ionospheric
influence to the H component of geomagnetic field, which is in close relation with the gener‐
ation of ionospheric irregularities producing scintillations. Contributing parameters, as
provisional 1 hour disturbance storm time (Dst) and 1 minute auroral electrojet (AE) indices
are used in further data selection and in gaining detail information on all latitude magnetic
activity. Data for all geomagnetic condition parameters were retrieved from the web archive
of World Data Centre for Geomagnetism, Kyoto (wdc.kugi.kyoto-u.ac.jp). From Fig. 2 it is
possible to notice that in case of 5-6th April 2010 level of Kp index reaching a maximum value
of 8, while Dst and AE reached values of-81 and 2291 nT, respectively. While in case of low
latitude data Kp index achieved not so high level with maximum value of 5, whereas Dst and
AE come to-72 and 1261 nT, respectively.

Analysis covered processing of 1, 3 and 12 hours data intervals for each of the tracked satellite
PRNs, in order to test higher order moments on optimal amount of data mandatory for correct
results. First analysis tests, not included in the paper, took data intervals of 3 and 12 hours, but
due to averaging of large dataset, information from data points with pronounced scintillations
had been lost and in all cases resulted to a close Gaussian PDF. Data analyses included
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Gaussian, and Nakagami-m PDF of scintillating signals and its dependences on higher order
moments. Nakagami-m distribution is known as mostly used in the statistical analysis for
description of behaviour of strong ionospheric scintillation influence on the signal amplitude.
Skewness is calculated as follows (third moment about the mean divided by sample variance
powered by 1.5):

skewness =  

1
n ∑

i=1

n (xi - X )3

1
n ∑

i=1

n (xi - X )2
3  , (1)

and kurtosis as fourth moment about the mean divided by squared sample variance and
normalized by 3:

kurtosis =  

1
n ∑

i=1

n (xi - X )4

1
n ∑

i=1

n (xi - X )2 2 - 3
2  , (2)

Figure 2. Fluctuations in geomagnetic Kp, Dst and AE indices during strong geomagnetic storm on 5-6thApril 2010
(right side graphs) and for moderate geomagnetic conditions on 1st November 2011 (left side graphs), showing initial
and recovery phase of the storm.
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n is number of values in a sample, xi represents i-th value in the sample and X is sample mean
value.

Choice of the PDFs in analyse is mainly relied on scientific and historical aspect [8, 14-20].
Nakagami-m distribution is known as mostly accepted solution in modelling of signal
intensity, while Gaussian distribution is well known and widely used in statistical descriptive
tool in science. In case of examination of signal intensity PDF, Gaussian distribution is used as
reference distribution to measured data and Nakagami-m distribution. Gaussian distribution
with zero mean, showed as acceptable, simple and effective solution for representation of the
signal phase PDF for weak and moderate scintillations, is defined as

P(I ) =  1

σ 2π
exp (- (I - μ)2

2σ 2 ), (3)

where I is signal amplitude, σ is a standard deviation and μis mean value. Gaussian distribution
have found use across the various scientific fields, due to simplicity of use, good approximation
of variety of natural phenomena and well clarified theory behind.

Nakagami-m distribution, widely used in characterisation of ionospheric scintillation of signal
intensity, radio links and wireless fading channels, is given by formula [9]:

P(I )=  m mI m-
1
2

Γ(m) I m exp(- mI
I

) , (4)

I represent single value of the signal amplitude calculated per 60 seconds, function shape
parameter m is equal to 1/S4

2, Γ(.) is Gamma function and <. > represents time average value
of the signal amplitude. Spread parameter in Nakagami function, marked as <I>, is equal to
signal amplitude mean value, which is set to 1. Nakagami distribution represents good
approximation in describing multipath scattering with different groups of reflected wave [23].

Theoretical distribution of higher order moments, used in comparison with distribution of
measured data, is calculated from the formula:

∫0
∞P(I )I ndI , (5)

where P(I) is Nakagami PDF, I is signal amplitude and n=[1..4] is the order of the calculated
statistical moment. From 3.381(4) formula of Gradshteyn and Ryzhik [23], integral was
simplified to analytical problem.

3. Results

In order to obtain the information about probability distribution of scintillating signal,
statistical analysis was performed by using higher order moments of signals phase and
amplitude. Analysis was performed in two steps, first one included testing calculated higher
order moments for received phase and amplitude for several time intervals (1, 3 and 12 hours),
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and the second step included comparison of the PDF of measured data with PDFs obtained
from theory. Initial test cases included data set lengths of 3 and 12 hours of measurements,
fulfilling the condition that amount of data points should be large enough for correct calcula‐
tions of higher order moments. In these cases analysis showed good agreement with Gaussian
distribution function, but only due to averaging over whole data set and losing valuable
information about strong amplitude and phase fluctuations. This fact was confirmed with
analysis of data samples of 1 hour length, which are shown in this paper. Additional condition
is introduced, after detrending and removing outlier from measured data, only samples with
more than 80% of usable data was taken in further processing.
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Figure 3. Histograms of phase fluctuations made for one hour of observation, left and middle columns of graphs are
for high latitudes measurements made on 5-6th April 2010, and right column of graphs for low latitude measurements
made on 1st November 2011. Graphs in 2nd and 4th row represent PDF of measured data with fitted Gaussian distri‐
bution function.
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Results of signal phase analysis for measurements in all three cases are shown in Fig. 3, with
randomly chosen satellites PRN11, 4 and 2 (from left to right in figure) from group of cases
with good alignment with Nakagami PDF in case of amplitude distribution, and PRN24, 29
and 32 from group showing deviant characteristic. Most of analyzed samples showed good
agreement with Gaussian distribution, but as it could be seen from the last row of plots in some
cases (large skewness and/or kurtosis), phase distribution deviated from Gaussian PDF.

 

 

 

 

 

Figure 4. Histograms of amplitude fluctuations made for one hour of observation, left and middle 
columns of graphs are for high latitudes measurements made on 5-6thApril 2010, and right column 
of graphs for low latitude measurements made on 1stNovember 2011. Graphs in 2nd and 4th row 
represent PDF of measured data with fitted Gaussian and Nakagami distribution function. 

Results of analysis for amplitude scintillation are displayed in Fig. 4. Presented are PDFs of 
measured amplitude data with fitted theoretical Gaussian and Nakagami distributions. As 
in Fig. 3 first two lines illustrates good agreement between experimental PDF and Nakagami 
fitted distribution. The agreement is more pronounced between 10:00 and 19:00 of local 

Figure 4. Histograms of amplitude fluctuations made for one hour of observation, left and middle columns of graphs
are for high latitudes measurements made on 5-6th April 2010, and right column of graphs for low latitude measure‐
ments made on 1st November 2011. Graphs in 2nd and 4th row represent PDF of measured data with fitted Gaussian
and Nakagami distribution function.

Results of analysis for amplitude scintillation are displayed in Fig. 4. Presented are PDFs of
measured amplitude data with fitted theoretical Gaussian and Nakagami distributions. As in
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Fig. 3 first two lines illustrates good agreement between experimental PDF and Nakagami
fitted distribution. The agreement is more pronounced between 10:00 and 19:00 of local time,
while the second case, showing deviations from Nakagami distribution, appears more in
evening and early morning hours, especially in case of low latitudes. More detail analysis on
larger data set is required for any further conclusions made on statistics of PDF deviation
appearance and possible links to geo-physical parameters controlling these phenomena.

time, while the second case, showing deviations from Nakagami distribution, appears more 
in evening and early morning hours, especially in case of low latitudes. More detail analysis 
on larger data set is required for any further conclusions made on statistics of PDF deviation 
appearance and possible links to geo-physical parameters controlling these phenomena. 

 

 

Figure 5. Representation of hourly mean higher order moments dependence of scintillation indices 
σφ(first row) and S4(second row) for 5th, 6th April 2010 and 1stNovember 2011 watched from left to 
right side. Solid lines in the bottom graphs represent fitted theoretically derived skewness (blue) 
and kurtosis (red) from Nakagami distribution function for signal amplitude, which could be 
calculated only for values S4 ≥ 0.09. 

Fig. 5 depicts hourly values of higher order moments dependence on mean values of σφ and 
S4. All the σφ and S4 values are calculated every minute from randomly chosen PRN with 
full data set, which means that in specific hour PRN was visible all the time and 
measurements were performed without loose of lock. In graphs showing dependence from 
σφ, skewness (blue y-axis and marks) and kurtosis (red y-axis and marks) are mainly taking 
values around zero, proving good agreement with Gaussian distribution. Only in case of 5th 
April 2010, it is possible to notice significant deviation from kurtosis, which occurs most 
possibly due to instrumental error. Bottom graphs displays higher order moments of 
amplitude, where skewness of measured data (circular markers) follows fitted distribution 
of moments (solid red line - skewness, and blue line - kurtosis) for smaller values of S4, 
while higher S4 skewness characteristic of measured data start rising much faster than 
theoretical one. Kurtosis controverts theoretical distribution, because of very sparse and 
chaotic behaviour, which could mean that Nakagami PDF is not ideal solution for 
representing amplitude distribution. 
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Fig. 5 depicts hourly values of higher order moments dependence on mean values of σφ and
S4. All the σφ and S4 values are calculated every minute from randomly chosen PRN with full
data set, which means that in specific hour PRN was visible all the time and measurements
were performed without loose of lock. In graphs showing dependence from σφ, skewness (blue
y-axis and marks) and kurtosis (red y-axis and marks) are mainly taking values around zero,
proving good agreement with Gaussian distribution. Only in case of 5th April 2010, it is possible
to notice significant deviation from kurtosis, which occurs most possibly due to instrumental
error. Bottom graphs displays higher order moments of amplitude, where skewness of
measured data (circular markers) follows fitted distribution of moments (solid red line-
skewness, and blue line-kurtosis) for smaller values of S4, while higher S4 skewness charac‐
teristic of measured data start rising much faster than theoretical one. Kurtosis controverts
theoretical distribution, because of very sparse and chaotic behaviour, which could mean that
Nakagami PDF is not ideal solution for representing amplitude distribution.
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4. Conclusions

Paper presents results of a GPS signal measurements statistical analysis at high and low
latitudes. Focus was on the probability distribution of phase and amplitude under disturbed
geomagnetic conditions for moderate and strong scintillations. Results show, as expected, a
good agreement between the measured scintillating signal phase distribution and Gaussian
distribution. More interesting case is for the signal amplitude, where a systematic increase of
skewness and kurtosis with the S4 values has been observed. In the case of weak scintillation
(small S4) the probability distribution of amplitude is close to the Gaussian, while for strong
scintillations (large S4) the skewness and kurtosis indicate considerable departure from the
Nakagami distribution. This might be indicative of the non-Gaussian distribution of iono‐
spheric electron density fluctuations [19]. Dispersion in case of kurtosis could be due to the
natural spread, but further experiments are required.

Future research should consider more probability function models and χ2 goodness-of-fit tests
for checking the precision of the distribution functions fit to the measured data. Also, more
data sources, especially in low latitudes, and comparisons with in-situ measurements and
other ground instruments measurements would be valuable reference in development of final
model of scintillation signal distribution.
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1. Introduction

Nowadays, the Global Navigation Satellite System (GNSS) is commonly used for positioning,
navigation and timing. The GNSS based services are used in many areas such as maritime,
aviation, agriculture, public transportation and geodesy. The GNSS receiver computes its
position by trilateration using ranges between satellites and the receiver, where the ranges are
calculated from measurements of time-of-arrival of satellite radio signals [1]. However, the
signals do not propagate ideally. Many factors can change signals’ propagation speed or
trajectory and they can consequently cause incorrect determination of the receiver position.

One of the factors which affect GNSS signal propagation is the ionosphere. The ionosphere
causes delay of radio signals, and if not mitigated, it can be the largest source of error (iono‐
spheric error) in GNSS positioning and navigation [2]. There are several possibilities to
compensate for the ionospheric effect. First technique is to use multi-frequency satellite-
receiver communication which takes advantages of dispersive nature of the ionosphere. This
approach called ionosphere-free combination can remove about 99 % of the ionospheric error
[3]. In case the receiver uses only one frequency it can use a Satellite Based Augmentation
Systems (SBAS) such as the Wide Area Augmentation System (WAAS) or European Geosta‐
tionary Navigation Overlay Service (EGNOS). These systems determine condition of nearby
ionosphere from a network of reference stations and send the information to the user via a
geostationary satellite [4]. If the SBAS service is not available or it is not supported by the
receiver, an ionospheric model can be used to estimate the ionospheric error. Ionospheric
models are also used for satellite and receiver inter-frequency bias estimation and Total
Electron Content (TEC) calibration [5].

There are several empirical ionospheric models. Well known empirical models included in our
study are the Klobuchar model, International Reference Ionosphere (IRI) and NeQuick. In
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addition, we evaluated accuracy of a relatively new model developed at DLR (Deutsches
Zentrum für Luft-und Raumfahrt), the Neustrelitz TEC Model (NTCM) [6]. As each of the
models applies different modeling approach and was developed with different background
data, we assume that their TEC modeling performance differ and the use of one model in
particular condition would be better than use of another.

Some of the recent analysis evaluated TEC modeling performance of the Klobuchar model and
the NeQuick 2 by comparison of modeled TEC with GNSS measurements [7], [8]. In our study,
we evaluated performance of four empirical ionospheric models comparing them with Global
Ionospheric Maps (GIMs) produced at the Center for Orbit Determination in Europe (CODE),
using a similar approach as in [9] for the Klobuchar model and the NeQuick 2. This approach
has the advantage that all TEC data are in the zenith direction, therefore, we can avoid
conversion between slant and vertical TEC which can produce additional error [10]. On the
other hand, GIMs do not contain direct measurements and we have to consider their data
accuracy.

To estimate TEC mismodeling for each model, we compared modeled TEC data with CODE
GIMs over three years (2010, 2011 and 2012). Such data were produced at the CODE using
measurements from about 200 GPS/GLONASS stations. The evaluation will show variation in
models' TEC modeling performance with respect to time of day, season, location and space
weather condition. In addition, it will show in which cases the CODE GIMs' inaccuracy
prevents performance evaluation.

2. The ionosphere

The ionosphere is the part of the atmosphere with large amount of charged particles (ions and
electrons). A typical vertical profile of ionospheric electron density (Figure 1) is divided into
the several layers according to the different ionization and recombination principles [11]. The
ionospheric structure significantly varies with geographical location, local time and with
changes in solar-terrestrial environment.

We can divide ionospheric variations into two groups. The first group includes variations with
periodic behavior that can be distinguished from empirical data. These variations are: daily
variation, seasonal variation, dependence on the geomagnetic field and climatological
dependence on space weather. These phenomena can be analytically described and modeled
by empirical ionospheric models.

The second group of ionospheric variations includes sudden ionospheric disturbances (SID)
or small rapid changes in the electron density causing scintillation. Even though these
phenomena are often observed, they do not show any behavior pattern to the magnitude or
period of occurrence [12]. As these variations belong to ionospheric weather rather than to
climatology they are not modeled by empirical ionospheric models.
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Figure 1. A typical vertical electron density profile of the ionosphere. The electron density profile during day and night
is represented by full and dashed line, respectively. The dotted line shows the average height of the daily electron
density maximum. The picture was made by the authors according to [13].

Radio signal which propagates through the ionosphere experiences changes of its propagation
speed and trajectory. These changes depend on the signal carrier frequency and electron
density of the ionosphere [14]. The ratio between the group propagation velocity v and the
speed of light in vacuum c can be described as refractive index nion:

nion =  c
v (1)

The refractive index of the ionosphere nion can be derived from the Appleton-Hartree formula.

Usually, we considering only the first two terms of the nion equation as the rest contributes to

the ionospheric error by less than 1% [15]. The group refractive index then leads to

nion =1 +
40.3 N e

f 2 (2)

where Ne is the electron density and f  is the signal carrier frequency. If we write the iono‐

spheric propagation time as integration of the propagation speed over the propagation path
and include (2) we get
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τion = ∫S
1

vion
dS = ∫S

nion

c dS (3)

Figure 2.Ionospheric propagation delay can be converted to the equivalent distance by mul‐
tiplication with the speed of electromagnetic wave in vacuum: ρ =c ⋅τ. Ionospheric group
delay can then be written as

∆ρ ion = 40.3
f 2 ∫S NedS (4)

The integration of the electron density along the path is usually referred to as Total Electron
Content (TEC):

TEC = ∫S NedS (5)

which is the total number of electrons in a tube of 1 m2 cross-section along the GNSS signal
path through the ionosphere. If we know the frequency of the signal, the value of TEC allows
us to compute the propagation delay introduced by the ionosphere, which is an error for our
point of view. All ionospheric models considered in this study can provide TEC values.

There are two commonly used types of TEC values: vertical and slant TEC. Vertical total
electron content (vTEC) at a certain geographical point stands for TEC in the direction of the
zenith. TEC between a satellite and a receiver is usually referred to as the slant TEC (sTEC).
This notation signifies that the TEC is at a different angle then the zenith. TEC is usually given
in TEC Units (TECU) where 1 TECU=1016 electrons/m2.

3. Ionospheric models

3.1. Klobuchar model

The Klobuchar model was developed by John A. Klobuchar at the Air Force Geophysics
Laboratory, U.S. The algorithm is used to correct ionospheric time-delay in GPS for single
frequency communication. The model was developed in 1975 keeping in mind limited
computation memory and capability of receivers, therefore, the model algorithm is very fast
and has minimum complexity.

One of the main criteria of the algorithm design was to fit best the daily period with the largest
TEC values, i.e. afternoon period. The Klobuchar model approximates daytime variation of
ionospheric time delay as a half period of cosine function with maximum at 14 hours local
time. The amplitude and period of the cosine are each calculated with 4 coefficients transmitted
by GPS navigation message. The night time ionospheric delay is set as a constant value of 5 ns
(Figure 2.) [16].
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Figure 2. Global ionospheric map of 26th February 2010, 12 UT modeled by the Klobuchar model.

3.2. IRI2012

The first version of the International Reference Ionosphere was developed as a joint project of
Committee on Space Research (COSPAR) and Union of Radio Science (URSI) in 1978. Since
then, the model has been continuously improving.

The IRI is able to compute vertical electron density profile and vTEC as well as other iono‐
spheric parameters such as ion densities and ion temperatures. The IRI divides the ionosphere
into six sub-regions where each of them is described by several parameters. The model also
uses lists of foF2 and M(3000)F2 parameters (foF2 is critical frequency of the ionospheric layer
F2 which is usually the layer with Ne maximum, M(3000)F2 is ratio between maximum usable
frequency for ionospheric radio link over the distance of 3000 km using layer F2 and foF2, more
information can be found in [17]). The integration height for TEC computation is limited to
2000 km [18].

To calculate vertical el. density profile of the ionosphere, user can choose one from several
models for each region. In this work, we used standard IRI setting. The IRI uses both space
weather and geomagnetic indices, i.e. Solar Radio Flux (F10.7) index, International Sunspot
Number (Ri) and magnetospheric Ap index which describes variations in the Earth's geomag‐
netic field.

Comparing to the Klobuchar model, the ionosphere structure modeled by the IRI is more
complex including also the equatorial anomaly (Figure 3). Equatorial anomaly is the area with
higher TEC distanced about 20° north and south from the equator. Source code of current IRI
version is available on model's webpage (http://irimodel.org/).
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Figure 3. Global ionospheric map of 26th February 2010, 12 UT modeled by the IRI2012.

3.3. NeQuick 2

The NeQuick is an empirical model based on the model introduced by Di Giovanni and
Radicella in 1990. Its modified version is used in the GNSS Galileo to aid single-frequency
positioning [19]. The model has been also included into the ITU-R recommendation as a
suitable method for TEC modeling. In addition, the IRI model uses NeQuick algorithm as a
default option for the upper ionosphere computation.

The NeQuick is able to calculate electron density at any given location in the ionosphere.
Therefore, it can provide TEC and electron density profile between any two given points [20].
For the analyses, we used the NeQuick version 2 which we obtain at the International Centre
for Theoretical Physics in Trieste, Italy. The model is driven by monthly-mean solar radio flux.

NeQuick is a complex electron density model. As well as in case of the IRI, we can distinguish
equatorial anomaly on the NeQuick GIM (Figure 4).

3.4. NTCM

Recently, a new global ionospheric model NTCM was developed at the Institute of Commu‐
nications and Navigation, DLR in Neustrelitz, Germany. The model can provide values of
vTEC at any given time and location. The core of the model consists of 12 coefficients which
can be autonomously used for full solar cycle. The driver of the NTCM is the F10.7 index. The
model does not use any integration of electron density profile, therefore, it is very simple and
fast [5]. The model analytically describes daily variation, seasonal variation, equatorial altitude
anomaly and solar flux dependency as harmonic functions. All the formulas of the model
algorithm can be found in [6].
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The NTCM, as well as the Klobuchar, is a TEC model. The GIM structure is rather simple and
more similar to the Klobuchar one than to the GIMs produces with the electron density models
IRI and NeQuick (Figure 5).

Figure 5. Global ionospheric map of 26th February 2010, 12 UT modeled by the NCTM model.

Figure 4. Global ionospheric map of 26th February 2010, 12 UT modeled by the NeQuick 2 model.
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4. Data and methodology

All the ionospheric models discussed here are climatological. For our comparison, we chose
CODE as a form of climatological reference rather than real measurements which can be
affected by local ionosphere weather.

4.1. CODE

The Center for Orbit Determination in Europe at the Astronomical Institute at University of
Berne, Switzerland provides GIMs on daily bases from 1995. The maps are available in the
IONosphere map EX change format (IONEX) from 1997. CODE GIMs cover area from 87.5°
northern to 87.5° southern latitude and from 180° western to 180° eastern longitude. The grid
point step is 2.5° in latitude and 5° in longitude. GIMs are produced with 2 hours interval and
the maps are generated using data from about 200 GPS/GLONASS sites of the IGS (Interna‐
tional GNSS Service) and other institutions. Each map grid point contains a vTEC value
calculated from measurements from the GNSS sites [21].

The accuracy of the CODE vTEC values depends on the local density of the GNSS reference
network. The reference stations are not equally distributed over the whole world and CODE
has higher level of inaccuracy at places with lack of reference stations, typically over oceans.
Along vTEC values, CODE IONEX files contain also RMS maps (Figure 6) which give value
of RMS error for each GIM grid point.

Figure 6. Averaged map of all the RMS error values of CODE maps during years 2010, 2011, and 2012.

4.2. Dataset

As the goal is a climatological study a lot of data are required. In this study, we processed data
from years 2010, 2011, and 2012. Considering 12 maps per day and 2012 as a leap year, we
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made comparisons with 13,152 CODE maps. As each map has 71x73 (±87.5 latitude with 2.5°
step, ±180 longitude with 5° step) values, we processed 68,166,816 CODE values in total.

First, we created similar GIM databases as the CODE one with all 4 models so that, for each
CODE map, we created 1 map for each ionospheric model (4 maps per 1 CODE map). The
modeled maps have the same grid points as CODE maps and each grid point contains
corresponding modeled vTEC value.

As the next step, we divided data into groups. First division was according to the universal
time (UT). For example, maps for 12 UT were compared only with each other and not with
maps for different UT. As the CODE time resolution is 2 hours, this division created 12 data
groups. Secondly, we divided data according to months in order to analyze effect of seasonal
variation. This division created 12 month sub-groups for each of the 12 UT data groups.

The last division criterion was solar activity. Solar radio flux F10.7 and international sunspot
number Ri are considered to be two primary long-term solar indices. The F10.7 is often used as
a proxy for Ri making these two indices interchangeable, however, a recent study showed that
there is a disagreement during the last decade [22]. We chose F10.7 over the Ri as we assume
that the index derived from measurements on Earth surface corresponds more to the iono‐
spheric behavior rather than index derived from measurements of a solar phenomena (sun
spots). The Figure 7 shows the observed solar radio flux variation for years 2010, 2011, and
2012. The data for the 1st of January 2011 and 2012 were missing and were filled as linear
interpolation of values of adjacent days.

Considering 3 years of data, each group has approximately 91 days (e.g. March group has
93 days as 3 years mean 3 Marches (3x31=93)). To keep the number of days within one F10.7

group high enough we decided to divide the groups into only 4 F10.7 sub-groups. Apply‐
ing this  division,  each sub-group should have approximately 23 days where every sub-
group includes only days within particular F10.7 range. We divided the dataset in order to
keep the  amount  of  days  in  groups  as  balances  as  possible,  which  led  to  non uniform
distribution of F10.7 intervals (Figure 7). Even so, some groups have significantly less or
more days then ideal 23 days (Table 1).

Figure 7. Variation of observed F10.7 for years 2010, 2011, and 2012. The green lines divide the F10.7 into ranges.
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F10.7 range [sfu] Number of days per group mean

Month

1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12.

0 – 82 32 13 11 30 32 30 19 20 14 13 13 12 19.9

83 – 100 30 37 28 9 17 27 40 30 19 20 23 25 25.4

101 – 122 6 34 38 43 30 15 12 30 20 17 10 26 23.4

> 122 25 1 18 8 14 18 22 13 37 43 44 30 22.8

Table 1. Number of analyzed days in specified data groups according to F10.7 range and month. The last column shows
mean number of days per F10.7 range.

4.3. Comparison method

We estimated the TEC mismodeling of all models comparing the modeled ionospheric maps
with the reference CODE maps for each data group. We calculated the mismodeling as mean
absolute difference between model's and CODE's TECdiff  for each map grid point as

TECdiff m1

─
= 1

N ∑
n=1

N |vTEC Ref n
- vTECm1,n|, (6)

where vTEC Ref  is the reference CODE vTEC value and vTECm1 is the corresponding vTEC
value modeled by the model m1. The number N stands for the number of analyzed maps and
depends on particular data group. For example, for the month January and F10.7 range of 83 –
100 sfu the N is 30 (Table 1). We computed the mean absolute difference for each UT separately.

As it was mentioned, the accuracy of CODE data varies and should be considered. We
calculated mean CODE RMS error RMS code for each grid point of each data sub-group as

RMS code

─
= 1

N ∑
n=1

N
RMS coden

, (7)

where the N is again the number of analyzed maps for each data group.

The decision of the most accurate model was made for each map grid point of each data group.
Referring to Figure 8, in case the TECdiff  for all models for particular grid point was higher
than the corresponding RMS code, the model with the lowest TECdiff  is marked as decisively
the best model of the grid point. Also, in case only one model has TECdiff  below corresponding
RMS code this model is marked as decisively the best model. In case two or more models have
TECdiff  lower than corresponding RMS code, the model with lowest TECdiff  is still identified as
the best in average but not decisively with respect to the other models within the RMS code

threshold, because the CODE accuracy for that particular grid point is not high enough.
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Figure 8. Block scheme of decision making of the best model for one grid point.

5. Results

Results for each field of Table 1 are represented in form of grid maps. As there are 48 groups
and each of them has 12 UT-sub-groups we do not show all the results but only two examples.
It should be noted that all the shown maps display interpolated data (1° x 1°) but the original
grid resolution is 2.5° in latitude and 5° in longitude.

The first example (Figure 9) shows results for October, 14 UT and F10.7 range of 101 – 122 sfu.
Figure 9a shows TECdiff  calculated by the best models for particular areas. The average value
of TECdiff  is 3.7608 TECU and 63 % of the values are lower than the average. Higher values of
TECdiff  are mostly at the area of equatorial anomaly. The spatial distribution of the best models
over the globe is shown in Figure 9b. This maps shows which model has the lowest TECdiff  to
CODE for particular location. If we apply the criterion of the RMS code (Figure 9c) we can
identify the regions for which the insufficient accuracy of CODE data prevents identification
of the decisively best model (marked with gray-white stripes, Figure 9d). In these areas two
or more models have their TECdiff  lower then RMS code . The Figure 9e additionally shows
regions where only two models have TECdiff  lower then RMS code. The areas are marked with
stripes with colors of the particular models.
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Figure 9. Global maps for October, 14 UT and F10.7 range of 101 – 122 sfu. The top left map shows values of mean
difference between the TEC values of selected best models and CODE TEC (a). The top right map shows the best mod‐
els distribution over the globe (b). The third map shows mean RMS error of CODE data for this data group (c) and on
four map we marked regions for which it is not possible to decide of the most accurate (gray-white stripes, d). The last
map shows the areas where two models have TEC diff  lower then CODE RMS error (e).

The second example of results is for January, 02 UT for 0 – 82 sfu data group (Figure 10). As it
was expected, the TECdiff  values are lower during the periods with low solar radio flux. The
average value of TECdiff  is 1.755 TECU and 59 % of the values are lower than the average
(Figure 10a). The best models distribution can be seen in Figure 10b and the map considering
the mean RMS error criterion in Figure 10c. The amount of the gray-white areas indicates that
for this data group two or more models have their TECdiff  lower then RMS code in majority of
cases. Additionally, Figure 10d shows that for about half of the globe three or all four models
have their TECdiff  lower then RMS code (gray-white areas).

The results can be also expressed in form of a graph for particular location. Both Figure 11 and
12 show performance of the models for the location: 60° northern latitude and 15° eastern
longitude. Results for October, 14 UT and 101 – 122 sfu is shown in Figures 11 and results for
January, 02 UT and 0 – 82 sfu in Figure 12. The graph for October shows that in all cases there
is no more than one model with TECdiff  lower than RMS code so that the best model was
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decisively identified for the whole day. On the other hand, for January, it was not possible to
identify the best model decisively during the morning and evening and night as for these
periods more models have TECdiff  lower then RMS code.

Figure 11. Variation of the mean difference between model and CODE TEC values for October 14 UT and F10.7 range of
101 – 122 sfu. The black dashed line signifies the mean CODE RMS error.

Figure 10. Global maps for January, 02 UT and F10.7 range of 0 – 82 sfu. The top left map shows values of mean differ‐
ence between the TEC values of selected best models and CODE TEC (a). The top right map shows the best models
distribution over the globe (b). At the third map we marked the regions for which it is not possible to decide of the
best model (gray-white stripes, c). The last map shows the areas where two of four models have TECdiff lower then
CODE RMS values (d).
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Figure 12. Variation of the mean difference between model and CODE TEC values for January, 02 UT and F10.7 range of
0 – 82 sfu. The black dashed line signifies the CODE RMS error value.

If we summarize results for all data groups we can show how much were models identified
as the best with respect to different areas (Table 2). The EU region was chosen between 65° –
30° northern latitude and 10° western to 50° eastern longitude and the USA between 55° – 0°
northern latitude and 130° – 50° western longitude. Similar results but with respect to F10.7

ranges are shown in Table 3. Table 4 summarizes the amount of cases for which the analysis
was able to decisively determine the best model with respect to both F10.7 and different regions.

Model Portion cases [%]

Region

All data [%] Decisive EU [%] Decisive USA [%]

IRI2012 19.1 14.9 16.3

Klobuchar 32.9 44.0 41.1

NeQuick2 18.9 13.7 11.9

NTCM 29.1 27.4 30.7

Table 2. Amount of cases the models were decisively identified as the best one for different regions considering all
data.

Region Portion of cases [%]

F10.7 range [sfu]

0 – 82 83 – 100 101 – 122 > 122

IRI2012 11.3 12.2 19.0 18.3

Klobuchar 49.7 45.5 37.8 37.3

NeQuick2 14.0 16.9 18.6 11.5

NTCM 25.0 25.4 24.6 32.9

Table 3. Amount of cases the models were identified as the best one according to the solar flux ranges.
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Region Portion of cases [%]

F10.7 Range [sfu]

0 – 82 83 – 100 101 – 122 > 122

Whole globe 28.9 41.0 51.7 59.7

EU region 77.8 88.8 89.3 92.2

USA region 56.0 69.0 73.2 81.1

Table 4. Amount of cases for which the analysis was able to decisively identify the best model.

6. Discussion

One of the constrains of this research is the small amount of solar radio flux sub-groups. In
our case, the same model is marked as the best one for particular location and time for both
F10.7 of 83 sfu and 100 sfu. A finer solar flux scale would be more adequate. We used wide solar
flux ranges to keep amount of days in data groups high enough. However, there are still 4
groups with number of days lower then 10 (one group with only 1 day) which we consider to
be insufficient. Future research can overcome this issue by including more years into the
analysis, preferably a whole solar cycle.

Considering Table 2 and 3, the Klobuchar and NTCM were marked as the best models in more
cases than the IRI and NeQuick. Such results are not in agreement with results from [6] and
[7] where Klobuchar always performs worse than the NeQuick. However, in our case, both
the IRI and NeQuick are driven by averaged indices while NTCM and Klobuchar by daily
indices. This provides the advantage for NTCM and Klobuchar of ability to respond on any
rapid day-to-day variation of the ionosphere. In the studies [6] and [7] the NeQuick is driven
by Ionization level, while we used monthly mean F10.7. It can be expected that applying
Ionization level would significantly change our results, this will be done in future.

Good performance of the Klobuchar model in our test is surprise and it will be better investi‐
gated in the future work using larger database of reference data, different indices to drive the
models and comparing results for different reference data sources.

The Table 4 shows that we were able to decisively identify the best model for most of the cases
in the EU and USA region, especially during the middle and high solar activity. This is caused
by the fact that during the periods with higher solar activity the difference between modeled
TEC and the CODE's TEC rises while CODE RMS error stays roughly the same. In particular
for these cases the information about the best model can be very important to minimize the
potential impact of the ionosphere mismodeling in single frequency positioning. However, to
verify this assumption the results should be tested on real TEC measurements.
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7. Conclusion

We compared TEC data  modeled by  empirical  ionospheric  models:  IRI2012,  Klobuchar,
NeQuick2 and NTCM to the CODE TEC data.  We analyzed CODE GIMs for every two
hours for years 2010, 2011 and 2012. The results show that the CODE RMS error values are
low enough to identify the decisively best model in most cases above Europe and North
America, especially during the days with higher solar radio flux. The ability to decisively
recognize the best model decreases for lower solar radio flux values. For these periods more
models have mean absolute TEC deference lower than corresponding mean CODE RMS
error. The study shows that the Klobuchar and NTCM were marked as the best model in
more cases than NeQuick 2 and IRI 2012. However, the performance of all models varies
according to the time, location and solar flux which indicates that there is not one model
which performs the best under all conditions. In addition, there is still a significant portion
of cases for which the best model could not be identified decisively.

In the future work, we plan to analyze data for more years, improve the solar radio flux
resolution and include the Galileo version of the NeQuick into our analysis. We also plan
to perform the analysis on the different reference databases and test the results on real TEC
measurements.
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Chapter 14

Comparison between
the NeQuick Model and VTEC Estimation
by GPS Measurements over Egypt

A. M. Mahrous, O. A. AbuElezz, A. M. Abdallah and
R. Fleury

Additional information is available at the end of the chapter
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1. Introduction

The most important measured feature in the ionosphere is the Total Electron Content (TEC)
which is significant for the operation of the ground and space-based systems involving radio
wave signal propagation. At the middle and lower ionosphere, the electron density exhibits a
strong seasonal variation due to the change in the solar zenith angle and the solar radiation
flux through the whole year. At the upper ionosphere and the F2 layer, the electron density is
mostly affected by the plasma transport process, diffusion, electric fields and neutral wind
motions. The most important seasonal feature is that NmF2 in winter is greater than NmF2 in
summer. This phenomenon is called the seasonal anomaly.

This study uses the TEC-data obtained from two dual-frequency GPS receivers at Helwan and
Alexandria, in Egypt. The receiver type, geographic and magnetic coordinates of these stations
are shown in Table 1. Helwan station belongs to the Scintillation Network and Decision Aid
(SCINDA) system which is a network of ground-based receivers that monitor the ionosphere
at UHF and L-band [1]. The receiver tracks the constellation of visible GPS satellites but with
a minimum 20° elevation cut off angle in order to minimize the multipath effect. For ALEX2
station, it is located at Centre d'Etudes Alexandrines and provides GPS observations with 30
seconds.

The NeQuick [2] is an ionospheric electron density model developed at the Aeronomy and
Radio propagation Laboratory of The Abdus Salam International Centre for Theoretical
Physics (ICTP), Trieste, Italy, and at the Institute for Geophysics, Astrophysics and Meteorol‐
ogy (IGAM) of the University of Graz, Austria. It is based on the original profiler proposed by
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Di Giovanni and Radicella, 1990 [3]. It allows calculating the electron concentration at any
given location in the ionosphere and thus the Total Electron Content (TEC) along any ground-
to-satellite ray-path by means of numerical integration. The basic inputs are: position, time
and solar flux (or sunspot number) and the output is the electron concentration at the given
location in space and time.

The NeQuick model divides the ionosphere into two regions [4]: the bottomside, up to the F
2-layer peak, consists of a sum of five semi-Epstein layers [5] and the topside is described by
means of an only sixth semi-Epstein layer with a height-dependent thickness parameter.

In this paper, we present a preliminary comparison between GPS-TEC measurements and the
NeQuick modelling results over Egypt. Using a combination of the above datasets together
with NeQuick calculations, we conduct a statistical annual analysis about the ionospheric
behaviors during the enhancing phase of the current solar cycle 24, showing the average
behavior and solar activity dependence of GPS and NeQuick-derived TEC.

Observatory

station
Symbol

Geographic

coordinates

Geomagnetic

coordinates

Receiver

type

Helwan HELW 29.86 °N 31.32 °E 26.91 °N 108.72 °E
GSV

4004B

Alexandria ALEX2 31.19 °N 29.91 °E 28.46 °N 107.75 °E
LEICA

GRX1200GGPRO

Table 1. A list of the ground-based GPS sites used in this study.

2. Analytical Formulation

According to the theory of radio wave propagation in ionosphere, the ionospheric delay (Δtion)
is proportional to the Total Electron Content (TEC) along the signal path and inversely to the
squared frequency (f) used [6].

∆ tion = 40.3
f 2 TEC (1)

Each of the 31 operational GPS satellites is broadcasting information on two frequency carrier
signals L1=1.57542 GHz and L2=1.2276 GHz. Due to the dispersive nature of the ionosphere,
the two radio signals are delayed while their phases are advanced. The receivers provide two
different range measurements (known as Pseudorange, P1, P2), and two different phase
measurements (φ1, φ1) corresponding to the two signals. The Differential Pseudorange (DPR)
and the Differential Carrier Phase (DCP) are given (in TECU) as follows;

( )DPR = A P2-P1 (2)
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( )DCP B 1 –  1 / 2  1f fj j= é ùë û (3)

The constants A and B have been determined such that the computed TEC has units of TECU
(1 TECU=1016 el/m2) and are given by:

A = 2.854 TECU / ns (4)

B = 1.812 TECU / L1 cycle (5)

By combining use of pseudorange and carrier phase, a higher precision of TEC estimation can
be implemented.

RTEC = DCP + < DPR - DCP >ARC (6)

The notation < >ARC in eq. (6) indicates an average taken over a phase connected arc (between
successive cycle slips). The relative total electron content (TECR) provides an absolute estimate
of total electron content prior to “calibration” by subtraction of the receiver and satellite
differential biases.

( )RTEC = TEC – A  BR – BS (7)

where BR is the receiver differential code bias and BS is the satellite differential code bias. We
use estimating for the satellite biases provided by the Center for Orbit Determination in Europe
(CODE). These biases are available by FTP download as 30 days average with the mean satellite
differential biases removed [8]. For ALEX2 station, the receiver bias contains a contribution
from the satellite biases, but this is of no consequence in the calibration since both contributions
are removed in the end. Another method for estimating the receiver bias is used at HELW
station. The inter-frequency bias associated with a particular receiver is estimated late at night
(between 03:00 and 06:00 LT) when the ionosphere is minimally structured, using an iterative
approach that minimizes the variance of verticalized TEC measured along the different satellite
links. The nightly estimated receiver bias is shown to be insensitive to the assumed centroid
height used in the single-layer approximation of the ionosphere. A 14 day running average of
the bias is used to minimize the effect of this variability on the calibrated TEC [6].

The verticalized TEC is estimated as follows:

VTEC = TECR –  A ( BR –  BS ) / M(h pp, ε) (8)

where M(h pp, ε) is the single layer mapping function of the ionosphere, defined as

M(h pp, ε)=sec  {sin-1 REcos ε / (RE + h pp) } (9)
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where RE  is the Earth radius, ε is the GPS satellite elevation angle and h ppis the height of
ionospheric piercing point. This height may be determined using an ionospheric model, or
held fixed at a value representative of typical conditions. In this work 350 Km has been used.

NeQuick calculates the ionospheric electron density profile by relying on three anchor points:
E, F1 and F2 which represents the peaks of the different layers of the ionosphere. The electron
density at any location is computed based on the characteristic parameters (peak electron
density, peak height) of these anchor points. To describe the electron density of the ionosphere
above 90 km and up to the peak of the F2 layer, the NeQuick uses a modified DGR (Di Giovanni-
Radicella) profile formulation which includes five semi-Epstein layers [5] with modelled
thickness parameters (B) [4]. Three profile anchor points are used; namely the E layer peak,
the F1 peak and the F2 peak that are modelled in terms of the ionosonde parameters foE, foF1,
foF2 and M(3000)F2. The NeQuick model computes the electron density by one to three Epstein
layers. The shape of an Epstein layer is given by the following function [7]:

NEpstein(h,  hmax, Nmax, B)= 4Nmax
(1 + exp ( h - hmax

B
))2 exp ( h - hmax

B ) (10)

where Nmax is the layer peak electron density, hmax is the layer peak height and B is the layer
thickness parameter.

In the median GPS calculations, the geomagnetic Kp and Ap indices were used in-order to
eliminate the geomagnetic active days plus one day after and before. In the present study we
run the model using the monthly smoothed sunspot number R12 for each hour for the
coordinates of HELW and ALX2 stations. We therefore obtain a simulated VTEC values which
are compared to the corresponding derived median VTEC-GPS measurements.

3. Results and discussion

A monthly plots and annual maps for VTEC were created for both GPS-receiver stations. These
measurements were compared with the simulated results from NeQuick model to test the
validation through several seasons (table 2). The GPS-VTEC values are taken each hour and
the median for each month was founded. All the measurements and calculations were taken
during the enhancing phase of the current solar cycle along 201, 2011, 2013 and 2014 years.

Season Months

Winter Dec ,Jan, and Feb.

Vernal Equinox March, April, and May.

Summer June, Jul, and Aug.

Autumnal Equinox Oct., Nov. and Dec

Table 2. Seasonal classifications
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The following figures 1, 3, 5 and 7 displays the monthly variations of the measured VTEC
(continuous red line) and simulated (dashed blue line) data for HELW and ALEX2 stations
during the years 2010, 2011, 2012 and 2013, respectively. Figures 2, 4, 6 and 8 shows a contour
maps for the VTEC derived from GPS-RINEX files and NeQuick modeling at HELW and
ALEX2 stations during the years 2010, 2011, 2012 and 2013, respectively.

Figure 1. The monthly variations of the measured GPS-VTEC measured-(continuous red line) and the NeQuick simulat‐
ed ones (dashed blue line) data taken from ALEX2 and HELW stations during the year 2010.

Figure 2. Contour map of VTEC measured and simulated data during the year 2010 at HELW and ALEX2 stations.
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Figure 3. The monthly variations of the measured GPS-VTEC measured-(continuous red line) and the NeQuick simulat‐
ed ones (dashed blue line) data taken from ALEX2 and HELW stations during the year 2011.

Figure 4. Contour map of VTEC measured and simulated data during the year 2011 at HELW and ALEX2 stations.
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Figure 5. The monthly variations of the measured GPS-VTEC measured-(continuous red line) and the NeQuick simulat‐
ed ones (dashed blue line) data taken from ALEX2 and HELW stations during the year 2012.

Figure 6. Contour map of VTEC measured and simulated data during the year 2012 at HELW and ALEX2 stations.
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Figure 7. The monthly variations of the measured GPS-VTEC measured-(continuous red line) and the NeQuick simulat‐
ed ones (dashed blue line) data taken from ALEX2 and HELW stations during the year 2013.

Figure 8. Contour map of VTEC measured and simulated data during the year 2013 at HELW and ALEX2 stations.

Mitigation of Ionospheric Threats to GNSS: an Appraisal of the Scientific and Technological Outputs of the TRANSMIT
Project

186



Figure 7. The monthly variations of the measured GPS-VTEC measured-(continuous red line) and the NeQuick simulat‐
ed ones (dashed blue line) data taken from ALEX2 and HELW stations during the year 2013.

Figure 8. Contour map of VTEC measured and simulated data during the year 2013 at HELW and ALEX2 stations.
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By comparing the experimental results derived from HELW and ALEX2 stations, there is
harmony between their deviation values. This can be attributed to the small difference in
latitude and practically at the same local time.

However, the experimental VTEC values at HELW may experience a small increasing than
ALEX2. This is because the geomagnetic latitudes at HELW may be considered near to the
northern crest of the equatorial anomaly. From the comparison figures, both the measured
GPS-VTEC values and the simulated NeQuick ones show two daytime peaks appear mainly
at the beginning of the two Equinox seasons. Tracking the difference between the measured
and simulated VTEC through the monthly plots and the contour maps, an obvious increasing
in the deviation appears as moving toward the maximum of the solar cycle.

The TEC values during the solar minimum year, 2010, show the best matching between the
experimental and simulated results (Fig.1). The contour maps in Fig. 2 also confirm the above
results as the values of the two equinox peaks are comparable. Fig. 3 shows the TEC monthly
plots for 2011 which is higher than that in the previous year. A weighted difference appears
between the measured and simulated TEC values at HELW and ALEX2, especially at the
equinox months. The corresponding contour maps in Fig. 4 shows that the difference between
the measured and simulates VTEC rises as moving to higher levels in the solar cycle. In 2012
(Fig. 5), the VTEC-GPS data is weightily overshooting the NeQuick simulated results at the
whole of day in the summer and autumn with an average deviation of about 10 TECU. The
measured GPS-TEC data shows 50 TECU peak at both vernal and autumn equinoxes at the
noontime (Fig. 6). The NeQuick simulated results shows also TEC peaks but lower in value at
the equinox and autumn. Fig. 7 displays the monthly variations of the GPS-VTEC which is
almost higher than the simulated NeQuick results during the winter daytime. The higher
deviation at the summer is greater than that in the previous years. Also, the peaks appeared
in the NeQuick simulated results (Fig. 8) show high values in the vernal equinox and autumn
respectively during the daytime at HELW and ALEX2 stations. These values being less than
the GPS measured ones.

Figure 9. Average difference in TEC values between the GPS-measured and NeQuick-simulated electron density from
2010 to 2013 at (a) HELW and (b) ALEX2 stations.
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There  is  always  a  difference  between  the  experimental  VTEC  measurements  and  the
simulated NeQuick ones. This difference being minimum during low solar activity, 2010,
and then begin to ascending increase in a convenient way with the enhanced solar activity
(Figure 9).

4. Conclusion

This paper provides a method to investigate the monthly/annual TEC variations in the low-
mid latitude ionosphere and explore the sensitivity of NeQuick modeling TEC during solar
activity variation. The NeQuick results show a good representation during the daytime at low
solar activity (2010) in contrary with the nighttime. The observed behaviour of the ionospheric
TEC manifest that the annual TEC contour maps show a remarkable seasonal variation. The
TEC values on both GPS-receivers yield their maxima during the vernal and autumnal months.
The TEC seasonal changes results from changes in the ratio of the concentration of atomic
oxygen and molecular nitrogen (O/N2) in the F-region. In the equinoctial months, solar
radiation is absorbed mainly by atomic oxygen. This is the reason for high values of TEC in
the equinoxes [9]. The low values of TEC are observed in winter whereas high values are
observed in equinox and summer.

It can be seen that both the two GPS observations yield similar tendencies in both TEC values
and occurrence time. However, there is still a quite difference in TEC values at the two stations.
This may be attributed to the different observing instruments employed.

The TEC behavior is practically the same at the two GPS stations due to the small difference
in latitude between the two stations. But, the difference between the experimental and modeled
values at HELW station shows higher values than the difference at ALEX2. Also, the maximum
variation appears in the equinox and the minimum occurs in the summer.

In general, an obvious increasing difference between the experimental and modeled TEC
values was appeared during the enhancing phase of the solar cycle which has a notable effect
on the results.
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1. Introduction

The ionosphere is an ionized medium which affects the electromagnetic signal that travels
through it. The state of the ionosphere is studied in terms of Total Electron Content (TEC). This
is a measurable observation, that in our case, is obtained from an estimation of the delay of the
signal transmitted from a satellite and received at a ground station [1,2]. Computerized
Ionospheric Tomography (CIT) uses a collection of observations to estimate the state of the
ionosphere. CIT is also denoted as an inverse problem.

A 2D imaging of the ionosphere based on medical imaging was formerly proposed by Austen
et al. [3], where a satellite in polar-orbit was used to collect TEC observations from a chain of
ground receivers. There are substantial differences between medical and ionospheric scenarios
mainly due to the geometry of the problem. CIT has, in fact, limitations such as limited angle
observations and uneven/sparse distribution of the ground stations [4, 5] that make the
solution unstable and difficult to solve. However, the capability of the method was demon‐
strated by Mitchell et al. [6] where, along a quasi-2D plane, features in the electron density
were revealed at mid and auroral latitudes. Other research groups have successfully developed
their CIT algorithms which are reviewed in Bust and Mitchell [7].

Geometric limitations cause the reconstruction to be underdetermined, especially where data
are not available (e.g. in the oceans gaps). In general, a proper regularization is needed to
compensate for where no data is available in order to reduce artefacts and noise within the
results. Most of the algorithms are based on Tikhonov regularization [8], but another recent
approach, new for CIT, is based on sparse regularization [9]. An implementation of this is given
by the Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) [10, 11]. A description of the

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



sparse regularization for CIT will be described in a forthcoming paper. This technique is used
to overcome the limitation in the horizontal representation of ionospheric structures due to
the uneven and sparse distribution of the ground receivers using simulated data.

An experiment is demonstrated here, using real data, where the advantages of sparse regula‐
rization using wavelets are illustrated over a standard implementation using spherical
harmonics. TRANSIT data from the data set in [12] is also used. This data set consists of three
Coherent Ionospheric Doppler Receivers (CIDRs), developed at Applied Research Laborato‐
ries at the University of Texas (Austin) and capable of observing the signal from TRANSIT
system. Some results are presented comparing the Incoherent Scatter Radar (ISR) located in
Sondrestrom (Greenland) and the CHAMP satellite. CHAMP data are from the Digital Ion
Drift-Meter (DIDM) instrument provided by Air Force Research Laboratory (AFRL, Hanscom).

Section II illustrates the problem and solutions using two different regularization techniques.
The data used for the reconstruction and comparison are described in Section III. Results and
conclusions are presented in Section IV and Section V.

2. Method

TEC observations z are collected from ground receivers. They are in the form of Slant Total
Electron Content (STEC) and are described according to the following equation (forward
problem)

z=An+c (1)

wherez is the vector containing the uncalibrated observations of STEC, A is the projection
matrix of geometry that maps the electron density n into the observations z. The vector n is
described through the matrix of basis functions K and basis function coefficients x

n=Kx (2)

The matrix K defines the basis functions that we need in order to define the vertical and
horizontal variation of the electron content. For the purpose of this paper we will focus on the
horizontal basis functions, while vertical basis functions are described by Empirical Ortho‐
normal Functions (EOFs) [13, 14].
The c term of (1) takes into account the fact that z is uncalibrated. Therefore the observations
are affected by some biases c. They are solved together with z, to find the solution of the
inverse problem of (1).

We solved the inverse problem of (1) by using two different regularizations:
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horizontal basis functions, while vertical basis functions are described by Empirical Ortho‐
normal Functions (EOFs) [13, 14].
The c term of (1) takes into account the fact that z is uncalibrated. Therefore the observations
are affected by some biases c. They are solved together with z, to find the solution of the
inverse problem of (1).
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• Tikhonov regularization. In this case, all the coefficients are used to estimate the state of the
ionosphere. The method seeks to minimize the energy of the coefficients in some sense.
Spherical harmonic basis functions are used in this case.

• Sparse regularization. The solution is solved with the Fast Iterative Soft-Thresholding
Algorithm (FISTA) [10, 11]. It is particularly tailored for wavelet basis functions due to their
ability to compact the information. The method seeks to minimize the number of basis
functions needed to represent the structures in the ionosphere fittingly.

Both regularizations can guarantee a unique solution under certain conditions [15].

3. Data

Two different case studies are proposed using as comparison the Incoherent Scatter Radar
(ISR) located in Sondrestrom (Greenland) and CHAMP satellite. Those case studies are
representative of perturbed (kp=6) and quiet ionosphere (kp=2).

The first case study (kp=6) is based on a chain of TRANSIT receivers across Greenland together
with GPS receivers. They recorded data during the day of the 30th September 2000, where data
were collected within a time window of 9 minutes, with a sample rate of 30 seconds.

Fig. 1 shows the receivers, TRANSIT (red) and GPS (blue), used for the reconstruction together
with the ray coverage. The TRANSIT satellite (ID18362) pass (purple) is also shown. The
location of the ISR is illustrated with a black circle, and the scan path is indicated with a black
solid line. For the present experiment only two of three TRANSIT receivers were available.

Figure 1. Number of rays and GPS ground stations (blue), TRANSIT ground stations (red), TRANSIT satellite pass (pur‐
ple) and radar scan path (black).
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The second case study (kp=2) used GPS receivers only for the day of 7th October 2002. Data
sample rate was 30 seconds within a time window of 9 minutes. Fig. 2 shows the data coverage,
GPS receivers (blue) and the southward CHAMP satellite pass (cyan).

Figure 2. Number of rays and GPS ground stations (blue) and CHAMP satellite pass (cyan).

4. Results

A grid of dimension 64x64x22 voxels was selected in longitude, latitude and altitude. It
corresponds to a maximum resolution of about 1x2 degrees in latitude and longitude and 50km
in altitude.

EOFs from Chapman profiles [16] were used to constrain the vertical profile to be physically
meaningful. In contrast, Discrete Meyer (DM) wavelets and Spherical Harmonic (SH) basis
functions were used to describe the horizontal variation of ionospheric structures. We
compared the results obtained with discrete Meyer (DH) and Spherical Harmonic (SH) basis
functions at two different resolutions (by selecting subsets of horizontal basis functions). An
ISR scan was also used as validation.

Fig. 3 shows the reconstruction obtained with SH (left) and DM (right) for two different
resolutions. Values are in 1016 electrons/m2.

The low resolution reconstruction is shown in Fig. 3a and 3b for SH and DM, respectively.
They both show a reasonable reconstruction with structures that appear smooth and with little
detail but DM has some edge effects.

Fig. 3c and 3d show the reconstruction for SH and DM at higher resolution. The number
of coefficients is significantly increased and SH needs a stronger regularization. The stronger
regularization damps many coefficients down and the reconstruction loses its smoothness
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(Fig. 3c) in comparison to the low resolution one (Fig. 3a). A ring oscillation phenomen‐
on is also present due to the high number of basis functions to be estimated. This does not
happen  for  DM.  There  are  some  lengthened  structures  (Fig.  3d)  when  using  DM  (be‐
tween Greenland and Norway), which are mainly due to the particular data coverage (Fig.
1). Furthermore, DM reconstructs a structure located at 62°N 47°W (South of Greenland,
Fig 3d), which is not present when using SH. In general, better performances can be obtained
with a higher number of ground stations. The correctness of the results cannot be easily
verified using real  data  due to  the limited number of  instruments  that  can be used for
validation. The reliability of the methods described here will be illustrated in a forthcom‐
ing paper based on simulated data.

The sparse regularization aims to reconstruct the state of the ionosphere with the minimum
number of basis functions. This makes the inversion stable, maintaining most of the informa‐
tion that was available at low resolution but better defining the edges of the reconstruction.
This can be shown by comparing the reconstruction with the ISR scan that was available during
the same time interval.

Fig. 4 shows a southward longitudinal ISR scan starting at 03:21:20UT on 30th September 2000.
The scan has a duration of less than 4 minutes and values are shown in 1011 particles/m3. An
enhancement can be seen towards the North while a depletion is evident in the South. In
particular, a trough is present at the latitude of 64 degree.

Figure 3. Low resolution reconstruction for: a) spherical harmonics; b) discrete Meyer; and high resolution reconstruc‐
tion for: c) spherical harmonics; d) discrete Meyer. TEC values are in 1016 electrons/m2.
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Figure 4. Southward longitudinal Incoherent Scatter (IS) radar scan starting at 03:21:20UT on 30th September 2000.
Values of electron density are in 1011 particles/m3.

Fig. 5a-5d show the electron density (1011 particles/m3) of the reconstruction along the radar
scan path for SH (left) and DM (right), and for low (top) and high resolution (bottom). The
radar scan plane is aligned with the geomagnetic field lines and is tilted by about 27 degrees
in the anticlockwise direction with respect to the reconstruction plane. The latter is instead
aligned to the geographic coordinate system.

At low resolution SH produces a smooth profile (Fig. 5a), as DM similarly does (Fig. 5b). At
higher resolution the depletion starts to be better defined and visible for SH (Fig. 5c). Both SH
(Fig. 5c) and DM (Fig. 5d) show the same trough as well as a southward enhancement as
indicated in the radar (Fig. 4); although the trough edges are more well-defined for DM (Fig.
5d). This is in agreement with the structure reconstructed in Fig. 3d using DM at 62°N 47°W.

Fig. 6a-b show a horizontal electron density profile from CHAMP (red) and from reconstruc‐
tion (blue) during the day of the 7th October 2002. The CIT profile was extracted at the CHAMP
altitude. A pale yellow background identifies latitudes where there is data coverage and it is
over-imposed on a grey background that defines the CHAMP samples that were not in the
time window used for the reconstruction. A dark grey is generated when the two backgrounds
are overlapping.
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Figure 6. comparison of electron density from CHAMP (red) and CIT (blue) at high resolution using: a)spherical ha‐
monics; b) discrete Meyer.

Figure 5. Cross sections from low resolution tomographic reconstructions for: a) spherical harmonics; b) discrete Mey‐
er; and from high resolution tomographic reconstructions for: c) spherical harmonics; d) discrete Meyer. Values of
electron density are in 1011 particles/m3.
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SH and DM reconstruct well the enhancement at about 70 degrees. It is noticeable the ring
oscillation phenomenon for SH (Fig. 6a) while, for DM (Fig. 6b) that phenomenon is not
present. DM seems also to estimate better the slope around 50 degrees. It is remarkable the
different behaviour where data are not available. SH (Fig. 6a) decreases rapidly towards zero
while DM reproduces a smooth enhancement before decreasing to zero. This is mainly due to
the contribution of a large scale basis function that is used to represent the smooth part of the
ionosphere. In that region the number of rays is small and not enough for resolving smaller
features with smaller wavelets. SH (Fig. 6a) shows also the effect of a stronger regularization.
The basis function coefficients are damped down and this causes an underestimation of the
electron density.

5. Conclusions

Sparse regularization allows minimizing the number of basis functions that are needed for
the  reconstruction.  Therefore,  the  algorithm  estimates  only  the  coefficients  of  a  smaller
subset of the entire set of basis functions; which in an underdetermined problem like in
the Computerized Ionospheric Tomography (CIT) becomes of particular attractiveness. The
reconstructions  illustrated  demonstrate  sparse  regularization  as  a  valid  alternative  to
Tikhonov  regularization.  Furthermore,  sparse  regularization  seemed  to  preserve  the
information when the total  number of coefficients to estimate increases.  The results also
show  that  the  structure  reconstructed  at  62°N  47°W  (South  of  Greenland)  with  sparse
regularization is in good agreement with the radar scan. The same structure is not present
with  SH.  This  confirms wavelets  and sparse  regularization  as  a  promising  approach  to
detect different-scale structures of the ionosphere.

Better wavelet constructions may lead to further improvements in the reconstruction. In
addition, the previous knowledge of the scales of structures that we could expect at different
locations might likely help in the case of non-uniform or a small number of observations, to
produce a smoother ionospheric reconstruction.
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Chapter 16

ANIMo — A New Ionospheric Model. Ionospheric
Modeling for Ionospheric Imaging and Forecasting
Purposes

F. Da Dalt, C. Benton, T. Panicciari, N. D. Smith and
C. N. Mitchell

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58771

1. Introduction

Ionospheric tomography is a powerful technique for studying and monitoring the upper
atmosphere and its dynamics. This is extremely relevant to attempts made to reduce vulner‐
abilities of Global Navigation Satellite System (GNSS) signal propagation due to the presence
of ionospheric charged particles. The concentration of the latter can be measured by consid‐
ering time and phase delays of GNSS signals. By integrating the measured density values, it
is possible to calculate the Total Electron Content (TEC) along a specific signal path. Iono‐
spheric tomography uses GNSS TEC observations in order to compose three dimensional
reconstructions of the ionosphere through an operation called inversion. In contrast to other
applications (e.g. medical or industrial), ionospheric tomography cannot rely on a designed
scanning instrument. Satellites and receivers do not entirely surround the ionosphere,
therefore providing an incomplete scan-geometry. Furthermore, GPS ground-receivers are
distributed unevenly on the earth’s surface which translates to poor data coverage, resulting
in a lack of necessary information. MIDAS (Multi-Instrument Data Analysis System) [1, 2] is
an ionospheric tomography software package developed at the University of Bath by the
INVERT group. In order to overcome the limitations due to poor data coverage, MIDAS is
assisted by external information. To date, empirical models are utilized to support the
inversion in MIDAS algorithms, especially in relation to the missing vertical information. The
idea behind this project is to implement a purely physics-based ionospheric model into
MIDAS; ANIMo was built for this intent, which may be applied in different modes. ANIMo
can simply be used to substitute erroneous reconstructions or to aid the inversion by adding

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



sensible vertical information. Besides, ANIMo, together with TEC observations, is expected to
be the background model in a DA scheme within MIDAS. The goal is not only to improve
ionospheric tomography reconstructions but also to perform short-term forecasting.

Section 2 illustrates ANIMo features and its anatomy. Sections 3 and 4 are dedicated to ANIMo
validation and sensitivity tests and their results respectively. Conclusions are presented in
Section 5.

2. ANIMo

2.1. Requirements and assumptions

ANIMo is a physics-based ionospheric model. This characteristic is very important for reaching
the aforementioned goals. The advantages of using a first-principle model are various. Firstly,
it is preferable to avoid using empirical models in a DA approach, especially when forecasting.
Secondly, the usage of a physical model will permit to have more control and awareness on
the analysis produced by the DA scheme. This includes, for example, the possibility of
simulating specific unsettled conditions and studying their evolution. Further, specific
requirements for this model are robustness and stability. These features keep the model reliable
also in extreme conditions. In general, the model assumes that the chemical processes of the
ion species O+, NO+ and O2

+ and the transportation process of the ambipolar diffusion are
sufficient to describe the electron density evolution in mid latitude regions. In order to
maintain the mentioned requirements and reach a certain level of accuracy, ANIMo was
intentionally developed to avoid complexity by taking into account these principal ionospheric
processes.

2.2. Description

ANIMo is a global model – it solves a three dimensional grid of latitude, longitude and altitude,
and is mainly used for mid-latitude regions. It solves the continuity equation only for the ion
species O+for a given vertical profile:

∂ O +

∂ t =Q -  L ( O + ) - ∂ ( O + v)
∂ z

(1)

The production rate Q is calculated by considering the geometry of solar radiation and the
relative Extreme Ultraviolet spectra provided by the EUVAC model from Richards, Fennelly
and Torr [3, 4]. Together with lists of data from Fennelly and Torr [5], EUVAC supplies
absorption and ionization cross section values. The chemical rates used for the calculation of
the loss term L are provided by the work of Torr and Torr [6]. The latter and the EUVAC model
are also used to self-consistently calculate the density values of the minor species NO+and
O2

+. The transportation term, ∂ ( O + v) / ∂ z, considers mainly the vertical ambipolar diffusion.
A continuous downward flux of particles is included as the topside boundary condition. The
value of this flux can vary, but it is generally around 1 x 1011 m-2s-1. The standard value of the
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and Torr [3, 4]. Together with lists of data from Fennelly and Torr [5], EUVAC supplies
absorption and ionization cross section values. The chemical rates used for the calculation of
the loss term L are provided by the work of Torr and Torr [6]. The latter and the EUVAC model
are also used to self-consistently calculate the density values of the minor species NO+and
O2

+. The transportation term, ∂ ( O + v) / ∂ z, considers mainly the vertical ambipolar diffusion.
A continuous downward flux of particles is included as the topside boundary condition. The
value of this flux can vary, but it is generally around 1 x 1011 m-2s-1. The standard value of the
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ion-neutral (O+-O) collision frequency given by Salah [7] is used in the calculation of the vertical
diffusion velocity. During day-time the velocity is corrected to provide a day-time mainte‐
nance adjustment. The neutral densities are given by the MSIS model [8], in particular, by one
of its latest versions NRLMSISE-00 [9]. The ion and electron temperatures are provided by the
International Reference Ionosphere (IRI) model [10], whose latest available (IRI 2012) version
is also used. The model assumes that the sum of the major ion densities (O+, NO+ and O2

+) is
equal to the electron density. Its outcomes are therefore ion and electron densities profiles
included between 80 and 600 km altitude.

The closest existing model to ANIMo is the FLIP (Field Line Interhemispheric Plasma) by
Richards et al. [11]. The similarity is to be searched mainly in the modelling of the chemical
dynamics.

3. Validation

The validity of the model was tested against different instruments and other ionospheric
models. In this document four validation tests are presented. For all of them, the simulation
was set in order to reproduce the vertical profile above the location of the Millstone Hill
Haystack Observatory (Lat. 42° Long. 288°) from an altitude of 80 to 600 km in 10 km steps.
This allowed comparison of the model with measurements from the local Incoherent Scatter
Radar (ISR) and ionosonde. Furthermore, the location was chosen in the past for the inter-
comparison of physical models by the Ionospheric-Thermospheric community [12]. A
geomagnetic unperturbed period with medium-low solar intensity was chosen for all experi‐
ments. Table 1 reports details about the selected case studies.

Case study
Validation test parameters (Input parameters)

Dates Ap F10.7

Winter 29-30/12/2011 9 - 7 142.3 - 136.4

Spring 09-11/03/2010 2 - 9 - 10 76.8 - 79.3 - 83.1

Summer 23-25/06/2011 18 - 11 - 6 99.5 - 99.4 - 96.7

Autumn 07-08/09/2010 10 - 11 77.3 - 75.6

Table 1. Details about the presented case studies for the validation test. They correspond, together with the selected
location (geographic latitude and longitude), to the used input parameters. ANIMo is able to retrieve Ap and F10.7
parameters automatically.

Figures 1-5 show the evolution of the modelled profiles by ANIMo (blue solid line in Figures
2-5) for a few days, where the outcomes were saved every half-hour. In particular, Figure 1
shows the evolution of the whole electron density profile over the selected time. In Figures
2-5, IRI 2012 (green solid) simulations, Millstone Hill ISR (red solid) and ionosondes (black
solid) measurements are also plotted. The latters (Fig. 2-5) show the comparison in terms of
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electron density at the peak (NmF2) and peak altitude (hmF2). The choice of the comparison
criteria was determined by two factors. First, it is vital that the model performs well for the
above terms in order to support ionospheric tomography imaging. Secondly, this is good
practice in ionospheric models comparison [12]. ANIMo (solid blue) in general behaves well.
It is able to reproduce day-night variations, and as illustrated collectively by the graphs, it also
senses seasonal ones. The summer and autumn tests (Fig. 4, 5) show that ANIMo slightly
underestimates the electron density at the peak height. Regarding the peak altitude, it tends
to overestimate during night-time. Both biases can be corrected by modifying top-side
boundary conditions and day-time maintenance adjustments.

Figure 1. The plot shows the evolution of the electron density profile produced by ANIMo for the winter case.

Figure 2. Validity test (winter case). The graphs show, respectively, the comparisons of electron densities at the peak
and peak heights produced by ANIMo, modelled by IRI 2012 and measured by Millstone Hill ISR and ionosonde.
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Figure 3. Validity test (spring case). The graphs show, respectively, the comparisons of electron densities at the peak
and peak heights produced by ANIMo, modelled by IRI 2012 and measured by Millstone Hill ISR and ionosonde.

Figure 4. Validity test (summer case). The graphs show, respectively, the comparisons of electron densities at the peak
and peak heights produced by ANIMo, modelled by IRI 2012 and measured by Millstone Hill ISR and ionosonde.

Figure 5. Validity test (autumn case). The graphs show, respectively, the comparisons of electron densities at the peak
and peak heights produced by ANIMo, modelled by IRI 2012 and measured by Millstone Hill ISR and ionosonde.
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4. Temperature sensitivity

The aim of this sensitivity test was to check the robustness of ANIMo by modifying input
arguments and checking their effects on its outcomes. In particular, this paragraph reports a
selection from a series of tests conducted by tuning the temperature input parameter. The
chosen case study is that of winter, already presented in the validation test. Figure 6 shows the
comparison between outcomes obtained by using different temperature input values. As
aforementioned, ANIMo normally uses temperature values produced by IRI 2012, the relative
outcome of which is reported in the graph with a solid blue line. The model was also fed with
temperature measurements from the Millstone Hill ISR (black solid) and artificial profiles
defined by keeping the temperature constant in altitude and time at 1000 K (gold dashed), 2000
K (orange dashed) and 3000 K (red dashed). The test demonstrates the importance of ion and
electron temperatures as input in modeling the electron density of the ionosphere. Further‐
more, it shows that ANIMo is a robust model in terms of temperature modification, where for
robustness is intended the ability of coping with large changes of external forcing parameters.
IRI and ISR driven outcomes are very similar. Regarding the remaining simulations, increasing
the selected input value translates to a gradual alteration of the model results. As expected,
the higher the temperature, the smaller the electron density and bigger the peak altitude. This
is due to the fact that the temperature affects the recombination rates and diffusion velocities
of the model. In particular, if the recombination rate increases there will not only be a general
decrease in electron and ion densities but also a lift of the peak altitude that is not replenished
enough by the photoionization. In addition to this, the collision frequency is bigger in a hotter
environment. This, plus the diminished charged particle density slows down the diffusion that
tends to move ions and electrons to lower positions of the profile.

Figure 6. Sensitivity test (winter case). The graphs show, respectively, the comparisons of electron densities at the
peak and peak heights produced by modifying ANIMo temperature input parameters.
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5. Conclusions

The preliminary results of the validation and sensitivity tests presented in this document are
very promising. The validation demonstrated that ANIMo is capable of reproducing different
features of the ionosphere in a reasonable manner, considering the physics that had been taken
into account. This was confirmed by previous comparisons with the Utah State University
Time Dependent Ionospheric Model (USU TDIM) [13]. However, further validation tests and
minor adjustments are required. Further, the temperature sensitivity test shows that ANIMo
is robust and stable. At this phase of its development, ANIMo is exhibiting the characteristics
required for supporting ionospheric tomography imaging. The next step will see the imple‐
mentation of ANIMo in a DA scheme which will develop MIDAS algorithms into a full physics
forecasting system.
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Chapter 17

Implementation of Ionospheric Asymmetry Index in
TRANSMIT Prototype

M.M. Shaikh, R. Notarpietro and Bruno Nava

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58551

1. Introduction

Radio occultation (RO) [4] missions such as GPS/MET, CHAMP (pilot projects) [3, 17, 18],
COSMIC and MetOP [1, 11, 19, 20] have been designed to sound the Earth’s neutral atmosphere
and ionosphere via radio links between a GPS and GPS receiver on-board Low Earth Orbit
(LEO) satellites. The U.S. GPS/MET experiment was the first mission, which successfully
applied RO technique to the Earth atmosphere monitoring using GPS signals. Since then, RO
technique has become a powerful tool to study the ionosphere [7, 10]. In neutral atmosphere,
using RO technique, the bending of the signal is extracted and inverted into refractivity profiles
through the Abel inversion [5, 8, 17]. In the ionosphere, where bending is negligible, carrier
phase measurement and corresponding limb-TEC (LTEC in what follows) observations are
used to extract electron density profiles, Ne(h), defined along the tangent points of ray paths
(also known as ‘ray perigees’) between LEO and GPS (see fig. 1). The retrieval algorithm
considers the time-series of LTEC below LEO orbit (between points A1 and A2 in fig. 1)
observed from the same GPS satellite during an occultation event. Therefore the LTEC above
LEO orbit (TEC from GPS-to-B or GPS-to-A2 in fig. 1) have to be removed before starting the
inversion procedure [14] in order to take the contribution of LTEC from upper atmosphere out
from the total LTEC (TEC from GPS to LEO). With the data from both pilot missions (GPS/
MET, CHAMP), it was only possible to perform LTEC measurements at the highest point of
LEO orbit (point B in fig. 1) so that the LTEC above LEO had to be modelled or considered
constant all over the occultation [14]. With modern interpolation techniques applied in post
processing of current RO missions (such as COSMIC), such above LEO orbit LTEC can be
precisely estimated and removed before applying the data inversion techniques. A widely
used data inversion technique used to obtain vertical electron density profile in the ionosphere
is the ‘Onion-peeling’ inversion algorithm [9].

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Figure 1. Limb TEC (LTEC) measurement in the ionosphere using radio occultation technique. A1 and A2 are points
defined at opposite sides of LEO orbits around ray perigees (black dots). TEC calculated between A1 and A2 is defined
as ‘internal orbit LTEC’.

Onion-peeling algorithm is based on the assumption of spherical symmetry of Ne distribution
in the ionosphere (Ne depends only on height). It is a very effective tool for RO data inversion
in case of small horizontal gradients present in the ionosphere (particularly during undistur‐
bed geomagnetic periods). But, for disturbed geomagnetic conditions, for example under the
equatorial anomaly region, large electron density gradients may be experienced which could
lead to the failure of Onion-peeling algorithm producing erroneous Ne(h) profiles as output.
In the present work, a simulation study has been performed to assess the effects of the spherical
symmetry assumption on the inverted electron density profiles using Onion-peeling. In order
to produce synthetic background ionosphere data, we used two climatological models,
NeQuick [13] and IRI [2], and a data analysis system known as ‘Multi-Instrument Data
Analysis System (MIDAS)’ [12]. MIDAS use tomographic techniques to combine observation
from many sources simultaneously in a single inversion, with the minimum of a priori
assumptions about the form of the ionospheric electron concentration distribution. In this
work, MIDAS has been used in two modes, i.e. with standard form and with RO data assim‐
ilation. In its standard form, MIDAS doesn’t use RO data as a source of ionospheric data. For
the latter mode, ionospheric RO data from COSMIC mission for 26th September 2011 has been
used for the assimilation. We only performed our analysis for the geomagnetic storm observed
on 26th September 2011 over mid-latitudes.

In the next sections, we have presented how we assessed the problem of asymmetry in the
ionosphere and its implementation in TRANSMIT prototype. In section 2, we have briefly
introduced the Onion-peeling algorithm and its implementation in our work. In section 3, a
discussion on the simulation results are presented. In section 4, an overview of TRANSMIT
prototype with the description of processor 3C (Ionospheric asymmetry) is presented. In
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section 5, we have summarized the work by drawing the main conclusions and discussing
prospects for the future work.

2. Formulation of the problem

In this work, we have applied the standard Onion-peeling algorithm to invert simulated RO
data under a constraint of using ideal geometries: by considering only internal orbit ray paths
(ray paths below the LEO orbit), fixed occultation planes and vertically distributed ray perigees
positions. This is considered in contrast to what is shown in fig. 1 which shows an illustration
of real RO event in which ray perigee positions are not vertically distributed. This happens
because LEO and GPS satellites circulate in totally different orbits and independent of each
other. LEO satellites, in most cases, have orbit altitudes well below 1000 km and GPS satellites
have orbit altitudes approximately 20, 000 km from Earth’s surface. In a real RO event, this
creates a scenario where the azimuth of the occultation plane changes with almost each ray
exchanged between LEO and GPS (there are several hundred rays exchanged in a single RO
event). Consequently, position of ray perigee (the tangent point of ray exchanged between
LEO and GPS) is independently computed for each ray. Therefore, it is not possible to have
vertically distributed ray perigee positions in a real RO event. However, in this work, rationale
behind the use of this so called ‘ideal geometry’ is to focus the dependency of retrieval errors
on the inversion approach only and avoiding to take into account inaccuracies due to geometry.
The possibility to use external data, like vertical TEC maps [6] to improve the solution has
therefore not been considered in the present work. In our analysis, we considered a LEO
satellite with orbit altitude of 800 km from Earth’s surface. The background ionosphere is
computed using NeQuick, IRI and MIDAS (with and without RO data assimilation).

2.1. RO data inversion using onion-peeling technique

For a given occultation event, the LTEC related to the internal orbit ray path ‘i’ can be computed
considering a set of spherical shells (identified by peel ‘j’) like ‘onion shells’ [9], characterized
by a constant electron density (the radius of each shell is the impact parameter of the ray).
Analytically, the LTEC associated to the ith ray can be defined as:

L TECi =2 ∑
j=1, N

i
2L ij Ne j (1)

where,

‘Lij’ is the length of the segment ‘i’ related to the electron density characterizing shell ‘j’

‘Nej’ is the electron density charactering shell ‘j’

‘LTECi’ is the limb-TEC value related to the ‘ith’ ray path crossing all the shells

‘N’ is total number of shells
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Considering this definition, the LTEC may be easily inverted to extract the Ne characterizing
each shell ‘Nej’, starting from the most external ray path. The matrix (Eq. (1)) describing the
linear system of equations is triangular, and therefore it can be solved from top to bottom for
LTEC inversion to extract the Ne(h) profile.

2.2. Onion-peeling derived errors

Following are the definitions of the errors and observables we have used to evaluate the impact
of ionospheric asymmetry on Onion-peeling inversion. The retrieved electron density profiles
are then compared with the collocated NeQuick, IRI and MIDAS (with and without RO data
assimilation) ‘true’ vertical Ne(h) profiles in terms of difference on VTEC and difference on
the NmF2 values. These indicators can be defined as:

ΔVTEC = ∫h *
h LEO NeOnion- peeling  dh -  ∫h *

h LEO Ne NeQuickdh (2)

ΔNmF 2 =|NmF 2Onion- peeling -  NmF 2NeQuick| (3)

In [15], we defined the asymmetry level index of the ionosphere considering the degree of
dissimilarity of electron density distribution along the two-halves of a given below LEO orbit
ray path (as defined in section I) crossing the ionosphere from LEO satellite height down to a
100 km. In the present work, we have applied the asymmetry level index by using three
different electron density distribution obtained from NeQuick, IRI and MIDAS (with and
without RO data assimilation) and presented a comparative analysis of the results together
with its implementation in the TRANSMIT prototype.

3. Simulation results

In this work, we have only performed our analysis over mid-latitudes where a geomagnetic
storm effects were observed from UT 18:00 on 26th September 2011 to early hours of 27
September 2011. NeQuick and IRI were used with the solar flux input taken automatically by
the model. For MIDAS, results are presented using both standard output and RO data
assimilated output. Ionospheric RO data from COSMIC mission collected during 26 September
2011 storm (from UT 12:00 to UT 24:00) over mid-latitudes (Latitude range: 20°N-84°N/
Longitude range: 116°W – 64°E) has been used for the assimilation. Approximately, data from
80 RO events of COSMIC mission have been assimilated. We divided our analysis in two
subsets, Quiet-time (from UT 13:00 to UT 14:00) before the start of geomagnetic storm and
Storm-time (from UT 19:00 to UT 20:00) on 26 September, 2011.

3.1. Quiet-time analysis

Fig. 2(a) shows two comparative plots of asymmetry values evaluated using NeQuick, IRI
and MIDAS (with and without RO data assimilation) for UT 13:00 and UT 14:00. Fig. 2(b)
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Figure 2. Quiet-Time results for UT 19:00 and 20:00. (a) Asymmetry comparison (b) ΔVTEC comparison (c) ΔNmF2
comparison
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and 2(c)  show the derived Onion-peeling inversion errors (ΔVTEC and ΔNmF2) for  the
same UTs,  respectively.  Comparing the plots,  it  is  evident  that  an overall  good correla‐
tion exist between evaluated asymmetry and the associated inversion errors (ΔVTEC and
ΔNmF2) as function of the azimuth of occultation plane for NeQuick, IRI, and MIDAS (with
and without RO data assimilation). Considering the quiet geomagnetic conditions, asymme‐
try evaluation is low for all three background ionosphere as expected (maximum asymme‐
try index values are less than 0.4). These low values can also be observed from the plots
of inversion errors. Although the derived error values shown in 2(b) and 2(c) are not exactly
correlated with the evaluated asymmetry for all azimuth of occultation plane, we still can
find good agreement between the overall  behavior of the asymmetry with the inversion
errors. In fact, there is a very good agreement between them for certain range of the azimuth
of occultation plane in parts. Moreover, asymmetry values together with the inversion error
values  are  all  low in  numbers  which is  a  good indication that  the  evaluation has  been
carried out during a quiet geomagnetic period. Use of MIDAS with or without RO data
assimilation didn’t produce much different results in quiet-time as all values of asymme‐
try together with their derived inversion errors are very close to each other in both cases.

3.2. Storm-time analysis

Fig. 3 shows plots from the storm time subset. Correlation between the asymmetry values
and  their  associated  errors  is  evident  for  all  electron  density  distributions,  separately.
Comparing the plots at the same UTs, it  is evident that an even better correlation exists
between  the  evaluated  asymmetry  and  the  Onion-peeling  derived  errors  (ΔVTEC  and
ΔNmF2) as a function of azimuth of the occultation plane. Unlike quiet-time subset, MIDAS
(with and without RO data assimilation) results show very different behavior from NeQuick
and IRI. This shows a clear difference between a climatological model (NeQuick and IRI)
and a data assimilated model (MIDAS). There seems to be no evidence of an active storm
from NeQuick and IRI results (asymmetry range is almost similar to quiet time subset).
Whereas, in MIDAS case we can easily observe large values of asymmetry and associated
errors from Az=120° to 150° which provides evidence of an active storm. A higher level of
correlation between the results shows that the asymmetry algorithm works very well for
highly geomagnetic disturbed periods. In contrast to the quiet-time analysis, the use of RO
data  assimilation  can  be  better  observed  in  storm-time.  Specifically,  for  UT  19:00,  the
difference of MIDAS as a ‘ground truth’ ionosphere with and without RO assimilation is
clearly evident.

4. TRANSMIT prototype

The main deliverable of TRANSMIT project is a prototype which is being developed as a
coordinated input from all level 1 partners. After discussions with the industry partners, it was
concluded that that Precise Point Positioning (PPP) results would be the main output of the
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Figure 3. Storm-Time results for UT 19:00 and 20:00. (a) Asymmetry comparison (b) ΔVTEC comparison (c) ΔNmF2
comparison
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prototype. Both Single Frequency PPP and Double Frequency PPP are being considered as
prototype outputs. To achieve this, 3 main processors were identified as follows:

i. Processor1: S4 and TEC prediction

ii. Processor 2a: PPP mitigation

iii. Processor 2b: Improved tracking,

iv. Processor 3a: Improved MIDAS TEC

v. Processor 3b: Ionospheric models

vi. Processor 3c: Ionospheric Asymmetry

4.1. Prototype operation

Fig. 4 shows a complete flow/block diagram of the TRANSMIT prototype. Main data flow
operations through the prototype has been marked in red as 1 to 6. A brief description of each
operation is given below:

Figure 4. Prototype data flow diagram
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1. User request (a form with selection of subprocessor and case study should be available)

2. The user parameter file is generated and sent to POLITO

3. Automatically the processor 3C.subprocessor starts and asks for input (through INGV
interface – see point 4)

4. The 3C.subprocessor send output to INGV and SWACI (through INGV and SWACI
interfaces)

5. SWACI displays the output for the user (in the form of “surfable” maps as explained)

4.2. Processor 3C: Ionospheric asymmetry

Processor  3C  will  deal  with  the  ionospheric  asymmetry  evaluation.  A  complete  block
diagram of the processor 3C with data inputs and outputs for each block is shown in fig.
5.  For  each  identified  case  study,  processor  3C  will  exploit  high  correlation  between
asymmetry and associated errors on retrieved electron density profiles. This will be done
for real RO events’ data taken from COSMIC mission. The processor will produce global
asymmetry maps (not shown to the users) using different background ionosphere (provid‐
ed by model  data  computed using NeQuick,  IRI  and MIDAS) for  quasi-horizontal  TEC
observations. By querying these global maps of asymmetry, for each identified case study,
processor 3C will compute the expected level of asymmetry present in the ionosphere in
the geographical  location of  the selected RO event.  Then,  on the basis  of  the computed
asymmetry, the RO event will be displayed in specified color (red, yellow or green) on a
2D map (as shown for output 1 in fig. 4). The color will be an indicator of the expected
quality of RO product (considering standard Onion-peeling inversion), as shown in fig. 5.
The second output (output 2 in fig. 4) will be a comparison between two RO data inver‐
sion techniques; one is the ‘standard Onion-peeling’ and the other is ‘model-aided inversion
algorithm’ (we are currently working on). For model-aided data inversion, we will provide
electron density profiles by taken real geometry from COSMIC mission and considering
different model data as background ionosphere. Based on functionality, we have divided
processor  3C  in  three  sub-processors  3C.1,  3C.2  and  3C.3  (as  shown in  fig.  5).  A  brief
description of all sub-processors are as follows:

Figure 5. Processor 3C block diagram (see Appendix for larger view)
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4.2.1. Sub-processor 3C.1: Global maps of asymmetry index

This part of processor 3C will generate global asymmetry maps for the selected case study.
Ideal radio occultation (RO) geometries are taken into account. 18 global maps for each
background ionosphere will be generated. Main features of sub-processor 3C.1 are as follows:

a. Global asymmetry maps will be generated considering ideal RO geometries and three
different background ionosphere computed using NeQuick, IRI and MIDAS; for each 10°
azimuth of occultation plane. The asymmetry level will only be computed for one
trajectory of the RO event (the one at 100 km). Users will not be able to see any of these
asymmetry maps. These maps will only be used in the processing of output1 and output2
(as shown in fig. 5).

4.2.2. Sub-processor 3C.2: Electron density profile retrieval (standard techniques) effectiveness

The main goal is to show the effectiveness of RO inversion data if the standard onion-peeling
algorithm would be used. This will be done by giving a color code (green, yellow, red) to each
RO event which will be based on the asymmetry evaluation for that event. The asymmetry for
each RO event will be evaluated using processor 3C.1.Main features of sub-processor 3C.2 are
as follows:

a. Using real orbits of RO events available in the area defined by the case study, and the
global maps of asymmetry computed by sub-processor 3C.1, processor 3C.2 will evaluate
the expected level of asymmetry present in the ionosphere in the geographical location of
the selected RO event. Then, on the basis of the evaluated asymmetry, the RO event will
be displayed in specified color (red, yellow or green) on a 2D map (as shown for output
1 in fig. 5). The color will be an indicator of the expected quality of RO product (considering
standard Onion-peeling inversion.

b. Two electron density profile obtained considering standard retrieval algorithms will be
shown. One for the best case (lowest asymmetry level among all events) and the other for
the worse case (highest asymmetry level among all events).

4.2.3. Sub-processor 3C.3: Onion-peeling model aided Electron density profile retrieval

For each occultation event available in the area defined by the case study, a comparative plot
will show the inverted electron density (Ne) profiles obtained using standard Onion-peeling
algorithm and the model-aided inversion algorithm (in the latter case three Ne profiles will be
available based on each background ionosphere evaluated using NeQuick, IRI and MIDAS).
Main features of sub-processor 3C.3 are as follows:

a. Two images of specified format containing Ne profiles of two selected events will be
shown. Events with lowest and highest asymmetry will be selected (as done in sub-
processor 3C.2). Comparative results related to standard and advanced retrievals will be
shown as follows:

b. One electron density profile obtained using standard Onion-peeling inversion
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c. Three electron density profiles obtained using model-aided inversion (one for each
background ionosphere; NeQuick, IRI and MIDAS).

5. Conclusion & future work

In this work, we have shown the implementation of asymmetry index using three different
background ionosphere computed using NeQuick, IRI and MIDAS (with and without RO data
assimilation). Previously [16], while implementing the asymmetry index only with climato‐
logical models (NeQuick and IRI), it was observed that with a climatological model, it is
possible to estimate asymmetry indices only for an ionosphere in ‘nominal conditions’. Indeed
a climatological model cannot be used to evaluate ionospheric asymmetry for ionospheric
conditions in real/near-real time as it does not support data assimilation. In this work, after
completing a thorough analysis, we have observed that, in a normal solar activity condition,
the climatological model may work as good as a data assimilated model in calculating
ionospheric asymmetry. However, during an active solar storm, a data assimilated electron
density model can outperform the climatological model and produce much improved results.
We have observed a clear difference in results evaluated in two different geophysical condi‐
tions. In the storm-time case, we found asymmetry and its associated RO inversion errors much
higher than in the quiet-time case. This shows a clear advantage of using data assimilated
model as ‘ground truth’ in ionospheric asymmetry evaluation.

In sections 3.1 and 3.2, we presented the simulation results without highlighting how the use
of MIDAS may impact the evaluation of ionospheric asymmetry. As these are our first results
with only one case study using MIDAS, it would be difficult to determine exactly how much
beneficial it would be to use MIDAS with RO data assimilation as it requires more computation
and a higher set of input data. However, it may be concluded from the results of this study
that, in case of quiet geomagnetic periods, asymmetry evaluation using MIDAS with or
without RO data assimilation may not be of much difference. keeping in view of processor 3C
of the TRANSMIT prototype, we are currently studying more case studies in order to analyze
which mode of MIDAS would be preferable as source of background ionosphere.

In the scenario of TRANSMIT prototype implementation, we are going to evaluate global
asymmetry maps (not shown to the users) with their associated inversion error (ΔVTEC and
ΔNmF2) plots with background ionosphere computed using NeQuick, IRI and MIDAS. By
querying these global maps of asymmetry, and for a given geometry of a real RO event, the
information provided will be the prediction of the expected level of asymmetry present in the
ionosphere and its potential impact on Radio Occultation inverted products using estimates
of ΔNmF2 and ΔVTEC. An improved inversion technique is currently being developed which
may be helpful to reduce the error in RO inversion products by tactfully removing the
ionospheric symmetry hypothesis from the standard inversion techniques. This will drive the
output2 of processor 3C in future.
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