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Preface

This book contains chapters in which the problems of modern photovoltaics are considered.
The majority of the chapters provide an overview of the results of research and development of
different types of solar cells. Such chapters are completed by a justification for a new solar cell
structure and technology.
An overview on inorganic solar cells includes the development of new materials, morphology
control, large-scale synthesis, as well as the economic aspects of technology. These devices have
attracted great attention of scientists and engineers due to lower production cost, low weight,
and new market opportunities, such as flexible PV and semitransparent PV window. One more
view on the possibilities of using quantum wells and superlattice to increase the efficiency of
solar cells is developed and substantiated.
It is known that the screen-printing technology of silicon solar cells is mainly used in the photo‐
voltaic industry. But such technology has the drawbacks of higher contact resistance and leads
to degrading the solar cell performance (silver pastes used are expensive). The metal contacts
having superior electrical performance and lower production costs are vital for photovoltaic
industrial production. The authors present a good overview of the process conditions for such
metallization and current research works.
A new technology for manufacturing of dye-sensitized solar cells based on polymer electro‐
lytes by sol-gel process is reported in one of the chapters. Synthesis of modified PB by sol-
gel process can be considered as one of the ways to increase photovoltaic performances and
to improve the stability of DSSC. This is undoubtedly of interest to readers concerned with
solar cells.
A qualitatively different way of using organic electronic compounds can be via exploiting
resonant interactions in organic-inorganic hybrid structures. Within the same hybrid struc‐
ture, one could combine high conductivity of the inorganic semiconductor component with
the strong light-matter interaction of the organic component.
Of course, highly effective solar energy conversion is impossible without an in-depth exami‐
nation of the solar cell components as physical materials. The relations between structural,
thermodynamic, and optical properties of the physical material without addressing the band
theory of solids are of both theoretical and practical interest. Requirements formulated for
the material are also to be used for maximally efficient conversion of solar radiation into
useful work.
The editor addresses special thanks to the contributors for their initiative and high-quality
work and to the technical editors who rendered the text into a qualitative and pleasant pre‐
sentation.

Professor, Doctor of Sciences, Leonid A. Kosyachenko
National University of Chernivtsi

Ukraine





Chapter 1

A Theoretical Description of Thin-Film Cu(In,Ga)Se2 Solar
Cell Performance

Leonid A. Kosyachenko

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59363

1. Introduction

For a long time, solar cells based on CuIn1-xGaxSe2 (Cu(In,Ga)Se2, CIGS), similar to CdTe-based
devices, keep a stable position in thin-film photovoltaics as an alternative to solar modules
based on mono- and poly-silicon wafers. The I-III-VI CIGS alloy is a solid solution of copper
indium diselenide (CIS) and copper gallium diselenide (CGS). This alloy is tolerant in terms
of material stability and miscibility in a wide range of x, when the semiconductor bandgap
varies continuously from about 1.0 eV for CIS to about 1.65 eV for CGS. Irrespective of the
material composition, CIGS is a direct-bandgap semiconductor and strongly absorbs sunlight.
Because of its high optical absorption coefficient, a much thinner film is required compared to
many other semiconductor materials (1–2 μm is enough to absorb most of the sunlight).

To date, mass production of cost-effective thin-film polycrystalline and monolithically
interconnected CIGS-based modules has been achieved by many companies worldwide. Since
2007, one Japanese company Solar Frontier, alone for example, delivered over 1 GW CIGS
modules. The CIGS devices demonstrate excellent long-term stability; can be fabricated on
lightweight and flexible substrates that are desirable for portable, building-integrated photo‐
voltaics and many other applications when solar panels are used to replace conventional
building materials in parts of the roof or facades. It should also be noted that the CIGS modules,
in addition to their long-term stability, have shown higher resistance to ionizing radiation
compared to crystalline Si and III-V solar cells, i.e., such devices are promising for space
application [1].

The energy conversion efficiency of CIGS modules is in the range of 12-15%, but for small area
laboratory cells, the efficiency milestone of > 20% was achieved in 2010 [2]. In 2014, Solar
Frontier has achieved 20.8% energy conversion efficiency for small area CIGS cells and
Zentrum für Sonnenenergie-und Wasserstoff-Forschung Baden-Württemberg (ZSW) shortly

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



improved the cell efficiency to 20.9% [3,4]. Since the efficiency of CIGS modules lie in the
12-15% range (except for a 16.6 % world record [5]), which is about half of the theoretical limit
28-30%, there are plenty of opportunities to contribute towards the scientific and technological
advancement of CIGS PV technology.

The device architecture of CIGS and CdTe solar cells are alike, similar to other p-n heterojuc‐
tions. In both cases, the CdS/absorber heterostructure is the key element in determining the
electrical and photoelecnric characteristics of the device. In CIGS solar cells, the heterojunction
is formed between the p-CIGS and n-CdS. The conductivity of CIGS is determined to a large
degree by intrinsic defects, while the n-CdS is doped to a much larger extent by donors. This
asymmetric doping causes the space charge region (SCR) to extend much further into the CIGS.
As in CdTe solar cell, a thin layer of CdS serves as “window”, through which radiation
penetrates into the absorber.

The difference between these devices lays in their popular superstrate (CdTe) and substrate
(CIGS) configurations. In superstrate configuration devices, the sunlight enters the absorber
through the glass substrate and transparent conductive oxide layer (TCO, usually SnO2:F)
while only through the TCO layer (usually ZnO:Al) in substrate configuration. These design
features are not of fundamental importance from the point of view of the physical processes
taking place, but demand different device fabrication technologies. The physical models used
for the interpretation of the CdTe solar cell characteristics has been successfully applied with
some modifications to the CIGS devices [6,7].

Based on the above reasoning, in this chapter a detailed analysis of the optical and recombi‐
nation losses in CIGS devices are presented, which are important causes of poor quantum
efficiency (QE), leading to low solar-to-electric energy conversion efficiency in solar cells. A
quantitative determination of the losses is presented and some possible pathways to reduce
them are identified. Calculations of the optical losses are carried out using the optical constants,
refractive indices and extinction coefficients, of the materials used. Equally important are the
recombination losses, which are determined using the continuity equation considering the
drift and diffusion components of the photocurrent and all possible recombination losses. In
order to discuss the influence of the electrical parameters of the heterojunction on the photo‐
electric conversion efficiency of the device, an analysis of the current-voltage characteristics
recorded in dark and under illumination is also included in this chapter. It seems that the
analysis of the physical process involved in the photoelectric conversion is useful from a
practical point of view since undoubted successes in the development of efficient CIGS solar
cells have been achieved mainly empirically [8].

2. Optical constants and related material parameters

Three typical cases, with distinct bandgaps for the CIGS absorber Eg=1.02–1.04 eV (x=0),
Eg=1.14–1.16 eV (x ≈ 0.3) and Eg=1.36–1.38 eV (x=0.6 – 0.65) are considered for the analysis. The
absorber with bandgap in the range 1.14-1.16 eV is widely utilized in the industry for the mass
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production of solar modules, however, material with bandgap in the range 1.36 – 1.38 eV is
promising to achieve the theoretically optimal value for maximum efficiency 28–30%.

Fig. 1 shows the schematic representation of a typical CIGS solar cell architecture, where the
notations corresponding to the optical constants ni and κi and the reflection coefficients Rij at
the interfaces used in the calculations are indicated.

Photoelectric conversion in these solar cells occurs in the CIGS absorber with a thickness of
about 2 μm, while a thin n-type CdS buffer layer (20–50 nm) serves as the heterojunction
partner and the window through which the radiation penetrates into the absorber. The Al
doped ZnO layer serves as TCO with a thickness of 100–500 nm. Application of an undoped
high-resistivity i-ZnO layer with thickness in the range 20–50 nm between TCO and CdS is
very common in both substrate and superstrate configuration devices. In efficiency solar cells,
an antireflection layer MgF2, generally of ∼ 100 nm thick is also deposited onto the front surface
of ZnO.

In the QE calculations of CdS/CIGS cell, one needs to know the optical transmission of the
ZnO/CdS structure T(λ), which is determined by reflections from the interfaces air/ZnO, ZnO/
CdS and CdS/CIGS and absorption in the ZnO and CdS layers. For estimating the transmission
T(λ), it is necessary to know the refractive indices ni and extinction coefficients κi of ZnO, CdS
and CIGS. According to the Fresnel equations, when the light is at near-normal incidence, the
reflection coefficients (reflectances) from three interfaces R12, R23 and R34 (see Fig. 1) can be
calculated as

k k

k k

* *

* *

- - + -
= =

+ + ++

2
2 2

i j i j i j
ij 2 2 2

i j i ji j

  ( ) ( )
,
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(1)

where ni
∗  and nj

∗  are the refractive indices of the materials, which account for light absorption
containing imaginary parts and are written as ni

∗ =ni – iκi and nj
∗ =nj – iκj.

Fig. 2 shows the spectral dependences of n and κ for ZnO taken from [8] and [10], CdS from
[11] and CIGS from [12] (in some cases the extinction coefficient was determined using the
relation κ=αλ/4π, where α is the absorption coefficient).

It is worth to note the fact that for CIGS, the extinction coefficient in the photon energy range
hν < Eg (λ > λg) has a value of 0.04-0.05, which corresponds to an absorption coefficient α=4π
κ/λ=(4-5)×103 cm–1 [12]. With such values of α, a fairly high efficiency should be obtained for
the solar cell, but, in fact, this is not observed. At λ > λg=hс/Eg, the quantum efficiency decreases
quite rapidly with wavelength up to zero within a range about 120-150 nm above λg.

This extended QE response can be explained by the presence of so-called ‘tails’ of the density
of states in the bandgap of the semiconductor with strong doping or/and disordered crystal
structure. In this case, the electron wave functions and force fields of impurity atoms overlap,
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whereby the discrete impurity levels are broadened and transformed into an impurity band.
At a certain critical impurity (defect) concentration, this band joins with the conduction
(valence) band, i.e., the tails of the density of states appear. The absorption coefficient in the
range of tail depends exponentially on the photon energy, i.e., α(hν) ∝ exp[– (Eg – hν)/Eo),
where Eo is a spectral independent value. Such spectral dependence is sometime called the
Urbach rule (Eo can be proportional to kT at sufficiently high T). In this case, in order for the
electron to make an interband transition and take part in the formation of the photocurrent,
the electron must get the energy, which is equal to or greater than Eg. In the case of the tail
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absorption at hν < Eg this transition occurs because part of the energy, equal to hν, electron gets
from photon, while the deficit (Eg – hυ) is covered by phonons (the so-called multiphonon
transitions). The probability of the multiphonon process decreases exponentially with
lowering the hν, reproducing the spectral curve of photocurrent but with a stronger depend‐
ence on hν compared with the density of states and the absorption curve (in the tails of state
density some of the transitions occur without phonon participation) [13]. It is important to
mention that an electron excited due to the absorption of a photon with energy hν < Eg takes
part in the photocurrent formation just as in the case of absorption of a photon with energy hν
≥ Eg.

Based on the above comments, it is valid to use the κ(λ) curves of CIGS corrected in the long-
wavelength region as shown in Fig. 2b by dashed lines. Anticipating the tail effect, it can be
noted that the spectrum at hν < Eg makes a relatively small contribution to the photocurrent in
solar cells: 1.0 % (0.5 mA/cm2), 1.1% (0.4 mA/cm2) and 1.9% (0.6 mA/cm2) respectively for the
absorber bandgaps 1.04, 1.16 and 1.38 eV.

In the range hν ≥ Eg, the absorption coefficient follows the law for a direct-gap semiconductor:

a a n n= - 1/2
o g( ) /  .h E h (2)

The above correction of the spectral curves (Fig. 2b) does not exclude the possibility of
determining the bandgaps of the samples by using Eq. (2) and the experimental values of α as
illustrated in Fig. 3.
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The intercept of the extrapolated straight line portions on the photon energy hυ axis corre‐
sponds to the bandgaps of the discussed materials. The estimated bandgaps are 1.02, 1.16 and
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1.38 eV for CuInSe2, CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2, respectively. The wavelengths
corresponding to these bandgaps are indicated on the extinction coefficient data in Fig. 2b by
arrows.

3. Optical losses caused by reflection and absorption

The optical transmission T(λ) through the multilayer ZnO/CdS/CIGS structure shown in Fig.
1 can be written as

l a a= - - - - -gr 12 2 2 23 3 3 34( ) (1 )exp( )(1 )exp( )(1 ).T T R d R d R (3)

Here R12, R23 and R34 are the reflection coefficients at the interfaces air/ZnO, ZnO/CdS and CdS/
CIGS respectively, whereas the absorption in ZnO and CdS are represented by exp(–α2d2) and
exp(–α3d3), where α2 and α3, d2 and d3 are the absorption coefficients and thicknesses of the ZnO
and CdS layers, respectively.

In order to minimize current losses in PV module, thin metal grids are deposited onto the front
surface of ZnO, which serve as lateral current collectors. But these grids cause shadowing and
a factor Tgr is included in Eq. (1) to take care of this effect. In practical modules, the grids are
made very narrow and thin such that it shades only about 4–5% of the front area of the ZnO
layer. The Tgr value can be set to 0.95 without introducing much loss [8].

The effect of an antireflection coating is not considered in Eq. (3), which can significantly reduce
the reflectance of the front surface R12. The commonly used antireflection coating for ZnO is
MgF2 which has the refractive index narc close to the theoretical optimal value (n2)1/2, where n2

is the refractive index of ZnO. Fig. 4 compares the refractive indices narc, n2 and (n2)1/2 in the
wavelength region 300 to 1100 nm.

The reflection coefficient Rarc of a material with an antireflection coating can be written as
[14]:

b
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+ +
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where rf and rb are the Fresnel coefficients, which are the amplitude values of reflectivity from
the front and back surfaces of the antireflection material:
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+
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,
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Fig. 5a shows a comparison of the reflectance of the bare ZnO surface (curve 1) and that coated
with a 100 nm thick MgF2 (curve 2). A comparison of the two curves reveals a significant
decrease in reflection in the 500-800 nm region due to the antireflection coating. The observed
peak in reflectance at λ < 500 nm does not produce a significant effect in solar cell performance
since the intensity of solar radiation decreases at short wavelength λ < 400 nm. In addition, the
region below 500 nm is dominated by absorption in the CdS film and the ZnO layer. On the
contrary, increase in the reflectance at λ > 600 nm affect the solar cell performance significantly.

So, for taking into account antireflective coating, the reflection coefficient R12 in Eq. (3) for the
transmission should be replaced by the coefficient Rarc, which is determined by Eq. (4):

l a a= - - - - -gr arc 2 2 23 3 3 34( ) (1 )exp( )(1 )exp( )(1 ).T T R d R d R (8)

Fig. 5b illustrates the impact of antireflective coating on the transmission property of ZnO/CdS
layers in CIGS solar cells.
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3.1. Reflection and absorptive losses

From a practical point of view, it is important to assess the various types of losses due to
reflections from the interfaces and absorption in the ZnO and CdS layers.

Reflection loss at an interface can be determined using Eq. (8) as the difference between the
photon flux that incident on the interface and that passed through it. Absorptive losses can be
found from the difference between the photon flux entered the layer and that reached the
opposite side.

An estimate of the decrease in solar cells performance due to the optical losses can be obtained
by calculating the photocurrent density J. The value of J for the spectral distribution of AM1.5
global solar radiation is calculated using the Table of International Organization for Stand‐
ardization ISO 9845-1:1992 [15]. Taking Φ as the incident spectral radiation power density and
hν the photon energy, then the spectral density of the incident photon flux is Φ/hν and one can
write J as

l
l l

n
F

= Då i i
i i

i

( )
( ) ,

i
J q T

h (9)

where q is the electron charge, ∆λi is the interval between the neighboring values of λi in the
ISO table.

Assuming that the solar radiation is negligible for λ < 300 (> 4.1 eV), the summation in Eq.
(9) should be made over the spectral range from λ=300 nm to λ=λg.=hc/Eg. The corresponding
upper limits of the wavelength λg for CIGS solar cell with the bandgap of the absorber Eg=1.02–
1.04, 1.14–1.16 and 1.36–1.38 eV are ∼ 1200, 1080 and 900 nm respectively.
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Fig. 5a shows a comparison of the reflectance of the bare ZnO surface (curve 1) and that coated with 
a 100 nm thick MgF2 (curve 2). A comparison of the two curves reveals a significant decrease in 
reflection in the 500-800 nm region due to the antireflection coating. The observed peak in reflectance at 
l < 500 nm does not produce a significant effect in solar cell performance since the intensity of solar 
radiation decreases at short wavelength l < 400 nm. In addition, the region below 500 nm is dominated 
by absorption in the CdS film and the ZnO layer. On the contrary, increase in the reflectance at  
l > 600 nm affect the solar cell performance significantly.  
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Figure 5. (a) Comparison of the reflectivity of bare ZnO surface (curve 1) and that coated with MgF2

(curve 2).  (b) The optical transmission through the ZnO/CdS layers; curve 1 corresponds to ZnO with 
MgF2 coating, and curve 2 in the absence of MgF2 [9].  
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absence of MgF2 [9].
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Analyzing the optical losses, we assume that the QE of the solar cell η=1, therefore Eq. (9) does
not contain η. If the transmission through ZnO/CdS are also taken as 100%, then the photo‐
current density J for the CuInSe2, CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells would be
equal to Jo=47.1, 42,0 and 33.7 mA/cm2, respectively. However, for real situations where there
are reflection and absorption losses even with antireflection coating the J value becomes equal
to 38.4, 33.9 and 27.5 mA/cm2 respectively and if there is no antireflection coating the corre‐
sponding values are 35.0, 30.8 and 24.8 mA/cm2. It follows that the antireflection coating
increases the photocurrent density J by 3.4, 3.1 and 2.7 mA/cm2, respectively for the CIGS
absorbers discussed above.

It is convenient to report the optical and other types of losses in percentage. Below, all the
losses in percentage we will determine relatively to the photocurrent generated by the photon
flux incident on the solar cell Jo, i.e., to the above values 47.1, 42,0 and 33.7 mA/cm2 for the solar
cells with the absorber bandgap 1.02–1.04, 1.14–1.16 and 1.36–1.38 eV, respectively. The
calculations show that the antireflection coating increases the photocurrent density J by 7.1,
7.4 and 8.0%, for these solar cells, respectively.

Fig. 5a shows that the zero reflectance of ZnO with an antireflection coating takes place at the
wavelength of 570 nm for a 100 nm thick layer of MgF2 that corresponds approximately to the
maximum of the solar radiation under the AM1.5 conditions. According to Eq. (4) and (7), the
position of the reflectance minimum of the curve 2 depends on the thickness of antireflection
coating darc.

It is interesting to see how the photocurrent density J (which takes into account the spectral
distribution of solar radiation) depends on the thickness of the layer darc. The calculated
dependences of decrease in ΔJ/Jo on darc are shown in Fig. 6 for three samples of the studied
solar cells. As seen, the losses are minimal when the thickness of the MgF2 film is in the range
of 105–115 nm that is close to the thickness commonly used of MgF2 film but the losses become
significant when the MgF2 thickness is below or above the 105-115 nm range. Note that the
reflection losses reach the range 9.3–12.4% in the absence of antireflection coating while with
coating it is only 1.4–1.9%.

Next the results of calculations of the reflection losses at all interfaces and the absorptive losses
in the ZnO and CdS layers are given for solar cells under study.

The losses due to reflection from the front surface of ZnO with an antireflection coating of a
100 nm thick MgF2 layer in CuInSe2, CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells are equal
to 1.9, 1.5 and 1.4%, respectively. Using Eqs. (8) and (9) the calculated values of the reflection
loss at the ZnO/CdS interface are 0.9, 0.9 and 1.0% respectively for these solar cells, whereas
for the CdS/CIGS interfaces in the three cases the corresponding losses are 1.3, 1.2 and 1.1%,
respectively.

Low reflection losses at the interfaces are due to the close values of the optical constants of
different layers. This is illustrated in Fig. 7 by plotting the calculated values of the reflectance
for ZnO, CdS and CuIn0.33Ga0.67Se2 in the air and in optical contacts with each other. As seen,
at the 700 nm region the reflection coefficients at the interfaces (air/MgF2)/ZnO, ZnO/CdS and
CdS/CIGS are 10–17 times smaller than those at the interfaces air/ZnO, air/CdS and air/CIGS.
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The sharp increase in reflectance at λ < 500 nm for the (air/MgF2)/ZnO interface does not
produce a significant effect, which is discussed above.

Absorption losses in the 300 nm thick ZnO and 40 nm thick CdS layers are larger as compared
to reflection losses and equal respectively to 2.9 and 5.2% for CuInSe2, 2.2 and 5.6% for
CuIn0.69Ga0.31Se2 and 1.9 and 7.7% for CuIn0.34Ga0.66Se2 solar cell. The difference in losses for the
three types of samples is due to the difference in their bandgaps.
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Figure 7. Reflectivity spectra of (MgF2)ZnO, CdS and CuIn0.34Ga0.66Se2 films in contact with air and other materials [9].
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Figure 6. Relation between percentage photocurrent loss and thickness of antireflection coating applied on the ZnO
surface for CuInGaSe2, CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells.
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surface for CuInGaSe2, CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells.
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It seems that reflection losses cannot be reduced by virtue of their nature whereas the absorp‐
tion losses can be reduced by thinning the CdS and ZnO layers. The data in Fig. 8 give some
indication of a possible way of lowering these absorption losses. As seen, for dCdS=40 nm, the
loss is about 1-3% when the ZnO layer thickness is in the range of 100-500 nm, and when the
layer is thinner (100-200 nm) the loss reduces to ∼ 1%. The loss due to absorption in CdS layer
(Fig. 8b) is higher, 4-5%, even at its lowest thickness of 20-30 nm. It seems that by thinning the
CdS and ZnO layers the absorption losses may be limited to 2–3%.
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The calculated values of optical losses along with the corresponding decrease in the photo‐
current J given in brackets are summarized in Table 1. Note that the calculated data of optical
losses are largely in agreement with the results reported in literature, but there are exceptions
also. For example, according to our calculations, the reflection losses in CuIn0.69Ga0.31Se2 solar
cell (without shading from grid) is equal to 4.0 mA/cm2 and in reference [8] it amount to 3.8
mA/cm2, indicating similarity. However, the absorption losses in the CdS film for
CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells in our calculations are equal to 2.6–2.9 A/cm2

and only 0.8 mA/cm2 in [8]. The losses due to insufficient absorptivity of the CIGS absorber
also differ considerably being equal to < 0.1 and 1.9 mA/cm2, respectively.

Origin of optical losses
Losses in solar cell

CuInSe2 CuIn0.69Ga0.31Se2 CuIn0.34Ga0.66Se2

Reflection losses

Air/ZnO interface with ARC
ZnO/CdS interface
CdS/CIGS interface

2.5% (0.8 mA/cm2)
0.9% (0.4 mA/cm2)
1.3% (0.7 mA/cm2)

1.9% (0.6 mA/cm2)
0.9% (0.4 mA/cm2)
1.2% (0.6 mA/cm2)

1.4% (0.5 mA/cm2)
1.0% (0.4 mA/cm2)
1.1% (0.4 mA/cm2)
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Origin of optical losses
Losses in solar cell

CuInSe2 CuIn0.69Ga0.31Se2 CuIn0.34Ga0.66Se2

Total reflection losses 4.7% (1.9 mA/cm2) 4.0% (1.6 mA/cm2) 3.5% (1.3 mA/cm2)

Absorption losses

Absorption in ZnO
Absorption in CdS
Insufficient absorptivity
Total absorption losses

2.9% (1.5 mA/cm2)
5.2% (2.7 mA/cm2)
0.6% (0.1 mA/cm2)
8.1% (4.3 mA/cm2)

2.2% (1.1 mA/cm2)
5.6% (2.9 mA/cm2)
0.2% (0.1 mA/cm2)
7.8% (4.1 mA/cm2)

1.9% (0.7 mA/cm2)
7.7% (2.6 mA/cm2)
0.4% (0.1 mA/cm2)
9.6% (3.4 mA/cm2)

Total optical losses with grid
shading

17.4% (9.4 mA/cm2) 16.0% (9.0 mA/cm2) 17.5% (7.3 mA/cm2)

Table 1. Optical and the corresponding photocurrent losses in CIGS solar cells

3.2. Effect of multiple reflection in ZnO and CdS layers

In the calculations outlined in Section 3.1, we omitted the multiple reflections and interference
effects in the ZnO and CdS layers, although they occur like those in antireflection coating
(oscillations in CIGS are suppressed by strong absorption of the material). It should be noted
that the periodic oscillations in the quantum efficiency spectra of the CIGS solar cells, origi‐
nating from the interference effects, in many cases are not observed. To explain this fact, we
calculated the optical transmission of the ZnO/CdS layered structure taking into consideration
multiple reflections [9] and using the formula for the double-layer antireflection coatings [16]:
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where r1, r2, and r3 are the amplitude reflection coefficients for the air/ZnO, ZnO/CdS and CdS/
CIGS interfaces:
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n2, n3, n4 and n2, n3, n4 are the refractive indices and extinction coefficients of ZnO, CdS and
CIGS, respectively,

pb
l

=1 2 ZnO
2 ,n d (14)

pb
l

=2 3 CdS
2 .n d (15)

Considering a grid contact at the front surface of the ZnO layer and using Eq. (10), one can
write the expression for the transmission of the ZnO and CdS layers:

l = -gr dl( ) (1 ),T T R (16)

where Tgr takes into account the shadowing by grid on the front surface of ZnO.

The curve labeled 1 in Fig. 9 shows the calculated transmittance using Eq. (10) and (16) for
CuIn0.7Ga0.3Se2 solar cell, and the used parameters are Tgr=0.95, dZnO=300 nm, dCdS=40 nm. The
oscillations in the transmission spectrum are clear though the amplitude is small. The small
amplitude may be due to the low reflectance from the interfaces since the refractive indices of
the contacting layers are close to each other. This is confirmed by the fact that the amplitude
of oscillations increases almost twice when the transmission is calculated without antireflective
layer on the ZnO front surface.

Eq. (10) describes the oscillations in the reflection spectra due to interference effects in the ZnO
and CdS layers, however it does not take into account absorption in these layers. When
extinction coefficient κ is small the oscillations due absorption in the layers are visible, but for
higher κ the oscillations cannot be observed at all. We can take into account the absorption of
solar radiation for one passage in the ZnO and CdS layers by entering in the right side of Eq.
(16) the exponential factors appearing in Eqs. (3) and (8):

l a a= - - -gr dl 2 2 3 3( ) (1 )exp( )exp( ).T T R d d (17)

The results of calculations using Eq. (17) are shown in Fig. 9 as curve 2. As seen, the oscillation
amplitude in the spectral range λ > 500 nm, where the absorption in ZnO and CdS is weak has
remained almost unchanged, but in the range of the interband transitions in CdS at λ < 500
nm, the amplitude decreased significantly.

The spectrum 3 in Fig. 9 was obtained by using Eq. (3) with Rarc=R12, i.e., without considering
the multiple reflections in the ZnO and CdS layers. As it is clear from figure, when multiple
reflections are considered (spectrum 2) only minor periodic deviations occur from spectrum
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3. When calculating the photocurrent density of a solar cell, which is the sum of the current
over the entire spectral range, ignoring multiple reflections should not cause significant errors.
In fact, photocurrent density calculated using Eqs. (8) and (17) for T(λ) shows only a difference
less than 0.5% for the studied solar cells.
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Figure 9. Transmission spectra of ZnO/CdS layers calculated by taking into account the multi-reflections but without
considering absorption (line 1), line 2 is the spectrum when the absorption in the ZnO and CdS layers is taken into
account, and line 3 corresponds to case when multi-reflections are neglected [9].

It should also be borne in mind that the Eq. (17) has been deduced for flat, perfect and parallel
interfaces air/ZnO, ZnO/CdS and CdS/CIGS. But real interfaces will be far away from the ideal
conditions; hence the oscillations in the transmission spectra can be less than 0.5% or even not
visible. In contrast, if the interfaces are perfect as mentioned above, the periodic variations in
the transmission and photoresponse spectra of the devices will be clear [17].

3.3. Absorptive capacity of the CIGS absorber layer

In the previous sections while discussing the photocurrent, we assumed 100% light-to-electric
conversion in the CIGS layer. However, there are losses related to the incomplete absorption
of light in this layer. Considering this fact, while estimating the exact values of integrated
absorptive capacity of the CIGS layer the spectral distribution of solar radiation and absorption
coefficient of the material must be taken into account rather than determining the absorptive
capacity for one wavelength in the range hν > Eg.

It should be noted that in the photon energy range from Eg to 4.1 eV electron-hole pairs arise
independently of the energy absorbed. In other words, the energy needed for the band to band
transition is less than the absorbed energy. So while considering the dependence of the
absorptivity of solar radiation power AΦ (rather than photon flux Ahν) on the thickness of the
semiconductor this fact must be considered. For this reason, the number of electron-hole pairs,
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In the previous sections while discussing the photocurrent, we assumed 100% light-to-electric
conversion in the CIGS layer. However, there are losses related to the incomplete absorption
of light in this layer. Considering this fact, while estimating the exact values of integrated
absorptive capacity of the CIGS layer the spectral distribution of solar radiation and absorption
coefficient of the material must be taken into account rather than determining the absorptive
capacity for one wavelength in the range hν > Eg.

It should be noted that in the photon energy range from Eg to 4.1 eV electron-hole pairs arise
independently of the energy absorbed. In other words, the energy needed for the band to band
transition is less than the absorbed energy. So while considering the dependence of the
absorptivity of solar radiation power AΦ (rather than photon flux Ahν) on the thickness of the
semiconductor this fact must be considered. For this reason, the number of electron-hole pairs,
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and hence the photocurrent generated in the solar cell, is not proportional to the power of solar
radiation. Hence, the dependences of Ahν and AΦ on the thickness of the semiconductor are
different and for calculation of the photocurrent, the absorptivity of photon flux Ahν should be
used.

The integrated absorptive capacity of the semiconductor layer depends on two factors: (i) the
spectral distribution of solar radiation, and (ii) the optical transmission of the ZnO and CdS
layers that affect the spectral distribution of solar radiation reaching the absorber. With this
consideration the integrated absorptivity can be taken as the ratio of the number of photons
absorbed in the CIGS layer to the number of photons penetrated through the ZnO and CdS
layers [18]:
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Here summation is for the spectral range starting from λ=300 nm and the upper limit depends
on the Eg of the material, which corresponds to λ=1200, 1080 or 900 nm respectively for
CuInSe2, CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells.

According to Eq. (18) for CuInSe2, CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells, 99.4, 99.6
and 99.8% photon absorption happens for a layer thickness of 2 μm. But with a layer thickness
of 1 μm the photon absorptivity values for these solar cells are equal to 97.0, 98.3 and 97.7%
respectively, i.e., optical losses become noticeable. On the other hand, in another direct-gap
semiconductor CdTe the photon absorptivity of 99.4–99.8% takes place at a thickness of about
30 μm [18].

It should also be borne in mind that CIGS solar cell is a substrate configuration device having
metallic substrate as one of the electrodes. This implies that long wavelength radiation with
low absorption coefficient can reflect back from the rear surface. In the event of 100% reflec‐
tance from the back surface, the absorptivity is the same as for the double thickness of the
absorber layer, i.e., the Ahν(d) value in such a solar cell can be found by doubling the thickness
d in Eq. (18). This means that 99.4–99.8% photon absorption in CIGS takes place at a thickness
of 1 μm rather than 2 μm.

4. Recombination losses

Electrons and holes (electron-hole pairs) created as a result of photon absorption in the space
charge region (SCR) of CdS/CIGS heterostructure move apart under the influence of the
junction built-in voltage. The electrons move towards to CdS side and reach the front metal
grid contact after passing through the ZnO layer, while holes move to the neutral part of the
CIGS layer and reach the Mo back contact. Not all the photogenerated carriers contribute to
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the current; some of the carriers recombine in the SCR before reaching the contacts. Recombi‐
nation can also occur at the front surface of the absorber contacting with the CdS film. Minority
carriers (electrons), which are generated outside the SCR, also take part in the formation of the
photocurrent, when electrons reach the SCR as a result of diffusion. This process competes
with the recombination of electrons with the majority carriers (holes) in the neutral part of the
absorber. Finally, recombination of electrons can occur on the back surface of the absorber, i.e.,
at the CIGS/metal interface.

For a given thickness of the absorber, the recombination losses depend mostly on the carrier
lifetime and the width of the SCR, which in the case of a semiconductor containing both
acceptor and donor type impurities are determined by the concentration of uncompensated
acceptors Na – Nd. Therefore, investigating the influence of the material parameters on the
recombination losses, we will calculate the dependence of photocurrent J on Na – Nd for several
values of carrier lifetimes.

Consideration of the statistics in a nonequilibrium state leads to the conclusion that the
lifetimes of electrons τno and holes τpo in the SCR are approximately equal to the lifetime of
minority carriers in heavily doped respectively p-and n-type materials [19]. We assume that
in the CIGS solar cell, the absorber is a heavily doped semiconductor (hole concentration is
about 1015–1016 up to 1017 cm–3 [8, 21].

The recombination losses can be judged by the value of photocurrent density J using the
formula:

l
l h l l
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= Då int i
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where T(λ) is the optical transmission of the ZnO and CdS layers, and ηint(λ) is the internal
quantum efficiency of photoelectric conversion.

The CdS/CIGS solar cell is generally treated as an abrupt asymmetric p-n heterostructure, in
which the SCR (depletion layer) is practically located in the p-CIGS and the photoelectric
conversion takes place almost in this layer (see [8] and references therein). The potential and
field distributions in abrupt asymmetric p-n junction are practically the same as in a Schottky
diode, therefore, further consideration of the processes in CdS/CIGS solar cells can be studied
on the basis of the concepts developed for Schottky diodes.

The exact expression for the photovoltaic quantum efficiency of a p-type semiconductor
Schottky photodiode obtained from the continuity equation taking into account the recombi‐
nation at the front surface has the form [21]:
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where α is the absorption coefficient, Sf is the recombination velocity at the front surface, Dn

and Dp are the diffusion coefficients of electrons and holes, respectively, Ln is the diffusion
length of electrons, Δn is the excess concentration of electrons at x=W, which is equal to

D = F 5

p
.

F
n

D (21)

In Eqs. (20) and (21)
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where the Wo / 21/2 value is the Debye length.

In a CIS or CIGS with both acceptor and donor impurities, the SCR width W given in the above
equations is determined by the expression [22]:
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where ε is the relative permittivity of CIGS (ε=13.6), εo is the permittivity of vacuum, and Na

– Nd is the concentration of uncompensated acceptors (not the free hole density).

For the convenience in analyzing the dependence of η on the parameters of the diode structure,
the expression (20) can be simplified.

In a solar cell, CIS or CIGS, with the barrier height from the semiconductor side φbi is of the
order of 1 eV and the width of the SCR is about 1 μm, i.e., the electric field is close to 104 V/cm.
At the boundary between the depletion layer and the neutral region (x=W), the photogenerated
electrons are pulled into the SCR by strong electric field, and without causing error, one can
assume that Δn=0 and disregard the terms containing Δn in Eq. (20) [21].

The integrand f(x) in Eq. (24) decreases exponentially as x increases. Therefore, we can replace
the integration by the multiplication of the maximum value of the function exp(W/Wo)2 by its
“half-width”, which is determined by the value of x2 at the point where the value of f(x) is
smaller than the peak value by a factor e=2.71.

Thus, we can find the value of x that satisfies this condition from the equality:
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Since the second term under the square root is much less than unity, 1− x ≈1− x / 2,

a a j- -» + = + -2 1 1
2 o bi[ 2 / ] [ 2( ) / 2 ] .x W W qV kTW (32)

Similarly, by replacing the integration in Eq. (23), we can obtain the expression for x2 in the
form
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Since the second term under the square root is much less than unity, 1− x ≈1− x / 2,

a a j- -» + = + -2 1 1
2 o bi[ 2 / ] [ 2( ) / 2 ] .x W W qV kTW (32)

Similarly, by replacing the integration in Eq. (23), we can obtain the expression for x2 in the
form

j -» - 1
2 bi[2( ) / 2 ] .x qV kTW (33)
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So, considering all the simplifications made for the photoelectric quantum yield it is possible
to substitute Eq. (20) with the following expression:

a j a
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int 1
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(34)

As an example comparison of the curves ηint(λ), calculated using the exact Eq. (20) and Eq.
(34) is shown in Fig. 10 in the case of the spectrum of CuInSe2 solar cell.
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Figure 10. The quantum efficiency spectra of CuInSe2 solar cell calculated by the exact formula (20) (solid line) and the
simplified formula (34) (dotted line).

In the calculations we used the absorption curve α(λ) and typical parameters for this cell (see
Table 2): barrier height φbi, the diffusion coefficients of electrons Dn and holes Dp, their mobility
μn and μp, the electron lifetime τn (Ln=(τnDn)1/2), the surface recombination velocity Sf, and the
concentration of uncompensated acceptors Na –Nd which varied in the range 1014-1016 cm–3. As
seen, variation of Na – Nd modifies the shape of the ηint(λ) spectra, but in all cases the curves
calculated by Eqs. (20) and (34) are very close, i.e., Eq. (34) represents well the results of the
exact calculation.

It should be bear in mind that Eq. (34) takes into consideration both the drift and diffusion
components of the quantum efficiency but does not take into account recombination at the
back surface of the absorber layer [21] which can result in significant losses in the case of a
thin-film solar cell. In the case of CdS/CdTe cell, for example, it is possible to neglect the
recombination at the back surface if the thickness of the absorber exceeds 4–5 μm. However,
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solar cells with thinner layers are also of considerable interest. In this case, Eq. (34) is not valid,
and the drift and diffusion components of the quantum efficiency should be separated.

To find an expression for the drift component of the photoelectric quantum yield one can use
Eq. (34). Indeed, the absence of recombination at the front surface (Sf=0) transforms this
equation into the known Gartner formula:

a
h

a
-

= -
+ n

exp( )1 .
1

W
L (35)

The above equation also ignores recombination at the back surface of the absorbed layer. Eq.
(34) does not take into account recombination inside the SCR, therefore, subtracting the
absorptive capacity of the SCR layer 1 – exp(–αW) from the right side of Eq. (34), we obtain the
expression for the diffusion component of the quantum yield for a thick solar cell exp(–αW)
αLn/(1+αLn) which ignores recombination at the back surface. Upon eliminating the diffusion
component from the right side of Eg. (34) we come to the expression for the drift component
of the quantum efficiency which take into account the surface recombination at the front
surface of the absorber:
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For the diffusion component of the photoelectric quantum efficiency taking into account
surface recombination at the back surface of the absorber layer, one can use the exact expression
obtained for the p-layer in a solar cell with p-n junction [22]:
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(37)

where d is the thickness of the absorber layer and Sb is the recombination velocity at the back
surface.

The internal quantum efficiency of photoelectric conversion in the absorber layer is the sum
of the two components:

h h h= +int drift dif , (38)

whereas the external quantum efficiency can be written in the form

Solar Cells - New Approaches and Reviews20



solar cells with thinner layers are also of considerable interest. In this case, Eq. (34) is not valid,
and the drift and diffusion components of the quantum efficiency should be separated.

To find an expression for the drift component of the photoelectric quantum yield one can use
Eq. (34). Indeed, the absence of recombination at the front surface (Sf=0) transforms this
equation into the known Gartner formula:

a
h

a
-

= -
+ n

exp( )1 .
1

W
L (35)

The above equation also ignores recombination at the back surface of the absorbed layer. Eq.
(34) does not take into account recombination inside the SCR, therefore, subtracting the
absorptive capacity of the SCR layer 1 – exp(–αW) from the right side of Eq. (34), we obtain the
expression for the diffusion component of the quantum yield for a thick solar cell exp(–αW)
αLn/(1+αLn) which ignores recombination at the back surface. Upon eliminating the diffusion
component from the right side of Eg. (34) we come to the expression for the drift component
of the quantum efficiency which take into account the surface recombination at the front
surface of the absorber:

( )
( )
a j

h a
h j

-

-

+ + -
= - -

+ -

1
f p bi

drift 1
f p ext bi

1 / 2( ) /
exp( ).

1 /   2( ) /

S D qV WkT
W

S D qV WkT
(36)

For the diffusion component of the photoelectric quantum efficiency taking into account
surface recombination at the back surface of the absorber layer, one can use the exact expression
obtained for the p-layer in a solar cell with p-n junction [22]:

( )

a
h a

a

a a a
a

= - ´
-

ì üé ù- - - - + - + - -ï ïë û´ -í ý
- + -ï ïî þ

n
dif 2 2

n

b n n n n n
n

b n n n n

exp( )
1

/ cosh[( ) / ] exp ( ) sinh[( ) / ] exp( ( ))
      ,

( / )sinh[( ) / ] cosh[( ) / ]

L
W

L

S L D d W L d W d W L L d W
L

S L D d W L d W L

(37)

where d is the thickness of the absorber layer and Sb is the recombination velocity at the back
surface.

The internal quantum efficiency of photoelectric conversion in the absorber layer is the sum
of the two components:

h h h= +int drift dif , (38)

whereas the external quantum efficiency can be written in the form

Solar Cells - New Approaches and Reviews20

h l h h= +ext drift dif( )( ),T (39)

where T(λ), as mentioned previously, is the optical transmission of the ZnO and CdS layers
determined by Eq. (8).

Fig. 11 shows a comparison of the measured quantum efficiency spectra of CuInSe2,
CuIn0.69Ga0.31Se2 and CuIn0.34Ga0.66Se2 solar cells taken from [8] with the results of calculations
using Eq. (39). Note that the data on the extinction coefficients (and hence the absorption
coefficient α) used in this and following calculations were measured for Eg=1.02, 1.16 eV and
Eg=1.38 eV [12] rather than 1.04, 1.14 and 1.36 eV, respectively [8] that explains the slight blue
shift (10-20 nm) in the calculated long-wavelength edge of the spectra in Fig. 11.
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Figure 11. Comparison of the measured (circles) [8] and calculated (solid lines) quantum efficiency spectra of CuInSe2

(Eg=1.04 eV), CuIn0.76Ga0.24Se2 (Eg=1.14 eV) and CuIn0.39Ga0.61Se2 (Eg=1.36 eV) solar cells.

According to the data in the above reference [8], in the calculations, the thicknesses of the CIGS,
ZnO, CdS and MgF2 layers were assumed to be 2000, 300, 20–50 and 100 nm, respectively. The
parameters of the absorber layer were varied within the limits reported in the literature. It
should be noted that for polycrystalline CIGS, there is a large spread in mobility values of
electrons and holes. At room temperature, the values of the hole mobility are most often
indicated in the range from 1–5 to 30–50 cm2/(Vs) and from 1 to 100 cm2/(Vs) for the electron
mobility [23–25]. Unlike this, it was found in [26] that the electron and hole mobilities in
Cu(In,Ga)Se2 are much lower than 1 cm2/(Vs). As mentioned in Section 2, we believe that such
low mobilities refer to the charge transport in the sub-band joined with the conduction band
(valence band) due to high doping or/and disorder in the crystal lattice. In contrast, electrons
and holes arising as a result of absorption of photons with the energy hν ≥ Eg and involving in
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the photocurrent formation are moving in the conduction and valence band, where their
mobilities are much higher.

The lifetime of minority carriers (electrons), determining their diffusion length Ln=(τnDn)1/2 has
also a significant impact on the efficiency of solar cells. As reported back in 1996 [27], the
lifetimes of electrons in CuInSe2 are in the range of tens of picoseconds to a few nanoseconds,
which was subsequently confirmed in [23, 28]. Lifetime of minority carriers affects the diffusion
component of photocurrent and therefore reveals itself in the long-wavelength range (λ >
600-700 nm) of the spectrum.

Yet another important parameter determining the quantum efficiency spectra of solar cells is
the concentration of uncompensated acceptors Na – Nd in the absorber, which according to Eq.
(28) determines the width of the SCR. At high Na – Nd, the width of the SCR amounts to a small
portion of the absorber thickness. With decreasing Na – Nd, the efficiency of cell increases since
more and more part of the radiation is absorbed in the SCR, where the photogenerated
electrons and holes move apart in the opposite directions by the electric field and reach the
contacts without recombination. However, an increase of the quantum efficiency due to
expansion of the SCR occurs only to a certain extent, because with increasing W, the electric
field in the SCR is weakened and, therefore, recombination at the front surface of the absorber
layer is intensified. As a result, the quantum efficiency in the low wavelength region reduces.

The velocity of recombination at the front surface Sf affects the efficiency in a wide range of
wavelengths (excluding the long wavelength part) and more stronger in a wider SCR.

Our calculations in section 4.3 show that recombination at the rear surface of 2 μm thick
absorber layers of CuInSe2, CuIn0.76Ga0.24Se2 and CuIn0.39Ga0.61Se2 manifests itself very weakly
and only for long lifetimes of electrons.

It follows that the main parameters of the absorber layer affect the QE spectrum of the solar
cell differently [29]. This facilitates the choice of the parameter values for better agreement
between the calculated and experimental data and virtually eliminates getting the same
spectral curve for different combinations of parameters. The data of calculations presented in
Fig. 12 confirm the above statement showing how the spectrum of CdS/CuInSe2 solar cell is
modified when one of the parameters is varied.

As can be seen, a deviation upward or downward from the optimum value of the minority
carrier lifetime (τn=2 ns) substantially affect the spectral distribution of the quantum efficiency
only at wavelengths longer than ∼ 700 nm. In contrast, the deviation of the recombination
velocity at the front surface of the Cu(In,Ga)Se2 layer from the value Sf=2×105 cm/s results in
significant changes in the short wavelength region (shorter than ∼ 800 nm). Judging the curves
in Fig. 12b, it might give the impression that the recombination at the front surface has more
or less the same effect on the quantum efficiency over the entire spectrum, and it can induce
doubt in the correctness of the physical model used. However, this is not so, a simple calcu‐
lation shows that for Sf=107 cm/s in the spectral range 600-800 nm, surface recombination
reduces the quantum efficiency only by 2-4% but as high as ∼ 22% in the range 350-400 nm.

The concentration of uncompensated acceptors Na – Nd impacts the entire spectrum, and is
more appreciable. Moreover, when concentration of Na – Nd is deviated by an order from the
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optimum value 5×1015 cm–3, qualitative changes are observed in the spectrum, notably in the
range λ=550-850 nm, increasing the efficiency with wavelength is replaced by its decay when
Na – Nd is increased.

Finally, the variation of the CdS layer thickness manifests itself only in the range of the
fundamental absorption of this semiconductor, i.e., when λ < 500 nm.

Parameters giving best match for the spectral distribution of calculated and experimental QE
of the studied cells are summarized in Table 2. Notice that in the investigated solar cells, the
SCR width (0.4–0.6 μm) amounts to a small part of the thickness of the absorber layer and the
recombination velocity Sf is equal to ∼ 105 cm/s, i.e., Sf is low as compared to thin-film CdS/
CdTe heterostructure. This is explained by the known peculiarity of CdS/CIGS heterojunction.

Back in the late 1980s, it was shown that the CIGS solar cells are insensitive to defects caused
by a lattice mismatch or impurities at the CdS/CIGS interface. In fact, the lattice mismatch is
rather small for CdS and CuInSe2 (∼ 1%) and weakly increases with the Ga content. In addition,
the deposition of CdS on the treated and cleaned surface of the CIGS layer is characterized by
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Figure 12. Effect of the electron lifetime τn (a), the surface recombination velocity Sf (b), the concentration of uncom‐
pensated acceptors Na – Nd (c) and the thickness of the CdS film (d) on the spectral distribution of the quantum effi‐
ciency of CuInSe2 solar cell.
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pseudo-epitaxial growth, and the intermixing of the heterojunction constituents is observed
even at relatively low-temperature processes [30, 31].

Solar cell
Eg

(eV)
φbi

(eV)
τn

(ns)
Na –Nd

(cm–3)
Sf

(cm/s)
dCdS

(nm)

CuInSe2 1.04 0.60 5 2×1015 1×105 45

CuIn0.3Ga0.7Se 1.14 0.75 20 9×1015 5×105 50

CuIn0.67Ga0.3Se 1.36 0.95 2 5×1015 2×105 40

Table 2. Parameters of CuInSe2, CuIn0.76Ga0.24Se2 and CuIn0.39Ga0.61Se2 solar cells giving better match between measured
and calculated data

A comparison of measured and calculated results presented in Fig. 11 shows that the theoret‐
ical model describes in detail the spectral distribution of the quantum efficiency of CIGS solar
cells, which is important for further analysis of recombination losses. But the question arises,
how this model can be applicable in polycrystalline material, with its inhomogeneity, recom‐
bination at the grain boundaries, etc. A possible explanation for the applicability of the model
in question to efficient solar cells based on polycrystalline CIGS is that during the growth of
the absorber layer and post-growth processing, recrystallization leading to grain growth and
their coalescence occur. Also no less important is the fact that a structure in the form of ordered
columns oriented perpendicular to the electrodes is created in the CIGS layer (see reviews [32]
and references therein). One can assume that in a layer of columnar structure, collection of
photogenerated charge occurs without crossing the grain boundaries. In addition, the scatter‐
ing and recombination on the lateral surfaces of the columns also have no significant effect
due to the strong electric field in the barrier region.

Indeed, the width of the SCR in the studied solar cell is about 0.5 μm, and the electric field at
a barrier height φbi of about 1 eV is higher than 104 V/cm. Under such conditions, the drift
length of charge carriers with the mobility of 20-30 cm2/(Vs), and lifetimes 10–9 s is several
microns which is significantly greater than the width of SCR and makes recombination
improbable. Outside the SCR, where the diffusion component of photocurrent is formed, the
electric field does not exist, but due to the high absorption capacity of CIGS the vast majority
of solar radiation is absorbed in the SCR. This is illustrated in Fig. 13 with the example of
CuIn0.39Ga0.61Se2 (Eg=1.36 eV) solar cell, where the quantum efficiency spectra along with the
drift and diffusion components are shown. As expected, the diffusion component falls mostly
on the long-wavelength part of spectra (λ longer than ∼ 600 nm) and its contribution to the
quantum efficiency is quite insignificant.

Calculation given by Eq. (39) shows that for the parameters listed in Table 2, the contributions
of the diffusion component in the photocurrent of CuInSe2, CuIn0.76Ga0.24Se2 and CuIn0.39Ga0.61Se
solar cells is about 2, 4 and 8%, which are far inferior to the drift component. This significantly
weakens the role of recombination at the grain boundaries.
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4.1. Recombination losses at the absorber front surface

To determine the recombination losses, we will calculate the photocurrent density by varying
the parameters of solar cells such as the recombination velocity at the absorber surface,
concentration of uncompensated acceptors and carrier lifetimes in the material, as well as the
thickness of the absorber. Photocurrent density will be calculated by Eq. (19) using for T(λ)
Eq. (39).

Until now, the internal quantum efficiency was calculated under zero bias, since it was
necessary for comparison with the spectra measured at V=0. However, recombination losses
should be calculated in the operating mode of the solar cell, i.e., at the voltage Vm, which
maximizes the generated electrical power. As will be shown in Section 5.3, these voltages Vm

are 0.36, 0.46 and 0.63 V for CuInSe2, CuIn0.76Ga0.24Se2 and CuIn0.39Ga0.61Se2 solar cells, respec‐
tively.

Consider how the photocurrent density J varies depending on the concentration of uncom‐
pensated acceptors at different recombination velocities at the front surface of the CIGS
absorber. Note that according to Eq. (36), the recombination does not depend on the carrier
lifetime in this case. Fig. 14 shows for CuIn0.39Ga0.61Se2 solar cell the dependences of J on Na –
Nd in the range 5×1014–1018 cm–3 and Sf in the range 104–107 cm/s and also at Sf=0. The lower
range of Na – Nd is limited to 5×1014 cm–3, because at this values the width of the SCR becomes
greater than the thickness of the absorber layer d=2 μm.

As seen in Fig. 14a, if the concentration of uncompensated acceptors exceeds 1017 cm–3, surface
recombination does not reveals itself, but at lowering the Na – Nd, the decrease in J becomes
appreciable. At Sf=104 cm/s, recombination practically does not reduce the current and slightly
lowers it at the real values of Na – Nd=5×1015 cm–3 and Sf=2×105 cm/s for this solar cell. As our
calculations show in Fig. 14b, for CuIn0.39Ga0.61Se solar cell, surface recombination reduces J by
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1.8% for Na – Nd=5×1015 cm–3. Similar calculations carried out for CuInSe2 and CuIn0.76Ga0.24Se2

solar cells show that recombination losses for them are equal to 2.1% and 1.9%, respectively.
Relatively small recombination losses are explained by the above mentioned fact that the CIGS
solar cells are insensitive to defects at the CdS/CIGS interface due to pseudo-epitaxial growth
of the CIGS and the intermixing of the heterojunction constituents.

4.2. Recombination losses in the SCR

Recombination of photogenerated charge carriers in the SCR can be taken into account, using
the well-known Hecht equation [33]:

ll
h

l l

é ùæ öé ùæ ö -ê úç ÷= - - + - -ê úç ÷ç ÷ ç ÷ê úê úè øë û è øë û

pn
H

n p
( ) 1 exp 1 exp ,x W xx

W W (40)

where x is the coordinate (x is measured from the CdS/CIGS interface), λn and λp are the drift
lengths of electrons and holes in the SCR:

l m t=n n no ,F (41)

l m t=p p po ,F (42)

F is the electric field strength; τno and τpo are the lifetimes of electrons and holes in the SCR,
respectively, which we will accept to be equal to τn assuming that the CIGS absorber is a highly
doped semiconductor.
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Figure 14. (a) Photocurrent density J as a function of the concentration of uncompensated acceptors Na – Nd at different
recombination velocities Sf at the front surface of the CIGS absorber in CuIn0.39Ga0.61Se solar cell. (b) Reduction in the
photocurrent density, expressed as in percentage.
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1.8% for Na – Nd=5×1015 cm–3. Similar calculations carried out for CuInSe2 and CuIn0.76Ga0.24Se2

solar cells show that recombination losses for them are equal to 2.1% and 1.9%, respectively.
Relatively small recombination losses are explained by the above mentioned fact that the CIGS
solar cells are insensitive to defects at the CdS/CIGS interface due to pseudo-epitaxial growth
of the CIGS and the intermixing of the heterojunction constituents.

4.2. Recombination losses in the SCR

Recombination of photogenerated charge carriers in the SCR can be taken into account, using
the well-known Hecht equation [33]:
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where x is the coordinate (x is measured from the CdS/CIGS interface), λn and λp are the drift
lengths of electrons and holes in the SCR:

l m t=n n no ,F (41)

l m t=p p po ,F (42)

F is the electric field strength; τno and τpo are the lifetimes of electrons and holes in the SCR,
respectively, which we will accept to be equal to τn assuming that the CIGS absorber is a highly
doped semiconductor.
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Figure 14. (a) Photocurrent density J as a function of the concentration of uncompensated acceptors Na – Nd at different
recombination velocities Sf at the front surface of the CIGS absorber in CuIn0.39Ga0.61Se solar cell. (b) Reduction in the
photocurrent density, expressed as in percentage.

Solar Cells - New Approaches and Reviews26

In CdS/CIGS heterostructure, the electric field is not uniform, but the problem of the nonuni‐
formity is simplified, since the field strength F decreases in a Schottky diode linearly with the
x coordinate. In this case, F in the expressions (41) and (42) can be replaced by the average
values of F in the sections (0,x) and (x,W) for electrons and holes, respectively, i.e.,

j - æ ö
= -ç ÷

è ø
bi(0, ) 2 ,

qV xF x
qW W

(43)

j - æ ö
= -ç ÷

è ø
bi( , ) 1 .

qV xF x W
qW W

(44)

Evidently, charge collection efficiency in the dx interval of the SCR is ηHαexp(–αx)dx and then
the charge-collection efficiency for the wavelength λi is determined by expression:

h l h a a= - òH i H i i
0

( ) ( ) exp( ) .
W

x x dx (45)

Fig. 15 shows the photocurrent density J in CuIn0.39Ga0.61Se2 as a function of the concentration
of uncompensated acceptors Na – Nd at different carrier lifetimes given by the equation:

l
l h l l

F
= Då i i

i H i i
i i

( )
( ) ( ) .J q T

hv (46)

As can be seen in Fig. 15a, when Na – Nd > 3×1016 cm–3 (W < 0.2-0.3 μm), the curves calculated
for different lifetimes of charge carriers τn=τno=τpo coincide, but as the SCR width increases,
the curves diverge and become more pronounced when τn is less. The reduction of J due to
recombination can be found by subtracting the current at a given τn from the value of current
jo when recombination does not occur. The latter is possible for a sufficiently large lifetime of
charge carriers. A simple calculation shows that when τn > 500-600 ns, the current becomes
independent of τn, therefore the values of jo at different Na – Nd were found for τn=1000 ns (the
curve jo vs. Na – Nd is also shown in Fig. 15a).

Fig. 15b shows the reduction in J due to recombination in the SCR and its dependence on the
Na – Nd and τn. As seen, when Na – Nd < 1016 cm–3 (W > 1 μm), the recombination losses increase
rapidly up to 60% with decreasing Na – Nd and τn. The data presented in this figure allow
determining the recombination losses for any values of Na – Nd and τn. For the real carrier
lifetime of 2 ns and Na – Nd=5×1015 cm–3, which are characteristic of CuIn0.39Ga0.61Se solar cell,
the recombination losses amount to 1.0%, whereas for CuIn0.76Ga0.24Se2 solar cell the losses is
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only 0.1% because of higher values τn=20 ns and Na – Nd=9×1015 cm–3. For CuInSe2 solar cell,
the recombination losses due to recombination in the SCR amount to 0.7%.

4.3. Recombination losses at back surface and neutral part of absorber

Useful information about the effect of recombination at the back surface of the solar cell and
the neutral part of the absorber on the photocurrent J can be obtained by studying the
dependence of J on the absorber thickness d. If d is large, the effect of recombination at the back
surface is imperceptible, but when the rear surface is close to the SCR by a distance comparable
to the diffusion length of electrons, the role of recombination increases. This leads also to a
decrease in the diffusion component of the photocurrent.

Subtracting the currents calculated for the recombination velocity Sb=107 cm/s and Sb=0, one
can obtain the change of J due to recombination at the back surface. Obviously, for longer
minority-carrier lifetime, recombination at the back surface of the absorber is intensified and
manifests itself also at larger absorber thickness.

Fig. 16a shows the dependences of photocurrent J on the thickness d of the CuIn0.39Ga0.61Se2

absorber calculated for Sb=107 cm/s and Sb=0 and at different lifetimes of electrons. As it is
shown by dashed lines, when the CuIn0.39Ga0.61Se2 layer becomes thinner, the photocurrent for
Sb=0 first slightly grows and then rapidly decreases. The observed current growth can be
explained by the fact that the diffusion component of the photocurrent is determined by the
derivative of the excess concentration of photogenerated electrons Δn/dx [22]. The derivative
may be larger than that in the absence of recombination at the surface, but when d approaches
the cross section x=W, the diffusion component eventually decreases due to reduced the Δn
absolute value and next Δn=0 when x=W. This also explains why the dependence of ΔJ / J on
d shown in Fig. 16b is described by a curve with a maximum.
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Figure 15. (a) Photocurrent density J as a function of the concentration of uncompensated acceptors Na – Nd for differ‐
ent carrier lifetimes τn in the CuIn0.39Ga0.61Se2 absorber. (b) Reduction of the photocurrent density expressed in percent‐
age.
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only 0.1% because of higher values τn=20 ns and Na – Nd=9×1015 cm–3. For CuInSe2 solar cell,
the recombination losses due to recombination in the SCR amount to 0.7%.

4.3. Recombination losses at back surface and neutral part of absorber

Useful information about the effect of recombination at the back surface of the solar cell and
the neutral part of the absorber on the photocurrent J can be obtained by studying the
dependence of J on the absorber thickness d. If d is large, the effect of recombination at the back
surface is imperceptible, but when the rear surface is close to the SCR by a distance comparable
to the diffusion length of electrons, the role of recombination increases. This leads also to a
decrease in the diffusion component of the photocurrent.

Subtracting the currents calculated for the recombination velocity Sb=107 cm/s and Sb=0, one
can obtain the change of J due to recombination at the back surface. Obviously, for longer
minority-carrier lifetime, recombination at the back surface of the absorber is intensified and
manifests itself also at larger absorber thickness.

Fig. 16a shows the dependences of photocurrent J on the thickness d of the CuIn0.39Ga0.61Se2

absorber calculated for Sb=107 cm/s and Sb=0 and at different lifetimes of electrons. As it is
shown by dashed lines, when the CuIn0.39Ga0.61Se2 layer becomes thinner, the photocurrent for
Sb=0 first slightly grows and then rapidly decreases. The observed current growth can be
explained by the fact that the diffusion component of the photocurrent is determined by the
derivative of the excess concentration of photogenerated electrons Δn/dx [22]. The derivative
may be larger than that in the absence of recombination at the surface, but when d approaches
the cross section x=W, the diffusion component eventually decreases due to reduced the Δn
absolute value and next Δn=0 when x=W. This also explains why the dependence of ΔJ / J on
d shown in Fig. 16b is described by a curve with a maximum.
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Figure 15. (a) Photocurrent density J as a function of the concentration of uncompensated acceptors Na – Nd for differ‐
ent carrier lifetimes τn in the CuIn0.39Ga0.61Se2 absorber. (b) Reduction of the photocurrent density expressed in percent‐
age.

Solar Cells - New Approaches and Reviews28

As can be seen from Fig. 16b, the decrease in photocurrent does not exceed 1.5% even with
lifetimes of electrons 20 ns. With such low recombination losses, the creation of a heavily doped
layer adjacent to the back contact as it is proposed in CdS/CdTe solar cells [7] or to form a
bandgap gradient outside the SCR in the CIGS absorber [8] to reduce the negative impact of
recombination at the rear surface of the absorber seems to be unreasonable. As previously
mentioned, a very small fraction of carriers taking part in the photocurrent formation (2–8%)
falls on the neutral part of the studied CIGS solar cells that also should be borne in mind.

Of course, recombination of photogenerated carriers happens not only at the back surface of
the absorber, but also in whole neutral part (outside the SCR). The losses due to such recom‐
bination can be found as the difference between photocurrent at: (i) real electron lifetime and
recombination velocity at the rear surface and (ii) large value of the electron lifetime when
recombination can be ignored (τn=1000 ns) and Sb=0. As the calculations show, such losses are
2.5, 5.0 and 2.9% for CuInSe2, CuIn0.76Ga0.24Se2 and CuIn0.39Ga0.61Se2 solar cells, respectively. It
is necessary to emphasize that recombination in the neutral part of the absorber and at the rear
surface are not additive. But the calculation results for the neutral part, for example, with and
without recombination at the rear surface of the absorber differ slightly. Nevertheless the
determination of the combined influence of recombination in the neutral part of the absorber
and at its rear surface is more correct.

The calculated values of all types of recombination losses along with the corresponding decrease
in the photocurrent J (given in brackets) are summarized in Table 3. Analysis of obtained results
allows us to formulate some recommendations to improve the photoelectric conversion
efficiency in the solar cells studied.
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Figure 16. (a) Dependences of the photocurrent density on thickness of the CuIn0.39Ga0.61Se2 layer calculated for differ‐
ent electron lifetimes with and without taking into account recombination at the back surface of the absorber (solid and
dashed lines, respectively), (b) Decrease in photocurrent density due to recombination at the back surface calculated
for different electron lifetimes.
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The total recombination losses in CuInSe2, CuIn0.76Ga0.24Se2 and CuIn0.39Ga0.61Se2 solar cells
amount to 5.4, 7.0 and 4.1%, respectively. It can be assumed that the charge collection efficiency
of the photogenerated charge in the absorber is 94.6, 93.0 and 95.9%, respectively. Having these
data, it is worth to analyze the possibility of reducing the recombination losses and improving
the charge collection efficiency that we will make with an example of CuIn0.76Ga0.24Se2 solar
cell.

Origin of recombination losses
Losses in solar cell

CuInSe2 CuIn0.76Ga0.24Se2 CuIn0.39Ga0.61Se2

Front surface
Space-charge region
Neutral part of absorber
and back surface
Only back surface

2.2% (0.9 mA/cm2)
0.7% (0.4 mA/cm2)
2.5% (1.0 mA/cm2)
0.2% (< 0.1 mA/cm2)

1.9% (0.7 mA/cm2)
0.1% (< 0.1 mA/cm2)
5.0% (1.8 mA/cm2)
1.0% (0.4 mA/cm2)

0.2% (< 0.1 mA/cm2)
1.0% (0.3 mA/cm2)
2.9% (1.0 mA/cm2)
0.1% (< 0.1 mA/cm2)

Total recombination losses 5.4% (2.3 mA/cm2) 7.0% (2.5 mA/cm2) 4.1% (1.4 mA/cm2)

Table 3. Recombination and the corresponding J losses in CIGS solar cells

According to Eq. (36), the recombination losses at the front surface can be lowered by increasing
the hole diffusion coefficient Dp=kTμp/q, i.e., increasing the mobility of holes μp. The results of
calculation from Eq. (19) show that increasing the hole mobility from 30 to 300 cm2/(Vs) (this
is real according to the literature data) reduces such losses from 1.9 to 0.3%.

Significant improvement of the charge collection efficiency can be achieved by increasing the
lifetime of electrons, which is equivalent to an increase of electron mobility since the diffusion
length Ln is equal to (τnDn)1/2. Increase in electron mobility also by an order of magnitude from
20 to 200 cm2/(V s) leads to a reduction of the recombination losses in the neutral part of the
absorber and at its rear surface from 5.0 to 1.1%.

The recombination losses in the SCR 0.1% at large electron and holes mobilities approach to
zero since the drift lengths of carries are proportional to the their mobilities. Thus, due to a
real increase of the mobility of electrons and holes by one order of magnitude the charge
collection efficiency improves from 93.0 to 98.6%.

An even greater improvement of the charge collection efficiency can be achieved by extending
the SCR, which leads to absorption of a greater part of the radiation in the SCR and hence the
better collection of the photogenerated charge. However, one should keep in mind that when
the electron lifetime and mobility increase, the diffusion length becomes longer than the
absorber thickness. This weakens the desired effect and in fact the charge collection efficiency
for d=2 μm is 96.2%.

There is also a positive impact for a higher carrier lifetime and expanded SCR since it leads to
a decrease in the forward recombination current. Analyzing the electrical characteristics of the
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The total recombination losses in CuInSe2, CuIn0.76Ga0.24Se2 and CuIn0.39Ga0.61Se2 solar cells
amount to 5.4, 7.0 and 4.1%, respectively. It can be assumed that the charge collection efficiency
of the photogenerated charge in the absorber is 94.6, 93.0 and 95.9%, respectively. Having these
data, it is worth to analyze the possibility of reducing the recombination losses and improving
the charge collection efficiency that we will make with an example of CuIn0.76Ga0.24Se2 solar
cell.

Origin of recombination losses
Losses in solar cell

CuInSe2 CuIn0.76Ga0.24Se2 CuIn0.39Ga0.61Se2

Front surface
Space-charge region
Neutral part of absorber
and back surface
Only back surface

2.2% (0.9 mA/cm2)
0.7% (0.4 mA/cm2)
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0.2% (< 0.1 mA/cm2)
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0.1% (< 0.1 mA/cm2)

Total recombination losses 5.4% (2.3 mA/cm2) 7.0% (2.5 mA/cm2) 4.1% (1.4 mA/cm2)

Table 3. Recombination and the corresponding J losses in CIGS solar cells

According to Eq. (36), the recombination losses at the front surface can be lowered by increasing
the hole diffusion coefficient Dp=kTμp/q, i.e., increasing the mobility of holes μp. The results of
calculation from Eq. (19) show that increasing the hole mobility from 30 to 300 cm2/(Vs) (this
is real according to the literature data) reduces such losses from 1.9 to 0.3%.

Significant improvement of the charge collection efficiency can be achieved by increasing the
lifetime of electrons, which is equivalent to an increase of electron mobility since the diffusion
length Ln is equal to (τnDn)1/2. Increase in electron mobility also by an order of magnitude from
20 to 200 cm2/(V s) leads to a reduction of the recombination losses in the neutral part of the
absorber and at its rear surface from 5.0 to 1.1%.

The recombination losses in the SCR 0.1% at large electron and holes mobilities approach to
zero since the drift lengths of carries are proportional to the their mobilities. Thus, due to a
real increase of the mobility of electrons and holes by one order of magnitude the charge
collection efficiency improves from 93.0 to 98.6%.

An even greater improvement of the charge collection efficiency can be achieved by extending
the SCR, which leads to absorption of a greater part of the radiation in the SCR and hence the
better collection of the photogenerated charge. However, one should keep in mind that when
the electron lifetime and mobility increase, the diffusion length becomes longer than the
absorber thickness. This weakens the desired effect and in fact the charge collection efficiency
for d=2 μm is 96.2%.

There is also a positive impact for a higher carrier lifetime and expanded SCR since it leads to
a decrease in the forward recombination current. Analyzing the electrical characteristics of the
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solar cell, it is not difficult to show that this causes enhancing the open circuit voltage (see the
next sections).

Some useful information can be obtained from the spectral distribution of the reflection,
absorption and recombination losses. Fig. 17 shows the distribution of these losses over the
whole spectrum for CuIn0.76Ga0.24Se2 solar cell obtained from the results given above.
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Figure 17. Illustration of spectral distribution of the reflection, absorption and recombination losses for CuIn0.76Ga0.24Se2

solar cell (Eg=1.14 eV).

As clearly seen, the recombination losses are considerably less than those caused by reflection
and absorption in the ZnO layer and especially in the CdS layer. The radiation in the range hν
< Eg gives a small contribution to the solar cell efficiency due to insufficient absorptivity of
CIGS in this range, whereas at hν > Eg slight decrease of the absorptivity compared to 100%
takes place only when the photon energy is very close to Eg.

5. Electrical characteristics of CIGS solar cells

The electrical properties of CIGS solar cells are presented in many publications, but their dark
J–V characteristics are practically absent and not discussed analytically in the literature with a
few exceptions. This is despite the fact that the dark J–V relationship along with the quantum
efficiency spectrum are the two key characteristics that determine substantially the perform‐
ance of solar cells.

In this section we analyze the dark J–V characteristics of CIGS solar cells (x=0 – 0.61) extracted
from the data under cell illumination reported in [8,34]. It is shown that the dark J–V curves
are described by the theory of generation–recombination of charge carriers in the SCR
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developed for the linearly graded silicon p-n junction in [19] and modified and adapted to a
thin-film CdS/CdTe heterostructure taking into account peculiarities of the distribution of the
electric potential and the concentrations of free electrons and holes in the SCR [29]. This is valid
for CIGS solar cells taking into account the effect of the shunts at low forward voltages and
the voltage drop across the series resistance at high forward currents. It is also shown that
knowing the short–circuit current density (which can be obtained from spectra of the quantum
efficiency and solar radiation), it is possible to calculate the J–V curves under illumination and
find the open–circuit voltage, the fill factor and eventually the energy conversion efficiency.
The electric losses caused by the presence of the shunts and series resistances of the bulk part
of the CIGS absorber are also determined.

5.1. Experimental results and discussion

The J–V characteristics of CIGS solar cells having bandgaps of the absorber Eg=1.04, 1.14 and
1.36 eV under standard AM1.5 illumination taken from [8] are shown in Fig. 18a. The voltage
dependences of the dark current derived from the difference between the short-circuit current
density Jsc and the current density under illumination JIL at each voltage are shown in Fig.
18b by solid (closed) circles, squares and triangles. At V < 0.2 V, the values of JIL and Jsc are very
close to each other, therefore the dark current cannot be determined with a proper accuracy.
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As seen in Fig. 18b, the dark current in solar cell with the bandgap of the absorber 1.04 eV
follows quite well the voltage dependence J ∝ exp(qV/2kT) (dashed lines) in the range of almost
four order of magnitude that confirms the recombination mechanism of charge transport
suggested in [8, 34]. However, for the absorbers with the bandgap of 1.14 and 1.36 eV the J–
V curves have a complicated form. As seen, the dependences J ∝ exp(qV/2kT) are observed
only at V > 0.5 and 0.7 V for the samples with Eg=1.14 (solid squares) and 1.36 eV (solid circles),
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As seen in Fig. 18b, the dark current in solar cell with the bandgap of the absorber 1.04 eV
follows quite well the voltage dependence J ∝ exp(qV/2kT) (dashed lines) in the range of almost
four order of magnitude that confirms the recombination mechanism of charge transport
suggested in [8, 34]. However, for the absorbers with the bandgap of 1.14 and 1.36 eV the J–
V curves have a complicated form. As seen, the dependences J ∝ exp(qV/2kT) are observed
only at V > 0.5 and 0.7 V for the samples with Eg=1.14 (solid squares) and 1.36 eV (solid circles),

Solar Cells - New Approaches and Reviews32

respectively. At lower voltage the J–V relationship deviates from such dependence for some
reason. Note that, despite the significant difference of currents at higher voltages, the dark
currents in these two cells at low voltages practically coincide and the J–V relationship can be
interpolated by the expression J ∝ exp(qV/AkT) with enormous large value of the ideality factor
A=6.7.

Useful information about the electrical properties of the diode can be obtained from the
analysis of the voltage dependence of the differential resistance Rdif=dV/dI [22]. These depend‐
ences for three samples are shown in Fig. 19. It is known that the differential resistance of a
semiconductor diode decreases exponentially with increasing forward voltage in a wide range
including the lowest voltage as shown in Fig. 19 by dashed oblique straight lines. Such behavior
of the differential resistance is observed only for CuInSe2 diode (Eg=1.04 eV). For other two
diodes, when a low forward voltage is applied, the dependence of Rdif on V deviates downward
from the exponent and an invariance of Rdif takes place at the level of 0.3-0.4 Ω for diode area
of 0.4 cm2. It is quite realistic to assume that at low voltages, the current through the shunt
rather than through the diode is dominant and only when bias is above 0.4 and 0.6 V respec‐
tively for devices with CIGS bandgaps Eg=1.14 and 1.36 eV, the diode currents are higher than
that through the shunts (for CIS cell with bandgap Eg=1.04 the shunt is absent).
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Figure 19. Voltage dependences of the differential resistance of the studied CIGS solar cells.

One can assume that shunting in the studied solar cells is caused by pin-holes and defects
associated with a thin film of CdS (20–30 nm) used in the layered structure. In high efficiency
CIGS solar cells, a thin intrinsic i-ZnO layer is applied which is capped by a thicker Al-doped
ZnO layer. It is believed that the i-ZnO layer reduces the shunt paths by forming a thin high
resistive transparent film (HRT), thin enough to promote tunneling, which is proven to
enhance the device performance. However, ZnO is usually deposited by sputtering which is
known as a damaging process [35]. Seemingly the damages at the CdS/CIGS interface pro‐
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duced by i-ZnO sputtering leads also to the occurrence of shunts. However, in the case of i-
ZnO, the value of the shunt resistance is much larger compared to ZnO:Al due to high
resistivity of i-ZnO and the shunting reveals itself only at relatively low voltages.

The voltage-independent differential resistance at V < 0.2 and 0.4 V for the two samples (Fig.
19) means that the shunt is a linear element of the electric circuit. Therefore, the effect of the
shunt can be taken into account by subtracting the current through the shunt V/Rsh from the
measured current J. The results of such manipulations for cells with the absorber bandgaps
1.14 and 1.36 eV are shown in Fig. 18b by open squares and circles, respectively, whereas the
J–V curves without accounting for the shunt and series resistances are shown by solid circles
and squares.

As seen in Fig. 18b, qualitative changes in the forward J–V characteristic of cells with the
absorber bandgaps 1.14 and 1.36 eV occur after subtracting the current through the shunt
resistance. In the range V < 0.45 V for the first cell (Eg=1.14 eV) and V < 0.65 V for the second
cell (Eg=1.36 eV), the forward current rapidly decreases with decreasing the voltage by three
and five orders of magnitude, respectively, continuing the same trend of the curves J(V) as at
the higher voltages. It is important to note that after subtracting the current through the shunt
the current in the cells with the absorber bandgaps 1.14 and 1.36 eV as well as the measured
current in a cell with the bandgap 1.04 eV (CuInSe2) without shunting are proportional to
exp(qV/AkT) at A≈2.

The obtained results can create the impression that the occurrence of shunt is due to the
introduction of Ga into the CuInSe2 crystal lattice in order to widen the semiconductor bandgap
for increasing the efficiency of solar cells. However, some results reported in the literature
indicate that the shunting in solar cells with wide bandgap can be avoided by modifying the
fabrication technology, in particular by increasing the temperature of CIGS deposition and
post-growth processing [36].

Soda-lime glass is a common substrate material used in CIGS solar cells due to its low cost and
good thermal expansion match to CuInSe2. In addition, the soda-lime glass supplies sodium
to the growing CIGS layer by diffusion through the Mo back contact, leading to enhanced grain
growth with a higher degree of preferred orientation.

It is known that the CIGS deposition requires a substrate temperature at least 350°C and
efficient cells have been fabricated at the maximum temperature ∼ 550°C, which the glass
substrate can withstand without softening. In these temperature ranges, CIGS solar cells are
typically made with low Ga content (x ≤ 0.3) resulting in an absorber bandgap value of 1.1-1.2
eV. However as suggested by the theory, for optimum conversion efficiency it is desirable to
open the bandgap up to Eg=1.4-1.5 eV.

It was shown in [36] that the growth and post-growth processing at temperature higher than
550°C leads to significant improvements of the performance of CIGS solar cells with bandgaps
up to 1.4–1.5 eV. For this purpose, borosilicate glasses have been used in CIGS research even
though it has non-optimum thermal coefficient of expansion and no sodium in it. Nevertheless
the solar cells with a wide bandgap for CIGS absorber, fabricated on borosilicate glass at the
substrate temperatures in the range of 600 to 650°C had a rather high efficiency.
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In addition to improving efficiency, the shunting of heterostructure in the device fabricated at
an elevated temperature can be eliminated. This is illustrated by Fig. 20 where the data
obtained for solar cells with the absorber bandgap 1.5 eV fabricated using standard technology
T < 550°C (sample #1) and at elevated temperature 600–650°C (sample #2) are shown by solid
and open circles, respectively. The J–V curves for recombination current J=Jo[exp(qV/2kT) – 1]
are also shown in Fig. 20a by solid lines 2 and 6.
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(sample #2).

As can be seen in Fig. 20a, for solar cells fabricated using standard technology, the J–V
relationship at V < 0.4 V deviates from the expression J ∝ [exp(qV/2kT) – 1] (curve #1) that is
caused by the effect of shunting. This observation is confirmed by the dependence of the
differential resistance Rdif of this sample shown in Fig. 20b. As expected, the Rdif(V) relationship
deviates from the exponential decrease at low voltages in the range V < 0.4 V. However, the
Rdif value does not become constant when the voltage approaches zero as it is observed in
samples with the absorber bandgaps 1.14 and 1.36 eV in Fig. 19. Therefore, the shape of a
measured curve cannot be accurately calculated by adding the current through the shunt V/Rsh

to the recombination current. An approximate description of the measured curve is possible
by taking the average value of the shunt resistance Rsh=1.3×105 Ω. (line 3 in Fig. 20a).

The J–V relationship shown in Fig. 20a for sample #1 (solid circle) also deviates downward
from the exponential increase at V > 0.6 V due to voltage drop across the series resistance Rs

of the neutral part of the absorber layer. If this voltage drop is subtracted from V, a good
agreement of theory with experiment can be achieved (curve 3 at V > 0.6 V).

As seen in Fig. 20a, the data obtained for solar cells fabricated at elevated temperature of 650°C
is in good agreement with the expression J=Jo[exp(qV/2kT) – 1] over the whole voltage range.
Thus, by growth and post-growth processing of the film at higher temperatures, CIGS solar
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cells with wide bandgap for the absorber (up to 1.5 eV) can be fabricated without shunting at
low voltages and the voltage drop across the series resistance at high currents.

5.2. Generation–recombination in space–charge region theory

As mentioned previously, the theory of generation–recombination of charge carriers in the
space-charge region (SCR) was developed for the linearly graded silicon p-n junction by Sah
et al. [19] and modified and adapted to a Schottky diode taking into account the distribution
of the potential and free carrier concentrations in the SCR [37,38].

The generation–recombination rate through a single level trap for nonequilibrium but steady-
state conditions in the cross section x of the SCR at voltage V is determined by the Shockley-
Read-Hall statistics:

t t
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+ + +
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where n(x,V) and p(x,V) are the carrier concentrations in the conduction and valence bands
within the SCR, respectively; ni is the intrinsic carrier concentration in the semiconductor;
τno=1/σnυthNt and τpo=1/σpυthNt are respectively the effective lifetimes of electrons and holes in
the SCR (τno and τpo are the shortest lifetimes for given Nt and carrier capture cross sections of
electrons and holes σn and σp, respectively [19]); υth is the charge-carrier thermal velocity; Nt is
the concentration of generation–recombination centers. The quantities n1 and p1 in Eq. (47) are
determined by the ionization energy of the generation–recombination center Et: n1=Ncexp[−(Eg

− Et)/kT] and p1=Nvexp(−Et /kT), where Nc=2(тпкТ/2πћ 2)3/2 and Nv=2(mркТ/2πћ 2)3/2 are the
effective densities of state in the conduction and valence band, mn and mp are the effective
electron and hole masses, respectively.

The expressions for the electron and hole concentrations in the SCR of Schottky diode involved
in Eq. (47) in the chosen reference system take the form [39]
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where ∆µ denotes the energy difference between the Fermi level and the top of the valence
band in the bulk part of the CIGS layer, φ(x,V) is the potential distribution in the SCR at voltage
V, given by the expression:
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φbi is the height of the potential barrier in equilibrium for holes from the CIGS side related to
the built-in (diffusion) voltage Vbi by the equality φo=qVbi, W is the width of the SCR given by
Eq. (28).

The recombination current density under forward bias and the generation current under
reverse bias are found by the integration of U(x,V) throughout the entire depletion layer
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From the above equations one can obtain the exponential voltage dependence of the recom‐
bination current under forward bias.

Substitution of Eqs. (48)–(50) into Eq. (47) and simple manipulation yield the following
expression for the generation–recombination rate:
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where Eg
* = Eg + kT ln (τpoNc) / (τnoNv) .

We assume that CIGS contains a lot of shallow and deep impurities (defects) of donor and
acceptor types. According to the Shockley-Read-Hall statistics the most effective generation–
recombination centers are those whose levels are located near the middle of bandgap. Taking
into account this, one can neglect the first term in the denominator of Eq. (52) and obtain the
following expression for the current density using Eq. (51):
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The function f(x,V) has a symmetric bell-shaped form, therefore without incurring noticeable
errors, the integration in Eq. (53) may be replaced by the product of the maximum value of the
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integrand f(x,V) and its half-width Δx1/2. By calculating Δx1/2 as the difference of the values for
which f(x,V) is equal to ½, one can obtain under conditions that qV approaches not very close
to Eg – 2Δμ:
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So Eq. (53) in the integral form yields the exponential dependence of the recombination current
on the applied voltage (sinh(qV/2kT)=exp(qV/2kT)/2) [37, 38]:
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Fig. 21 shows a comparison of the voltage dependence of the recombination currents in CIGS
solar cell, for example, with Eg=1.14 eV calculated using Eq. (51) and (56).
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Figure 21. Comparison of the recombination currents in CIGS solar cell with 1.14 eV bandgap calculated from Eqs. (51)
and (56).

As seen in Fig. 21, the J–V curves practically coincide. Currents calculated from the exact Eq.
(51) exceeds those calculated from Eq. (56) by no more than 5–6% at low voltages and no more
than 8–10% at higher voltages. When V > 0.7 V the curves are separated from one another
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Figure 21. Comparison of the recombination currents in CIGS solar cell with 1.14 eV bandgap calculated from Eqs. (51)
and (56).

As seen in Fig. 21, the J–V curves practically coincide. Currents calculated from the exact Eq.
(51) exceeds those calculated from Eq. (56) by no more than 5–6% at low voltages and no more
than 8–10% at higher voltages. When V > 0.7 V the curves are separated from one another
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because in deriving Eq. (56) the effect associated with V approaching to φbi/q did not take into

account. Thus, when analyzing the J–V characteristic at higher voltages, only exact Eq. (51)

should be applied.

In addition to the results shown in Fig. 21, it is appropriate to draw attention to the rather

important fact. If we express the voltage dependence of the recombination current as

J=Joexp(qV/AkT), the ideality factor A turns out to be slightly different from 2, close to 1.9. It is

also appropriate to note that as early as the mid-1990s, the well-known scientists and experts

came to the conclusion that the forward current in efficient thin-film CdS/CdTe solar cells is

caused by recombination in the SCR of the absorber layer and it was shown that the ideality

factor A in these devices coincides with the value 1.9 [40]. Comprehensive analysis and

generalization of the experimental results obtained over many years confirm these results [41].

The difference of A from 2 is explained by the fact that according to Eq. (56), the dependence

of the recombination current on the voltage is determined not only by the exponent exp(qV/

2kT) but also by the pre-exponential factor (Eg – 2Δμ – qV)–1/2, which somewhat accelerates an

increase in current with V, and thus lowers the ideality factor.

5.3. Finding the photoelectric characteristics of solar cells

First consider an applicability of the above theory of generation–recombination in the SCR to

the experimental data discussed in Section 5.2.

The dark J–V curves (circles) along with the calculated results (solid lines) using Eq. (51) are

shown in Fig. 22. In the calculations, we used the exact Eq. (51) in order to reflect the deviation

of the forward current from the expression J ∝ exp(qV/2kT), when qV approaches φbi. For CIS

solar cell (Eg=1.04 eV) the experimentally obtained data is shown without modification

(shunting is virtually absent), whereas for CIGS with the absorber bandgaps 1.14 and 1.36 eV

the presented experimental data is obtained by subtracting the current through the shunts Rsh

and taking into account the voltage drop across the series resistance Rs. As mentioned

previously, at V < 0.1–0.2 V, the values of current under illumination JIL and the short-circuit

current Jsc are very close to each other, therefore the dark current cannot be determined with

a proper accuracy and the experimental points are not shown for low voltages for the three

solar cells. For solar cell with bandgap of the absorber Eg=1.5 eV fabricated at elevated

temperature the measured data of the dark current is shown for low voltages as well.
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Figure 22. Comparison of the dark forward characteristics of CIGS solar cells extracted from the J–V curves under illu‐
mination [8] and the generation current (solid lines) calculated from Eq. (51).

As seen in Fig. 22, the calculated results agree well with the experimental data for all solar
cells. One point to be mentioned is that in order to obtain a fit with the experimental data of
solar cell with Eg=1.5 eV fabricated at elevated temperature, the effective carrier lifetime in the
SCR was taken about an order of magnitude less than that for other solar cells. This explains
why the curves with so much different bandgaps, Eg=1.36 and 1.5 eV, are located close to each
other. It should also be emphasized that reducing the carrier lifetime results in the lowering
of open-circuit voltage by ∼ 0.06 V, which apparently is one of the negative aspects of the
growth and post-growth processing at elevated temperature [36].

Knowing the dark J–V characteristics and the short-circuit current densities, it is not difficult
to calculate the J–V curves under illumination as the dependences of JIL=J – Jsc vs. V, which are
shown in Fig. 23a by bashed lines. For the short-circuit current densities we use the data given
in Fig. 18a, although they can be obtained using the spectral distribution of the quantum
efficiency and solar radiation (for the studied samples the discrepancy between the Jsc values
calculated by these two methods does not exceed 3–4%). Also shown in Fig. 23a by circles are
the measured results of the J–V curves for the samples with the absorber bandgaps 1.04, 1.14
and 1.36 eV.

Fig. 23b shows the dependences of the electrical power in the solar cell circuit P=(J – Jsc)V as a
function of voltage V. The solid lines in both figures are the calculated results corresponding
to the presence of shunts in cells, whereas dashed lines are the results obtained by subtracting
the current through the shunt from the measured current.
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mination [8] and the generation current (solid lines) calculated from Eq. (51).

As seen in Fig. 22, the calculated results agree well with the experimental data for all solar
cells. One point to be mentioned is that in order to obtain a fit with the experimental data of
solar cell with Eg=1.5 eV fabricated at elevated temperature, the effective carrier lifetime in the
SCR was taken about an order of magnitude less than that for other solar cells. This explains
why the curves with so much different bandgaps, Eg=1.36 and 1.5 eV, are located close to each
other. It should also be emphasized that reducing the carrier lifetime results in the lowering
of open-circuit voltage by ∼ 0.06 V, which apparently is one of the negative aspects of the
growth and post-growth processing at elevated temperature [36].

Knowing the dark J–V characteristics and the short-circuit current densities, it is not difficult
to calculate the J–V curves under illumination as the dependences of JIL=J – Jsc vs. V, which are
shown in Fig. 23a by bashed lines. For the short-circuit current densities we use the data given
in Fig. 18a, although they can be obtained using the spectral distribution of the quantum
efficiency and solar radiation (for the studied samples the discrepancy between the Jsc values
calculated by these two methods does not exceed 3–4%). Also shown in Fig. 23a by circles are
the measured results of the J–V curves for the samples with the absorber bandgaps 1.04, 1.14
and 1.36 eV.

Fig. 23b shows the dependences of the electrical power in the solar cell circuit P=(J – Jsc)V as a
function of voltage V. The solid lines in both figures are the calculated results corresponding
to the presence of shunts in cells, whereas dashed lines are the results obtained by subtracting
the current through the shunt from the measured current.
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Figure 23. Comparison of voltage dependences of the measured current in CIGS solar cells under 
illumination IIL (a) [8], and the electrical power P in the circuit of solar cell (b). The measured results 
are shown by circles, the results of calculations considering the presence of shunts and without them 
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As seen in Fig. 23a, the calculated curve for sample with the bandgap 1.04 eV practically coincides 
with experimental curve, but in the cases of the absorbers with bandgaps 1.14 and 1.36 eV the 
calculations give overestimated values of the current. However, if the shunts are taken into account, 
the calculated and experimental curves for all samples practically coincide. It follows that a 
comparison of the theory and experiment gives the qquuaannttiittaattiivvee information on the electrical losses in 
solar cells. These losses manifest themselves clearly on the voltage dependences of the electrical 
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calculated results with the presence of a shunt in cell, whereas dashed line are the results obtained by 
subtracting the current through the shunts from the measured currents.). 

Figure 23. Comparison of voltage dependences of the measured current in CIGS solar cells under illumination IIL (a)
[8], and the electrical power P in the circuit of solar cell (b). The measured results are shown by circles, the results of
calculations considering the presence of shunts and without them are shown by solid and dashed lines, respectively.

As seen in Fig. 23a, the calculated curve for sample with the bandgap 1.04 eV practically
coincides with experimental curve, but in the cases of the absorbers with bandgaps 1.14 and
1.36 eV the calculations give overestimated values of the current. However, if the shunts are
taken into account, the calculated and experimental curves for all samples practically coincide.
It follows that a comparison of the theory and experiment gives the quantitative information
on the electrical losses in solar cells. These losses manifest themselves clearly on the voltage
dependences of the electrical power P produced by solar cell, P=(J – Jsc)V shown in Fig. 23b (as
in Fig. 23a, the solid lines are the calculated results with the presence of a shunt in cell, whereas
dashed line are the results obtained by subtracting the current through the shunts from the
measured currents.).

As seen in Fig. 23, the calculated results agree well with the experimental data and indicate a
noticeable negative effect of shunting in the studied cells. The effect of shunting is higher when
the bandgap of the CIGS absorber is large (shunting does not reveal itself in CIS solar cell). As
expected, the shunting does not practically vary the open circuit voltage but reduces the fill
factor and the energy conversion efficiency. For the cell with absorber bandgap 1.14 eV,
shunting leads to decreasing the fill factor from 0.73 to 0.70 and the efficiency from 13.3 to
12.7%. For cell with the absorber bandgap 1.36 eV, these values are 0.77 to 0.70 and 14.3 to
13.0%, respectively. The fill factor and efficiency of CuInSe2 solar cell are equal to 0.67 and
11.3%, respectively.

Note that the efficiency of studied CIGS solar cells is in the range of 11-14% which is comparable
with the efficiency of the modules produced in large volume, but much inferior to record
efficiency of small area CIGS solar cells achieved so far.
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6. Conclusions

The optical losses in Cu(In,Ga)Se2 solar cells caused by reflections from the interfaces and
absorption in the ZnO and CdS layers have been calculated using the optical constants of the
materials. When calculating the integral photoelectric characteristics of a solar cell, ignoring
the multiple reflections and interference effects in the ZnO and CdS layers cannot cause
remarkable errors. (i) The losses due to reflection (reducing the short-circuit current density)
from the front surface of ZnO with an antireflection coating in CuInSe2, CuIn0.69Ga0.31Se2 and
CuIn0.34Ga0.66Se2 solar cells are equal to 2.5, 1.9 and 1.4%, respectively (antireflection coating
increases the photocurrent by 7.1%, 7.4% and 8.0%). The reflection losses at the ZnO/CdS
interface are equal to 1.0, 0.9 and 0.9% for these cells, respectively, whereas for the CdS/CIGS
interface the losses are 1.3, 1.2 and 1.1%, respectively. The total reflection losses for typical
parameters of these solar cells are equal to 4.7, 4.0 and 3.5%, respectively (excluding shading
by grid). (ii) The losses caused by absorption in the ZnO and CdS layers amount to 8.1, 7.8 and
9.6% for these solar cells, respectively. The losses due to insufficient absorptivity of the CIGS
absorber are 0.6, 0.2 and 0.4%, respectively. The total optical losses with the antireflection coating
amount to 17.4, 16.0 and 17.5% for solar cells with absorber bandgaps 1.04, 1.14 and 1.36 eV,
respectively.

The recombination losses in the studied solar cells have been determined by comparing the
measured quantum efficiency spectra with the calculation results. This approach allowed
determining the real main parameters of the devices such as: lifetimes of charge carriers,
concentration of uncompensated acceptors in the absorber, recombination velocity at the front
and back surfaces, the thickness of the CdS film. (i) Recombination at the front surface of the
absorber reduces the short-circuit current density by 2.2, 1.9 and 0.2% in solar cells with the
CIGS bandgap 1.04, 1.14 and 1.36 eV, respectively. (ii) Recombination in the space-charge
region causes a reduction of the short-circuit current density by 0.7, 0.1% and 1.0% for these
devices, respectively. (iii) The losses in the neutral part of the absorber and the back surface
amount to 2.5, 5.0 and 2.9%, respectively. (iv) Recombination only at the back surface of solar
cells cause a decrease in the short-circuit current by no more than 0.2, 1.0 and 0.1%, respectively.
Total recombination losses in the studied CIGS solar cells with bandgap of absorber 1.04, 1.14
and 1.36 eV are equal to 5.4, 7.0 and 4.1%, respectively. The recombination losses, which
degrade the charge collection efficiency of solar cells, can be lowered by increasing the mobility
and lifetime of electrons and holes within the literature data. Even greater improvement of the
charge collection efficiency can be achieved by extending the SCR. However, positive impact
of these measures is limited by the fact that the diffusion length of electrons and the SCR width
can become larger than the absorber thickness, which for 100% charge collection efficiency
should be increased.

Knowing the short-circuit current density and the dark J–V characteristic of CuIn1-xGaxSe2

solar cell, the J–V curve under illumination can be accurately calculated along with the fill
factor, open-circuit voltage and energy conversion efficiency. A comparison of the calculat‐
ed and measured J–V  curve under illumination gives the quantitative information on the
electrical  losses in solar cells  indicated a significant impact of  shunting,  which increases
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Knowing the short-circuit current density and the dark J–V characteristic of CuIn1-xGaxSe2

solar cell, the J–V curve under illumination can be accurately calculated along with the fill
factor, open-circuit voltage and energy conversion efficiency. A comparison of the calculat‐
ed and measured J–V  curve under illumination gives the quantitative information on the
electrical  losses in solar cells  indicated a significant impact of  shunting,  which increases
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with increasing the absorber bandgap. If to take into account the effect of shunts, the J–V
curves of all  samples are described by the theory of generation-recombination of charge
carriers in the space-charge region. For a cell with the absorber bandgap 1.14 eV, shunt‐
ing leads to decreasing the fill factor from 0.73 to 0.70 and the efficiency from 13.3 to 12.7%,
whereas for cell with the absorber bandgap 1.36 eV the efficiency loss amounts to 1.3%. In
CuInSe2 solar cell there are no electric losses, the fill factor and efficiency are equal to 0.67
and 11.3%, respectively. Fabrication technology of CIGS solar cell at elevated temperature
(600  –  650°C)  allows  eliminating  the  effect  of  shunting  in  solar  cells  with  the  absorber
bandgaps up to 1.4–1.5 eV, but this is accompanied by shortening the carrier lifetime and
results in lowering the open-circuit voltage.
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Chapter 2

Theoretical Calculation
of the Efficiency Limit for Solar Cells

Abderrahmane  Belghachi

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58914

1. Introduction

In recent years there has been intense research work into the development of high efficiency
solar cells relying on emerging novel materials and structures. All this has lead to a continuous
record breaking of highest achievable efficiencies using different technologies. Since the first
photovoltaic devices were developed the most prevalent concern is to hem in all sorts of
efficiency losses preventing from reaching the physical limits [1-3]. To overcome this impedi‐
ment, thorough investigations have been carried out to control and unearth their origins in
order to identify potential efficiency advantages. Numerous thermodynamic approaches were
employed to calculate solar cell efficiency limit, starting from the ideal Carnot engine to the
latest detailed balance with its improved approach.

The aim of this chapter is to present a review of the techniques used to calculate the energy
conversion efficiency limit for solar cells with detailed calculation using a number of numerical
techniques. The study consists of analyzing the solar cell intrinsic losses; it is these intrinsic
losses that set the limit of the efficiency for a solar energy converter. Several theoretical
approaches were used in order to obtain the thermodynamic limit for energy conversion.

In the first place a solar cell could be considered as a simple energy converter (engine) able to
produce an electrical work after the absorption of heat from the sun. In this fundamental vision
the solar cell is represented by an ideally reversible Carnot heat engine in perfect contact with
high temperature reservoir (the sun) and low temperature reservoir representing the ambient
atmosphere. If the sun is at a temperature of 6000K and the ambient temperature is 300K, the
maximum Carnot efficiency is about 95% this value constitutes an upper limit for all kind of
solar converters.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.



When the solar cell is supposed a blackbody converter absorbing radiation from the sun itself
a blackbody, without creating entropy, we obtain an efficiency of about 93 % known as the
Landsberg efficiency limit, which is slightly lower than Carnot efficiency.

Whilst a solar cell is assumed as an endoreversible system [4], the energy conversion efficiency
is limited to 85.7% this figure is obtained where the sun is assumed fully surrounding the cell
(maximum concentration). If we bear in mind that in a real situation the solar cell does not
operate always in maximum concentration and the solid angle under which the cell sees the
sun is in fact only a minute fraction of a hemisphere, the maximum efficiency is not larger than
12.79%, which is actually lower than most recently fabricated solar cells. However, we can
conclude that solar cell is a quantum converter and cannot be treated as a simple solar radiation
converter [5].

Semiconductor pn junction solar cell is a quantum converter where the energy band-gap of
semiconductor material is the most important and critical factor controlling efficiency. Incident
photons with energy higher than the energy gap can be absorbed, creating electron-hole pairs,
while those with lower energy are not absorbed, either reflected or transmitted.

In the ideal model of a monochromatic cell incident photons are within a narrow interval of
energy, while the cell luminescence outside this range is prevented. The overall resulting
efficiency upper limit for an infinite number of monochromatic cells is 86.81% for fully
concentrated sun radiation.

The ultimate efficiency of a single band gap pn junction for an AM1.5 G solar spectrum gives
a value of 49%, this maximum efficiency, if compared to Carnot efficiency limit, is substantially
lower. Therefore in quantum converters it is obvious that more than 50% of the solar radiation
is lost because of spectral mismatch.

To represent a more realistic picture of a solar cell, three other fundamental factors should be
taken into account, namely; the view factor of the sun seen from the solar cell position, the
background radiation which could be represented as a blackbody at ambient temperature, and
losses due to recombination, radiative and non-radiative.

In the detailed balance efficiency limit calculation first suggested in 1961 by Shockley and
Queisser (SQ) in their seminal paper [6]. It is assumed that illumination of semiconductor pn
junction by a blackbody source creates electron-hole pairs due to the fundamental absorption
of photons with energies greater than the band-gap. These pairs either recombine locally if
they are not separated and extracted along different paths to perform work in an external
circuit. They assumed that recombination in the semiconductor is partly radiative and the
maximum efficiency is attained when radiative recombination in dominant. The Shockley-
Queisser model has been extended and completed to account for more physical phenomena
[7-13]. For instance, the generalised Planck radiation law introduced by Würfel [7], the effect
of background radiation has been included and elaborate numerical techniques has been used
in order avoid mathematical approximations which would yield erroneous results.

The currently achieved short-circuit current densities for some solar cells are very close to
predicted limits [14]. Nevertheless, further gain in short-circuit current can therefore still be
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obtained, mainly by minimising the cell surface reflectivity, while increasing the thickness, so
as to maximize the photons absorption. For thin film solar cells gain in photocurrent can be
obtained by improving light trapping techniques to enhance the cell absorption.

Radiative recombination and the external fluorescence efficiency have a critical role to play, if
the created photons are re-emitted out of the cell efficiently, which corresponds to low optical
losses, the open circuit voltage and consequently the cell efficiency approach their limits [15].
Concentrating solar radiation onto a solar cell improves remarkably its performance. Compa‐
rable effect could be obtained if the solar cell emission and acceptance angles were made equal.

2. Solar cell as a heat engine

2.1. Solar cell as a reversible heat engine

Thermodynamics has widely been used to estimate the efficiency limit of energy conversion
process. The performance limit of solar cell is calculated either by thermodynamics or by
detailed balance approaches. Regardless of the conversion mechanism in solar cells, an upper
efficiency limit has been evaluated by considering only the balances for energy and entropy
flux rates. As a first step the solar cell was represented by an ideally reversible Carnot heat
engine in perfect contact with high temperature Ts reservoir (the sun) and low temperature Ta

reservoir representing the ambient atmosphere. In accordance with the first law of thermo‐
dynamics the extracted work, the cell electrical power output, is represented as the difference
between the net energy input from the sun and the energy dissipated to the surrounding
environment. The model is illustrated in figure 1. Where Q1 is the incident solar energy
impinging on the cell, Q2 is the amount of energy flowing from the converter to the heat sink
and W is the work delivered to a load in the form of electrical energy (W=Q1 – Q2). The efficiency
of this system is defined using the first thermodynamic law as:

1 2 2

1 1 1
1c

Q Q QW
Q Q Q

h
-

= = = - (1)

for a reversible engine the total entropy is conserved, S =S1 −S2 =0, then;

1 2

1 2
0

Q Q
T T

- = (2)

Hence the Carnot efficiency could be represented by:

1 a
c

s

T
T

h = - (3)
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This efficiency depends simply on the ratio of the converter temperature, which is equal to
that of the surrounding heat sink, to the sun temperature. This efficiency is maximum (ηc=1)
if the converter temperature is 0 K and the solar energy is totally converted into electrical work,
while ηc=0 if the converter temperature is identical to that of the sun Ts the system is in thermal
equilibrium so there is no energy exchange. If the sun is at a temperature of 6000K and the
ambient temperature is 300K, the Carnot efficiency is 95% this value constitutes an upper limit
for all solar converters.

Figure 1. A schematic diagram of a solar converter represented as ideal Carnot engine.

Another way of calculating the efficiency of a reversible heat engine where the solar cell is
assumed as a blackbody converter at a temperature Tc, absorbing radiation from the sun itself
a blackbody at temperature Ts, without creating entropy, this efficiency is called the Landsberg
efficiency[16].

Under the reversibility condition the absorbed entropy from the sun Sabs is given off in two
ways one is emitted back to the sun Semit and the second part goes to the ambient thermal sink
Sa. Under this condition, the solar cell is called reversible if:

0abs emit aS S S- - = (4)

In accordance with the Stefan–Boltzmann law of black body, the absorbed heat flow from the
sun is:
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4
abs sQ Ts= (5)

For a blackbody radiation, the absorbed density of entropy flow is:

34
3abs sS Ts= (6)

The energy flow emitted by the converter at a temperature Tc is:

4
emit cQ Ts= (7)

And the emitted entropy flow is:

34
3emit cS Ts= (8)

In this model the blackbody source (sun) surrounds entirely the converter at Tc which is
assumed in a contact with a thermal sink at Ta then Tc=Ta. Therefore the entropy transferred to
the thermal sink is:

3 34 ( )
3a abs emit s cS S S T Ts= - = - (9)

And the transferred heat flow is:

3 34 ( )
3a c a c s cQ T S T T Ts= = - (10)

The entropy-free, utilizable work flow is then:

abs emit aW Q Q Q= - - (11)

Therefore the Landsberg efficiency can be deduced as:

4
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The actual temperature of the converter Tc depends on the operating point of the converter
and is different from the ambient temperature Ta, (Tc ≠ Ta). To maintain the same assumption
as the Landsberg efficiency calculation, the entropy transferred to the ambient thermal sink is
rewritten as:

3 34 ( )
3a a a a s cQ T S T T Ts= = - (13)

We arrive to a more general form of the Landsberg efficiency η’:

4 3

3
4' 1 1
3

c a c
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s s s

T T T
T T T

h
æ öæ ö
ç ÷= - - -ç ÷ç ÷ ç ÷è ø è ø

(14)

Both forms of Landsberg efficiency (ηL and η’L) are plotted in Figure 2, Carnot efficiency curve
is added for comparison. At 300K ηL and η’L coincide at 93.33 % which is slightly lower than
Carnot efficiency. When the temperature of the converter is greater than the ambient temper‐
ature (Tc > Ta) there is less heat flow from the converter to the sun (in accordance with Landsberg
model). This means that much work could be extracted from the converter leading to a higher
efficiency. As Tc approaches the sun temperature, the net energy exchange between the sun
and the converter drops, therefore the efficiency is reduced and finally goes to zero for Tc=Ts.

Figure 2. Landsberg and Carnot Efficiency limits of a solar converter versus ambient temperature.

Solar Cells - New Approaches and Reviews52



The actual temperature of the converter Tc depends on the operating point of the converter
and is different from the ambient temperature Ta, (Tc ≠ Ta). To maintain the same assumption
as the Landsberg efficiency calculation, the entropy transferred to the ambient thermal sink is
rewritten as:

3 34 ( )
3a a a a s cQ T S T T Ts= = - (13)

We arrive to a more general form of the Landsberg efficiency η’:

4 3

3
4' 1 1
3

c a c
L

s s s

T T T
T T T

h
æ öæ ö
ç ÷= - - -ç ÷ç ÷ ç ÷è ø è ø

(14)

Both forms of Landsberg efficiency (ηL and η’L) are plotted in Figure 2, Carnot efficiency curve
is added for comparison. At 300K ηL and η’L coincide at 93.33 % which is slightly lower than
Carnot efficiency. When the temperature of the converter is greater than the ambient temper‐
ature (Tc > Ta) there is less heat flow from the converter to the sun (in accordance with Landsberg
model). This means that much work could be extracted from the converter leading to a higher
efficiency. As Tc approaches the sun temperature, the net energy exchange between the sun
and the converter drops, therefore the efficiency is reduced and finally goes to zero for Tc=Ts.

Figure 2. Landsberg and Carnot Efficiency limits of a solar converter versus ambient temperature.

Solar Cells - New Approaches and Reviews52

In the Landsberg model the blackbody radiation law for the sun and the solar cell has been
included, unlike the previous Carnot engine.

This figure represents an upper bound on solar energy conversion efficiency, particularly for
solar cells which are primarily quantum converters absorbing only photons with energies
higher or equal to their energy bandgap. On the other hand in the calculation of the absorbed
solar radiation the converter was assumed fully surrounded by the source, corresponding to
a solid angle of 4π.

Using the same approach it is possible to split the system into two subsystems each with its
own efficiency; the Carnot engine that include the heat pump of the converter at Tc and the
ambient heat sink at Ta, with an efficiency ηc (ideal Carnot engine).

1 a
c

c

T
T

h = - (15)

The ambient temperature is assumed equal to 300 K, therefore high efficiency is obtained when
the converter temperature is higher then the ambient temperature.

The second part is composed of the sun as an isotropic blackbody at Ts and the converter
reservoir assumed as a blackbody at a temperature Tc. The energy flow falling upon Qabs and
emitted by the solar converter Qemit are given by:

4 4andabs s emit cQ C f T Q Ts s= = (16)

In which f is a geometrical factor taking into account the limited solid angle from which the
solar energy falls upon the converter. In accordance with the schematic representation of figure
3, where the solar cell is represented as a planar device irradiated by hemisphere surrounding
area and the sun subtending a solid angle ωs at angle of incidence θ, f is defined as the ratio of
the area subtended by sun to the apparent area of the hemisphere:

2

cos

cos
s s

d

f
d

w
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q w
w
pq w

= =
ò

ò
(17)

ωs being the solid angle subtended by the sun, where ωs=6.85×10-5 sr. The concentration factor
C (C > 1) is a measure of the enhancement of the energy current density by optical means (lens,
mirrors…).The maximum concentration factor is obtained if we take Ts=6000°K:

4 4
maxs sT C f Ts s= (18)
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Then

 Cmax =1 / f ≈  46200

The case of maximum concentration also corresponds to the schematic case where the sun is
assumed surrounding entirely the converter as assumed in previous calculations.

Similar situation can be obtained if the solid angle through which the photons are escaping
from the cell (emission angle) is limited to a narrow range around the sun. This can be achieved
by hosing the cell in a cavity that limits the angle of the escaping photons.

Figure 3. A schematic representation of a solar converter as a planar cell irradiated by the sun subtending a solid angle
ωs at angle of incidence θ.

The efficiency of this part of the system (isolated) is given by:

1 emit
abs

abs

Q
Q

h = - (19)

the resulting efficiency is simply the product:

4

4. 1 1c a
ac c abs

cs

T T
TC f T

h h h
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ç ÷= = - -ç ÷ç ÷ç ÷è øè ø

(20)

This figure represents an overall efficiency of the entropy-free energy conversion by blackbody
emitter-absorber combined with a Carnot engine. The temperature of the surrounding ambient
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Ta is assumed equal to 300K. When f is taken equal to ωs/π=2.18×10-5 and without concentration
(C=1) we obtain a very low efficiency value (about 6.78%), as shown in figure 4. The efficiency
for concentrations of 10, 100 and full concentration (46200) is found respectively 31.36, 53.48
and 85.38%. In this model the solar cell is not in thermal equilibrium with its surrounding (Tc

≠ Ta), then it exchanges radiation not only with the sun but also with the ambient heat sink.
Therefore, energy can be produced or absorbed from the surrounding acting as a secondary
source. Neglecting this contribution naturally decreases the efficiency of the converter,
particularly at C=1. The second explanation of the low efficiency value is the under estimation
of the re-emitted radiation from the cell, at operating conditions the solar cell re-emits radiation
efficiently especially at open circuit point.

Figure 4. Efficiency ηac for different concentration rates (C=1, 10, 100 and Cmax) with Landsberg and Carnot Efficiency
limits of a solar converter as a function of ambient temperature.

2.2. Solar cell as an endoreversible heat engine

A more realistic model has been introduced by De Vos et al. [8] in which only a part of the
converter system is reversible, endoreversible system. An intermediate heat reservoir is
inserted at the temperature of the converter Tc, this source is heated by the sun at Ts (blackbody
radiation) and acting as a new high temperature pump in a reversible Carnot engine. In this
system the entropy is generated between the Ts reservoir and the converter, the temperature
Tc is fictitious and is different from the ambient temperature Ta. The effective temperature Tc

depends on the rate of work production. In this model the solar converter is assumed to behave
like the Müser engine, itself a particular case of the Curzon-Ahlborn engine, as shown in Fig.
5, the sun is represented by blackbody source at temperature T1=Ts the solar cell includes a
heat reservoir assumed as blackbody at T3=Tc (the converter temperature) and an ideal Carnot
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engine capable of producing utilizable work (electrical power), however Tc is related to the
converter working condition. This engine is in contact with an ambient heat sink at T2

representing the ambient temperature T2=Ta. In addition to the absorbed energy from the sun,
the converter absorbs radiation from ambient reservoir assumed as a blackbody at Ta.

Figure 5. A schematic diagram of a solar converter represented as an endoreversible system.

The net energy flow input to the converter, including the incident solar energy flow f σ Ts
4,

the energy flow (1− f ) σ Ta
4 from the surrounding and the energy flow emitted by the converter

is then:

4 4 4
1 (1 )s a cQ f T f T Ts s s= + - - (21)

The Müser engine efficiency (Carnot engine):

4

4
1

1 a
M

c

TW
Q T

h = = - (22)

The converter temperature can be extracted from ηM:

1
a

c
M

T
T

h
=

-
(23)
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And the solar efficiency is defined as ratio of the delivered work to the incident solar energy
flux:

4S
s

W
f T

h
s

= (24)

hence

4 4
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M s
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h
h h

h

é ù- - -
= +ê ú

-ê úë û
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The maximum solar efficiency is then a function of two parameters; the Müser efficiency and
the surrounding ambient temperature. From the 3d representation at figure 6 of the solar
efficiency (ηs) against Müser efficiency ηM and the surrounding temperature Ta, the efficiency
is high as the temperature is very low and vanishes for very high temperature (as Ta approaches
the sun temperature). For Ta=289.23K the efficiency is 12.79% if the sun’s temperature is 6000°K.

Figure 6. The solar efficiency surface ηs (ηM, Ta), the sun as a blackbody at Ts=6000°K.

A general expression of solar efficiency of the Müser engine is obtained when the solar
radiation concentration factor C is introduced:
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Compared to Carnot efficiency engine the Müser engine efficiency, even when C is maximal,
remains low.

If the ratio Ta
4 / f Ts

4 is fixed to 1/4, as in [5], which gives a good approximation for ambient
temperature, Ta=289.23K, with Ts=6000K.

Hence, the corresponding ηS becomes:
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In the assumption of Ta=289.23K the maximum efficiency without concentration, i.e. the solar
cell sees the sun through a solid angle ωs is 12.79% which is better than the predicted value of
Würfel [7] but still very low, as shown in figure 8. For concentration equal to 10, 100 and CMAX,
the efficiency reaches 33.9, 54.71 and 85.7% respectively.

Figure 7. The maximum solar efficiency using Müser engine for different concentration rates (C=1, 10, 100 and Cmax)

with Carnot Efficiency limit as a function of ambient temperature.
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Figure 8. The solar efficiency using Müser engine for different concentration rates (C=1, 10, 100 and Cmax) as a function
of Müser efficiency.

3. Solar cell as a quantum converter

3.1. Introduction

In a quantum converter the semiconductor energy band-gap, of which the cell is made, is the
most important and critical factor controlling efficiency losses. Although what seems to be
fundamental in a solar cell is the existence of two distinct levels and two selective contacts
allowing the collection of photo-generated carriers [2].

Incident photons with energy higher than the energy gap can be absorbed, creating electron-
hole pairs, while those with lower energy are not absorbed, either reflected or transmitted. The
excess energy of the absorbed energy greater than the energy gap is dissipated in the process
of electrons thermalisation, resulting in further loss of the absorbed energy. Besides, only the
free energy (the Helmholtz potential) that is not associated with entropy can be extracted from
the device, which is determined by the second law of thermodynamics.

3.2. Monochromatic solar cell

It is interesting to examine first an ideal monochromatic converter illuminated by photons
within a narrow interval of energy around the bandgap h νg = Eg . In the ideal case each absorbed
photon yields an electron-hole pair. This cell also prevents the luminescent radiation of energy
outside this range from escaping. According to the blackbody formula of the Plank distribu‐
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tion, the number of photons incident from the sun within an interval of frequency dν per unit
area per second is:

2

2
2

exp 1

g
S

g

s

dN d
hc
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=
æ ö
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è ø

(28)

The number of created electron-hole pairs, in the assumption that each absorbed photon yields
an electron-hole pair, could be simply represented by: C f Acd NS , where C is the solar
radiation concentration factor, f is a geometrical factor, taking into account the limited angle
from which the solar energy falls upon the solar converter and Ac is the converter projected
area. In monochromatic cell only photons with proper energy are allowed to escape from the
cell (h νg ≈Eg) as a result of recombination. To obtain the efficiency of monochromatic ideal
quantum converter we assume that only radiative recombination is allowed. Using the
generalised Planck radiation law introduced by Würfel [7], the number of photons emitted by
the solar cell per unit area per second within an interval of frequency dν is:
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Where µeh is the emitted photon chemical potential, with µeh=Fn-Fp, (Fn, Fp are the quasi Fermi
levels of electrons and holes respectively). The cell is assumed in thermal equilibrium with its
surrounding ambient, then Tc=Ta.

This expression describes both the thermal radiation (for µeh=0) and emission of luminescence
radiation (for µeh ≠ 0). The number of emitted photons from the cell is then: f c Acd Nc, fc is a
geometrical factor depending on the external area from which the photons are leaving the solar
converter and is equal to 1 if only one side of the cell is allowed to radiate and 2 if both sides
of the cell are luminescent (fc is chosen equal to one in the following calculation). For a spatially
constant chemical potential of the electron-hole pairs µeh=Const., the net current density of
extracted electron-hole pairs, in the monochromatic cell, dJ, (the area of the cell is taken equal
to unity, Ac=1) is:
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(30)
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This equation allows the definition of an equivalent cell temperature Teq from:
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When  a  solar  cell  formed  by  a  juxtaposition  of  two  semiconductors  p-  and  n-types  is
illuminated, an electrical voltage V between its terminals is created. This voltage is simply
the difference in the quasi Fermi levels of majority carriers at Ohmic contacts for constant
quasi Fermi levels and ideal Ohmic contacts, this voltage is equal to the chemical poten‐
tial: qV=µeh=Fn-Fp.

At open circuit condition, the voltage Voc is given by a simple expression (deduced from (31)):
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The density of work delivered to an external circuit (density of extracted electrical power) dW
is:
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The incoming energy flow from the sun can be written as:

2
1 2

2

exp 1
g g

g

s

C fdQ d h
hc
kT

p n n n
n

æ ö
ç ÷
ç ÷

= ç ÷
æ öç ÷-ç ÷ç ÷ç ÷
è øè ø

(34)

The emitted energy density from the solar cell in a radiation form (radiative recombination)
is:
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The efficiency of this system is:
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The work extracted from a monochromatic cell is similar to that extracted from a Carnot engine.
The equivalent temperature of this converter is directly related to the operating voltage. At
short-circuit condition it corresponds to the ambient temperature (µeh=0 then Teq,sc=Tc=Ta)
whereas at open circuit condition and for fully concentrated solar radiation, the equivalent
temperature is that of the sun, (dJ=0 then Teq,oc=Ts). For non-concentrated radiation (C ≠ CMax) at
open circuit voltage Teq,oc is obtained by solving the equation dJ =0, neglecting the 1 compared
to the exponential term, we find then:
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1 1 ln( . )
eq oc s g

k C f
T T hn

= - (37)

It is therefore possible to consider a monochromatic solar cell as reversible thermal engine
(Carnot engine) operating between Teq,oc and Ta.

We can see that an ideal monochromatic cell, which only allows radiative recombination,
represents an ideal converter of heat into electrical energy.

In order to find the maximum efficiency of such a cell as a function of the monochromatic
photon energy (hνg), the dW=dJ×V versus V characteristic is used. We search for the point (dJmp,
Vmp) corresponding to the maximum extracted power. The maximum chemical energy density
(dWmp=dJmp× Vmp) is divided by the absorbed monochromatic energy gives the efficiency
ηmono(Eg) as a function of the bandgap.

The monochromatic efficiency is considerable, particularly in the case of fully concentrated
radiation (C=CMax), and rises with the energy bandgap, as shown in figure 9. In theory the
connection of a large number of ideal monochromatic absorbers will produce the best solar
cell for the total solar spectrum. To calculate the overall efficiency numerically, a fine discre‐
tization of the frequency domain is made; the sum of the maximum power density over the
solar spectrum divided by the total absorbed energy density. The efficiencies resulting from
this calculation are respectively 67.45% and 86.81% for non-concentrated and fully concen‐
trated radiation.

To cover the whole solar energy spectrum an infinite number of monochromatic absorbers,
each for a different photon energy interval, are needed. Each absorber would have its own
Carnot engine and operate at its own optimal temperature, since for a given voltage the cell
equivalent temperature depends on the photon energy (hνg). Finally this model can not be
directly used to describe semiconductor solar cells where the electron-hole pairs are generated
in bands and not discrete levels, besides if the cell is considered as a cascade of tow-level
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trated radiation.

To cover the whole solar energy spectrum an infinite number of monochromatic absorbers,
each for a different photon energy interval, are needed. Each absorber would have its own
Carnot engine and operate at its own optimal temperature, since for a given voltage the cell
equivalent temperature depends on the photon energy (hνg). Finally this model can not be
directly used to describe semiconductor solar cells where the electron-hole pairs are generated
in bands and not discrete levels, besides if the cell is considered as a cascade of tow-level
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converters; the notion of effective or equivalent temperature is no longer valid, since for each
set of levels a different equivalent temperature is defined.

Figure 9. The monochromatic efficiency against the photon energy corresponding to the energy band-gap of the cell
for non-concentrated (C=1) and fully concentrated (C=Cmax) solar spectrum.

3.3. Ultimate efficiency

The total number of photons of frequency greater than νg (Eg=hνg) impinging from the sun,
assumed as a blackbody at temperature Ts, in unit time and falling upon the solar cell per unit
area Ns is given by:
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This integral could be evaluated numerically.

In the assumption that each absorbed photon will produce a pair of electron-hole, the maxi‐
mum output power density that could be delivered by a solar converter will be:
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The solar cell is assumed entirely surrounded by the sun and maintained at Tc=0K as a first
approximation and to get the maximum energy transfer from the sun. The total incident energy
density coming from the sun at Ts and falling upon the solar cell, Pin is given by
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In accordance with the definition of the ultimate efficiency [6, 17], as the rate of the generated
photon energy to the input energy density, its expression can be evaluated as a function of Eg

as follows:
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This expression is plotted in figure 10, so the maximum efficiency is approximately 43.87%
corresponding to Eg=1.12 eV, this energy band-gap is approximately that of crystalline silicon.
Similar calculation of the ultimate efficiency taking the solar spectrum AM1.5 G (The standard
global spectral irradiance, ASTM G173-03, is used [18]) is shown in figure 10 gives a slightly
higher value of 49%. If one compares this efficiency to the aforementioned thermodynamic
efficiency limits, most of them approach the Carnot limit for the special case where the
converter’s temperature is absolute zero, this ultimate efficiency limit is substantially lower
(44% or 49%) than the Carnot limit (95%). In quantum converters it is obvious that more than
50% of the solar radiation is lost because of the spectral mismatch. Therefore, non-absorption
of photons with less energy than the semiconductor band-gap and the excess energy of
photons, larger than the band-gap, are the two main losses.

3.4. Detailed balance efficiency limit

The detailed balance limit efficiency for an ideal solar cell, consisting of single semiconducting
absorber with energy band-gap Eg, has been first calculated by Shockley and Queisser (SQ) [6].
The illumination of a pn junction solar cell creates electron-hole pairs by electronic transition
due to the fundamental absorption of photons with hν > Eg, which is basically a quantum
process. The photogenerated pairs either recombine locally or circulate in an external circuit
and can transfer their energy. Their approach reposes on the following main assumptions; the
probability that a photon with energy hν > Eg incident on the surface of the cell will produce a
hole-electron pair is equal to unity, while photons of lower energy will produce no effect, all
photogenerated electrons and holes thermalize to the band edges (photons with energy greater
than Eg produce the same effect), all the photogenerated charge carriers are collected at short-
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circuit condition and the upper detailed balance efficiency limit is obtained if radiative
recombination is the only allowed recombination mechanism.

The model initially introduced by SQ [6] has been improved by a number of researchers, by
first introducing a more exact form of radiative recombination. The radiative recombination
rate is described using the generalised Planck radiation law introduced by Würfel [7], where
the energy carried by emitted photons turn out to be the difference of electron-hole quasi Fermi
levels. While for non-radiative recombination the released energy is recovered by other
electrons, holes or phonons.

In the following sub-section the maximum achievable conversion efficiency of a single band-
gap absorber material is determined.

3.4.1. Short-circuit current density (Jsc) calculation

Now we consider a more realistic situation of a solar cell, depicted in figure 3. Three factors
will be taken into account, namely; the view factor of the sun seen from the solar cell, the
background radiation is represented as a blackbody at ambient temperature Ta, and losses due
to recombination (radiative and non-radiative).

In steady state condition the current density J(V) flowing through an external circuit is the
algebraic sum of the rates of increase of electron-hole pairs corresponding to the absorption of
incoming photons from the sun and the surrounding background, in addition to recombination
(radiative and non-radiative). This leads to a general current voltage characteristic formula:

Figure 10. The ultimate efficiency against the energy band-gap of the solar cell, using the AM1.5G spectrum with the
blackbody spectrum at Ts=6000°K.
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with reference to the solar cell configuration shown in figure 3, Ts, Ta and Tc are the respective
temperatures of sun, ambient background and solar cell. As defined previously, C and f are
the concentration factor and the sun geometrical factor, while fRR represents the fraction of the
radiative recombination rate or radiative recombination efficiency. If UNR and URR are the non-
radiative and radiative recombination rates respectively, fRR is defined by:
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The current density formula (43) can be rewritten in a more compact form as follows:

( ) (1 ) ( )s a c
RR

qJ V qCf q C f V
f

f f f= + - - (45)

With:

2
2

2
2

2
2

(2 / ) a
exp( / ) 1

(2 / ) b
exp( / ) 1

( ) (2 / ) c
exp(( ) / ) 1

g

g

g

s
s

a
a

c
c

dc
h kT

dc
h kT

dV c
h qV kT

n

n

n

n nj p
n

n nj p
n

n nj p
n

¥

¥

¥

=
-

=
-

=
- -

ò

ò

ò

(46)

Under dark condition and zero bias the current density must be null, then:
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Therefore the current density expression becomes:
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Under dark condition and zero bias the current density must be null, then:
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Therefore the current density expression becomes:
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From the above J (V) expression we can obtain the short-circuit current density (Jsc=J(V=0)) as
follows:

( )sc s aJ qCf f f= - (49)

In the ideal case the short-circuit current density depends only on the flux of impinging
photons from the sun and the product Cf, recombination has no effect. The term φa in Jsc,
representing the radiation from the surrounding ambient is negligible. The total photogener‐
ated carriers are swept away and do not recombine before reaching the external circuit where
they give away their electrochemical energy. Figure 11 illustrates the maximum short-circuit
current density to be harvested against band-gap energy according to (49) for a blackbody
spectrum at Ts=6000°K normalised to a power density of 1000W/m2 and a spectral photon flux
corresponding to the terrestrial AM1.5G spectrum. Narrow band-gap semiconductors exhibit
higher photocurrents because the threshold of absorption is very low, therefore most of the
solar spectrum can be absorbed. For power extraction this is not enough, the voltage is equally
important and more precisely, the open circuit voltage.

The currently achieved short-circuit current densities for some solar cells are very close to
predicted limits. Nevertheless, further gain in short-circuit current can therefore still be
obtained, mainly by minimising the cell surface reflectivity, while increasing its thickness, so
as to maximize the photon absorption. For thin film solar cells the gain in Jsc can be obtained
by improving light trapping techniques to enhance the cell absorption.

For instance crystalline silicon solar cells with an energy band-gap of 1.12 eV at 300K has
already achieved a Jsc of 42.7 mA/cm2 compared to a predicted maximum value of 43.85
mA/cm2 for an AM1.5 global spectrum (only 39.52 mA/cm2 for a normalised blackbody
spectrum at 6000°K), while for GaAs with Eg=1.43eV a reported maximum Jsc of 29.68
mA/cm2 compared to 31.76 mA/cm2 (only 29.52 mA/cm2 for a normalised blackbody spectrum
at 6000°K) [14].

Jsc(mA/cm2) Voc(V) η (%)

Limit record limit record limit record

Si 43.85 42.7 0.893 0.706 34.37 25.0

GaAs 31.76 29.68 1.170 1.122 33.72 28.8

Table 1. Summary of the reported records [14] and the calculated limits of Si and GaAs solar cells performances under
the global AM1.5 spectrum.

3.4.2. Open-circuit voltage (Voc) calculation

At open circuit condition electron-hole pairs are continually created as a result of the photon
flux absorption, the only mechanism to counter balance this non-equilibrium condition is
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recombination. Non-radiative recombination could be eliminated, whereas radiative recom‐
bination has a direct impact on the cell efficiency and particularly on the open circuit voltage.
The radiative current as the rate of radiative emission increases exponentially with the bias
subtracts from the current delivered to the load by the cell. At open circuit condition, external
photon emission is part of a necessary and unavoidable equilibration process [15]. The
maximum attainable Voc corresponds to the condition where the cell emits as many photons
as it absorbs. The open circuit voltage of a solar cell can be found by taking the band gap energy
and accounting for the losses associated with various sources of entropy increase. Often, the
largest of these energy losses is due to the entropy associated with radiative recombination.

In the case where qV is several kT smaller than h νg , φc(V) could be approximated by:

2
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The current density expression becomes then:
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The open circuit voltage can be deduced directly from this expression as:

Figure 11. The maximum short-circuit current density against the energy band-gap of the solar cell, using the AM1.5G
spectrum with the blackbody spectrum at Ts=6000°K.
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The open circuit voltage is determined entirely by two factors; the concentration rate of solar
radiation C (C ≥1) and radiative recombination rate fRR (fRR ≤1).
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Radiative recombination has a critical role to play, if the created photons are re-emitted out of
the cell, which corresponds to low optical losses, the open circuit voltage and consequently
the cell efficiency approach the SQ limit. Therefore the limiting factor for high Voc (efficiency)
is the external fluorescence efficiency of the cell as far as radiative recombination is concerned.
Since the escape cone is in general low, efficient external emission involves repeated escape
attempts and this is ensured by perfect light trapping techniques. In this case the created
photons are allowed to be reabsorbed and reemitted again until they coincide with the escape
cone, reaching high external fluorescence efficiency [15, 18-19].

So dominant radiative recombination is required to reach high Voc and this is not sufficient to
reach the SQ limit, the other barrier is to get the generated photons out of the cell and this is
limited by the external fluorescence efficiency ηfex. Hence, the external fluorescence efficien‐
cyηfex, is introduced in the expression of Voc and fRR is multiplied by ηfex, (ηfex ≤ 1) then:
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If we define a maximum ideal open circuit voltage value Voc,max for fully concentrated solar
radiation (C=Cmax=1/f) and when the radiative recombination is the only loss mechanism with
maximum external fluorescence efficiency (i.e, fRRηfex=1), then:
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It is worth mentioning that (56) is not an exact evaluation of Voc. As shown in figure 12.b
equation (56) for narrow band-gap semiconductors yields wrong values of Voc,max (above Eg/q
line), acceptable values are obtained only for Eg greater than 2 eV, where it coincides with the
result obtained when solving numerically (45) for J(V)=0.

From this figure one can say that taking Voc,max=Eg/q is a much better approximation; thus,
instead of (56) we can use the following approximation:
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A more accurate value of Voc is obtained after numerical resolution of equation (45) for J(V)=0,
the results are plotted in figure12a and 12.b.

The other type of entropy loss degrading the open-circuit voltage is the photon entropy
increase due to isotropic emission under direct sunlight. This entropy increase occurs because
solar cells generally emit into 2π steradian, while the solid angle subtended by the sun is only
6.85×10−5 steradian.

The most common approach to addressing photon entropy is a concentrator system. If the
concentration factor C of sun radiation is increased, this is generally achieved by optical means,
a significant increase of Voc is obtained (as shown in figure 12.b). The calculation is carried out
assuming a dominant radiative recombination and with maximum external fluorescence
efficiency (fRRηfex=1). In this case we can notice that as C is increased Voc approaches its ultimate
value Eg/q, for example GaAs (Eg=1.43 eV) for C=CMax we get Voc=0.99×Eg/q=1.41 V, which
corresponds to an efficiency limit of approximately 38.5% (blackbody spectrum at 6000K). This
theoretical limit shows the importance of dealing with entropy losses associated with angle of
acceptance of photons from the sun and emission of photons from the cell efficiently. This
value is well above the predicted SQ limit, where the concentration factor was considered.

With reference to table 1 we can clearly see that the record open circuit voltage under one-sun
condition (C=1) of gallium arsenide solar cell (1.12 V) is already close to the SQ limit (1.17 V)
while silicon solar cell is still behind with a record Voc of 0.706 V compared to a limit of 0.893
V, this difference is due to the fact that GaAs has a direct band gap, which means that it can
be used to absorb and emit light efficiently, whereas Silicon has an indirect band gap and so
is relatively poor at emitting light. Although Silicon makes an excellent solar cell, its internal
fluorescence yield is less than 20%, which prevents Silicon from approaching the SQ limit [20].
On the other hand It has been demonstrated that efficiency in Si solar cells is limited by Auger
recombination, rather than by radiative recombination [20-22].

3.4.3. The efficiency calculation

Energy conversion efficiency η is usually known as the most relevant figure for solar cell
performance. Solar cell efficiency is calculated by dividing a cell's electrical power output at
its maximum power point by the input solar radiation and the surface area of the solar cell.
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The maximum power output from the solar cell is obtained by choosing the voltage V so that
the product current-voltage (IV) is a maximum. This point corresponds to the situation where
a maximum power is extracted from the cell. Using equation 45 we can define the power
delivered by a cell as:

( ) ( (1 ) ( ))s a c
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qP V qCf q C f V V
f

f f f= + - - ´ (58)

The maximum power PM = JM ×VM  is obtained numerically from (58) and the efficiency η (if
the sun is assumed a blackbody at Ts) is then calculated as:
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For AM1.5G solar spectrum Pin is replaced by 1000.

Figure 13 illustrates efficiency against energy band-gap of a solar cell, using the AM1.5G
spectrum and the blackbody spectrum at Ts=6000°K for one sun and full concentration
(C=CMax), the only recombination mechanism is radiative and 100% external fluorescence
efficiency, which means that all emitted photons from the cell (issue from radiative recombi‐
nation) are allowed to escape. The maximum efficiency is 34.42% for AM1.5G corresponding
to a gap of 1.34 eV, for a blackbody spectrum normalized to 1000 W/m2 the maximum efficiency
is 31.22% at 1.29 eV, while for a full solar concentration the maximum is 40.60% at 1.11 eV, this
confirms the fact that the optimal band gaps decrease as the solar concentration increases.

Figure 12. The Voc/Eg against energy band-gap of the solar cell, using a blackbody spectrum at Ts=6000°K; a)-for differ‐
ent radiative recombination rates, b)-for different solar concentrations and a plot of (56) for C=Cmax.
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In figure 14 the product of radiative recombination rate and the external fluorescence efficiency
( f RR ×η fex) is decreased from 1 to 10-3 to illustrate the effect radiative recombination and the
external fluorescence on the cell efficiency. The maximum efficiency limit dropped from
34.42% to 28.58%.

Figure 13. The maximum efficiency against the energy band-gap of the solar cell, using the AM1.5G spectrum with the
blackbody spectrum at Ts=6000°K for one sun and full concentration (C=CMax).

Since the power output of the cell is determined by the product of the current and voltage, it
is therefore imperative to understand what material properties (and solar cell geometries)
boost these two parameters. Certainly, the short-circuit current in the solar cell is determined
entirely by both the material absorption property and the effectiveness of photo-generated
carriers collection at contacts. As previously mentioned (section 2.4.1), the manufactured solar
cells with present technologies and materials have already achieved short-circuit currents close
to predicted limits. Therefore the shortfall in efficiency could be attributed to the voltage. We
show here that the key to reaching the highest possible voltages is first to have a recombination
predominantly radiative with a maximal external emission of photons from the surface of the
solar cell. Secondly we need a maximum solar concentration. The second condition could be
achieved either by using sun concentrators, there are concentrators with concentration factor
from ×2 to over ×1000 [23] or by non-concentrating techniques with emission and acceptance
angle limited to a narrow range around the sun [24-26].

At this level we can conclude that the efficiency limit of a single energy gap solar cell is
bound by two intrinsic limitations; the first is the spectral mismatch with the solar spectrum
which retains at least 50% of the available solar energy. The best known example of how
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to surmount such efficiency restraint is the use of tandem or stacked cells.  This alterna‐
tive will become increasingly feasible with the likely evolution of materials technology over
the decades to 2020 [27].

The second intrinsic loss is due to the entropy associated with spontaneous emission. To
overcame this limitation three conditions should be satisfied, that is: a) – prevailing radiative
recombination (to eliminate the non-collected electro-hole pairs), b)-efficient external fluores‐
cence (to maximise the external emission of photons from the solar cell) and c)-using concen‐
trated sun light or restricting the emission and acceptance angle of the luminescent photons
to a narrow range around the sun.

4. Conclusion

For single junction cell the record at present is 28.8% (GaAs) [14] compared to the SQ limit of
33.7% which is a significant accomplishment and little room has been left for improvement.
Immense experimental research is now directed towards maximizing the external emission of
photons from the solar cell. One way of getting beyond the SQ limit for a single junction is the
use of concentrated radiation, the current record for concentrator cell is only 29.1% (GaAs)
under 117 suns [14], this technology has a number of challenging problems (such as tracking
and cooling systems) and there is still a long way to go. The same goal is accomplished by
matching the angles under which light impinges from the sun and into which light is emitted
from the solar cell. Recently it has been demonstrated that light trapping GaAs solar cell with

Figure 14. The maximum efficiency against the energy band-gap of the solar cell, using the AM1.5G spectrum with the
blackbody spectrum at Ts=6000°K for one sun and full concentration (C=CMax)
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limited emission angle efficiencies above 38% may be achievable with a single junction solar
cell [25].

To overcome the restrictions of a single junction solar cell several directions were investigated
during the last decades (i.e. hot carrier cells, carrier multiplication and down-conversion,
impurity photovoltaic and multiband cells, thermophotovoltac and thermophotonic conver‐
sion…).

The most widely explored path has been tandem or stacked cells; they provide the best known
example of how such high efficiency might be achieved. The present efficiency record for a
triple junctions cell (InGaP/GaAs/InGaAs) is 37.9% compared to a predicted value of over 51%
for an optimised set of three stacked cells [28, 29]. The major technological challenge with
tandem solar cells is to find materials with the desired band gaps and right physical properties
(i.e. lattice constant and thermal parameters). The ultimate efficiency target for this kind of
configuration is 86.81% (for a set of an infinite number of stacked monochromatic cells under
maximum solar concentration) which constitutes an arduous target, corresponding to an
infinite number of stacked junctions radiated by a maximum solar concentration. The best
performance that the present technology can offer is 44.4% using a triple junction GaInP/GaAs/
GaInAs cell under 302 suns [14].
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Chapter 3

Crystal Structures
of CH3NH3PbI3

and Related Perovskite Compounds
Used for Solar Cells

Takeo  Oku

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59284

1. Introduction

Recently, organic-inorganic hybrid solar cells with perovskite-type pigments have been widely
fabricated and rapidly studied [12, 8, 11]. Solar cells with a perovskite structure have high
conversion efficiencies and stability as the organic solar cells. Since a photoconversion
efficiency of 15% was achieved [2], higher efficiencies have been reported for various device
structures and processes [13, 23], and the photoconversion efficiency was increased up to 19.3%
[27]. The photovoltaic properties of solar cells are strongly dependent on the fabrication
process, hole transport layers, electron transport layers, nanoporous layers, interfacial
microstructures, and crystal structures of the perovskite compounds. Especially, the crystal
structures of the perovskite-type compounds, strongly affect the electronic structures such as
energy band gaps and carrier transport, and a detailed analysis of them is mandatory.

In the present article, crystal structures of perovskite-type compounds such as CH3NH3PbI3

CH3NH3PbCl3, CH3NH3PbBr3, CsSnI3, CH3NH3GeCl3, and CH3NH3SnCl3, are expected for
solar cell materials, are reviewed and summarized. Since these perovskite-type materials often
have nanostructures in the solar cell devices, summarized information on the crystal structures
would be useful for structure analysis on the perovskite-type crystals. The nanostructures of
the solar cell devices are often analysed by using X-ray diffraction (XRD) and transmission
electron microscopy (TEM), and the diffraction conditions are investigated and summarized.
Transmission electron microscopy, electron diffraction, and high-resolution electron micro‐
scopy are powerful tools for structure analysis of solar cells [18] and perovskite-type structures
in atomic scale [17, 19].

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



2. Synthesis of methylammonium trihalogenoplumbates (II)

There are various fabrication processes for the methylammonium trihalogenoplumbates (II)
(CH3NH3PbI3) compound with the perovskite structures. Two typical synthesis methods for
the CH3NH3PbI3 (MAPbI3) were reported [1]. MAPbI3 could be synthesised from an equimolar
mixture of CH3NH3I and PbI2 using the reported method [8]. CH3NH3I was synthesised at first
by reacting a concentrated aqueous solution of hydroiodic acid with methylamine, and the
cleaned precipitant was mixed with PbI2 in gamma-butyrolactone to obtain the MAPbI3

product. Crystalline MAPbI3 was obtained by drop-casting the solutions on glass substrates,
and annealed at 100 °C. Polycrystalline MAPbI3 could be also prepared by precipitation from
a hydroiodic acid solution [22]. Lead(II) acetate was dissolved in a concentrated aqueous HI
and heated. An HI solution with CH3NH2 was added to the solution, and black precipitates
were formed upon cooling from 100 °C.

A typical fabrication process of the TiO2/CH3NH3PbI3 photovoltaic devices is also described
here [28]. The details of the fabrication process is described in the reported paper [2] except
for the mesoporous TiO2 layer [16]. The photovoltaic cells were fabricated by the following
process. F-Doped tin oxide (FTO) substrates were cleaned using an ultrasonic bath with
acetone and methanol and dried under nitrogen gas. The 0.30M TiOx precursor solution was
prepared from titanium diisopropoxide bis(acetyl acetonate) (0.11 mL) with 1-butanol (1 mL),
and the TiOx precursor solution was spin-coated on the FTO substrate at 3000 rpm for 30 s and
annealed 125 °C for 5 min. This process was performed two times, and the FTO substrate was
sintered at 500 °C for 30min to form the compact TiO2 layer. After that, mesoporous TiO2 paste
was coated on the substrate by a spin-coating method at 5000 rpm for 30 s. For the mesoporous
TiO2 layer, the TiO2 paste was prepared with TiO2 powder (Aerosil, P-25) with poly(ethylene
glycol) in ultrapure water. The solution was mixed with acetylacetone and triton X-100 for
30min. The cells were annealed at 120 °C for 5min and at 500 °C for 30min. For the preparation
of pigment with a perovskite structure, a solution of CH3NH3I and PbI2 with a mole ratio of
1:1 in γ-butyrolactone (0.5 mL) was mixed at 60 °C. The solution of CH3NH3I and PbI2 was
then introduced into the TiO2 mesopores by spin-coating method and annealed at 100 °C for
15min. Then, the hole transport layer (HTL) was prepared by spin coating. As the HTLs, a
solution of spiro-OMeTAD (36.1 mg) in chlorobenzene (0.5 mL) was mixed with a solution of
lithium bis(trifluoromethylsulfonyl) imide (Li-TFSI) in acetonitrile (0.5 mL) for 12 h. The
former solution with 4-tert-butylpyridine (14.4 μL) was mixed with the Li-TFSI solution (8.8
μL) for 30min at 70 °C. Finally, gold (Au) metal contacts were evaporated as top electrodes.
Layered structures of the photovoltaic cells were denoted as FTO/TiO2/CH3NH3PbI3/HTL/Au.

3. Crystal structures of CH3NH3PbX3 (X=Cl, Br, or I) compounds

The crystals of methylammonium trihalogenoplumbates(II) (CH3NH3PbX3, X=Cl, Br, or I) have
perovskite structures and provide structural transitionsupon heating [24], 22]. The crystal
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systems and transition temperatures are summarized in Table 1, as reported in the previous
works [22, 21]. Atomic sites were indicated from the space group table [6]. Although the
CH3NH3PbX3 perovskite crystals have a cubic symmetry for the highest temperature phase,
the CH3NH3 ion is polar and has C3v symmetry, which should result in disordered cubic phase
[14]. In addition to the disordering of the CH3NH3 ion, the halogen ions were also disordered
in the cubic phase, as shown in Figure 1(a) and Table 2 [14]. Site occupancies were set as 1/4
for I and 1/12 for C and N. The CH3NH3 ion occupies 12 equivalent orientations of the C2 axis,
and hydrogen atoms have two kinds of configurations on the C2 axis. Then, the total degree
of freedom is 24 [21].

As the temperature decreases, the cubic phase is transformed in the tetragonal phase, as shown
in Figure 1(b) and Table 3 [10]. The isotropic displacement parameters B were calculated as
8π2 Uiso. For the tetragonal phase, I ions are ordered, which resulted in the lower symmetry
from the cubic phase. Site occupancies were set as 1/4 for C and N for the tetragonal
CH3NH3PbI3. As the temperature decreases lower, the tetragonal phase is transformed in the
orthorhombic systems, which is due to the ordering of CH3NH3 ions in the unit cell, as shown
in Figure 1(c) and Table 4 [1].

Energy gaps of the CH3NH3PbI3 were also measured and calculated [1], as summrized in Table
5. The energy gap increases with increasing temperature from the ab-initio calculation, and the
measured energy gap of ~1.5 eV is suitable for solar cell materials.

Material CH3NH3PbCl3 CH3NH3PbBr3 CH3NH3PbI3

Crystal system Cubic Cubic Cubic

Transition temperature (K) 177 236 330

Crystal system Tetragonal Tetragonal Tetragonal

Transition temperature (K) 172 149~154 161

Crystal system Orthorhombic Orthorhombic Orthorhombic

Table 1. Crystal systems and transition temperatures of CH3NH3PbX3 (X=Cl, Br, or I).

Atom site x y z B (Å2)

Pb 1a 0 0 0 3.32

I 12h 0 0.0435 0.5 8.68

N 12j 0.413 0.413 0.5 5.82

C 12j 0.578 0.578 0.5 7.05

Table 2. Structural parameters of cubic CH3NH3PbI3. Space group Pmm (Z=1), a=6.391 Å at 330 K. B is isotropic
displacement parameter.
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Atom site x y z B (Å2)

Pb 4c 0 0 0 1.63

I(1) 8h 0.2039 0.2961 0 4.38

I(2) 4a 0 0 0.25 4.11

N 16l 0.459 0.041 0.202 4.60

C 16l 0.555 –0.055 0.264 3.19

Table 3. Structural parameters of tetragonal CH3NH3PbI3 at 220 K. Space group I4/mcm (Z=4), a=8.800 Å, c=12.685 Å. B
is isotropic displacement parameter.

Atom site x y z B (Å2)

Pb 4b 0.5 0 0 4.80

I(1) 4c 0.48572 0.25 –0.05291 1.03

I(2) 8d 0.19020 0.01719 0.18615 1.33

N 4c 0.932 0.75 0.029 2.37

C 4c 0.913 0.25 0.061 1.50

Table 4. Structural parameters of orthorhombic CH3NH3PbI3 at 100 K. Space group Pnma (Z=4), a=8.8362 Å, b=12.5804
Å, c=8.5551 Å. All occupancy factors 1.0. B is isotropic displacement parameter.

Material CH3NH3PbI3 CH3NH3PbI3 CH3NH3PbI3

Crystal system Cubic Tetragonal Orthorhombic

Measured energy gap (eV) 1.51

Calculated energy gap (eV) 1.3 1.43 1.61

Table 5. Energy band gaps of CH3NH3PbI3.

Atom x y z B (Å2)

Pb 0 0 0 1.13

Cl 0 0.0413 0.5 6.73

N 0.413 0.409 0.5 8.1

C 0.578 0.583 0.5 5.8

Table 6. Structural parameters of cubic CH3NH3PbCl3. Space group Pm3m (Z=1), a=5.666 Å at 200 K. B is isotropic
displacement parameter.

Structural parameters of cubic CH3NH3PbCl3 and CH3NH3PbBr3 are summarized as Table 6

and 7, respectively [14, 15]. They have similar structure parameters compared with the cubic
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CH3NH3PbI3, except for the lattice constants. Lattice parameters of these compounds are
strongly depedent on the size of halogen ions, as shown in Figure 2. As summarized in Table
8, ion radii of halogen elements increase with increasing atomic numbers, which affect the
lattice constants of CH3NH3PbX3, as observed in Figure 2.

Atom x y z B (Å2)

Pb 0 0 0 1.61

Br 0 0.0413 0.5 5.41

N 0.413 0.417 0.5 6.02

C 0.578 0.582 0.5 6.05

Table 7. Structural parameters of cubic CH3NH3PbBr3. Space group Pm3m (Z=1), a=5.933 nm at 298 K. B is isotropic
displacement parameter.

Hologen element F- Cl- Br- I-

Ion radius (Å) 1.33 1.81 1.96 2.20

14 group element Ge2+ Sn2+ Pb2+

Lattice parameters 0.73 0.93 1.18

Table 8. Ion radii of halogen and 14 group elements.
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Figure 2. Lattice constants of CH3NH3PbX3 (X=Cl, Br, or I).
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4. X-ray diffraction of CH3NH3PbI3

Microstructure of the perovskite phases can be investigated by X-ray diffraction (XRD). The
XRD will indicate that the sample is a single phase or mixed phase. If the sample consists of
nanoparticles or nanocrystals, the crystallite size can be estimated from the full width at half
maximum (FWHM). From the XRD data, analyses of high-resolution TEM image and electron
diffraction would become easier. If the sample is a known material, plane distances (d) and
indices can be clarified from the diffraction peaks of XRD. When the sample has an unknown
structure, the values of the plane distances can be obtained by the XRD, which will effectively
stimulate the structure analysis.

Calculated X-ray diffraction patterns on the CH3NH3PbI3 with cubic, tetragonal and ortho‐
rhombic structures is shown in Figure 3, and calculated X-ray diffraction parameters of cubic,
tetragonal and orthorhombic CH3NH3PbI3 are listed in Table 9, 10, and 11, respectively. For
the cubic phase, site occupancies were set as 1/4 for I and 1/12 for C and N. Structure factors
were averaged for each index. Site occupancies were set as 1/4 for C and N for the tetragonal
CH3NH3PbI3. Figure 4 is an enlarged calculated X-ray diffraction patterns of CH3NH3PbI3.
Reflection positions of 211 and 213 inconsistent with cubic symmetry for tetragonal structure
are indicated by asterisks, which would be helpful for the distinction between the cubic and
tetragonal phase [1].

Index 2θ (°) d-spacing (Å) |F| Relative intensity (%) Multiplicity

1 0 0 13.8449 6.3910 107.1 100 6

1 1 0 19.6279 4.5191 46.3 18 12

1 1 1 24.0990 3.6898 29.4 3 8

2 0 0 27.8973 3.1955 164.3 55 6

2 1 0 31.2695 2.8581 93.4 56 24

2 1 1 34.3423 2.6091 44.4 10 24

2 2 0 39.8633 2.2596 136.0 35 12

2 2 1 42.3942 2.1303 84.0 23 24

3 0 0 42.3942 2.1303 76.0 5 6

3 1 0 44.8082 2.0210 35.9 4 24

3 1 1 47.1237 1.9270 8.6 0.2 24

2 2 2 49.3555 1.8449 116.1 10 8

3 2 0 51.5149 1.7725 69.5 10 24

3 2 1 53.6114 1.7081 35.9 5 48

4 0 0 57.6458 1.5978 100.9 4 6

4 1 0 59.5956 1.5500 66.8 13 48

Table 9. Calculated X-ray diffraction parameters of cubic CH3NH3PbI3. Equivlent indices were combined. Space group
Pm3m (Z=1), a=6.391 Å at 330 K. F is structure factor.
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Figure 3. Calculated X-ray diffraction patterns of CH3NH3PbI3 with cubic, tetragonal and orthorhombic structures.
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Index 2θ (°) d-spacing (Å) |F| Relative intensity (%) Multiplicity

0 0 2 13.9513 6.3425 477.0 60 2

1 1 0 14.2216 6.2225 442.5 100 4

1 1 2 19.9730 4.4418 116.8 7 8

2 0 0 20.1647 4.4000 211.6 11 4

2 1 1 23.6509 3.7587 195.7 27 16

2 0 2 24.6041 3.6152 227.6 17 8

0 0 4 28.1149 3.1713 852.4 45 2

2 2 0 28.6684 3.1113 744.0 66 4

2 1 3 31.0176 2.8808 184.5 14 16

1 1 4 31.6405 2.8255 410.3 33 8

2 2 2 32.0148 2.7933 331.7 21 8

3 1 0 32.1387 2.7828 511.0 49 8

2 0 4 34.8441 2.5727 180.5 5 8

3 1 2 35.1881 2.5483 199.6 12 16

3 2 1 37.4940 2.3967 117.9 4 16

2 2 4 40.5874 2.2209 665.6 50 8

4 0 0 40.9903 2.2000 566.6 18 4

2 1 5 42.3526 2.1323 165.5 6 16

0 0 6 42.7343 2.1142 415.0 4 2

3 2 3 42.7418 2.1138 109.2 2 16

4 1 1 42.9354 2.1047 277.8 15 16

3 1 4 43.2169 2.0917 479.9 45 16

4 0 2 43.5043 2.0785 222.4 5 8

3 3 0 43.5998 2.0742 225.3 2 4

4 2 0 46.0901 1.9677 317.2 8 8

2 0 6 47.6844 1.9056 155.2 2 8

4 1 3 47.6913 1.9053 265.2 11 16

4 0 4 50.4445 1.8076 523.0 19 8

3 2 5 51.9446 1.7589 106.0 1 16

2 2 6 52.2716 1.7487 303.6 6 8

4 3 1 52.4442 1.7433 171.5 4 16

3 3 4 52.6864 1.7359 218.2 3 8

5 1 0 53.0165 1.7258 307.9 6 8

3 1 6 54.4599 1.6834 165.0 3 16

4 2 4 54.8632 1.6720 294.6 10 16

2 1 7 55.8045 1.6460 149.8 2 16
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4 1 5 56.2804 1.6332 250.9 7 16

4 3 3 56.5963 1.6249 171.4 3 16

0 0 8 58.1285 1.5856 657.6 5 2

4 4 0 59.3600 1.5556 423.9 4 4

1 1 8 60.1739 1.5365 353.3 6 8

Table 10. Calculated X-ray diffraction parameters of tetragonal CH3NH3PbI3. Space group I4/mcm (Z=4), a=8.800 Å,
c=12.685 Å at 220 K.

Index 2θ (°) d-spacing (Å) |F| Relative intensity (%) Multiplicity

0 2 0 14.0679 6.2902 462.7 67 2

1 0 1 14.3989 6.1463 408.5 100 4

1 1 1 16.0356 5.5225 32.8 1 8

2 0 0 20.0813 4.4181 238.7 9 2

1 2 1 20.1828 4.3961 106.9 7 8

0 0 2 20.7483 4.2775 225.2 7 2

2 0 1 22.6324 3.9255 239.3 14 4

1 0 2 23.0816 3.8501 231.4 12 4

0 3 1 23.6082 3.7654 168.3 6 4

2 1 1 23.7239 3.7473 86.8 3 8

1 1 2 24.1539 3.6816 128.7 7 8

2 2 0 24.6029 3.6154 172.8 6 4

0 2 2 25.1559 3.5372 132.9 3 4

2 2 1 26.7471 3.3302 221.7 16 8

1 2 2 27.1323 3.2838 256.6 21 8

0 4 0 28.3536 3.1451 834.3 51 2

2 0 2 29.0316 3.0732 627.4 55 4

2 3 0 29.3402 3.0415 108.2 2 4

1 3 2 31.5191 2.8361 80.9 2 8

1 4 1 31.9379 2.7998 373.2 32 8

3 0 1 32.1130 2.7850 560.5 35 4

0 1 3 32.1584 2.7811 155.6 3 4

2 2 2 32.3965 2.7612 304.2 20 8

1 0 3 32.9780 2.7139 473.6 24 4

2 4 0 34.9912 2.5622 239.4 5 4

Crystal Structures of CH3NH3PbI3 and Related Perovskite Compounds Used for Solar Cells
http://dx.doi.org/10.5772/59284

87



3 2 1 35.2135 2.5465 244.8 11 8

0 4 2 35.3949 2.5339 225.2 5 4

1 2 3 36.0126 2.4918 317.4 18 8

2 4 1 36.5799 2.4545 193.6 6 8

1 4 2 36.8717 2.4357 185.8 6 8

3 0 2 37.0262 2.4259 145.8 2 4

2 1 3 38.2065 2.3536 127.4 3 8

1 3 3 39.5204 2.2784 101.4 1 8

4 0 0 40.8148 2.2091 432.0 6 2

2 4 2 41.0283 2.1980 555.9 41 8

4 0 1 42.2164 2.1389 281.7 5 4

0 0 4 42.2189 2.1388 305.7 3 2

2 5 1 42.6467 2.1183 161.0 3 8

1 5 2 42.9036 2.1062 142.9 2 8

3 3 2 43.0398 2.0999 157.9 3 8

0 6 0 43.1073 2.0967 330.6 3 2

3 4 1 43.3616 2.085 506.1 30 8

4 2 0 43.3783 2.0843 145.8 1 4

2 3 3 43.4643 2.0803 157.5 3 8

1 0 4 43.4991 2.0787 318.3 6 4

1 4 3 44.0352 2.0547 429.7 21 8

1 1 4 44.1197 2.0509 140.7 2 8

4 2 1 44.7146 2.0250 292.5 9 8

0 2 4 44.7169 2.0249 202.1 2 4

1 6 1 45.6801 1.9844 100.8 1 8

1 2 4 45.9414 1.9738 258.0 7 8

4 0 2 46.2136 1.9628 352.1 6 4

3 2 3 46.5832 1.9481 73.0 1 8

2 5 2 46.6144 1.9468 93.9 1 8

2 0 4 47.1728 1.9251 308.8 5 4

3 4 2 47.2817 1.9209 124.0 1 8

0 5 3 48.1925 1.8867 181.8 2 4

4 2 2 48.5489 1.8737 135.7 2 8

1 3 4 48.8598 1.8625 183.1 3 8
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2 6 1 49.2266 1.8494 148.3 2 8

1 5 3 49.3503 1.8451 124.9 1 8

1 6 2 49.4567 1.8414 175.3 3 8

2 2 4 49.4736 1.8408 218.7 4 8

4 4 0 50.442 1.8077 403.4 7 4

4 4 1 51.6367 1.7686 236.3 4 8

0 4 4 51.6388 1.7686 287.3 3 4

0 7 1 51.9470 1.7588 234.2 2 4

4 0 3 52.3451 1.7464 135.0 1 4

2 5 3 52.7109 1.7351 82.5 1 8

1 4 4 52.7410 1.7342 270.6 5 8

2 6 2 52.8123 1.7320 242.3 4 8

5 0 1 52.8555 1.7307 280.3 3 4

4 1 3 52.8858 1.7298 121.2 1 8

3 1 4 53.3946 1.7145 162.9 2 8

3 6 1 54.7548 1.6751 197.8 3 8

3 2 4 54.9839 1.6686 176.9 2 8

4 4 2 55.1098 1.6651 333.9 8 8

2 7 0 55.1235 1.6647 160.7 1 4

4 5 0 55.2931 1.6600 194.8 1 4

1 6 3 55.3226 1.6592 258.8 4 8

2 4 4 55.9564 1.6419 290.5 5 8

1 2 5 56.6693 1.6229 166.9 2 8

2 1 5 58.2395 1.5829 131.8 1 8

0 8 0 58.6587 1.5726 586.0 5 2

4 0 4 60.1713 1.5366 266.9 2 4

Table 11. Calculated X-ray diffraction parameters of orthorhombic CH3NH3PbI3. Space group Pnma (Z=4), a=8.8362 Å,
b=12.5804 Å, c=8.5551 Å at 100 K. B is isotropic displacement parameter. All occupancy factors 1.0.

Calculated X-ray diffraction patterns of CH3NH3PbI3 with various FWHM values are shown
in Figure 5. When the crystallite sizes decrease, the FWHM values increase, and different peak
intensities are observed in Figure 5.

Figure 6 is an enlarged calculated X-ray diffraction patterns of CH3NH3PbI3. With increasing
FWHM values, the diffraction peaks of 200 and 110 seem to be combined, which should be
very careful for the XRD structure analysis.
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Figure 5. Calculated X-ray diffraction patterns of CH3NH3PbI3 with various FWHM values.
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Figure 6. Enlarged calculated X-ray diffraction patterns of CH3NH3PbI3 with various FWHM values.
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5. Electron diffraction of CH3NH3PbI3

When the sample amount, sample area or film thickness is smaller, it is difficult to obtain the
necessary diffraction amplitude by XRD. Since the amount is enough for the TEM observation,
only TEM observation may be applied to obtain the structure data. To obtain the information
on the fundamental atomic arrangements, electron diffraction patterns should be taken along
the various directions of the crystal, and the fundamental crystal system and lattice constants
may be estimated. Then, high-resolution TEM observation and composition analysis by energy
dispersive X-ray spectroscopy are performed, and the approximate atomic structure model is
constructed. Most of the materials have similar structures to the known materials, and the
structures will be estimated if the database on the known structures is available. For example,
lots of new structures were found for high-Tc superconducting oxides, which have basic
perovskite structures, and the approximate atomic structure models can be constructed from
the high-resolution TEM images, electron diffraction patterns, and composition analysis of the
elements [17, 19].

If a structure of the TEM specimen is known, observation direction of the crystal should be
selected, and electron diffraction pattern along the direction should be estimated. Any regions
selected by the selected area aperture can be observed in electron diffraction patterns, and the
structure can be easily analyzed by comparing TEM images with electron diffraction patterns.
When electron diffraction pattern is observed in the selected area, the diffraction pattern is
often inclined from the aimed direction, which is noticed from the asymmetry of the electron
diffraction pattern. The sample holder can be usually tilted along two directions, and the
specimen should be tilted as the diffraction pattern shows center symmetry. Atomic structure
models of cubic CH3NH3PbI3 observed along varioius directions are shown in Figure 7. Note
that the atomic positions of CH3, NH3 and I are disordered as observed in the structure models.
Corresponding electron diffraction patterns of cubic CH3NH3PbI3 calculated along the [100],
[110], [111] and [210] directions are shown in Figure 8.

Atomic structure models of tetragonal CH3NH3PbI3 observed along [001], [100], [021], [221]
and [110] are shown in Figure 9, which correspond to [001], [110], [111], [210] and [100] of cubic
phase in Figure 8, respectively. Atomic positions of I are fixed for the tetragonal phase, and
only atomic positions of CH3 and NH3 are disordered. For the tetragonal phase, the crystal
symmetries are lowered as indicated by arrows in Figure 9(c) and 9(e). Several diffraction spots
in Figure 9 have different diffraction intensities compared with Figure 8, which would be due
to the different crystal symmetry of the CH3NH3PbI3 compound.

High-resolution TEM observations have been performed for the perovskite materials [20], and
the nanostructures were discussed. Although TEM is a powerful tool for nanostructured
materials, sample damage by electron beam irradiation should be avoided, because the
CH3NH3PbI3 are known to be unstable during annealing at elevated temperatures. Several
TEM results have been reported for the CH3NH3PbI3 and CH3CH2NH3PbI3, and the structures
were discussed by electron diffraction and high-resolution images in these works [1, 9, 28].
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Figure 7. Atomic structure models of cubic CH3NH3PbI3 observed along (a) perspevtive view, (b) [100], (c) [110], (d)
[111] and (e) [210].
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Figure 8. Calculated electron diffraction patterns of cubic CH3NH3PbI3 along (a) [100], (b) [110], (c) [111] and (d) [210].
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Figure 9. Atomic structure models of tetragonal CH3NH3PbI3 observed along (a) [001], (b) [100], (c) [021], (d) [221] and
(e) [110] and (f) perspevtive view.
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Figure 10. Calculated electron diffraction patterns of tetragonal CH3NH3PbI3 along (a) [001], (b) [100], (c) [021], (d)
[221] and (e) [110].
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Figure 10. Calculated electron diffraction patterns of tetragonal CH3NH3PbI3 along (a) [001], (b) [100], (c) [021], (d)
[221] and (e) [110].
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6. Other compounds with perovskite structures for solar cells

In addition to CH3NH3PbX3 (X=Cl, Br, or I) compounds, various perovskite compounds with
perovskite structures for solar cells have benn reported and summarized [1]. Crystal systems
and temperatures of CsSnI3 are listed in Table 12, which has very similar structures and phase
transitions [3] compared with the CH3NH3PbX3. Solar cells with F-doped CsSnI2.95F0.05 provided
an photo-conversion efficiency of 8.5% [4].

Temperature (K) 300 350 478

Crystal system Orthorhombic Tetragonal Cubic

Space group Pnma P4/mbm Pmm

Z 4 2 1

Lattice parameters
a = 8.6885 Å

b = 12.3775 Å
c = 8.3684 Å

a = 8.7182 Å
c = 6.1908 Å

a = 6.1057 Å

Table 12. Crystal systems and temperatures of CsSnI3.

Temperature (K) 2 250 370 475

Crystal system Monoclinic Orthorhombic Trigonal Cubic

Space group P21/n Pnma R3m Pmm

Z 4 4 1 1

Lattice parameters

a = 10.9973 Å
b = 7.2043 Å
c = 8.2911 Å
α = 90.470°

a = 11.1567 Å
b = 7.3601 Å
c = 8.2936 Å

a = 5.6784 Å
α = 90.945°

a = 5.6917 Å

Table 13. Crystal systems and temperatures of CH3NH3GeCl3.

Similar structures of CH3NH3GeCl3 and CH3NH3SnCl3 are shown in Table 13 and 14, respec‐
tively [28, 26]. Ion radii of Ge and Sn ions are listed in Table 8, and they can be substituted for
the Pb atoms in CH3NH3PbX3. Lead-free CH3NH3SnI3 solar cells were developed, which
provided 5.7% efficiency [7]. (CH3CH2NH3)PbI3 with a 2H perovskite structure was reported,
which privided 2.4% efficiency [9]. Perovskite oxides such as [KNbO3]0.9[BaNi0.5Nb0.5O3-x]0.1

were found to have an energy gap of ~1.4 eV, which would also be expected as solar cell
materials [5].
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Temperature (K) 297 318 350 478

Crystal system Triclinic Monoclinic Trigonal Cubic

Space group P1 Pc R3m Pmm

Z 4 4 1 1

Lattice parameters

a = 5.726 Å
b = 8.227 Å
c = 7.910 Å
α = 90.40°
β = 93.08°
γ = 90.15°

a = 5.718 Å
b = 8.236 Å
c = 7.938 Å
β = 93.08°

a = 5.734 Å
α = 91.90°

a = 5.760 Å

Table 14. Crystal systems and temperatures of CH3NH3SnCl3.

7. Conclusion

Crystal structures of perovskite-type CH3NH3PbI3 compounds with cubic, tetragonal and
orthorhombic structures were reviewed and summarized, and X-ray diffraction parameters
and diffraction patterns were calculated and presented. Electron diffraction patterns were also
calculated along various crystal directions and discussed. Other perovskite compounds such
as CH3NH3PbCl3, CH3NH3PbBr3, CH3NH3GeCl3, CH3NH3SnCl3, and CsSnI3 were also re‐
viewed, which are expected as next generation, organic-inorganic hybrid solar cells with high
photo-conversion efficiencies.
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Chapter 4

New Approaches to Practical High-Effective Solar Energy
Conversion

Viktor I. Laptev and Halyna Khlyap

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58935

1. Introduction

High-effective solar energy conversion is impossible without deep examination of solar
cell’components as physical materials. Studies of structure of matter, its optical and thermo‐
dynamic properties belong to the scope of several disciplines. The concept of generalized
formula units is of particular importance. For example, a category of crystal lattice is the result
of crystal’s mathematical modeling, while the regularity of the crystal structure represents the
basis of its zone structure, which, in turn, is the model for description of energy states of the
electrons. It is clear that after all chemical bonds are broken and crystal is evaporated there
will be no crystal lattice and its inherent energy bands. Only particles of the crystal remain.
However, the band theory considers only energy states of the electrons. Therefore, studies of
the relations between structural, thermodynamic and optical properties of material without
addressing to the band theory of solids are of both theoretical and practical interest. Here we
show that such relations can be found by presenting the sequence of ground and excited states
of primitive and non-primitive crystal cells as a thermodynamic process. Calculation of
frequencies at which maximal useful work can be produced by a crystal cell and radiation is
presented by the example of magnesium. The number of such frequencies increases in the row
diamond-graphite-soot. On the example of silicon it is suggested that objects can be compa‐
rable with ideal radiator, or black body, in terms of their property to absorb radiation energy
if they are composed of nanoparticles, i.e. clusters with small number of atoms. Requirements
formulated for such objects are to be used for maximally efficient conversion of solar radiation
into useful work. At the same time, current-voltage characteristics of solar cells are of special
interest. We report experimental results and data of their numerical simulation showing novel
features of common silicon-based solar cells with metallic Cu/Ag-nanoclustered contacts.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



2. StructuI and formula units of crystalline substance

2.1. History of the problem

Atomic-molecular theory of matter structure is a basis of our understanding various properties
of substances. Laws of Kirchhoff, Win, Stephan-Boltzmann and the Planck formula build a
simplest model of optical, structural, thermal and chemical characteristics of substances: these
laws are valid for any solids, liquids, gases, plasmas and radiation in the state of absolute black
body. Our interest is focused on unity of these properties as a tool for introducing Formula
Units or preventing a movement of solids to the state of black body.

This chapter presents a crystal-chemical model of unity of structural and optical properties
and chemical and thermal characteristics for real solids. Self-consistence of their actions causes
various departures of solid from the black body. Knowledge of these departures is necessary
for proper choice of the object of investigation and working body under solving science-
technological tasks, in particular, for predicting and calculating efficiency of transformation
solar heat →  useful work.

The simplest Kirchhoff-Planck model gives identity of the optical properties of solids. Other‐
wise, the optical properties of real solids may belong to two groups according to sensing their
atomic structure. Structural sensitivity of optical properties depends on atomic structure of
the solid; absence of this sensitivity depends principally on electronic structure of the atom,
ion, and other atomic particles. The fundamental absorption of UV-radiation is an example for
the first case. The own color of solids and absorption of visual and IR-radiation are an example
for the second case.

The first set of optical properties is defined by chemical composition of the light absorber; the
second one is defined by mechanism of interaction between light and matter. A number of
original works and reference editions summarize data on optical properties of solids in various
aggregate and structural states. Here we will use one of them [30, 31, 56, 61].

Thermal properties of solids are characterized by melting heat, evaporation heat, sublimation
heat, and by the energy of decaying chemical bonds. They are not so sensible to atomic
structure as the optical properties. Sensing optical properties to structural changes is negligible
in some cases.

Thermal and chemical properties of substances are subjected to the thermo-chemistry exami‐
nations. They are defined by the laws of thermodynamics and are studied well enough.
Numerous data are reported in many reference books, for example, in [70]. Correlations of
thermal and chemical properties of substances are considered in chemical thermodynamics.
We should note the general theory of comparative calculating thermal properties proposed by
Karapetjanz M.Ch. and Kireev V.A. in [37].

Crystals are presenting the limit case of regular and periodic locations of atomic particles in
space. In non-crystalline solids there are micro-and nano-parts where the regular (partially
periodical or completely crystal-like) distribution of atomic particles is also realized. Thus we
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thermal and chemical properties of substances are considered in chemical thermodynamics.
We should note the general theory of comparative calculating thermal properties proposed by
Karapetjanz M.Ch. and Kireev V.A. in [37].

Crystals are presenting the limit case of regular and periodic locations of atomic particles in
space. In non-crystalline solids there are micro-and nano-parts where the regular (partially
periodical or completely crystal-like) distribution of atomic particles is also realized. Thus we
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will below consider the crystal as an ideal case of regular and periodical location of atomic
particles.

After finding chemical individuality the crystal becomes a formula unit. The formula unit (FU
is identical to the molecular unit of the substance in symbols of chemical elements. In a period
for the X-ray analysis the mineralogy had a false opinion that the minerals are built from
molecules, therefore, the mathematical crystallography did not need separating categories
“structural unit of the crystal” and “formula unit of the crystal”. Fedorov’s crystallographic
analysis made it possible to define the type of crystal lattice and, using his tables of mutual
arrangement of the crystal facets gave a possibility to find out the chemical composition of the
mineral, i.e. the formula unit [1]. However, the Fedorov’s crystal-chemical analysis did not
allow determining the particles which are to be located in the sites of the crystal lattice.

Invention of X-ray analysis made it possible to highlight the formula unit from the set of many
structural units of the crystal. The modern crystallography and crystal chemistry consider
atoms, ions, and their groups located at the sites of the crystal lattice as structural units. The
contemporary X-ray structural analysis revealed a great number of structural units of the
crystal which build a hierarchy. These data are described in various publications.

We have to note here that the first separation of categories "structural unit" and "formula unit"
took place not in mineralogy, but in molecular theory worked out by Avogadro. It was
appeared as a tool for describing chemical interaction of gases. At beginning of 50th years of
19th century it was further developed by A. M. Butlerov in theories of chemical structure,
valence and coordination compounds. At the same time Kirchhoff investigations led to optical
identification of structural units of the substance-to the atom and molecule.

Spectral analysis is not a decisive tool for determining structural unit and formula unit of the
crystal. For example, in the crystal of magnium oxide (periclas) one can differ atoms' groups
Mg, O, Mg4O4, MgO6, Mg6O, and many others. The first two ones are filling in the primitive
crystal cell. The third structural unit symbolizes a formula unit of the substance; the next ones
present the content of the elementary cell and coordination groups of atoms. All these units
are the most important parts of crystal structure of periclas. Optical identification of the crystal
does not consider its formula unit as one of the structural units. Modern hierarchy of these
categories had been formed in crystallography and mineralogy as a consequence of neutron,
electron, X-ray, and other structural analytical methods only.

Laue M., Friedrich W. and Knipping P. in 1913 made it possible to find out a function between
experimentally observed diffraction patterns from dark points at one side and real locations
of atoms in crystals and X-ray wave length from the other side. Scientific achievements of Bragg
W. G. and Bragg W. L. reduced the analysis of simple crystals to the standard technique. It was
a beginning of a new method of crystallographic analysis called X-ray crystallography. Laue
M., Bragg W. G. and Bragg W. L. were awarded by Nobel Preis (1914, 1915).

Fedorov E.S. understood for the first time that only the atoms but not molecules are to be
located periodically in the space at the sites of crystal lattice [17]. It was his explanation of false
attempting to connect the molecule geometry with the form of crystal [16]. Further Fedorov E.
S. carefully analyzed and discussed [18] works of Bragg W. G. and Bragg W. L. [11] and had
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found out that in chemical sense inorganic crystals are not built from separate atomic groups
[18], he has correctly assumed existence of molecules in crystals of organic compounds [118].

[23, 36, 71] showed that the crystal structure is determined not only by the energy of particles
interaction, relationship of their dimensions, polarization, but also by their number. So that
the choice and numbering structural units of the crystal are of special importance for describing
correlations between optical and thermal properties of crystal in dependence on the atomic
structure.

X-ray structural analysis of simple crystals and complex chemically crystals allowed finding
out geometric parameters of elementary cell, i.e. there is a cell of minimal dimension which
keeps symmetry of atomic structure of the crystal. The relation between the volume of the
structure cell Vcell and density of crystal ρ is as follows:

Vcell= M0Z / (ρNA),

where M0 is mass of one mole of molecules, and NA is the Avogadro constant. Letter Z denotes
a number of formula units in the cell of the crystal. After substituting a picknometry density
of the crystal in this relation it became clear that the parameter Z is a rational constant of the
crystal structure and elemental cells of various crystals can have one, two, three, or more
formula units.

2.2. State-of-the-art of the problem

In this chapter the formula unit of the crystal is a group of atomic particles corresponding to
the molecule of the substance. The formula unit gives information about chemical elements
and their relationship in the crystal. Thus writing the formula unit of the crystal as a set of
chemical elements' symbols coincides with an analogical denote of chemical molecule. In
crystal of organic compounds the formula unit of the crystal corresponds to the molecule, but
its elemental cell may be formed by different molecules. The formula unit of the inorganic
crystal may correspond to the real object, namely, to the molecule of substance, but its
elemental cell can also not correspond to the formula unit or molecule of the substance.

Despite the evidences of ionic structure of minerals they were further called "molecules". Thus,
the crystal was called "a giant molecule" [21], p.128, which is not correct. In 50th years of XX
century the international crystal-chemistry literature started using the category "formula unit"
as an alternative to the category "molecule". Authors [7] have critically analyzed the situation.
At present time the category "formula unit" is practically usable in crystal-chemistry literature
regardless the absence of its official formulation.

A long discussion how is the ionic crystal to be presented: single macromolecule or a set of
any structural units was ended by separation of categories "formula unit, cell, individuum,
and crystal habitus" and establishment of hierarchical relationships between them.

If using categories "formula unit" and "cell of the crystal structure" is now doubtless, the
category "individual of crystal" is still attractive for researchers. This topic is almost completely
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worked-out by G. B. Bokii with using an example of individuals in mineralogy [9]. Vesnin Yu.
I. wrote in his preprint [73] about “elemental unit of the crystal“ principally corresponding to
the category of individual. At present time one considers a monograin or monocrystal with a
surface of phase separation as an individual. A separate crystal block with sizes of 10-5 ÷ 10-6

сm is called sub-individual if dangle chemical bonds, linear and screw dislocation, and other
defects of crystalline structure are concentrated along the boundaries of this crystalline block.
These blocks are relatively disoriented in 1 – 3о, sometimes up to 5о. Namely, the sub-individ‐
uals of the crystal are regions of coherent X-ray dispersion [9].

The crystal sub-individuals may be identified by tunnel electron microscopy. Fig. 1a shows an
electron image of diamond surface obtained in mode of the cathodoluminescence of the sample
[32, 41]. White fields can be considered as images of sub-individuals, and the black ones are
images of their boundary regions. Fig. 1b plots Auger-electron image of the polycrystalline
PbS film [60]. The seed of the crystal is also may be considered as its sub-individual.

Results [2] are also present identification of olivine sub-individual by method of optical
spectroscopy. Fig. 1c illustrates a map of isolines built for distribution of arbitrary concentra‐
tion of Fe2+ions in the wafer of olivine crystal.

The distance between the closest isolines is significantly larger than the measurement error.
Points show regions of photometry. Authors [2] suppose microblock-like structure of the

Figure 1. Kathodoluminescence image (a) of polished diamond surface (size 300 μm2) [32, 41];.auger-electron image (b)
of polycrystalline lead sulphide surface [60] and the map (c) of isolines of concentration of Fe2+ions in the wafer of oli‐
vine [2].
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olivine crystal. The blocks are of submicron sizes but they have practically same crystallo‐
graphic orientation which is highlighted by simultaneous turning-off of the entire crystal in
crossed Nicole prisms under microscopic examination. These properties of olivine and absence
of interruptions in isolines are allowing to assume that identificated blocks of the crystal are
sub-individuals of olivine.

Modern X-ray analysis has no difficulties in giving principal information about geometry of
crystal cells. There is a big data set on numbers and multiplicity of regular point systems, and
on numbers of formula units in cells of many crystal structures. There is no doubt that these
properties are affecting the facets of the crystal. Many outside forms of crystals are studied
and identified. As an example one can use Fedorov’s crystal-chemical analysis allowing
determination of the crystal formula unit from its macro-and microsymmetry.

Habitus (facets working-out) is a visual level of structure organization of any crystal. It was
found out that the facets are to be described by simple forms: by a single form or by a combi‐
nation. The simple form is a set of facets defining by elements of symmetry of point group
satisfying the Hauyi law. If the crystal visuallyoutside presents the same and symmetrical
facets, it can be described by a simple form. If the facets are differing by shape and size the
crystal habitus may be presented by a combination of simple forms. Now we know47 geo‐
metrically different simple forms, 146 physically different simple forms [5], and 1403 struc‐
tural-cry stallographic differentiations [68]. The number of facets is not countable. For example,
in [23, 24] are presented more than 30000 images of the crystals.

Atoms coordination in the crystal is caused by their spatial localization. The complex of
symmetry location elements does not multiply the symmetry. However, the plane out of
this location will be cloned and will create one of the simple forms (shapes) depending on
its placement relative to the elements of symmetry for a chosen location. When all peaks
of the simple form or part of them will belong to equivalent positions relative to the chosen
one,  the symmetry of the simple form should be bound with symmetry of coordination
polyhedron [51, 52].

2.3. The atom and nanovoid as structural units of an ideal crystal

A number of types of coordination polyhedra is limited. Creating an image of one of them
reveals voids in polyhedral models of the crystal [58]. There are no sites of crystal lattice in
these voids. Thus, the appearance of the voids is assumed to be explained by the category of
coordination simple forms which are building the coordination polyhedron [45]. In this case
the voids in polyhedral models of the crystal are explained as coordination vacancies due to
partial incomplete population of peaks in coordination simple forms. From outside it can be
seen as reduce of peaks in the coordination polyhedron proposed by Belov N. V. as a geomet‐
rical puzzle. In reality the coordination polyhedron is a matter image of coordination simple
forms or their combinations with taking into account the population of the peaks.

It was found a mathematical relation between the number of atoms in the formula unit,
coordination number of the atom, number of the facets, and the populations of peaks in simple
forms [45, 46]. This relation shows that the interaction of inside structure and outside shape of
the crystal is to be extended by a statement saying the following: the ideal crystal structure
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there are coordination nanovoids forbidden for self-population. These nanovoids are func‐
tionally and periodically located in the crystalline structure [3, 51, 52, 65]. For example, they
form well-known throughout-pipelines (channels) in diamond.

So that, the crystal has a level hierarchy of its organization as a system. The first level shows
chemical composition and relationships of atomic particles. The second one presents a function
of their inter-location in the space. The level presents an organization of the crystal as a physical
object. Categories „ formula unit“, „cell“, and „crystal individuum“build the basis of every
level. The habitus of the crystal is supposed to be a fourth level of its structural organization.

The coordination nanovoids are to be considered as the special (zero) level of the system
organization of the crystal. They reflect the fact that the empty space before its substance
population is a same participant (as the atoms) in the process of crystal formation. Namely the
kept primary space is built from coordination voids which may be called relic nanovoids.

The category „coordination nanovoid“is important in other scientific fields. The nanovoids
may be populated by other particles, for example, by photons, electrons, positrons, atoms or
molecules. In this case the description of the particles absorber is to be started from charac‐
terizing the rest of primary space which is forbidden to the self-population by crystal sub‐
stance. For example, describing the structure of periclas as a photon absorber should begin
from stating the relic tetrahedral voids, and than one can highlight the atoms groups Mg, О,
MgO, Mg4O4, MgO6, Mg6O and others. Further we present description of interaction between
periclas and UV-radiation [49, 51, 54].

3. Amount of a substance as key category for thermodynamic and chemical
description of photon absorber

The concept of "amount of substance" arose from corpuscular knowledge about the structure
of matter. Dalton based his hypothesis on the number of atoms, Avogadro counted molecules.
The number of substances had not differ fundamentally from the masses until the moment,
when the quantum theory and the theory of relativity have shown that the mass of the atoms
and molecules of the same substance in different energy states and with various total mass is
not proportional to their number. For chemists, this difference of masses is minor, metrologists
take it into account. The fundamental difference between the concepts of "amount of substance"
and the „mass“ was relatively recently justified in Metrology. In 1971 XIV General Conference
on weights and measures in its decision confirmed a fundamental difference between the mass
and volume of a substance: in the International system of units was entered the seventh basic
unit, which is designed to measure the amount of a substance. Its name-mol, marked with the
symbol ν.

3.1. Mole and kilogram: Apart and forever?

The definition is common: the mole is the amount of substance of a system which contains as
many elementary entities as there are atoms in 0.012 kilogram of carbon – 12. When the mole
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is used, the elementary entities must be specified and may be atoms, molecules, ions, electrons,
other particles, or specified groups of such particles [33, 34]. The number of specified structural
elements in one mole of a substance is called Avogadro constant (Avogadro's number), usually
denoted as NA. Thus, the carbon-12 of mass 0,012 kg contains NA atoms. Physical value "amount
of substance" should not be called a "number of moles", as it is impossible to name the physical
size of the "mass" as "the number of pounds" or “number of kilograms” [12].

The current definition of the mole depends on the definition of the kilogram. The XXIV [22]
adopted a resolution [22] which had proposed to re-define a mole as a category. Mol should
remain a unit of amount of substance; but its value will be determined not by the fixed mass
0,012 kg of carbon-12, but by the numerical value of the Avogadro constant. On the opinion
of Bureau International des Poids et Mesures, BIPM, «Redefining the mole so that it is linked to
+an exact numerical value of the Avogadro constant NA would have the consequence that it is
no longer dependent on the definition of the kilogram even when the kilogram is defined so
that it is linked to an exact numerical value of h. This would thereby emphasize the distinction
between the quantities "amount of substance" and "mass"» [4].

Indeed, mass is a physical characteristic of matter, which expresses and simultaneously
measures the gravitational and inertial properties of the matter. The amount of matter is the
number of atoms, molecules, ions and other structural units that build the matter. One value
of the mass of a substance can correspond to a series of numerical values of quantities of the
substance. For example, the mass of the Universe is constant, but the amount of matter in it
can be calculated differently if its structure is considered as a set of Galaxies, star systems,
molecules and atoms, protons and electrons, photons or other atomic particles. The difference
between mass and amount of a substance can serve as the physical basis of the existence in
Nature of the right of choice. The bearer of this right is the man as a part of the Universe. The
observer in the theory of relativity proofs it.

3.2. Velues derived from amount and mass of substance

When building a system of units derived from number of substances the first values should
be the values that are expressed only through the basic units of the system. The diagram below
illustrates this requirement.

Mass, m Amount of the substance, ν

Mole mass, M = m/ ν Specific amount of substance, ν / m

Density, ρ = m/ V ?

Specific volume, v = V/ m Mole volume, Vmol = V / ν

This scheme shows that its logical completion needs entering another derived value. This may
be the density of the amount of substance, which is proposed to be denoted by symbol σ.

The density of substance quantity σ is a physical value equal to ratio of the amount of a
substance to its volume. The equation determining σ is as follows:
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σ=ν/ V. (1)

According to this equation the dimension of σ is expressed by the ratio of L-3 N, where L and
N are symbols of the dimension of length and amount of substance. Unit of measure for σ is
"mol per cubic meter“, which is in SI units equal to the density of the amount of substance,
under condition: if the volume of amount of substance is one cubic meter, then the amount r
of substances is one mol.

3.3. Amount of substance for some matters

Method of measuring the amount of substance is count. Direct counting atoms and molecules
does not seem reason-nable. Even the number of galaxies in the Universe is already not
countable. For example, one of proposed models of the Universe considers it as an ideal gas,
containing galaxies. Therefore, the amount of substance is calculated by measurement of
volume or mass. Relations between the density of amount of substance σ with density ρ,
specific volume v and molar Vmol volume of substance are revealed by joint solution of
equations defining these values:

molσ= / M = 1 / vΜ= 1 / Vr (2)

Under calculating σ it is necessary to identify the structural element of the matter.

3.3.1. Gases

Molecule can be accepted a a structural element of gas. Table 1 lists values of densities of
amount of substance σ for some matters calculated according to eq. (2). Density of amount of
substance for gaseous simple matters under normal conditions does not depend on chemical
nature of gas and is equal 44.6 mole molecules/m3. Gas of molecules of chemical compounds
has the same value of σ. The Avogadro law says that all gases in the same states have a constant
value of σ. The ratio ν/σ for any matters is equal to the volume of substance and does not
depend on the choice of structural element.

The number of molecules determines the volume ratios of gases; the number of atoms
determines weight ratios. Therefore, the density of gaseous matters has fundamentally
different functional dependences: the ratio ρ / σ is equal to the mass of a mole of a substance
and depends on choice of structural element, chemical nature and it is proportional to the
ordinal number of the element.

3.3.2. Small particles

Atomic structure of bodies in general theory of systems supposes availability of atomic
aggregates between gases and condensed bodies with properties which are fundamentally
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differ or are intermediate between the properties of isolated atoms of gas and bounded atoms
of bulks. Usually aggregates from two to several hundred atoms are called clusters, and the
larger aggregates are called small or microparticles [13]. The clusters as well as particles can
have linear size more than 1 nm. At present time they are called nano-clusters and nanopar‐
ticles that expect different dimension effects. There are no general criteria for type definition
of small particles on the number of atoms. In paragraph X of this chapter we propose to
consider crystalline nanoparticles the particles which have no translation in the atomic
arrangement. These groups contain from 27 to 63 atoms of one chemical element, depending
on the type of syngony of a bulk crystal [48, 51, 52].

It is seemed to be reasonable to identify the structural element as the formula unit in calcula‐
tions of the number of substances of small particles. In the case of simple substances the mass
of mole of formula units is equal to the mass of the mole of atoms; in the case of chemical
compounds it is equal to the mass of the mole of molecules. Characters of these molar quantities
are marked with lower index "0". Therefore, the values σ0 may describe the density of amount
of substance of nanoscaled bodies and they will be useful in examining features of dimension
effects.

The principle of construction of physical quantities "density of matter and density of amount
of the substance" is the same for all bodies: the ratio of the corresponding main unit to the
volume as a value derived from the length. However, their functional relationships principally
differ from the linear dimension. For example, the density of the bodies ρ depends on the
chemical composition. The diversity of chemical composition can be expressed through the
radius of the atom. In Fig. 2a these densities p of chemical elements are compared with the
radius of the atom: any correlation between the density of small particles and the radius of the
atom is not observed.

Figure 2. (a)-uncorrelative density ρ and radius of the atom in crystals of simple solids: metals, semiconductors, dielec‐
trics. Points of gases densities are coinciding with abscissa axes; (b)-correlation between the density of amount of sub‐
stance σ or ratio ρ/M0 of the density to the mole weight and the radius of atom in simple solid. lg ρ/M=1.65 for all gases
under normal conditions.

Solar Cells - New Approaches and Reviews112



differ or are intermediate between the properties of isolated atoms of gas and bounded atoms
of bulks. Usually aggregates from two to several hundred atoms are called clusters, and the
larger aggregates are called small or microparticles [13]. The clusters as well as particles can
have linear size more than 1 nm. At present time they are called nano-clusters and nanopar‐
ticles that expect different dimension effects. There are no general criteria for type definition
of small particles on the number of atoms. In paragraph X of this chapter we propose to
consider crystalline nanoparticles the particles which have no translation in the atomic
arrangement. These groups contain from 27 to 63 atoms of one chemical element, depending
on the type of syngony of a bulk crystal [48, 51, 52].

It is seemed to be reasonable to identify the structural element as the formula unit in calcula‐
tions of the number of substances of small particles. In the case of simple substances the mass
of mole of formula units is equal to the mass of the mole of atoms; in the case of chemical
compounds it is equal to the mass of the mole of molecules. Characters of these molar quantities
are marked with lower index "0". Therefore, the values σ0 may describe the density of amount
of substance of nanoscaled bodies and they will be useful in examining features of dimension
effects.

The principle of construction of physical quantities "density of matter and density of amount
of the substance" is the same for all bodies: the ratio of the corresponding main unit to the
volume as a value derived from the length. However, their functional relationships principally
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radius of the atom. In Fig. 2a these densities p of chemical elements are compared with the
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Figure 2. (a)-uncorrelative density ρ and radius of the atom in crystals of simple solids: metals, semiconductors, dielec‐
trics. Points of gases densities are coinciding with abscissa axes; (b)-correlation between the density of amount of sub‐
stance σ or ratio ρ/M0 of the density to the mole weight and the radius of atom in simple solid. lg ρ/M=1.65 for all gases
under normal conditions.
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If we take into account the chemical identity of atoms through the mass of the mole, there is a
linear correlation of the amount of substance σ of the small particle from the radius of the atom.
For example, the density of the amount σ of any gaseous substances under the same conditions
is constant. Therefore, the boundary between the molecule, nanocluster, nanoparticle and a
bulk of the given substance can be found according to the nature of the dependence of the
density of amount σ0 of the substance on the radius of atom or molecule. Let’s consider a simple
example.

The sizes of the atoms are in a periodic dependence on the number of the chemical element in
the Periodic system. The density of amount σ0 of gaseous substance does not depend on the
size of atom or molecule. For example, for all gases under normal conditions lgσ0 is equal to
1.65. If lgσ0 of the gaseous system exceeds this value, one should consider a body consisting
of small particles. The more lgσ0 differs from 1.65, the smaller particle differs from the molecule.
Molecular associates in gases can be an example. The density of small particles in aerosols and
gels is higher; the deviation lgσ0 from 1.65 will be significant.

3.3.3. Amorhous and dispersive bodies

In extreme cases of aggregation of atoms or molecules the density of small particle can reach
the density of solid phase, in particular, of the crystalline phase. When the aggregation of atoms
is completed by formation of micro-particles, the formation of a massive body is possible, and
Fig. 2a can be considered as an illustration of the mass distribution in amorphous body, which
represents the fine system of ultramicroparticles. Chaotic arrangement of points disappears if
the value of density of substance in each point of Fig. 2a will be divided by the mass of one
mole of atoms. The result is presented in Fig. 2b.

The ordinate in Fig. 2brepresents the logarithm of the density of amount of substance,
expressed per mole of molecules/m3. It is seen that the lowest values of σ have alkaline and
alkaline-earth metals; the highest values σ have boron, beryllium and carbon. Other solid
substances have intermediate values of the density of amount of substance under specification
of their structural elements as formula unit.

The dependence p/M0-Rat for gases can be shown in Fig. 2b by the horizontal line lg p/M0=1.65.
Points between straight lines for gases and solids can be characterized the structure of small
particles: from molecules, nano, nano-particles, small particle to microparticle, bulk liquid and
solid body. Table 1 shows values of the density of amount σ for number of simple substances
calculated by equation (2). Under calculating σ the structural element of the substance has
corresponded to the chemical formula of the compound. In condensed phases the structural
element in exceptional cases corresponds to a molecule or atom. The data show that the lowest
values of σ have alkaline and alkaline-earth metals; the highest values of σ have boron,
beryllium and carbon. It should be noted that the liquid hydrogen has maximum σ. Other solid
and liquid substances have intermediate values of the density of the amount of substance
under specification of their structural elements as formula unit.
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substance
Atom radius Rat Density of the amount of substance σ0

or mole mass М0, 103 кg/mol
Density of substance ρ,

кg/ m310-10 m -lgRat

Н2, gas 2.22 / 1.1 9.654 / 9.559 2,0158 0,08987

Н2, liq. 0.3707 10.43 2,0158 708*

Не, gas 1.82 9.740 4,0026 0,1785

Не, liq. 0.53 10.276 4,0026 126*

N2, gas 3.22 / 1.5 9.492 / 9.824 28,0134 1,2506

N2, liq. 0.547 10.262 28,0134 808

Li 1.520 9.823 6,94 534

Cs 2.655 9.576 132,91 1900

Mg 1.599 9.796 24,31 1740

Ba 2.174 9.663 137,34 3760

Al 1.432 9.844 26,98 2699

W 1.371 9.863 183,85 19320

Hg, liq. 1.503 9.823 200,59 13600

Br2, liq. 1.1415 9.943 159,81 3102

B 0.795 10.10 10,81 2340

Be 1.113 9.953 9,01 1850

C 0.771 10.11 12,01 1880

*Density of substance at boiling point.

Table 1. Values of density and density of amount of substance for some simple matters

According to Fig. 2b and Table 1, the points showing the density of amount of substance of
liquids and radii of the atoms are arranged between straight lines for solids and gases. The
position of these points allows giving a qualitative characteristic of the structure bodies. So
that, liquid bromine and liquid mercury with their structure are similar to solids. In opposite,
liquid helium and liquid nitrogen are maximally removed from the line of correlation. Absence
of own correlation among them confirms the fact that liquids are the transitional state in
condensation of gas to solid. Therefore, one should not expect the existence of a universal
equationof state for liquids. These states should be described by special solutions of the
equation of state of the real gas and solid body. An example is the equation of van der Waals
describing condensation of gas to liquid, and a chain of equations by Bogoliubov-Born-Green-
Kirkwood-Yvon (BBGKY) which describes the melting of a solid body.

3.3.4. CrystalsAmorhous and dispersive bodies

The radii of atoms can be associated with periods of their location in the crystal space. In Table
2, for example, the cubic lattice provides relationships between the lattice period а and radius
of atoms in the dense packing, number Z of atoms in the elemental cell of the crystal.
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Lattice type Atomic radius Coordination number Dense packing
Number of atoms in the

elemental cell of the crystal

Primitive а/2 6 0.52 1

Volume-centered (а√3)/4 8 0.68 2

Face-centered (а√2)/2 12 0.74 4

Table 2. Correlation between atoms of the dense packing with parameters of cubic lattices.

There are other relationships for crystals of another syngonies. So that, there is a possibility to
move from the dependence of density ρ to the density of the amount of substance σ as a function
of the volume of elemental cell of the crystal Vcell and number Z of formula units of substance
in the cell.

The upper part of Fig. 3 presents points linking based (picknometry) density p and volume
Vcell of elemental cells of the crystal determined from x-ray structural analysis data. Each point
corresponds to the crystal of certain chemical composition. Chaotic arrangement of points
gives place of their correlation, if the density of the crystal will be divided by the mass of the
mole of formula units. It is shown in the middle part of Fig. 3. The ratio ρ/M0 is the density of
a standard amount of substance σ0 or density of standard amount of crystal substance. It was
calculated by the formula (1)

σ0=ρ/ M0.

If chemical identity of the crystal was registered by the mass of mole of formula units M0, the
structural identity of the crystal can be taken into account by the number Z of formula units
of the substance in the cell of the crystal. Lower part of Fig. 3 shows a linear correlation between
the volume of the unit cell and the density of amount of crystalline substance σ=ρ / (Z M0). It
corresponds to the formula

Vcell= M0Z / (ρNA),

which is known in X-ray structural analysis for calculating Z. The join solution is

σ= 1 / (VcellNA),

showing that the tangent of the slope of the straight line is numerically equal to the reverse
value of the Avogadro number NA.

Note some features of gradual transition from the density of the crystal p to its relation to
molecular weight M0 and density of amount of crystalline substance σ=ρ / (Z M0).

First, in Fig. 3 the properties correlation (or absence of it) completes within the error of
measurement of density of substance about 400 chemical compounds of different classes.
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Electrical properties present here conductors, semiconductors and dielectrics. Chemical
composition except for simple substances presents here oxides, halides, chalcogenides,
oxidocompounds, nitrates, nitrites, sulphates, carbonates, iodates, bromates, chlorates,
wolframites, carbides, nitrides, hydrides, hydroxides and other chemical compounds. Optical
properties present here transparent and colored crystals, as well as metals. On structural
properties here are the crystals of all systems (syngonies). By type of chemical bond here are
presented crystals with metallic, ionic and covalent bond, and molecular crystals.

Second, the density of amount of substance σ=ρ / (Z M0) and the volume of the elementary cell
was calculated from the experimental data. We used tables of molecular weights of chemical
compounds that are defined with sufficient precision, tables of densities found by picknometry
method, the cell sizes of the crystals were determined by X-ray structural analysis of crystals.

Third, the tangent of the slope of a line is numerically equal to the inverse value of Avogadro's
number NA. This result obtained in 1997 [43, 44, 51, 52] corresponds to the Resolution XXIV of
the General conference on weights and measures (General Conference on Weights and

Figure 3. Evolution of correlation between the volume of unit cell of the crystal in series of properties „density – mole
mass – number of formula units in the cell of the crystal“.
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Measures, 2011), which proposed in the future to determine mol by fixation of the numerical
value of the Avogadro constant.

These features allow stating that following expressions for calculation

σ0=ρ/ M0,

νm0= (M0)-1,

and the standard density of amount of substance of crystalline σ0 as well as its specific amount
νm,0 are corresponding each other (Table 3).

Natural or artificial crystal Density of mass ρ, kg/m3
Specific density of standard amount of

substance νm0, mole/kg

Сu 8950 15,74

NaCl 2170 17,11

CsCl 3980 5.940

Diamond С 3470* 83,26

Lonsdeylite С 3510 83,26

Double-layer α-graphite (С-2Н) 2090* 83,26

Three-layer β-graphite (С-3R) 2090* 83,26

Wurtzite ZnS 4087 10,26

Sphalerite ZnS 4090 10,26

CdJ2 5670 2,731

* The lowest density of natural diamonds and carbons (graphite)

Table 3. Density of standard amount of substance for some chemical elements and compounds.

Opposite, the calculation expressions

σ = ρ/ (Z M0),
νm= ν/ m = (Z M0)-1

correspond to the density σ of real amount of crystal substances and its specific amount νm.
Table 4 shows comparison of the calculation results σ and νm of diamonds, graphite, copper,
and other compounds. These crystals are found in nature, and they are grown artificially.

One can see from Tables 3, 4 that specific amount of crystal substances of four carbon structures
varies, although one kg of each allotropic form of carbon contains an equal number of atoms.
However, a unit mass of a diamond and lonsdeylite, two-layer α-graphite (2H) and three-layer
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β-graphite (3R) has a different number of cells. Therefore, the change in the amount of
crystalline substances illustrates kinetic difference in polymorphic transformations of carbon
(Table 5).

Natural or artificial crystal
Density of mass ρ,

kg/m3
Z

density of amount of crystalline substance

Specific density νm0,
mole/kg

Volume density σ,
mole/m3

Сu 8950 4 3.935 35220

NaCl 2170 4 4.278 9280

CsCl 3980 1 5.940 26640

Diamond С 3470* 8 10.41 36110

Lonsdeylite С 3510 4 20.82 73050

Bilayer α-graphite (С-2Н) 2090* 4 20.82 43500

Trilayer β-graphite (С-3R) 2090* 6 13.88 29000

Wurtzite ZnS 4087 2 5.132 20970

Sphalerite ZnS 4090 4 2,566 10490

CdJ2 5670 1 2.730 15480

* The lowest density of natural diamonds and graphite

Table 4. Density of amount of crystalline substance of some chemical elements and compounds

Traditional form of writing phase
transition

Change Δν0 of
standard amount of

substance, mole

Crystal-chemical form of
writing phase transition (short)

Change Δν of amount
of crystalline

substance, mole

Diamond →  α-graphite 2Н 0 С8 →  2 С4 2

Diamond →  β-graphite 3R 0 3 С8 →  4 С6 1

Diamond →  lonsdeylite 0 С8 →  2 С4 2

β-graphite →  α-graphite 0 2С6 → 3С4 1

Diamond →  Сgas 0 С8 →  8 Сgas 8

α-graphite →  Сgas 0 С4 → 4 Сgas 4

β-graphite →  Сgas 0 С6 → 6 Сgas 6

Lonsdeylite →  Сgas 0 С4 → 4 Сgas 4

Table 5. Balance of amounts of standard and crystalline substances in polymorphic transformations and sublimation of
carbon.
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Crystal-chemical formulation of phase transitions of graphite is given in Table 5 in short form.
It does not reflect the difference in structures of α-graphite and lonsdeylite if writing ithem as
the form C4. The full form takes into account the number of regular systems of points (the
equivalent of locations) in the crystal structures of carbon. So, in 2H cell of double-layer α-
graphite four atoms are located at the points of two regular systems. In 3R cell of β-graphite
six carbon atoms are arranged on two points of regular systems. Full form of polymorphic
transformations in graphite is given in Table 6. Atoms of diamond and lonsdeylite are located
on the same system of equivalent points. Therefore, the forms of their entries are given in
Tables 5, 6.

Traditional and full crystal-chemical forms of
writing phase transitions

Change of specific
density of standard

amount of substance
Δνm0, mole/kg

Change of specific
density of amount

of crystalline
substance Δνm,

mole/kg

Increase of amount
of crystalline

substance per phase
transition, mole/

0.012 kg

Diamond →  α-graphite 2Н С8 →  2 С2С2 0 10.41 1/8

Diamond →  β-graphite 3R 3 С8 →  4 С3С3 0 3.47 1/24

Diamond →  lonsdeylite С8 →  2 С4 0 10.41 1/8

β-graphite →  α-graphite 2 С3С3 → 3 С2С2 0 6.94 1/12

Diamond →  Сgas С8 →  8 Сgas 0 72.9 7/8

α-graphite →  Сgas С2С2 → 4 Сgas 0 62.5 3/4

β-graphite →  Сgas С3С →  6 Сgas 0 69.4 5/6

Lonsdeylite →  Сgas С4 → 4 Сgas 0 62.5 3/4

Table 6. Change of specific amounts of standard and crystalline substance under polymorphic transformations and
sublimation of carbon

Suppose that 0.012 kg of α-graphite 3R turn on the β-graphite 2H. The initial amount of
crystalline substances is 1/6 mole, as Z=6, and in 3R cell of β-graphite six carbon atoms are
arranged on points of two regular systems. The amount of crystalline substance obtained from
the phase transition 3R →  2H, will be ¼ mole, because Z=4, and in 2H cell of α-graphite four
atoms are located at the points of two regular systems. So, 0.012 kg of graphite from a form 3R
turns into 2H with decrease of crystalline substance 1/4-1/6=1/12 mole. The increase in the
amount of crystalline substance for other phase transitions is shown in Table 6.

Suppose now that 0.012 kg of diamond turned into Lonsdeylite. The initial amount of crystal‐
line substances is 1/8 mole, as Z=8, and eight carbon atoms are arranged by points of one regular
system. The amount of crystalline substance obtained for the phase transition diamond →
lonsdeylite will be 1/8 mole, because four atoms in the cell of lonsdeylite are located on the
points of one regular system. Table 5 shows the changes in the amount of crystalline substances
in all possible polymorphic transformations of diamond and graphite.
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3.3.5. Crystal twinnings

Natural graphite is a cluster of two modifications of carbon 2H and 3R: the content of rhom‐
bohedral modifications may reach 30%. Therefore, calculating the specific amount of crystal‐
line substance

νm=ν/ m

of the whole crystal requires knowledge of the part of one of the structures. If the part of two-
layer packaging of graphite is equal to x, then its mass will be equal xm, and the weight of
three-layer packaging of graphite shall be equal to (1-x)m, where m is the mass of the entire
crystal. The number n of all cells of graphite is

n = NA xm /4M0+ (1-х)m /6M0 ,

where M0=0.012 kg/mol. We denote the ratio mNA/M0 by symbol n0. Then the ratio n0/n=β will
express the ratio of the number of carbon atoms to the number of all cells of the crystal, and
the equation written above can be reduced to β=12 / (2+x).

The value of x for mechanical mixtures of pure graphite 2H and 3R is determined by weighing
components. If case of clusterization it is necessary to calculate β with knowledge of x which
can be determined by the spectrophotometric method, comparing the absorption intensity of
UV radiation at wavelengths 219Å and 418Å, the principle of which is described below in the
section 6.1. If intensities of these peaks of absorption of UV-radiation in Fig. 8 identified by the
symbol h, then the value of x can be calculated from the equation

h1/ h2=x/(1 –x)

Having determined the value of x from the spectral experiment, one can calculate the specific
amount of crystalline substance in the cluster of graphite by the formula

νm=ν/ m = (βM0)-1

and density of crystalline substance of graphite by the expression

σ=ν/ V =ρ(βM0)
-1,

where ρ is the density of graphite. Let in Fig. 8 x=0.8. Then the value β of is 12/ (0.8+2)=4.29,
and specific quantity of crystal substance of crystal is 1/ (4.29x0.012)=19.44 mol/kg. If the
density of graphite is taken to be equal 2090 kg/m3, then the desired density of the amount of
crystalline substance which is to be found for the graphite cluster will be 19,44 x 2090=40640
mol/m3.
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3.3.6. Solid solutions

Mixtures are homogeneous, uniform, multi-component systems that have no separation
surface between any parts. The properties of all the parts of such systems are the same. So we
can assume that the structural element of the substance of the solution of given composition
is the same throughout the volume of solution. Properties of solutions are a function of
composition. Consider one of these functions for two cases of specification of the structural
elements: formula unit and their number Z in the unit cell of the crystal.

According to formula (2), for one mole of amount of crystalline substance of solid solutions
equality is valid:

( )Aρ/ M = 1 / v N , (3)

where ρ is the density of a substance, M is the mass of one mole of a structural element of
substance of solid solution, v is a volume of a structural element, NA is the Avogadro constant.
The mass M of the mole of structural elements will be expressed through mass M0 of mole of
formula units of solid solution, and the value of Z which is the number of formula units in
structural cell of crystalline material:

0M = Z M (4)

The mass of mole of formula units we express by the sum

0 i iM = M N ,S (5)

where Mi is a mass of mole of formula unit of i-component of the solution, and Ni is its mole
part. Multiply the left and right parts of the solution of equations (3)-(5) by the multiplier Mi

Ni. We get ratio

i i A i i i iZ M N / v N  = M N / M  ) N .(ρ S (6)

We denote the left part of this ratio as H/NA and the right part we denote by k symbol. The
value of k is a dimensionless and it corresponds to the fraction of total mass by way of
expression of the concentration of a solution. Therefore, the value of H has the same dimen‐
sionality [the number of particles/mol] that the Avogadro constant. For i-component of the
solution we obtain the expression

i i AH =k N . (7)
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Experimentally determined values of p, v, Z and M0i building the amount Hi, are connected
with it by a linear dependence with mass fraction ki of i-component of solid solution. The
relation (7) is interesting because empirical rules of L. Vegard and Rutgers are particular cases
of demonstration of the function found above according to (7).

Indeed, L. Wegard had found out an additivity of sizes for the elementary cell of solid solution:

a = N1а1+ N2а2,

where N1 and N2 are the molar fractions, a1 and a2 are any parameters of a cell of pure
components or any average interatomic distance. Additivity of the cell volumes is set by the
rule of Rutgers, which is written as

V = N1V1+ N2V2,

where V, V1 and V2 are the molar volumes of solid solution and pure components. However,
there are quite common deviations from these rules. Examples are solid solutions of NaCl-KCl
[71]. Deviations from the rules of L. Vegard and Rutgers can have alternating nature. An
example is solid solution Ni-Al.

It should be noted that the additivity of the parameters of a cell does not mean additivity of
the cell volume. The equality (6) allows avoiding this contradiction and using parameters and
the volume of the cell of the crystal as an example of simple linear function (7) in systems with
deviations from the rules of Vegard and Rutgers.

Dependences of lattice constants and densities of solid solution Ni-Al on the structure are
presented in Fig. 4a [38]. Solid solutions Ni-Al crystallize in the structural type of cesium
chloride and have region of homogeneity between 45 and 60 at.% nickel. The curve of de‐
pendence of the lattice parameter on the composition has a maximum, and density curve has
a sharp bend. Such curves indicate that in the region of low concentrations of Nickel we have
solid solutions of subtraction: the structure has defects, and a part of places for Nickel atoms
remain empty. These voids are statistically distributed throughout the volume of the crystal.
Solutions with a Nickel content of more than 50 at.% are normal solutions of substitution, in
which the atoms of Nickel are statistically replaced by atoms of aluminium.

Let us transform the diagram "property-structure" in Fig. 4a in the diagram “H-k" of solid
solutions Ni-Al as an illustration of the function (7). To do this, we calculate the values of H
and k for Nickel. The symbols characterizing its properties will be denoted with footnote index
1. Solid solutions Ni-Al have a cubic cell with a parameter a. Therefore, the volume of their
structural element is equal to a3. Then

( )

3
1 1 1

3
2 2 2

1 2 1 1 2 2

H ( )
H ( )
H

= Z M N / ,
= Z M N / ,
/ = M NH / M N

à
à

ρ
ρ (8)

The value of the Z of solid solutions of substitution is equal to 2 (body-centered cube), and for
solutions of subtraction Z is less than two, even though the cell structure is also a body-centered
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cub. Assume Z equal to 4N1, as at N1=0.5 solid solutions of subtraction become normal solid
solutions of substitution with Z=2. Values of density of crystals p and lattice parameters a of
solid solutions remain unchanged.

Figure 4. (a)-lattice constant (line 1) and density (line 2) for solid solutions Ni – Al as functions of Ni concentration in
at.% [38]; (b)-diagram «Н – k» of solid solutions Ni – Al as dependence of the value Н1 on Ni concentration in mass
parts of k. Straight line АО corresponds to solid solutions of subtraction, straight line ОВ corresponds to solid solu‐
tions of substitution.

Values k1 of nickel were calculated according to (6) – (7) by the expression

( )1 1 1 1 1 2 2k = M N /  M N + M N , (9)

where M2 and N2 are the mass of mole of aluminium atoms and its molar fraction in solution.
Calculated by formulas (8), (9) the values of k1, N1 for Nickel are presented in Table 7. Fig.
4b shows a diagram “H-k" for solid solution Ni-Al, which presents the relation (7) as line AOB.
Part of the line AO corresponds to solid solutions of subtraction, the section OB corresponds
to solid solutions of substitution.

Now suppose that the atom as formula unit is chosen as a structural element of crystalline
substance of solid solution Ni-Al. Then the amount per structural element of the substance of
solid solution equals to a3/Z=a3/2 for solutions of substitution as well as for solutions of
subtraction. Symbols of values related to the mole of formula units we denote by lower index
0. To show that the value of H0, referred to mole of formula units of crystal, has no universality
of the values of H1 found above, we divide both sides of (3) by a molar part Ni of the component.
Taking into account the relation (5)

M0=ΣMiNi,
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we obtain the following expression for mole parts of Ni or Al:

( )
( )
( )

01 1 1 1 2 2 1 A

02 2 1 1 2 2 2 A

01 02 1 2

= N  M N + M N  / v  = N N ,
= N  M N + M N  / v  = N N ,

H ( )
H

= N N
( )

H H / 

ρ
ρ (10)

Denoting left parts of equations as Н0i, we reduce it to a general form

0i i AH = N N , (11)

Which formally coincides with (7), but with different form of expressing the concentration: the
mole fraction N instead of the mass part k, i.e.

Нi/ Н0i= ki/Ni.

Values Н01 for Ni are calculated according to the expression

( ) ( )3
01 1 01 1 02 2 1 A= N  M N + M N  / /2  = N N , H ρa (12)

Mole part of Ni,
N1

Mass part of Ni,
k1

Lattice
parameter, а/Å

Density of
solution ρ,

kg /m3

Number of
formula units in

the cell, Z
Н1 mol / 1023 Н01 mol / 1023

0.46 0.650 2.864 5430 1.84 3.895 2.998

0.47 0.659 2.868 5550 1.88 3.962 3.008

0.48 0.668 2.873 5700 1.92 4.002 2.998

0.49 0.676 2.880 5900 2 4.081 2.957

0.50 0.685 2.882 5920 2 4.142 3.023

0.51 0.694 2.881 5960 2 4.201 3.089

0.52 0.702 2.879 6000 2 4.264 3.158

0.54 0.719 2.875 6140 2 4.345 3.265

0.56 0.735 2.869 6250 2 4.454 3.395

0.58 0.750 2.864 6400 2 4.529 3.501

0.60 0.765 2.858 6500 2 4.642 3.639

Table 7. Structure parameters of solid solution Ni – Al [38] and values of k1, Н1 for Ni calculated according to (8), (9).

Solar Cells - New Approaches and Reviews124



we obtain the following expression for mole parts of Ni or Al:

( )
( )
( )

01 1 1 1 2 2 1 A

02 2 1 1 2 2 2 A

01 02 1 2

= N  M N + M N  / v  = N N ,
= N  M N + M N  / v  = N N ,

H ( )
H

= N N
( )

H H / 

ρ
ρ (10)

Denoting left parts of equations as Н0i, we reduce it to a general form

0i i AH = N N , (11)

Which formally coincides with (7), but with different form of expressing the concentration: the
mole fraction N instead of the mass part k, i.e.

Нi/ Н0i= ki/Ni.

Values Н01 for Ni are calculated according to the expression

( ) ( )3
01 1 01 1 02 2 1 A= N  M N + M N  / /2  = N N , H ρa (12)

Mole part of Ni,
N1

Mass part of Ni,
k1

Lattice
parameter, а/Å

Density of
solution ρ,

kg /m3

Number of
formula units in

the cell, Z
Н1 mol / 1023 Н01 mol / 1023

0.46 0.650 2.864 5430 1.84 3.895 2.998

0.47 0.659 2.868 5550 1.88 3.962 3.008

0.48 0.668 2.873 5700 1.92 4.002 2.998

0.49 0.676 2.880 5900 2 4.081 2.957

0.50 0.685 2.882 5920 2 4.142 3.023

0.51 0.694 2.881 5960 2 4.201 3.089

0.52 0.702 2.879 6000 2 4.264 3.158

0.54 0.719 2.875 6140 2 4.345 3.265

0.56 0.735 2.869 6250 2 4.454 3.395

0.58 0.750 2.864 6400 2 4.529 3.501

0.60 0.765 2.858 6500 2 4.642 3.639

Table 7. Structure parameters of solid solution Ni – Al [38] and values of k1, Н1 for Ni calculated according to (8), (9).

Solar Cells - New Approaches and Reviews124

they are presented in table. 7. Fig. 5 shows that diagram "H01-N1" in region of homogeneity of
solid solutions Ni-Al represents two curves instead of one curve; these two curves are broken
on the border of two types of solid solution. The line has a tangent of slope angle 6х1023 close
to the numerical value of Avogadro constant. Thus, equation (11) is valid only for the region
of solid solutions of substitution with some deviation, value H01 of solid solutions of subtrac‐
tion does not depend on the concentration.

Figure 5. Dependence of the value Н0 on the mole part Ni for solid solutions Ni – Al. Horizontal line corresponds to
solid solutions of subtraction, the slope line corresponds to solid solutions of substitution. Structural element of crys‐
talline substance is specified as atom of Ni or Al.

Comparing Figs. 7, 8 and 9 shows the three representations of the experimental data on density
and parameters of a crystal cell. Two of them are based on the idea of a structural element of
the crystal in the form of formula unit. In this case it is an atom of Nickel or aluminium. Curves
have maximum, break and other geometrical features. A third way to view ρ and a of crystals
of solid solutions is based on the specification of the structural element of crystalline substance
in the form of elementary cell. In this case, there is a linear function Hi of chemical composition
for the whole range of homogeneity of solid solutions regardless of the type of structure and
its defectiveness. Compactness, simplicity and universality of diagram presentation of the
experimental data on density and the crystal unit cell parameters in dependence on mass
fraction show its advantage over other methods of presentation of the concentrations of solid
solutions.

The value H has dimension [the number of particles/mol]. When the mass of solid solutions
remains constant, the value of H indicates a change in the number of crystalline substance of
solid solutions with concentration. The range of homogeneity and cell parameters of solid
solutions depend on temperature and pressure. Therefore, the amount of crystalline substance
of solid solutions is also dependent on temperature and pressure.
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3.3.7. Liquid alcanes

We calculate the density of a standard amount of substance in a series of liquid alkanes from
methane to eicosane by the formula

σ0=ρ/ M0

where ρ is the density of the fluid, M0 is the mass of the mole of molecules. The dependence
of the density of the amount of liquid alkanes on chemical composition is presented in Fig. 6
as a function σ0 from the reciprocal mass of mole of molecules M0. It is seen that σ0 decreases
in a series of alkanes from methane to eicosane, and the nonlinearity of the function is explained
by the different densities of alkanes, which depends on the length of the carbon chain of the
molecule and hydrogen environment of the carbon atom.

Remember that on the Butlerov‘s theory properties of organic compounds are sufficiently
determined by the number and spatial position of carbon atoms in the chain of the molecule.
So we give up on the structural element of liquid alkanes in the form of molecules and choose
the structural element of a liquid substance in a series of alkanes in the form of groups of
hydrogen atoms with one atom of carbon. In this case, the density of the amount of substance
must be calculated by the formula

σn= nρ/ M0,

where n is the number of carbon atoms in the molecule. Function σ n-1/ M0 is also presented
in Fig. 6. In this case this function is linear and is explained by features of building a carbon

Figure 6. A change of density of amount of matter in series of liquid alkanes from methane to eicosane as a function of
reciprocal mass of mole of molecules. The lower curve corresponds to the specification of the structural element of a
liquid substance in the form of molecule, straight lines and points 1, 2 correspond to the specification in form of groups
of hydrogen atoms with one atom of carbon.
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chain of alkanes molecules. The fracture of the line can be explained by the different amount
of hydrogen associated with the given carbon atom. Indeed, among methane and butane
prevails group CH3 (bottom line), in the rest of alkanes prevails the group CH2 (upper line).
As

ν0/σ0=νn/σn= V,

the different volumes of atomic groups explain various slope of straight lines in Fig. 6.

In a series of molecules of isoalkanes one can choose groups S, CH, CH2 and CH3. The value
σ of normal pentane С5Н12 or

СН3– СН2– СН2– СН2– СН3

corresponds to the top line in Fig. 6, as in its molecule the group CH2 dominates. The value
σ of isopentane (CH3) СН2СН belongs to the bottom line (point 1), as in its molecule the group
CH3 is predominant. The value σ of neopentane (CH3)4C does not belong to these lines (point
2), as in the molecule, one carbon atom is not bound with hydrogen. As pentane isomers with
equal chemical composition have a different density of amount of substance, the phenomenon
of isomerism is characterized not only by different geometry of molecules, but a different
amount of substance. Kinetic equations of chemical reactions are determined by the number
of reacting substances. Therefore, the characteristics of the reaction of pentane isomers can be
described with the values of the density of the amount of substance in the kinetic equation.

3.4. Summary

The diversity of the aggregate state and structural bodies are shown in the diagrams called
"state diagrams" for one-, two-, and three-component systems. Phase boundaries are depicted
graphically in the coordinates of temperature and pressure, temperature and composition. We
have shown above that the intersection of the phase boundaries is accompanied by changes in
the amount of substance under given mass of this substance. Therefore, the authors of this
Chapter argue that the amount of substance is a function of temperature, pressure and composition.

Presented here and previously received the knowledge of the amount of substance [42, 43,
51] corresponds to the resolution of XXIV the General conference on weights and measures,
which proposes in future to link determinations of theamount and mass of the substance [22].

4. The nanovoid of an ideal crystal

This section shows that crystallographic nanovoids, which are not defects of the crystal
structure, may be limited to atom filling. It is suggested that we consider coordination
polyhedra as simple forms or consider their combinations. The relation between the multi‐
plicity, the number of regular point systems, the coordination number, and the number of
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formula units per unit сеll is obtained in the form of algebraic equations. On the basis of these
equations, it has been shown that for all 14 Bravais lattices there are 146 соrrеsроnding
coordination spheres with an аrrangеmеnt of atoms inside these spheres that is consistent with
both space and point groups of symmetry. The shapes of the coordination polyhedra inscribed
into these spheres соrrеsроnd (with due regard for the vertex occupancies) to 146 crystallo‐
graphic types for 47 simple forms.

4.1. Atom and Nanovoids in the polyhedron model of an ideal crystal

The idea of providing the coordination polyhedron in a crystal belongs to L. Pauling. N. V.
Belov identified more complex and less symmetric forms of coordination polyhedra than the
octahedron and the tetrahedron. As a further development of the polyhedron method of
presentation for the crystal, one can consider the idea of the image of the coordination
polyhedron combinations of simple forms [45] because through these combinations it is
possible to explain the role of voids in the polyhedral models of crystal structures.

Using examples of the structures of periclase, sphalerite, wurtzite, fluorite, rutile, anatase,
brookite, nickeline, barite, stannum, hydrargyrum, copper, and magnesium the following
regularity is found:

• if the forms of nanovoids correspond to the class of symmetry of the crystal, they are
becoming the uninhabited vertices of simple forms that construct the coordination polyhe‐
dron and the nanovoids have coordination vacancies;

• if the forms of nanovoids do not correspond to the class of symmetry of the crystal, the
vertices and faces of the coordination simple form are settled and the nanovoids have no
coordination vacancies.

So, the concept regarding coordination vacancies that are unpopulated vertices and the faces
of coordination simple forms is formulated. Coordination vacancy may coincide with the host
lattice or it can be in the interstitial space. In the first case, the filling or the formation of
coordination vacancies leads ultimately to a change in the symmetry of the structure. As an
example, we can look at the structural transition in the system Ni-As. In the second case,
coordination vacancies can be populated with impurity atoms (diamond) or extra electrons of
π-bound (graphite) and unattributed electron pairs (litharge).

4.2. Crystallochemical vacancy in the nanovoid of an ideal crystal

Оnе of the most important properties of а crystal is the coordination of the constituent atoms.
Тhe coordination polyhedron in а crystal was isolated for the first time bу [58]. Then the method
of coordination polyhedra was successfully developed bу [3]. The coordination of atoms in
crystals was also considered in recent publications bу Urusov, О‘Keeffe, Раrthe, and Grekov
[26, 55, 57, 71]. Тhе present study is developed toward the establishment of the relation between
the number (Z) of the fоrmulа units реr unit сеll of the сrуstal and the coordination number
(с.n.). As far as we know, there аrе nо other publications addressing this particular topic.

Тhe number Z of thе fоrmulа units реr unit cell of а rеаl crystal is usually determined bу the
fоrmulа

Solar Cells - New Approaches and Reviews128



formula units per unit сеll is obtained in the form of algebraic equations. On the basis of these
equations, it has been shown that for all 14 Bravais lattices there are 146 соrrеsроnding
coordination spheres with an аrrangеmеnt of atoms inside these spheres that is consistent with
both space and point groups of symmetry. The shapes of the coordination polyhedra inscribed
into these spheres соrrеsроnd (with due regard for the vertex occupancies) to 146 crystallo‐
graphic types for 47 simple forms.

4.1. Atom and Nanovoids in the polyhedron model of an ideal crystal

The idea of providing the coordination polyhedron in a crystal belongs to L. Pauling. N. V.
Belov identified more complex and less symmetric forms of coordination polyhedra than the
octahedron and the tetrahedron. As a further development of the polyhedron method of
presentation for the crystal, one can consider the idea of the image of the coordination
polyhedron combinations of simple forms [45] because through these combinations it is
possible to explain the role of voids in the polyhedral models of crystal structures.

Using examples of the structures of periclase, sphalerite, wurtzite, fluorite, rutile, anatase,
brookite, nickeline, barite, stannum, hydrargyrum, copper, and magnesium the following
regularity is found:

• if the forms of nanovoids correspond to the class of symmetry of the crystal, they are
becoming the uninhabited vertices of simple forms that construct the coordination polyhe‐
dron and the nanovoids have coordination vacancies;

• if the forms of nanovoids do not correspond to the class of symmetry of the crystal, the
vertices and faces of the coordination simple form are settled and the nanovoids have no
coordination vacancies.

So, the concept regarding coordination vacancies that are unpopulated vertices and the faces
of coordination simple forms is formulated. Coordination vacancy may coincide with the host
lattice or it can be in the interstitial space. In the first case, the filling or the formation of
coordination vacancies leads ultimately to a change in the symmetry of the structure. As an
example, we can look at the structural transition in the system Ni-As. In the second case,
coordination vacancies can be populated with impurity atoms (diamond) or extra electrons of
π-bound (graphite) and unattributed electron pairs (litharge).

4.2. Crystallochemical vacancy in the nanovoid of an ideal crystal

Оnе of the most important properties of а crystal is the coordination of the constituent atoms.
Тhe coordination polyhedron in а crystal was isolated for the first time bу [58]. Then the method
of coordination polyhedra was successfully developed bу [3]. The coordination of atoms in
crystals was also considered in recent publications bу Urusov, О‘Keeffe, Раrthe, and Grekov
[26, 55, 57, 71]. Тhе present study is developed toward the establishment of the relation between
the number (Z) of the fоrmulа units реr unit сеll of the сrуstal and the coordination number
(с.n.). As far as we know, there аrе nо other publications addressing this particular topic.

Тhe number Z of thе fоrmulа units реr unit cell of а rеаl crystal is usually determined bу the
fоrmulа

Solar Cells - New Approaches and Reviews128

Z =V cellρNΑ/М0,

where Vcell is the cell volume unit, ρ is the measured density, NΑ is the Avogadro constant, and
М0 is the molar weight. Thе value of Z for an ideal crystal саn also bе calculated without this
fоrmulа bу invoking the concept of а regular point system. With this aim, we denote the total
number of atoms in the unit сеll with Р, the number of regular point systems with п, and the
multiplicity of an regular point system with k. According to the [69], we obtain the dependence
of the form

( ) ( ) ( )–1 1 1( )   / 1 * .i n i m iZ q s p S S= + S ¤ S ¤ (13)

where q is the number of additional translations equal to unity for А, В, С, and I cells. Si is the
factor that characterizes the symmetry of the position in regular point system. Тhe symmetry
factor Si is а numerical indicator of the position symmetry that indicates the order of the point
group for the special position [75]. Si* is the symmetry factor of the subgroup characterizing
the position of а face of the particular simple form in the point group, which, in turn, charac‐
terizes the symmetry of the simple form itself. Here s is the number of the faces of several
simple forms (see in detail in [45]. Thе characteristics of the space and point groups are
borrowed from [27] and the description of the structure is borrowed from [8, 39, 59].

In particular, Eq. (13) establishes the relation between the number of the formula units in the
unit сеll of а crystal and the number of faces of the coordination polyhedron. Тhе relation
between the convex coordination polyhedron and the coordination number is described bу
the Euler-Descartes formula [39] in the following form

 2,s v e+ = + (14)

where s and е аге the number of faces and edges of the coordination polyhedron, respectively.
Тhe number of the coordination-polyhedron vertices is denoted bу v and is equal to the
coordination number if all the vertices аrе occupied bу atoms. Relationship (14) is invalid for
monohedra and pinacoids that аrе characterized bу s=1 and s=2, respectively. Their faces may
have one or several regular point system positions forming various figures.

Тhе separation of coordination polyhedra and the determination of the coordination numbers
of atoms is not always unique. Тhе simplicity аnd clear representation of these concepts for
cubic structures is partly lost for more complicated structures with low symmetry. For mоrе
details see e.g. [8, 71]. Неrе, we should like to note only that the coordination polyhedra do
not necessarily look like simple forms оr their combinations. In this case, some vertices mау
bе unoccupied and сan be considered crystallochemical vacancies with occupancy δ. Тhеrefore
Eq. (14) takes the form

s + c.n. / δ = е +  2.

Тhе reduction of the coordination polyhedra tо simple forms оr their combinations is similar
to а certain normalization procedure leading to self-consistent coordination numbers and is
somewhat analogous to the representation of а crystal structure bу Bravais lattices оr their
combinations.
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4.3. The atom and nanovoid as two entities of an antenna processin a crystal

Thus, the action of the photon antenna in the crystal may be considered a reversible movement
of the particle from its equilibrium position (for example, the lattice‘s site) into a nanovoid,
and this nanovoid is forbidden from being steadily filled in by the symmetry of placement of
the neighbor particles. This nanovoid pushes out the particle resulting in photon absorption
in the initial position. If this cycled process is accompanied by the absorption and radiation of
the photon, it may be considered an antenna process.

5. The nanovoid and predissociation of an ideal crystal cell

The sublimation, dissociation, or destruction of a crystal is the process of destroying those
chemical bonds that place atomic particles in the space periodically. This section examines the
crystal predissociation as a state of its particles that follows after the breaking of the chemical
bonds of the crystal cell and directly precedes their scattering. A description of the crystal
predissociation is missing in the literature, but it is similar to the predissociation of molecules
in gas, which has been studied well enough. In this section, we consider the fragments of an
ideal crystal. These fragments are restricted based on the number of atomic particles. The
elemental cell of the crystal serves as an example of such a fragment.

5.1. The molecule predissociation in a void

The predissociation of molecules is a non-radiant transition of the excited molecule with a
stable electronic state to an unstable one with the same energy, accompanied by the dissocia‐
tion of the molecule [62]. The phenomenon of the molecule predissociation is explained on the
basis of curves of potential energy. They are presented in Fig. 7a.

Under interaction with a photon, the molecule moves from the basic electron state (curve in
Fig. 7a) into the excited one (curve 2); here the vibrational motion of the molecule enables the
non-radiant transition to the repulsion curve (curve 3), which leads to the dissociation of the
molecule. Being in the predissociation state, the molecule dissociates if its full energy exceeds
the energy of separated particles that diverge along the potential curve of repulsion. Particles
scatter with a kinetic energy

kin pr 0ε =ε - D (15)

where εpr is the predissociation energy and D0 is the energy of molecule dissociation. In the
case of a gently sloping repulsion curve, D0 can have a smaller departure from εpr. If there is
no separation then from Eq. (15) it follows that

pr 0ε = D , (16)

because in this case εkin=0. Therefore, the energy of molecule predissociation, εpr is a limit for
the energy of dissociation, D0.
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5.2. The photopredissociation in a void of an ideal crystal

According to the Frank-Kondon principle, the transition corresponding to the crossing
attraction and repulsion curves is the most probable. From (Fig. 7a) one can suppose that Eq.
(17):

prε =ε (17)

is correct, where ε is the energy of the absorbed photon. Joining Eq. (16) and (17) we obtain

pr 0ε = D =ε (18)

There are no molecules in ionic and covalent crystals, or in amorphous and liquid solids.
However, we can write equations similar to Eq. (16)– (18) for the condensate state of the matter.

In laser technology, the film‘s solid target is under the action of a powerful radiation flux. If
this power is over 109 W/m2, the sublimation of the target occurs. The expression for the kinetic
energy of the i-particles can be written by analogy with Eq. (15) in this form:

εkin=εpr- f(Dsubl, Z),

where εpr is the energy of cell predissociation consisting of Z chemical formula units, giving
birth to i-particles, and Dsubl is the energy of sublimation of a mole of chemical formula units.

Figure 7. (a)-predissociation scheme under molecule transition to the repulsion curve: 1 and 2 are attraction curves in
the basic electronic state and in the excited electronic state, respectively; 3 is the repulsion curve; εn and D0 are energies
of predissociation and dissociation, respectively; D is the kinetic energy of the scattered atoms [62]. (b)-Predissociation
in the scheme of energy states in the cell of a periclase crystal after the resonance absorption of a photon with energy
ZΔHsubl/NA. The particles are in the sites of the crystal lattice (states 1 and 2); in state 3 the particles are displaced in the
nanovoids of the crystalline structure of the crystal as a solid system.
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When the laser radiation power is less than 109 W/m2, a crystal melts. At still lower radiation
capacities, for example, in the spectral experiment, the destruction of the crystal does not take
place, i.e. the value εkin=0. Assume also that

ε= f(Dsubl, Z,εpr),

describes the interaction of radiation with the solid in regards to which predissociation states
may be realized.

As an example, we consider the cell of periclase (Mg4O4), while Z=4. The cell can increase its
potential energy through the resonance absorption of a photon with energy ε. Then, according
to Fig. 7 we can write

( ) ( )0
4 4 4 4Mg O = Mg O  * + ,e (19)

where (Mg4O4)0 is the basic state of the cell and (Mg4O4)* is an excited state. We can write

( ) ( )4 4 subl AMg O crystal  = 4 MgO quasi-gas  + Z H /N ,D (20)

Comparing Eq. (19) and (20) one can acknowledge that if the states

(Mg4O4)0and Mg4O4(crystal)

are energetically identical, the predissociation of the crystal cell in Fig. 7 may be presented as
a transition

(Mg4O4)*→4 MgO (quasi-gas)

between energetically identical states if ε=ZΔHsubl/NA.

Shown below are the particles filling the crystallographic cells; this process is accompanied by
the formation of nanovoids in the space of an ideal crystal. Filling in these nanovoids can
damage the cells‘ symmetry. If the particles can temporarily move into these nanovoids after
photon absorption, we have a prerequisite for the particles‘ predissociation as a stage of the
antenna process without any damage to the symmetry of the crystal as a whole.

5.3. The atom and nanovoid as two entities of a crystal

The destruction of the crystal does not take place in the spectral experiment. Assume ε is the
absortion photon energy, εpr is the predissociation energy and Dsubl is the energy of crystal
dissociation. If that is true, then the function
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ε= f(Dsubl, Z,εpr),

describes the interaction of radiation with the crystal where the predissociation states may be
realized (see §4 in this chapter). Value Z in this function makes it possible supposing that the
nanovoids between atoms of Z formula units are providing the space necessary for pre-
dissociation of particles belonging to the crystal cell. Let’s show a role of nanovoids in pre-
dissociation of particles using an example of crystals with three diferent structures.

1. As an example, we consider the cell of periclase, Mg4O4, while Z=4. The cell can increase
its potential energy through the resonance absorption of a photon with energy ε. Then,
according to Fig. 7b we can write

(Mg4O4)0= (Mg4O4) * +ε,

where (Mg4O4)0 is the basic state of the cell and (Mg4O4)* is an excited state.

The anions of oxygen form cubic close packing [65]. There are octahedral and tetrahedral voids.
All the octahedral voids are filled in with cations; all the tetrahedral voids are empty. If four
tetrahedral voids are temporarily filled in due to photon excitement, the part of the solid
(4MgO) will lose the particles‘ placement symmetry, and we will write

Mg4O4(crystal) = 4 MgO (non-crystal) + ZΔH / NA,

Comparing those states one can acknowledge that if the states

(Mg4O4)0and Mg4O4(crystal)

are energetically identical, the predissociation of the crystal cell in Fig. 7b may be presented
as a transition of the particle into the nanovoid with the following dispersion in the crystal

(Mg4O4)*→4 MgO (non-crystal)→4 MgO (quasi-gas)

between energetically identical states if ε=4ΔHsubl/NA. Thus, in Mg4O4 cell of magnium oxide
crystal there are 2Z=8 tetrahedral voids providing their space to 4 Mg atoms at the moment of
pre-dissociation of Mg-O chemical bonds in spectral experiment.

2. As an example we consider the cell of sphalerite, Zn4S4, while Z=4. The cell can increase
its potential energy through the resonance absorption of a photon with energy ε. Then,
according to Fig. 7b we can write

( ) ( )0
4 4 4 4Zn S = Zn S  * + ,e (21)

where (Zn4S4)0 is the basic state of the cell and (Zn4S4)* is an excited state.
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Sulfur anions form cubic close packing with tetrahedral voids [65]. Half of them are filled in
with zinc cations, while the second half is empty. When four tetrahedral voids are temporarily
filled in due to photon excitement, the part of the solid (4ZnS) will lose the particles‘ placement
symmetry, and we will write

( ) ( )4 4 AZn S sphalerite  = 4 ZnS non-crystal  + 4 / ,H ND (22)

Comparing states (21) and (22), one can acknowledge that if the states

(Zn4S4)0and Zn4S4(crystal)

are energetically identical, the predissociation of the crystal cell in Fig. 7b may be presented
as a transition

(Zn4S4)*→4 ZnS (non-crystal)→4 ZnS (quasi-gas)

between energetically identical states if ε=4ΔHsubl/NA. So, in the cell Zn4S4 of sphalerite there
are 2Z=8 tetrahedral voids, half of which is populated by 4 zinc atoms. Remaining 4 voids can
provide their space to Zn atoms at the moment of pre-dissociation of no more than 4 chemical
bonds Zn-S in spectral experiment.

3. Following this example, we consider the cell of wurtzite, Zn2S2, while Z=2. The cell can
increase its potential energy through the resonance absorption of a photon with energy
ε. Then, according to Fig. 7b we can write

(Zn2S2)0= (Zn2S2) * +ε,

where (Zn2S2)0 is the basic state of the cell and (Zn2S2)* is an excited state.

Sulfur anions form cubic close packing with tetrahedral voids [65]. Half of them are filled in
with zinc cations, while the second half is empty. When four tetrahedral voids are temporarily
filled in due to photon excitement, the part of the solid (4ZnS) will lose the particles‘ placement
symmetry, and we will write

(Zn2S2)*→2 ZnS (non-crystal)→2 ZnS (quasi-gas)

between energetically identical states if ε=2ΔHsubl/NA. Thus, in Zn2S2 of wurtzite there 2Z=4
tetrahedral voids half of which is populated by 2 atoms of zinc. Remaining 2 nanovoids can
provide their space to Zn atoms at the moment of pre-dissociation of no more than 2 chemical
bonds Zn-S in spectral experiment.
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These examples of crystal-chemical description of spectral experiment allow explaining that
the atom transition from one terahedral void to another is the principal essence of crystal pre-
dissociation under photons’ action. Suppose that among absorbed photons there are photons
which are satisfying the condition ε=εpr. Then the original function ε=f (Dsubl, Z, εpr) may be
presented as follows:

1/λ= constZΔHsubl

that relates the wavelength λ of the ultraviolet radiation absorbed by the crystal to its subli‐
mation and dissociation enthalpies ΔH [10, 43].

6. Crystal-chemical symbolism and system theory

In the general theory of systems, the category of “emergence” is used as an effective tool for
studying natural, economic, and social objects. The system has emergent properties, i.e.
properties that are not inherent in its subsystems and modules as well as the ensemble of its
elements without system-forming bounds. System properties are not reduced to the sum of
the properties of its components. In solid-state physics, the emergence can be expressed as
follows: one particle is not a body. For example, the symmetry of the body is not applicable to
the individual particle. The photon is a particle that is not subjected to disassembling in
elements or subsystems. The system consisting of photons has emergent properties. For
example, the photon gas, unlike the unique photon, is characterized by its temperature and
entropy. In the solar cell, the photon is one of the components of the system “crystal —
radiation”. In this chapter, we consider one of the changes in the system emergence as an
antenna process. In crystallography and crystal chemistry, the emergence is the appearance of
new functional unities of crystal that are not reduced to a simple rearrangement of particles.

In the system classification, the emergence can be the basis of their systematics, representing
the criterion feature of the system. Let us consider the single crystal as a set of interrelated
atomic particles located in the respective specific order, i.e. as a system, and denote it with S.
It has emergent properties. For example, a crystal system is characterized by the symmetry of
the external shape as well as by the symmetry of the spatial location of atomic particles.

Authors of [9] define the crystal system S as a set of individuals belonging to a mineral species
that are, in turn, present in the crystalline formations of the atoms of corresponding chemical
elements; these sets of atoms can independently exist with further growth.

In crystalline systems, the crystallinity and size limit can serve as the unifying community
feature. Work [9] describes the elements of such systems. Their reality makes it possible, for
example, to measure the amount of substance in the initial stage of crystallization by the mole
of seeds, the number of cosmic dust particles by the mole of dust, the amount of substance in
real crystal by the mole of blocks that are broken by line and screw dislocations, nuclear, and
other macroscopic defects. The substance of colloidal solutions may be measured by the mole
of colloidal particles that they contain. Let us denote such elements with the letter b.
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In this chapter we will consider the element b as a crystal system S* and characterize it by the
element that corresponds to the symmetry of the crystal. Note that this element is denoted as
a. In the first approximation, the element a is formed in an ideal crystal environment and is
defined as a set of atoms of chemical elements; the number of these elements is limited and is
equal to the multiplicity of regular point systems. The element a, that keeps the chemical
composition of the crystal does not exist independently.

In connection with the definition of the element a, the special procedure for defining the
substance quantity of a crystal consists of disassembling systems S and S* into new subsys‐
tems, i.e. into such systems where the internal laws correspond to the geometric theory of the
structure of crystals. Such subsystems are identified by us with the element a and are identified
as the structural elements of matter (elementary entity).

The practical value of disassembling such crystal systems is that for the first time we have an
opportunity to relate the quantitatively geometrical properties of the crystal with the density
of the matter and the mass of the atoms, and to describe other characteristics through these
features.

This relation is based on the individuality of the ratio value of the regular points systems of
crystalline space. That is why the ratio of the amount of element a present in relation to the
crystal volume is its characteristic value. This value will be called the “density of substance
quantity” with the measurement unit of a mole. It characterizes the number of structural
elements of substance in the crystal volume. It is necessary to clarify that the other physical
quantity, “density,” is characterized not by quantity, but by weight. Therefore, it is obvious
that the values of the ”density of matter” and the ”density of the amount of a substance” differ
in terms of their physical nature.

The density of the amount of a substance was introduced into scientific practice only recently
in [42] as a derived quantity stated in SI and marked with the letter σ. The unit σ represents
the “moles per cubic meter.” The crystal as a system is characterized by the ratio of the volume,
ν, of the amount of a substance to its volume, V. Therefore, the equations defining and linking
it with other physical values are the following:

σ=ν/ V =ρ/ M, (23)

where M is the mass of a mole of a structural element of the substance or a structural element
a of the subsystem S* in the system S; ρ is the density of matter.

The values σ for gases do not depend on the chemical nature. For example, according to
Avogadro‘s law, σ is a gas under normal conditions equal 44.6 moles of molecules per cubic
meter. The values σ for crystals are individualized and are determined by the formula derived
from Eq. (23)

( )n
i=1 i iσ=ρ/ Σ  M ,k (24)
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where ki is the multiplicity of a regular points system for atoms of i-sort; Mi is the mass of moles
for atoms of i-sort. For example, the denominator of the ratio (24) for СаF2 equals

4MCa+ 8МF,

because the multiplicity of the regular points system for calcium atoms equals 4 and for fluorine
atoms it equals 8. Taking into account the density of matter, the σ value for СаF2 equals 10.2
kmol of element a in a cubic meter, and the mole of element a corresponds to the mole of
elementary Bravais cells in the crystal.

In this chapter, we calculated σ values for simple substances and chemical compounds that
are crystallizing in differently spaced symmetry groups. The multiplicity of regular points
systems may differ from each other under calculation, so that the amount of element a in a
given crystal system may vary by the number of included atoms. In this case, a unit mass of a
substance will contain a different number of elements a. In other words, we can say that the
phenomenon of polymorphism is a reflection of the state of a unit mass of a crystal with a
different number of substances. For example, the multiplicity of a regular points system of
carbon-12 in a diamond equals 8 and in graphite it equals 2. Thus, 0.012 kg of carbon-12
corresponds to either an 1/8 mole of diamond or a 1/4 mole of graphite. Let us explain the value
of a mole of graphite. There are two sorts of carbon atoms with the same multiplicity of regular
points systems in graphite. Thus, the denominator of relation (24) equals

2MC1+ MC2= 4Mgraphite

because MC1=MC2. The values σ are equal to 36.6 and 47.0 moles of elements a in a cubic meter
of diamond and graphite, respectively.

The use of a multiplicity of a regular points system in calculations of substance amounts in
crystals allows us to reveal completely unexpected correlations in numerous known experi‐
mental data. For example, the enthalpy values of gas-crystal phase transitions related to the
mole of elements a correlate to the wavelengths of the absorption of substances in the ultra‐
violet region of the electromagnetic spectrum. The description of this correlation is presented
in the next section, in which the element a of the crystal system is presented through the Bravais
cell.

6.1. The photon and the crystal cell as elementary entities of matter

The mole is a unit of measure of an amount of substance, i.e. the number of atoms, molecules,
ions, or other elementary entities of a substance (EES). We are adopting a definition of the mole
that was presented at the 14th General Conference on Measures and Weights in 1971: “mole
is equal to the amount of substance of a system containing in carbon-12 with a mass of 0.012
kg. In application of the mole, the elementary entities must be specified: they may be atoms,
molecules, ions, electrons, or other particles or specified groups of particles” [12, 67], IUPC,
1988).
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The mole is applied to a gas without any difficulty. In a liquid, the specification of elementary
entities often creates difficulties. In the application of the mole to a crystal, we propose
specifying the elementary entities in accordance with the basic indicator of a crystal—its three-
dimensional periodic structure.

The elementary cell will correspond to such an elementary entity. In this case, the elementary
entity will be characterized by the number of formula units Z. For example, the formula of the
elementary entity of fluorite is written as Ca4F8; Z will be equal to 4. Here it has been shown
that the elementary entity corresponding to an elementary cell of the crystal is an object that
is capable of absorbing a quantum of energy.

Let us examine this in the example of copper, for which the formula of the elementary entity
is written as Cu4. Through the symbol ΔΕ we will denote the change in the energy of the crystal
upon the dissociation of a mole of Cu4 into an ideal atomic gas. The value of ΔΕ can be
calculated based on Hess‘ law:

Cu4(crystal)↔4 Cu (gas).

Under isobaric conditions, the heat of this reaction is equal to the enthalpy change ΔH. Then
ΔΕ will be equal to the product of Z and the ΔH of the sublimation of copper:

ΔE= Z ΔHsubl

For copper at 1 atm and 250 C, according to [70], ΔΕ=4·80.7=323 kcal/mol.

Let us assume that one of the mechanisms of radiation absorption by a crystal is resonance
absorption by an elementary entity of a quantum of energy, ε=ΔΕ/NA, where NA is the
Avogadro number. After resonance absorption, the transition of the elementary entity from a
stable electronic state to an unstable state is possible without any change in energy. Such a
transition is called “predissociation.” It may also end in the dissociation of an elementary
entity.

If the probability of absorption of an energy quantum ε makes it possible for the intensity of
absorption to exceed the background level, an individual peak in the absorption spectrum of
the crystal, or possibly a shelf, wing, or shoulder on a peak of a different nature can occur.
Their positions on the absorption curve can be calculated from the generally known relation‐
ship between the wavelength and the energy of the quantum. In the present case, it is written
as

Aλ = chN /Δ ,E (25)

where h is the Planck constant and c is the speed of light. For copper, the value of λ is 887 Å.
In the absorption spectrum of copper [56], this wavelength corresponds to a shelf in the 885–
950 Å interval (Fig. 8).
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Avogadro number. After resonance absorption, the transition of the elementary entity from a
stable electronic state to an unstable state is possible without any change in energy. Such a
transition is called “predissociation.” It may also end in the dissociation of an elementary
entity.

If the probability of absorption of an energy quantum ε makes it possible for the intensity of
absorption to exceed the background level, an individual peak in the absorption spectrum of
the crystal, or possibly a shelf, wing, or shoulder on a peak of a different nature can occur.
Their positions on the absorption curve can be calculated from the generally known relation‐
ship between the wavelength and the energy of the quantum. In the present case, it is written
as

Aλ = chN /Δ ,E (25)

where h is the Planck constant and c is the speed of light. For copper, the value of λ is 887 Å.
In the absorption spectrum of copper [56], this wavelength corresponds to a shelf in the 885–
950 Å interval (Fig. 8).
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From this standpoint, let us examine graphite, for which there are two modifications with the
number of formula units Z: 4 and 6. Calculations of λ are 418 Å for Z=4 and 219 Å for Z=6.
Since natural graphite is a concretion of these two modifications, the absorption curve of
graphite should have two maximums corresponding to the values of ΔΕ for these two kinds
of elementary entities. In fact, in spectrum [28] there are two such peaks that are not observed
on amorphous samples of carbon (see Fig. 8).

Eq. (24) and (25) offer a means for predicting the positions of the absorption peak maximum
for another modification of carbon, namely diamond, the structure of which, according to [27,
70], is characterized by a single Z=8 and ΔHatom of atomization 1364 kcal/mol. The maximum
of the sought peak should lie in the 210 Å region. This absorption band of diamond has not
been investigated [56], but it can be obtained in principle. Germanium and silicon have a
structure analogous to that of diamond. The values of λ calculated for these elementary entities,
395 and 331 Å, respectively, practically coincide with the maximum at 395 Å on the germanium
absorption curve and the wing at 330 Å for the silicon [56].

Figure 8. Absorption spectra (the absorptivity to the wavelength) of copper, graphite, and amorphous carbon [28, 56].

7. Metallic nano-cluster open new ways to enhancement of solar cell’
efficiency

Novel high ecfective solar devices are based not only on semiconductors (bulk or thin films),
but also on nano-scaled clusterized structures. These structures are fabricated using various
chemical technologies.

For example, Chen et al. describe synthesis of silver particles on copper substrates using
ethanol-based solution (Chen et al., 2014). Previously we have reported success of wet chemical
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technology in manufacture of Ag/Co-nanocluster wires forming the contact grid for common
silicon-based solar cells with enhanced efficiency [54].

Along with structural and morphological analysis the interpretation of experimental electrical
measurements is also of great importance. Basing on our analysis of manufactured solar
devices we should note that semi-classical theories widely used for interpreting properties of
semiconductor-based devises are not always applicable for end-description of characteristics
observed experimentally. In particular, role of semiconductor channel carrier concentration is
analysed by [72]. Carrier escape mechanisms can also play a significant role in effective
function of solar devices [66].

Figure 9. Current–voltage dependences for (1) a contact SGE (Stripe-Geometry Element) made of silver, (2) a contact
SGE with copper clusters positioned in the silver pores, and (3) SGE with a copper layer positioned on the surface and
with copper clusters positioned in the silver pores.

Current-voltage characteristics are of special importance and interest. Their analysis is helpful
for estimation of efficiency limitations in solar cells [29]. Open-circuit voltage and the driving
force of charge separation in solar cells based on different junctions are particular features
defining efficiency of the device (Hara et al., 2013).

Below we report our experimental results and first attempts to model them.

The experimental setup was described in detail previously [54]. The measurements were
performed for two specimens placed in a box with black walls and a solar simulator. The main
part of the experimental equipmen was a tungsten contact-needle. Its role is explained below.
The experimental results are presented in Figs. 9-10.

As we can see, the curve 1 is the current–voltage dependence for the initial silver contact SGEs
(Stripe-Geometry Element) arranged at a wafer surface. Other curves in Fig. 9 are the current–
voltage dependences for contacts obtained after copper deposition. All the curves support the
metallic conduction of the contact SGEs. The distinction between them resides in the fact that,
in the case of contacts with copper clusters, these curves do not pass through the origin for
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either the forward current or for the back one. The phenomenon of a current flowing through
a metal in the absence of an applied electric field is not outlined in the literature. In our
experiment, the luminous current of 450 μA flows along the contact with copper clusters
disposed only in silver pores and that of 900 μA flows along the contact with copper clusters
disposed in the pores and at the silver surface.

Of fundamental importance is the fact that, in the absence of an applied electric field, the electric
current continues to flow along the same samples when a solar simulator was taken out of
service. The luminous and dark currents flowing along the contact SGEs are presented in Fig.
10. As can be seen, under the zero bias, in the case of darkness, the generation of charge carriers
is kept constant in the duration of the experiment. In the silver contact, the dark current is
associated with charge carriers generated in the contact itself. The silver clusters positioned in
pores and at the silver surface serve as a source of charge carriers for the dark current.

We should note that various nanoscaled solar devices are proposed for high-effective photon
harvesting [40, 74, 76, 77]. Now let us describe our results and first attempts of their numerical
simulation.

Figure 10. Time dependencies of dark and luminous currents in the absence of applied bias at contact SGEs (Stripe-
Geometry Element) with copper clusters positioned in silver pores.

As we have shown previously [53], the first attempting for explanation is to consider a Si-based
p-n-junction with Ag/Cu-contacts with different heights of barriers formed at the metal-
semiconductor interfaces: ¢Beff=¢Bn+¢Bp ~ 0.05 eV (this value characterizes the effective barrier
heights for electrons and holes, respectively) [53] and Refs. therein) and, on the other side, the
barrier may be formed due to the difference of work functions of the contact metals: φB=φCu-
φAg=0.17 eV [53] and Refs. therein). Remembering how the solar cell operates (under illumi‐
nation the device harvests generated carriers and in darkness our active element produces
practically no work, therefore, it should be no current!), we tried to calculate possible currents
according to the semi-classical theory of semiconductor devices [53] and Refs. therein):
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* * 2
exp( / )exp( / ),

Cu el tun B a BBeff
e T e Tk V kI A A T T f= - (26)

where ICu denotes the current producing by illumination of the sample where Cu-atoms are in
Ag-pores and on the surface of the Ag-finger, Ael is an electrical area of the contact, A** is the
effective Richardson constant, Ttun is a coefficient of the barrier tunneling transparency, kB is
the Boltzmann constant, Va is an applied voltage.

What can we obtain for a dark current, when only the deformation of clusters in the contact
stripe due to difference between the lattice constants of silver and copper can change the work
function and the barrier height, respectively?

Figure 11. (a)-current-voltage characteristics (numerical experiment!) of the Cu/Ag-cluster contacts of the Si-based so‐
lar cell: the calculation is performed according to the expressions (65)-(66): (a)-“forward” sections of the experimental
dependencies, (b)-both sections of the experimental dependencies.

The expression is as follows:

* * 2

1 1
exp( / )exp( / ),

Cu el tun B a BB f
e T e Tk V kI A A T T f= - (27)

where ICu1 denotes the current observed under illumination of the sample with cu-atom in Ag-
pores of the Ag-finger only; we should note that values of the tunneling transparency coeffi‐
cient are in the range 10-7 – 10-5 (they are determined numerically basing on the experimental
data). Fig. 11 show results of the numerical experiment.

As one can see, the numerical experiment performed in the region of very small applied bias
(up to 40 mV) produces only a qualitative agreement with the measurements. First, there is no
a “solar-cell feature” (calculated IVCs are beginning from zero unlike that of the illuminated
solar cells), second, the values of experimental and calculated currents are also different. The
semi-classical approximation (we introduced it by using the tunneling transparency coeffi‐
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cient) does not take into account all features of the conductivity of nanoscaled cluster struc‐
tures. Before we discuss the further results we would like to say some words about current-
voltage dependencies of nanostructures. The overlap energy between different sites is related
to the width of the energy bands. The second factor is disorder-induced broadening of the
energy levels. If the ratio of these values is small, it is hard to match the width of the energy
level on one site with that of a neighboring site to that the allowed energies do not overlap and
there is no appreciable conductivity through the sample. On the other hand, if the ratio is large,
the energy levels easily overlap and we have bands of allowed energy, so that there are
extended wave functions and a large conductance through the sample [53] and Refs. therein).

The current flowing along a silver contact with copper clusters is induced by charge carriers
generated in the semiconductor section of the wafer when the solar cell is illuminated. The
density of carriers generated within the p–n junction is two orders of magnitude higher than
that which occurred in the copper clusters, because the luminous current is two orders of
magnitude larger than the dark one (Fig. 10).

Depositing copper onto silver does not result in the formation of the silver–copper solid
solution. The contact between the crystal structures assures the electrical potential difference.
The difference is inadequate to generate the charge carriers. However, the contact between the
silver–copper crystal structures may result in the compressive deformation of a metallic SGE
and in a decrease in the electron work function for copper clusters.

It is our opinion that, in darkness, charge carriers generated by copper clusters within a contact
SGE (Stripe-Geometry Element), which is the component part of the solar cell, are governed
by the deformation of the SGE [25]. It is known [63] that the deformation of metal cluster
structures may also result in high temperature superconductivity. On the other hand, the
experimental measurements are made with special needles which are mechanically contacting
with the investigated structure. We have to account additional “external” mechanical defor‐
mation which, in turn, may cause appearance of additional external electric field without any
voltage source. Going back to Chapter 5 of our book [54], see the scenarios about positive and
negative pressures!) we should note that this “needle”-caused deformation brings the system
“metallic Cu/Ag-cluster contact-Si-semiconductor surface” to the state with different local
pressures, for example, negative pressure under the needle on the front side of the structure
(-F1el) and positive pressure under clusters on the semiconductor surface (+F2el). Thus, we have
no zero resultant force (F1el-F2el) acting between the electrons localized in the clusters. We
suppose that these local pressures are of different values, and the resultant stress is σ=(F1-F2)/
Acluster, where Acluster is a cross-sectional area of the Cu/Ag-cluster. The second possibility to
observe the dark current is the effect of nanovoids introduced as the first level of the structural
organization of the crystal (see text above) serving as drains and sources for charge carriers.
More detailed: the nanovoids play one of principal roles in the processes of pre-dissosiation
of atoms building basic semiconductors for photovoltaics: Si, ZnSe, ZnTe, and other wide-gap
materials. Experimental current-voltage characteristics of the structures can only be approxi‐
mately described by different theoretical models, while the charge carriers moving from the
left contact to the right one (direct current) and in opposite direction (reverse current) are
experiencing not only the barrier effects but they dissipate and exchange their energy in and
with nanovoids.
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1. Introduction
High-efficiency solar cells are of interest to further decrease the cost of solar energy.
Conventional solar cells are based on single junction semiconductor structures and its
efficiency limit is constrained by the Shockley-Queisser limit [1] to 31%. Among the several
concepts for ultra-high-efficiency photovoltaic cells, in this chapter will be presented two:
quantum well solar cell and superlattice solar cells.

These approaches consist of a p-i-n solar cell of wider bandgap semiconductor (called barrier
or host material) with several very thin layers of another semiconductor of lower bandgap
inserted into the intrinsic region, which constitutes multiple quantum well or superlattice
system. The photon absorption is then enhanced to lower energies than the bandgap of
the host material, adressing one of the fundamental losses of single-junction solar cells,
improving the spectral response of the solar cell in the energy region below the absorption
edge of host material.

This idea was pioneered by Barnham and Duggan in 1990 [2] when they proposed the
quantum well solar cell (QWSC). The superlattice solar cell (SLSC) is a more recent
proposal [3], which extends the QWSC concept to the case when tunneling probability of
photogenerated carriers of adjacent wells is greatly increased, and the carriers are no longer
localized in individual wells. Both approaches are based on the use of nanotechnology, by
the exploiting of the quantum effects of the nanostructures presented, therefore the proper
understanding and calculation of the quantum effects on the solar cell operation parameters
is of crucial importance.

Improving the spectral response of the cell by absorbing low energy photons from the solar
spectrum is important in order to obtain extra photocurrent and therefore an increment in
the short-circuit current. Nevertheless, a drop in open circuit voltage (VOC) of the device
has been observed, due to carrier losses caused by inclusion of lower bandgap material and
the interfaces, but this voltage loss could be overcompensated by the increased short-circuit
current (ISC) from the quantum wells as has benn demonstrated by Nelson et al[4].

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



In the quantum well solar cell, as the quantum wells are inserted in the intrinsic region,
the built-in electric field of the depletion layer drives to an efficient collection of carriers
photo-generated in the wells. Quantum efficiency (QE) modeling showed that escape
efficiency from the wells is practically unity[5], leading to an enhanced photo-current. In
the case of SLSC, as the spuperlattice is obtained by tuning the quantum well width in order
to maximise the tunnel probability between adjacent wells, the carriers are spreaded out
through the whole superlattice via continuous minibands [6] and as a consequence obtain
high conductivity and delocalisation of photogenerated carriers in the minibands decreasing
the recombination. QWSC or SLSC can also be tuned, playing with material structure and
compositions, in order to diminish the mistmatch between the incident spectrum and the
spectral absorption properties of the device.

GaAs solar cells currently hold the world efficiency record for single-junction solar cells [7],
hence the improvement of GaAs based solar cell could be important to enhance solar cell
performance. The use of GaAs as host material for the design of a QWSC or SLSC would be,
then, the best option. However, lattice mismatch issues place an upper limit on the quantity
of quantum wells that can be contained in the intrinsic region before strain relaxation
takes place, compromising the open circuit voltage. The first attempts included strained
GaAs/InGaAs QWSCs, but they shown not enough quantum well absorption to increase the
short-circuit current in order to overcome the loss in the Voc resulting from dislocations [8].

As a solution to the lattice mismatch problem was the insertion of strain-balanced
GaAsP/InGaAs quantum wells and barriers into the intrinsic region [9]. The GaAsP/InGaAs
strain-balanced quantum well solar cell (SB-QWSC) has shown an impressive performance,
achieving 27% conversion efficiency at 320 suns concentration [10]. Furthermore, the
SB-QWSC can offer some other advantages if used in a tandem, in the substitution
of the current-limited GaAs cell in the design of high-concentration triple-junction cells
which potentially could exceed the performance over the conventional metamorphic
approach. These include: the absence of dislocations, dark-current dominated by radiative
recombination at high incident light concentration, and so the possibility of using radiative
recycling to enhance efficiency and the ability to optimize the middle cell absorption edge of
the tandem for different spectral conditions.

Another novel material system proposed is the dilute nitride (GaIn)(NAs) lattice matched
to GaAs. This compound is obtaining growing interest in recent years due to its very
unique physical properties and a wide range of possible device applications. The band
gap of GaAs decreases rapidly with the addition of small atomic fractions of nitrogen [11],
besides the addition of In to GaNAs does not only provide a lattice matched material to
GaAs and also decreases the band gap. A approach, using GaInNAs subcells, has been
formulated to enhance the efficiency of existing triple and quadruple junction solar cells [12].
Nonetheless, so far, the poor minority carrier properties and doping issues specific to bulk
dilute nitrides have frustrated the success of this approach. A different strategy has been
published by Freundlich et al [13], where multiple quantum wells of GaNAs are growth
inside the intrinsic region of conventional GaAs p-i-n solar cells. The authors showed a
short-circuit current about 25 A/m2 without anti-reflection coating (ARC) and open circuit
voltages approximately 0.6 V, although much smaller than those reported for conventional
GaAs solar cells, certainly due to high interface recombination as consequence of the lattice
mismatch between GaAs and GaNAs layers.
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In this chapter, we examine a general theoretical model for QWSC, which is applied to
p-i(QW)-n QWSC of different material systems. Firstly we will apply it to an AlGaAs/GaAs
QWSC, and will show that conversion efficiencies are significantly enhanced when compared
with the corresponding AlGaAs baseline solar cell. Open circuit voltage, current densities,
I-V curves and conversion efficiencies are calculated as function of the well and barrier band
gaps, the width and depth of the wells, the number of the wells in the intrinsic region. We
will take into account the light absorption by the energy levels in the quantum wells, and
we show that for certain values of the studied parameters, the conversion efficiencies of the
quantum well solar cell are higher than that of the corresponding homogenous p-i-n solar
cell.

This theoretical model when applied to the study of AlGaAs/GaAs SLSC, also allows
the determination of performance parameters (short-circuit current density, open-circuit
voltage, and conversion efficiency) behavior as a function of absorption and recombination
mechanisms. We present a comparative study between AlGaAs/GaAs SLSC and QWSC,
which could predict the possible advantages for the use of the SLSC. A variably spaced
semiconductor super-lattice was optimized to enhance the resonant tunneling between
adjacent wells following the method reported by Reyes-Gómez et al. [14]. A discussion
about the conditions where the SLSC performance overcomes that of QWSC is addressed.
Our approach will be focused on examining the viability of the SLSC for its possible use and
to clarify if they present advantages over QWSC.

Following, the model is then applied to a GaAsP/InGaAs/GaAs SB-QWSC, demostrating
that high efficiency devices are feasible. Our model takes into account the influence of
the strain over the energy bands of the material. The impact of tensile and compressive
strain on the band structure for both conduction band and valence band are calculated
in order determine the electron and hole dispersion relation E(kB). Similarly, the optical
transitions in quantum well and barriers as a function of tensile and compressive strain are
evaluated to calculate the quantum efficiency, dark current and photo-current and compared
with experimental data. The broken degeneracy of the valence band due to the effect of
the strain is also studied, which causes the suppression of a transition that contributes to
photon emission from the edge of the quantum wells. We study both, the emission light
polarized in the plane perpendicular (TM) to the quantum well which couples exclusively to
the light hole transition and the emission polarized in the plane of the quantum wells (TE)
which couples mainly to the heavy hole transition. It is found that the spontaneous emission
rates TM and TE increase when the quantum wells are deeper. The addition of a distributed
Bragg reflector can substantially increase the photocurrent while decreasing the radiative
recombination current. We examine the impact of the photon recycling effect on SB-QWSC
performance. Then, GaAsP/InGaAs/GaAs solar cell is optimized to reach the maximum
performance by evaluating the current-voltage curves under illumination. Our model was
used to determine the highest efficiencies for cells containing quantum wells under varying
degrees of strain, but it could also allow the optimization of the photocurrent or the open
circuit voltage in a triple-junction concentrator cell based on a SB-QWSC middle cell.

Another approach, where GaAs/GaInNAs multiple quantum wells and superlattice are
added within the intrinsic region of conventional GaAs p-i-n solar cells is also presented.
First, the model is applied to GaAs/GaInNAs QWSC in order to study the conversion
efficiency as a function of nanostructure parameters as wells width and depth. On the
other hand, a variably spaced superlattice structure was designed to enhance the resonant
tunneling between adjacent wells after the method reported [3, 14] and J-V characteristic
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for this devices is obtained. The effect of the superlattice characteristics on the conversion
efficiency is discussed. The SLSC conversion efficiency is compared with the maximum
conversion efficiency obtained for the QWSC. Finally, we present GaAs/ GaInNAs SLSC
conversion efficiency as a function of solar concentration, showing an clear increment in its
performance.

2. Model details

In this section, we will develop the model, starting with the QWSC, whose structure is
shown in figure 1. The make use of the common assumptions of homogeneous composition
in the doped and intrinsic layers, the depletion approximation in the space-charge region,
and total photogenerated carrier collection, assuming an equal carrier temperature in all
regions. Transport and Poisson equations were used to compute the quantum efficiency in
the charge-neutral layers while the quantum efficiency of the intrinsic region is determined
taking into account the absorption coefficient of the nanostructure involved. The overall
photocurrent is simply expressed in terms of superposition, adding photocurrent, obtained
form the calculated quantum efficiency, to the dark current in order to find out the
illuminated current-voltage characteristic.

2.1. Modelling the Quantum Well Solar Cell

The derived current-voltage relationship of a QWSC with NW wells each of length LW into
the intrinsic region of length W, with barrier band gap EgB and well band gap EgW is given
by equation 1, after [15, 16];

J(V) = J0(1 + rRβ)
[

exp(
qV

kBT
)− 1

]
+ (αrNR + JS)

[
exp(

qV
2kBT

)− 1
]
− JPH (1)

where q is the electron charge, V is the terminal voltage of the device, kBT the thermal

energy, α = qWABniB and β =
qWBBn2

iB
J0

are parameters defined following Anderson [17]. J0
is the reverse saturation current density; AB is the nonradiative coefficient for barriers in
the depletion region, which is related to barrier non-radiative lifetime τB by AB = 1

τB
; BB is

the radiative recombination coefficient of the host material; niB is the equilibrium intrinsic
carrier concentration for the host material; rR and rNR are the radiative enhancement ratio
and non-radiative enhancement ratio respectively given by the equations 2 and 3.

rR = 1 + fW

[
γBγ2

DOS exp
(

∆E − qFz
kBT

)
− 1

]
(2)

rNR = 1 + fW

[
γAγDOS exp

(
∆E − qFz

2kBT

)
− 1

]
(3)

Those enhancement ratios represent the fractional increase in radiative and non-radiative
recombination in the intrinsic region, due to the influence of quantum wells. In the
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kBT
)− 1

]
+ (αrNR + JS)

[
exp(

qV
2kBT

)− 1
]
− JPH (1)

where q is the electron charge, V is the terminal voltage of the device, kBT the thermal

energy, α = qWABniB and β =
qWBBn2

iB
J0

are parameters defined following Anderson [17]. J0
is the reverse saturation current density; AB is the nonradiative coefficient for barriers in
the depletion region, which is related to barrier non-radiative lifetime τB by AB = 1

τB
; BB is

the radiative recombination coefficient of the host material; niB is the equilibrium intrinsic
carrier concentration for the host material; rR and rNR are the radiative enhancement ratio
and non-radiative enhancement ratio respectively given by the equations 2 and 3.

rR = 1 + fW

[
γBγ2

DOS exp
(

∆E − qFz
kBT

)
− 1

]
(2)

rNR = 1 + fW

[
γAγDOS exp

(
∆E − qFz

2kBT

)
− 1

]
(3)

Those enhancement ratios represent the fractional increase in radiative and non-radiative
recombination in the intrinsic region, due to the influence of quantum wells. In the
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equations 2 and 3, ∆E = EgB − EgW , fW is the fraction of the intrinsic region volume
substituted by the quantum well material, γDOS =

gW
gB

is the density of states enhancement
factor, gW and gB are the effective density of states for the wells and barriers, and γB
and γA are "oscillator enhancement factor" and "lifetime reduction factor", respectively [17].
The built-in field is denoted by F and z is the position in the wells, so rR and rNR are
position dependent. The photocurrent JPH is calculated from the quantum efficiency of the
cell. The p-region and n-region contribution to QE was classically evaluated solving the
carrier transport equations at room temperature within the minority carrier and depletion
approximations. The quantum efficiency (QE) is calculated by the expression:

QE(λ) = [1 − R(λ)] exp

(
−

3

∑
i=1

αizi

)
[1 − exp (−αBW − NW α∗W)] (4)

where R(λ) is the surface reflectivity of the antireflection layer. The first exponential factor
is due to the attenuation of light in the precedent layers to the depletion layer as showed in
Figure 1. The layers numbered in Figure 1, are: (1) antireflection coating, (2) emitter and (3)
space-charge region of the emitter; αi is the the absorption coefficient of each layer and zi its
corresponding width, αB is the absorption coefficient of the bulk barrier material, and α∗W is
the dimensionless quantum well absorption coefficient, used for energies below the barrier
band gap.

Figure 1. Sketch of energy band diagram of a GaAs p-i-n solar cell with quantum wells inserted within the intrinsic
region.

When mixing between light and heavy valence sub-bands is neglected, the absorption
coefficient can be calculated as follows[18]

α∗W = αW Λ (5)

αW(E) = ∑ αen−hhm (E) + ∑ αen−lhm (E) (6)
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where ∑ αen−hhm (E) and ∑ αen−lhm (E) are sums over well states n and m, which numbers
depend on the quantum wells width and depth, αen−hhm (E) and αen−lhm (E) are the absorption
coefficients due to electron-heavy hole and electron-light hole transitions to conduction band,
respectively; αW is the well layer absorption coefficient and Λ is called "quantum thickness
of the heterostructure" [18].

The exciton absorption is taken into account in the theoretical calculation and exciton
binding energies are analytically evaluated in the framework of fractional-dimensional space
developed by Mathieu et al [19]. Once the total QE is calculated, by using the AM1.5 incident
solar spectrum represented by F(λ), the photocurrent is then determined by integration
following equation 7:

JPH = q
∫ λ2

λ1

F(λ)QETOTAL(λ)dλ (7)

where λ1 and λ2 are limits of the taken solar spectrum. Then, equation (1) is completely
determined and conversion efficiency η can be evaluated.

2.1.1. Including the effect of strain in the nanostructure of QWSC

As mentioned previously, the best host material for a QWSC should be GaAs. However is
very difficult to grow high quality quantum wells in a GaAs p-i-n solar cell because there
are no high quality, lattice matched materials with a lower band-gap than GaAS. Therefore
is required to use strained materials for that goal, but, once a critical thickness of strained
material is deposited, it relaxes and causes the formation of misfit dislocations, which serve
as centres for non-radiative recombination [20].

The increase in average strain can be limited by including tensile and compressively strained
layers alternatively, choosing appropriately alloy composition and layer thickness, and taking
into account each elastic constant. This way is possible to obtain structures which are
locally strained, but exert no net force on the substrate or neighbouring repeat units.
Such strain-balanced structures have demonstrated great photovoltaic performance, and the
strain-balanced quantum well solar cell (SB-QWSC) is currently the most efficient QWSC [21].

One of the methods to reach the strain balance condition is the average lattice method [22].
If we considered LB as the barrier thickness, LW as the well thickness, and we denote aB and
aW as the respective well and barrier lattice constants; its defined as:

aGaAs ≡ 〈a〉 = LBaB + LW aW
LB + LW

(8)

The total strain in the layer may be separated into a hydrostatic component and an axial
component. In the case of unstrained bulk material, the heavy hole (hh) and light hole (lh)
bands are degenerate at the Brillouin zone centre. The hydrostatic component of strain
acts on the band edges changing the band gaps. On the other hand, the axial strain
component acts on degeneration of bands. In the valence band, the axial component broken
the degeneracy that exists at the band edge (Γ point).
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Under compressive strain, the bottom energy of the conduction band is shifted to higher
energies and the valence band splits, with the light hole band moving further away from the
conduction band than the heavy hole band, suppressing the lh transition [23]. In contrast,
under tensile strain the material band gap is reduced and the higher energy valence band is
the light hole band.

During strained growth, the lattice constant of the epitaxial layer is forced to be equal to
the lattice constant of the substrate. Then, there is an biaxial in-plane strain εi,j, where i,
j = x, y, z. In the case of biaxial strain in (001) plane, the values along [001] direction are
εxx = εyy �= εzz. The strain causes changes of the band edges as explained above at Γ point,
which are given by [24]:

Eε
hh = aν(2exx + ezz)− b(exx − ezz) (9)

Eε
lh = aν(2exx + ezz) + b(exx − ezz)− b2 (exx − ezz)2

∆SO
(10)

Eε
c = Eg + ac(εxx + εyy + εzz) (11)

where Eε
hh, Eε

lh and Eε
c are the energy level values under strain for heavy holes, light holes

and electrons, respectively, Eg is the band gap, av and ac are the hydrostatic deformation
potentials, b is the shear deformation potential and ∆SO is the spin-orbit splitting of the
valence band at Γ point. The separation of the total hydrostatic deformation potential in
conduction (ac) and valence band (av) contributions is important at heterointerfaces.

The band structure dispersion relations for strained InGaAs and GaAsP, are shown in
Figure 8. Note that due to strains, the In0.2Ga0.8 As layer experiences a band increment
of 121 meV, while for GaAs0.7P0.3 layer a decrease up to 176 meV is obtained. When the
In and P compositions and layer widths are changed, such that the condition given by the
definition (8) is satisfied, the strain is changed in the well and barrier layers, causing in both
layers a variation in the absorption threshold.

The envelope function approximation is here assumed to determine QW energy levels in the
conduction band. The electron energy Ee and wave function ψe can be then calculated within
effective mass approximation. Then, the shift of the conduction band electron in the QW is
described by Schrödinger equation. In order to obtain the QW energy levels in the hh and lh
bands under varying compressive strain, a 4× 4 k · p Kohn-Luttinger Hamiltonian was used:

Hε
KL = HKL + Hε (12)

where HKL is the Kohn-Luttinger Hamiltonian without strain and Hε is the strain
Hamiltonian for epilayers grown in [001] direction, which is given by:

Hε =




Eε
hh 0 0 0
0 Eε

lh 0 0
0 0 Eε

lh 0
0 0 0 Eε

hh


 (13)
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In a QW system, some splitting of the confined valence band levels takes place due to the
differences in effective mass, which can be greatly enhanced if the QW is strained. When
the well material is strained we have the confinement effects, but in addition we have the
consequences of the non-degenerate bulk band edges. For example under (001) biaxial
compressive strain the lh band is shifted further energetically from the conduction band.

In a sense, compressive strain acts in the same way as the effect of confinement. Then, biaxial
strain, in well and barriers layers, lifts the degeneracy in the valence band such that it is
possible to consider independently the hh and lh bands. Under above approximations, the
QW energy levels for hh and lh bands where found. The Schrödinger equation corresponding
to Hamiltonian is not separated so it is assumed that the "off-diagonal" terms, which lead to
valence band mixing, are small enough that they can be neglected. With this assumption the
Schrödinger equation becomes separable:

[
− h2

2m0
(γ1 − 2γ2)

d2

dz2 + U(z) + Eε
hh − Ehh

]
Ψ↑

hh(z) = 0 (14)

[
− h2

2m0
(γ1 + 2γ2)

d2

dz2 + U(z) + Eε
lh − Elh

]
Ψ↑

lh(z) = 0 (15)

where Ψ↑
hh and Ψ↑

lh are the envelope functions with spin direction. The equations (14)
and (15) are solved in barrier and well regions with the corresponding U(z) potential and
Konh-Luttinger parameter values (γ1 and γ2) in each layer. Computed the Ee, Ehh and Elh
values the optical transitions are calculated by Fermi’s golden rule and the equation (7) is
evaluated to determine the absorption in the quantum wells. Then, the procedure to calculate
the photocurrent is analogous to that described in 2.1.

Compressive strain results in lower thermal occupancy of the lh band relative to the hh
band, and radiative transitions from the conduction to the hh band are favored over those
to the lh band. If the splitting becomes greater than a few kBT, lh transitions could be
suppressed almost entirely[23]. In order to examine this behavior, the anisotropic radiative
recombination and gain, as consequence of the strain in the quantum wells, is investigated
in order to determinate their influence in the SB-QWSC performance.

As a result of the dislocation-free material, the radiative recombination dominates in
SB-QWSCs at high current levels bringing the structure close to the radiative limit. This
allows the exploitation of radiative photon recycling by means of the growth of distributed
Bragg reflectors (DBRs) between the active region and the substrate of the cell, increasing the
efficiency of the SB-QWSC.

This observed increase in solar cell efficiency due to DBRs is due to first to the reduction of
the dark current via radiative photon recycling, and second to an increase in photocurrent.
The first is due to the reflection of radiative emission back into the cell, reducing the
net radiative emission and there-fore, the radiative dark current which, as we have seen,
dominates in these structures. The second is the product of the reflection of photons back
into the cell of photons which would otherwise have been absorbed in the substrate, leading
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to decreased photon loss to the substrate, and increasing the photocurrent, equivalent to a
net increase in the quantum well absorption.

We will discuss the theoretical background to radiative recombination, gain and photon
recycling. The electron and hole quasi-Fermi separation was calculated in order to determine
the spontaneous TE and TM emission rate from QW and gain as a function of In composition.
Similarly, the optical transitions in quantum well are evaluated to calculate the QW
absorption coefficient. Then, we present the results of simulations of the SB-QWSC that
it takes account of DBR and anisotropic effects. We calculate quantum and conversion
efficiencies and observe an increment in the SB-QWSC performance, particularly under solar
concentration.

The radiative recombination current could be suppressed in SB-QWSC devices with deep
QWs relative to the prediction of the generalized Planck formula assuming isotropic
emission. Following Adams et al [23], emission can be defined as TE, which is polarized
in the plane of the QWs, and TM, which is polarized perpendicular to the plane of the QWs.
It is therefore possible for TE-polarized light to be emitted either out of the face or the edge of
the QWs, whereas TM polarized light can only be emitted out of the edge of the QWs. The hh
transition couples solely to TE-polarized emission, and the lh band couples predominantly
to TM-polarized emission with a minor TE-polarized contribution.

The spontaneous emission rates, Rspon, were calculated by ab-initio methods, where the
transition from bulk to quantum wells structures was carried out by converting the 3D
density of states to the 2D density states. Calculations of TE and TM emission out of the faces
and edges of a quantum well include the strain modifications to the spontaneous emission
rate resulting from varying the In and P compositions and their layer widths such that the
condition given by equation (8) is satisfied.

The emission spectrum from a solar cell depends on the absorption coefficient and the
carrier density through the quasi-Fermi-level separation, ∆Ef . To model the emission from
either sample at a given generated strain, we first calculated the absorption coefficient
using a quantum-mechanical model above mentioned. We assumed that the number of
photogenerated carrier pairs is equal to the total emitted photo flux. In the absence of any
photon density, the emission rate is the spontaneous emission rate, provided a state

−→
k is

occupied by an electron and a hole is present in the same state
−→
k in the valence band. The

rate depends on the occupation probability functions for electrons, fe, and holes, fh, with
the same kB-value. The occupation probability function for electrons and holes depends on
the corresponding quasi-Fermi level. The spontaneous emission rate expression for quantum
well structures is obtained be integration over all possible electronic states

Rspon =
∫

d(h̄ω)Ah̄ω ∑
n,m

[
d2k

(2π)2 |â ·
−→p i f |2δ

(
Ee

n(
−→
k )− Eh

m(
−→
k )

)
× fe(Ee

n(
−→
k )) fh(Eh

m(
−→
k ))

]

(16)

The integral over d(h̄ω) is to find the rate for all photon emitted and the integration over
d2k is to get the rate for all the occupied electron and hole subband state. Equation (16)
summarizes the discrete energy states of the electrons (index n) and the heavy holes (index
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m) in the well. Ee
n(
−→
k ) and Eh

m(
−→
k ) denote the QW subbands of the electrons and heavy

holes and δ denotes the Dirac delta function. The factor A =
2q2nr

m2
0c3h2

is a material dependent

constant, where nr is the refractive index of the well material. The first term inside the
element |â · −→p i f | represents the polarization unit vector, â, while the second term represents
the momentum matrix element, −→p i f . The spontaneous emission rate of the QWs was
calculated using the above formula.

In a semiconductor in nonequilibrium condition, the total electron concentration n and the
total hole concentration p are described to be the, respectively, electron and hole quasi-Fermi
levels. If detailed balance is applied when each photon produces one electron-hole pair and
all recombination events produce one photon, the electrons and hole quasi-Fermi levels in the
quantum well structure were calculated by solving the following system of equations [28]:

n(EFc ) = p(EFh ); ∆Ef = EFc − EFh (17)

Determining ∆Ef is essentially a matter of normalizing the emission spectrum to the
generation rate. If detailed balance applies, the number of photogenerated carrier pairs
is equal to the total emitted photon flux, and the gain (G) is defined is defined as the number
of photogenerated carrier pairs per unit area and time:

G =

∞∫∫

0

G(λ, z)dzdλ =

∞∫

0

L(h̄ω)d(h̄ω) (18)

where G(λ, z) is the electron-hole pair generation rate at z depth from the surface in the
growth direction and is given by the expression:

G(λ, z) = [1 − R(λ)] α(λ, z)F(λ) exp


−

z∫

0

α(h̄ω, z′)dz′


 (19)

The exponential factor is due to the attenuation of light in the layers between the surface of
the cell and the depletion layer. The layers considered in our calculus are antireflection layer,
emitter layer, and space-charge region from to the emitter layer (see Figure 7). The emitted
flux density L(h̄ω), of photons of energy h̄ω, is given by:

L(h̄ω) =
2n2

r
h3c2

α(h̄ω)(h̄ω)

e
h̄ω−∆E f

kB T − 1
(20)

At low enough carrier density, where ∆Ef is much smaller than the effective band gap, the
Boltzmann approximation is used, and Eq. (20) is simplified, then the dependence on ∆Ef is
an explicit function. From Eqs. 18 and 20, we found:
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∆Ef = −kBT ln


 1

G

∞∫

0

2n2
r

(2πh̄)3c2 α(h̄ω)(h̄ω)2 exp− h̄ω

kBT
d(h̄ω)


 (21)

The total electron concentration is determined by:

n =

EBe∫

EWe

gQW
e (E) fe(E)dE +

∞∫

EBe

gBulk
e (E) fe(E)dE (22)

where EWe and EBe are the conduction valence band edge energy for quantum well and
barrier material respectively, gQW

e (E) is the electron quantum well density of state and
gBulk

e (E) is the electron bulk density of state in the quantum well material. The calculation of
the total hole concentration is analogous. Then the equation system (17) may be solved and
the quasi-Fermi level is determined. The spontaneous emission rate from QW region was
then calculated according to Eq. (16).

2.2. Modelling the Superlattice Solar Cell

In contrast with a QWSC where the different quantum wells are considered independent
and there is no coupling between neighboring quantum wells, in the superlattice solar cell
an interaction exist between neighboring wells and the wave function becomes extended over
the whole nanostructure. Therefore the discrete levels in isolated quantum wells spread into
a miniband, as it can be seen in Figure 2.

Figure 2. Sketch of energy band diagram of a typical Al0.1Ga0.9 As p-i-n solar cell with inserted quantum wells (a) and
superlattices (b) in the intrinsic region

Towards 50% Efficiency in Solar Cells
http://dx.doi.org/10.5772/59616

161



In order to achieve the quantum well coupling in the intrinsic region, which is inside an
electric field, a variable spaced superlattice is proposed. In this case is necessary that
each well width changes in the way that electron levels of the wells are resonant at the
operating bias. Then the conditions are fullfilled for resonant tunneling of carriers in the
whole nanostructure for a specific value of the electric field, which depends of the doping of
the p- and n- regions.

From the theoretical point of view, the advantages of an SLSC over an QWSC are
the following: (i) provides quantum levels for electrons and holes within specific
eigen-energies (minibands), (ii) improves the miniband photon absorption, (iii) cancels
deep-level recombination between single and double heterojunction, (iv) the carriers are
able of tunneling along the growth direction through thin barriers while they are essentially
free along the transverse direction, and (v) allows an efficient escape rate of carriers out of
quantum wells, which are collected in the emitter and base regions [25].

In order to extend the model to the SLSC, the coefficients rR and rNR (Eqs. (2) and (3))
and the photocurrent JPH should be related to superlattice structure. Now, the fW factor
is the intrinsic region fraction replaced by superlattices, with gSL and gB as the effective
density of states for superlattices and barriers, γB = BSL/BB and γA = ASL/AB are the
radiative and non radiative recombination coefficients referred to superlattices and barriers
respectively. The photocurrent is evaluated using absorption coefficients of the transitions of
the minibands. The effective density of states for electrons in the superlattice was found [3]:

gSLe =
me

πh̄2dSL

∫ Γe

0

(
1
2
+

1
2

arcsin

(
E − Γe

2
Γe
2

))
exp

(
−E + Ee

kBT

)
dE

+
me

πh̄2dSL
kBT

[
exp

(
−Ee + Γe

kBT

)
− exp

(
− ∆Ec

kBT

)]

+ 2
(

2πmekBT
h̄2

) 3
2
[

2

√
∆Ec

πkBT
exp

(
− ∆Ec

kBT

)
+ er f c
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where Ee is the electron miniband bottom, er f c is the complementary error function, me is
the electron effective mass, ∆Ec = Qc(EgB − EgW) is the well depth in the conduction band,
Qc is the band offset factor, dSL is the superlattice period and Γe is the miniband width in
the conduction band. Analogous expressions are obtained for heavy hole and light hole
effective density of states (gSLhh , gSLlh ). Then the total superlattice effective density of states
was calculated as:

gSL =
√

gSLe(gSLhh + gSLlh ) (24)

The absorption coefficient for the transitions between light hole and electron minibands was
also determined as a function of their widths, Γlh and Γe which we will use in our model as
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a parameter:
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where |â · −→p i f | is the optical matrix element between the initial i and the final f transition
states, a is an unit vector in the direction of propagation, p is the momentum, nr is refraction
index of the heterostructure, ε0 is the vacuum dielectric constant, ω is the angular frequency
of radiation, mlh is the light hole effective mass, Eg0 = EgW + Ee + Elh and Elh is the light
hole miniband top energy. An analogous expression for the absorption coefficient of the
transitions between heavy hole and electron minibands (αhh−e(E)) is also found. The total
superlattice absorption coefficient can be expressed by:

α(E) = αlh−e(E) + αhh−e(E) (26)

According to the detailed balance theory, the radiative recombination coefficient is expressed
by:
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(27)

Now the quantum efficiency the intrinsic region is calculated by the expression 28,
considering the absorption of photons through a miniband and not by quantum well levels:

QE(λ) = [1 − R(λ)] exp

(
−

3

∑
i=1

αizi

)
[1 − exp (−αBW − NSLLSLα∗SL)] (28)

where LSL is the superlattice width. This superlattice could be considered an structural unit
and we can repeat several of this superlattice units as much as they fit inside the intrinsic
region. So, let’s define this superlattice units as a cluster. Then, NSL is the number of clusters
or superlattice units that we insert in the intrinsic region of the p-i-n solar cell.

Once the expressions for the effective density of states, the absorption coefficient, the
radiative recombination coefficient, and photocurrent were found for SLSC, we are able to
determine the J-V characteristic from equation (1) and then it is possible to calculate the
conversion efficiency.

3. Results and Discussion

3.1. AlGaAs/GaAs multiple quantum well and superlattice solar cell

As a test of our model, we compare the QE calculated with the experimental values of G951
QWSC sample (Al0.33Ga0.67 As/GaAs) from the Quantum Photovoltaics Group at Imperial
College London [26]. Table 1 displays the pertinent features of several solar cells that were
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used to compare our model with experimental parameters. The absorption coefficient of
AlxGa1−x As bulk solar cell was determined from the GaAs spectrum α(λ), using the same
nonlinear shift of the energy axis reported by M. Paxman et al. [5].

The expressions for the generation of the bulk absorption coefficient and the values of
AlGaAs parameters used in the calculation are obtained from reference [15]. The internal
quantum efficiency for G951 QWSC is calculated as function of energy and is compared
to experimental curve shown in Figure 3, where is shown a good agreement between
experimental and modeled spectra. In the calculations only the QWSC growth and material
parameters were used, without any fitting parameter. The deconvolved spectra in Figure 3
clearly show that the absorption edge of the QWSC is shifted to lower energies due to the
existence of quantum wells in the intrinsic region, and increases the QE values in the short
wavelength region and consequently the short-circuit current will increase.

Cell Cap p layer p doping n layer n doping i layer well well width
(µm) (µm) (cm−3) (µm) (cm−3) (µm) number (µm)

G946 0.017 0.15 1.3 × 1018 0.46 1.3 × 1018 0.51 50 8.5
QT76 0.02 0.3 7.0 × 1017 0.6 3.0 × 1017 0.48 30 8.7
G951 0.02 0.15 1.3 × 1018 0.46 1.3 × 1018 0.81 50 8.5

QT468A 0.04 0.15 9.0 × 1017 0.6 2.5 × 1017 0.48 30 8.4
QT229 0.045 0.5 2.0 × 1018 0.5 6.0 × 1018 0.80 50 10.0

QT468B 0.02 0.15 9.0 × 1017 0.6 2.5 × 1017 0.48 0 0
CB501 0.02 0.15 9.0 × 1017 0.6 9.0 × 1017 0.31 1 5.0

Table 1. Details of cells structures

Good fit between modeled and experimental QE spectra was also observed for all solar
cells reported in Table 1. The photocurrent calculated by equation (7) is compared with the
experimental values in Table 2 and also show good agreement as the difference between
theoretical and experimental values did not exceed 10%.
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We also compared the calculated open-circuit voltages with experimental shown in table 3
for four QWSCs, showing a good agreement between experimental and calculated values.

The influence of the quantum well width and the barrier band gap energy upon the
normalized efficiency η∗ is shown in Figure 4. We define the η∗ as the ratio between
AlxGa1−x As/GAs QWSC efficiency and baseline p-i-n solar cell efficiency. The best values
for η∗ are obtained for shallow and wider wells with an efficiency enhancement of about
15%. Increasing the quantum well thickness also increases the normalized efficiency until
saturation. For high barrier Al concentration the normalized efficiency grows more quickly
with the increase of LW . The η∗ have a maximum value for 15 wells of 15 nm width using
Al0.1Ga0.9 As/GaAs QWSC, with and approximately 20% of efficiency enhancement between
the QWSC and its equivalent baseline cell. On the other hand, the increase of Al composition
in the barrier, that means deeper wells, is detrimental for η∗.

Figure 4. AlGaAs/GaAs QWSC normalized efficiency as a function of the quantum well width and the barrier band
gap energy for NW = 20.

On the other hand, the expected high efficiency of the SLSC not only depends on the material
and structure quality, ensuring minimum non-radiative recombination losses at the bulk and
the interfaces, but it also depends on the escape rate of photogenerated carriers out of the
clusters into the n and p-regions having minimum radiative losses within minibands.

We looked for recombination mechanisms in an SLSC and compared them with the same
mechanisms in an QWSC. Using Equations (2)-(3) , we calculated radiative enhancement
ratio, non-radiative enhancement ratio, and the interface recombination current for the
SLSC (Figure 2(b)). These coefficients are function of the effective density of states and the
absorption coefficient, which depend on the electron miniband width. Similar calculations
were carried out for an QWSC with 15-nm well width and 24 wells in the intrinsic region
(Figure 2(a)) where the efficiency reaches a maximum, which is always higher to the
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corresponding homogeneous p-i-n cell without quantum wells, as it was shown in a previous
study [3].

Sample Photocurrent (A/m2)
calculated experimental

G946 87.8 82.2
QT76 76.0 81.5
G951 112.0 132.8
QT468A 76.8 77.0
QT229 18.9 20.6

Table 2. Experimental and calculated photocurrent of AlGaAs QWSCs.

Figure 5. (Jsc − Jsc0)/Jsc0 and (Voc0 − Voc)/Voc0 as a function of electron miniband width. Jsc0 and Voc0 were
calculated for Γe = 1 meV.

In the case of the AlGaAs/GaAs SLSC, the effective density of states and the absorption
coefficient were calculated using the AlGaAs parameters reported in Table 2 of reference [15].
The short-circuit current density JSC and the open-circuit voltage VOC were determined using
Equation (1) and showed in Figure 5, as a function of the miniband width Γe. In this figure,
Jsc0 and Voc0 were calculated at Γe = 1meV and it can be observed that an increment in
the electron miniband width causes a light increase in the Jsc0 and the Voc0 does not decrease
significantly. This result suggests that changing the width of the miniband does not influence

Sample VOC(V) VOC(V)
experiment theory

QT468A 0.99 0.99
QT229 1.02 0.97
CB501 1.10 1.16
QT468B 1.18 1.28

Table 3. Experimental and calculated open-circuit voltage for three AlGaAs QWSCs.
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too much the photon absorption, which could be because solar photon density in that spectral
region is not high. The linear dependence of JSC is a confirmation of this assumption.
The very small decrease in VOC is a consequence of the weak increment of the interface
recombination current with the miniband width.

Figure 6. The normalized efficiency versus cluster number (a) and Al composition (b). The normalized efficiency is
defined as the ratio between SLCS efficiency and its equivalent QWSC efficiency

If we increase the electric field in the intrinsic region, the number of quantum wells in the
superlattice period should be smaller in order to obtain the resonant tunneling conditions.
Therefore, a larger amount of cluster should be inserted to enhance the absorption, but then
the interfaces and non-radiative recombination will increase. Great reduction of the electric
field is not good in the p-i-n solar cells because it requires a low doping level in the p- and
n-regions or an increase of the intrinsic region width.

After aplying the model proposed to the case of AlGaAs/GaAs SLSC, it was obtained that the
three studied recombination mechanisms show independence with electron miniband width,
remaining constant the heavy and light-hole miniband width, 35 and 15 meV, respectively.
This is a significant result because the photocurrent could be improved in SLSC, and
open-circuit voltage does not change. The values of the SLSC radiative recombination are
almost smaller by two orders of magnitude than those obtained for the QWSC.

This result suggests that photogenerated carriers can escape out of the clusters more
efficiently in SL structures because transport of carriers is enhanced via tunneling through
thin potential barriers. In fact, the electrons in the minibands have high probability of
tunneling assisted by electric field, through thin barriers and are recollected in n-AlGaAs
region. An advantage of an SL barrier over a bulk barrier is the elimination of deep-level
recombination between single and double heterojunctions, therefore, a non-radiative
recombination reduction is expected in SLSC. This assumption is supported by our
calculations, which show a drop in the non-radiative recombination value. The interface
recombination current is greater for SLSC as a consequence that there are more interfaces,
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in particular, when 10 clusters of superlattices are inserted in the intrinsic region. Therefore,
this mechanism becomes the most relevant for SLSC.

We researched the AlGaAs/GaAs SLSC efficiency, which was compared with the
AlGaAs/GaAs QWSC efficiency. Figure 6 illustrates the normalized efficiency versus
Aluminium composition and cluster number in the QWSC. The normalized efficiency in
this figure is defined as the ratio between the efficiencies of SLSC and its corresponding
QWSC for the graph versus Aluminium concentration. In the case of the graph in function
of the cluster number the QWSC efficiency in the ratio is the highest. The SLSC efficiency
is better than the highest QWSC efficiency for five or more clusters of superlattices in the
intrinsic region which meas that under these conditions the photocarrier generation in the
SLSC overcome the recombination. However, the best SLSC efficiency is just 4% better than
the QWSC efficiency because the increase of SLSC photocurrent does not increase enough.
This suggest that the miniband absorption and the absorption of wide quantum wells are
comparable. On the other hand, normalized efficiency was plotted versus Al concentration in
the QWSC, for 10 clusters in the SLSC intrinsic region, 15 nm well width, and 24 wells in the
QWSC intrinsic region and in this case Figure 6 exhibits that SLSC efficiency is always higher
than the QWSC efficiency, and become larger as the well barrier height increases. Because of
the results that our model predictions are neither compared nor confirmed experimentally, it
would be interesting to see if future experiments will corroborate our findings.

3.2. Strain-balanced GaAsP/InGaAs/GaAs SB-QWSC

The SB-QWSC is a GaAs p-i-n solar cell with quantum well layers incorporated into the
i-region with InGaAs as well material and GaAsP as barrier material. Figure 7 shows the
band-structure of the GaAsP/InGaAs/GaAs SB-QWSC modeled by C. I Cabrera et al. [27].

Figure 7. The band-structure of the SB-QWSC. The QW stack is embedded within the depletion zone of the GaAs cell
and extends the absorption edge of the cell beyond that of a classical GaAs solar cell.

The compressive strain in the InGaAs QW is matched by tensile strain in GaAsP barriers,
overcoming the lattice-mismatch limitation. The GaAsP and InGaAs layer widths were
chosen to ensure the average lattice parameter across the i-region was equal to that of GaAs
following equation 8, where the barrier material is GaAsP and well material InGaAs.
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Elastic constants were considered to evaluate the tensile and compressive strain in GaAsP
and InGaAs layers and examine the effect on the band structure of both materials under
strain. Consequently, when the In an P compositions are varied, the strains in the barrier and
well layers modify absorption threshold in both layers.

Figure 8. Representation of the effect of strain on band structure of In0.2Ga0.8 As and GaAs0.7P0.3 around of the first
Brillouin zone center compared with unstrained bulk material (dashed line) which is degenerate degenerate at the zone
centre for valence band. c(s) is the strained conduction bands, lh(s) and hh(s) are the strained light and heavy hole
bands, respectively (straight lines). The vertical axes give the energy in eV, the lateral axes give the wave number kx
and kz , respectively. (a) Shift and deformation of In0.2Ga0.8 As energy bands for compressive strain, εxx = − 0.014,
εzz = 0.013, (b) of GaAs0.7P0.3 energy bands for tensile strain, εxx = 0.019; εzz = −0.010.

The p- and n- regions were designed with 200 and 500 nm width respectively, with a 40 nm
Al0.8Ga0.2 As window layer before the p-region to reduce front surface recombination, with
a MgF: SiN layerfor anti-reflective coating (ARC) of 70 nm width. The electron and hole
concentrations are n = 1018cm−3 and p = 1018cm−3, respectively. Finally a passivation layer
in the solar cell rear was assumed with 200 cm/s surface recombination velocity.

Figure 9 depicts TE and TM spontaneous emission rates and the ratio TM/TE as a function of
In fraction. The discontinuous steps at approximately 6% In are due to the emergence of QW
energy levels, e2 − hh2 and e2 − lh2 transitions as the well depth increases. It is evidenced
that as the In fraction increases, the QWs influence a higher compressive strain. As a result of
this, radiative transitions from the conduction band to hh band (TE) are favoured over those
to lh band (TM). However, both polarized emissions increase with well depth, indicating
that biaxial compressive strain does not suppresses a mode of radiative recombination in the
plane of the QWs, although certainly the TM/TE ratio is reduced. We, consequently, observe
that increasing the In composition leads to larger radiative recombination that increases the
total recombination dark current.

In Figure 10, spontaneous emission rates and gain are presented as a function of In fraction,
where is important emphasize the great difference between the values of the spontaneous
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Figure 9. Modeled spontaneous emission rate for TE and TM modes and TM/TE ratio versus In composition for 10
well embedded within i-region of the SB-QWSC. Well width, LW =15 nm and P composition, y = 0.05. The TE mode is
favored over TM mode, but both polarized emissions increase with well depth.

Figure 10. Spontaneous emission rate and gain versus In composition for 10 well embedded within i-region of
the SB-QWSC. Well width, LW =15 nm and P composition, y =0.05. Gain is several orders greater than radiative
recombination

emission rates evidenced in the ratio TM/TE. The results of this study indicate that the
generation of electron-hole pairs in the QWs is much higher than the radiative recombination,
and if we add to this the influence of transverse electric field in the depletion region,
which favors thermally assisted tunneling, then the carriers escape from the QWs with unity
efficiency.

A distributed Bragg reflector (DBR) is a region consisting of layers of alternating refractive
indices optimized for a specific wave-length such that each layer is a quarter wavelength
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thick. As a result, partial reflections from each interface interfere constructively and the
reflectivity is high over a narrow wavelength band.

Photon-recycling is the generation of an electron-hole pair via the absorption of a photon
emitted elsewhere in the cell. The increased absorption is due to the reflection of incident
solar radiation which has not been absorbed on its first pass through the cell and may then
be reabsorbed on its second pass. It is equivalent to say that a DBR doubles the optical path
length of a SB-QWSC without altering the length over which minority carriers must travel.
The photons emitted by recombination into quantum wells were also considered.

The net solar incident radiation flow on front surface of a solar cell was modeled as a
Fabry-Perot cavity. We derived an expression to calculate the contribution of the multiple
internal reflections inside the device and then the net spectrum, Fnet(λ), which takes into
account all contributions and the incident AM1.5 solar spectrum F(λ) is given by:

Fnet(λ) = F(λ)

[
1 +

rB
(
rA + eα∗

T
)

e2α∗
T − rBrA

]
(29)

α∗T = ∑
j

αj(λ)lj (30)

where αj(λ) are the absorption coefficients of each layer of Fabry-Perot cavity structure,
where the exciton effect in the quantum well was taken into account, lj are layer widths, and
rA, rB are the internal reflectivity from the front and back surface of the cell, respectively.

The photocurrent JPH is calculated from the total quantum efficiency (QETOTAL) of the cell:

JPH = q
λ2∫

λ1

F(λ)

[
1 +

rB
(
rA + eα∗

T
)

e2α∗
T − rBrA

]
QETOTAL(λ)dλ (31)

where λ1 = 400nm and λ2 is the effective absorption threshold determined by the
fundamental electron and hole confinement states.

Figure 11 shows modeled and experimental quantum efficiency (QE) versus wavelength for
qt1897b sample from the Quantum photovoltaics Group of Imperial College. The cell is a
p-i-n diode with an i-region containing five QWs that are 9.6 nm wide of compressively
strained In0.16Ga0.84 As inserted into tensile-strained GaAs0.91P0.09 barriers at strain-balance
condition. The extra absorption is displayed in the inset of Figure 11, at wavelengths in
excess of the GaAs band gap where the increase in quantum efficiency in the 880 nm is
readily apparent. Figure 11 also shows the computed QE spectrum with DBR, using rA = 0.1
and rB = 0.95. The main feature of this plot is that for a highly reflecting mirror, nearly all
photons absorbed contribute to the QE. This is clearly a desirable feature as it implies that
carrier collection from the QWs is very efficient allowing the increase in short circuit current.
It is a good indicator that the QE of an QWSC could well approach that of a bulk cell with
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Figure 11. Modelled and experimental quantum efficiency versus wavelength for 5 well qt1897b sample from the
Quantum photovoltaics Group of Imperial College. The inset shows the wavelength range dominated by the QW
absorption with and without influence of DBR.

Figure 12. Contour plot for conversion efficiency as function of Bragg reflectivity and quantum well number. P
composition y = 0.09, In composition x = 0.17 and LW = 9.6 nm
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a similar band-gap if the light could be confined inside the cell until it was completely
absorbed.

For qt1897b solar cell, the dependence of conversion efficiency on back mirror reflectivity
and quantum well number (NW ) is examined in Figure 12. This plot suggests that with
the addition of a DBR in the device, fewer quantum wells are required to grow in the
i-region in order to achieve high performance. In fact, low energy photons from the radiative
recombination in the QWs can be reflected back into i-region and reabsorbed, lowering the
radiative recombination current and improving the open-circuit voltage

It can be expected that SB-QWSC under concentration will be operating in a regime where
recombination is dominated by radiative processes. Therefore, photon recycling effect is
favoured under solar concentration when photons emitted from radiative recombination
are subsequently reabsorbed by the solar cell. This can be explained as an increase in
minority carrier lifetime or reduction in dark-current.This behavior is shown in Figure 13,
where we have examined the conversion efficiency as a function of solar concentration for
optimized GaAs0.96P0.04/In0.03Ga0.97 As/GaAs solar cell with 20 nm quantum well width.
We used rA = 0.1, rB = 0.95 and resistive effects were neglected. It can be observed how
the conversion efficiency should increase with solar concentration up to 1000 suns. In any
concentration range, the DBR cell efficiency improvement over the non-DBR cell which is
explained by the fact of the lower dark current in the DBR cell. This effect also causes that
the net increase in conversion efficiency is lower with increasing NW , as it can be noted in
Figure 13.

Figure 13. Conversion efficiency as a function of solar concentration for several GaAs0.96P0.04/In0.03Ga0.97 As/GaAs
SB-QWSC which differ in the number of QW embedded within the i-region with and without influence of DBR.

3.3. GaAs/GaInNAs QWSC and SLSC

A recent alloy able to be used as well material in GaAs p-i-n solar cell is the GaInNAs.
In order to investigate the GaAs/Ga1−x Inx Ny As1−y QWSC conversion efficiency, small
nitrogen concentrations were considered to modify the quantum well depth. The lattice
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matching condition to GaAs is met if the Indium and Nitrogen concentrations satisfy the
relation x = 2.85y. The electron and hole concentrations, in GaAs base and emitter
regions are 1.8 × 1017cm−3 and 2.3 × 1018cm−3, respectively, while their widths are 0.15µm
(p-region), 0.60µm (i-region), and 0.46µm (n-region). A 40 nm Al0.8Ga0.2 As window layer was
incorporated into the p- region to reduce front surface recombination and a 70 nm MgF:SiN
layer as ARC was used.

Figure 14. Contour plot of GaAs/GaInNAs QWSC efficiency as a function of the quantum well width and the nitrogen
composition.

GaInNAs parameters were taken from reference [29]. High values of conversion efficiency
are reached up to 3% N composition [30, 31], as depicted in Figure 14. The maximum values
of efficiency are obtained for a narrow region around 1% of nitrogen composition and narrow
quantum well widths. These N compositions correspond to shallow quantum wells, where
the carrier generation overcomes the recombination. Also, for these N fractions a second
quantum level appears in the heavy hole band slightly increasing photon absorption.

When the quantum wells are deeper (nitrogen percent increases) the carrier recombination
increases and the conversion efficiency drops. In Figure 14 is shown the conversion efficiency
as function of quantum well width. For 1% nitrogen composition, the conversion efficiency is
almost insensitive to quantum well width due to a compensation effect, as there is a trade-off
between quantum well width and quantum well number. Wider quantum wells absorbs more
photons, but the amount quantum wells in the intrinsic region (0.6µm) is smaller. On the
other hand, narrow quantum wells have small photon absorption but it is possible to insert
more of them in the intrinsic region. For other nitrogen compositions higher than 1%, the
efficiency drops when the quantum well width increases because the carrier recombination
is higher.

To study the case of GaAs/GaInNAs SLSC, keeping the other device parameters identical
as it was defined for QWSC, the condition for resonant tunneling were calculated by the

Solar Cells - New Approaches and Reviews174



matching condition to GaAs is met if the Indium and Nitrogen concentrations satisfy the
relation x = 2.85y. The electron and hole concentrations, in GaAs base and emitter
regions are 1.8 × 1017cm−3 and 2.3 × 1018cm−3, respectively, while their widths are 0.15µm
(p-region), 0.60µm (i-region), and 0.46µm (n-region). A 40 nm Al0.8Ga0.2 As window layer was
incorporated into the p- region to reduce front surface recombination and a 70 nm MgF:SiN
layer as ARC was used.

Figure 14. Contour plot of GaAs/GaInNAs QWSC efficiency as a function of the quantum well width and the nitrogen
composition.

GaInNAs parameters were taken from reference [29]. High values of conversion efficiency
are reached up to 3% N composition [30, 31], as depicted in Figure 14. The maximum values
of efficiency are obtained for a narrow region around 1% of nitrogen composition and narrow
quantum well widths. These N compositions correspond to shallow quantum wells, where
the carrier generation overcomes the recombination. Also, for these N fractions a second
quantum level appears in the heavy hole band slightly increasing photon absorption.

When the quantum wells are deeper (nitrogen percent increases) the carrier recombination
increases and the conversion efficiency drops. In Figure 14 is shown the conversion efficiency
as function of quantum well width. For 1% nitrogen composition, the conversion efficiency is
almost insensitive to quantum well width due to a compensation effect, as there is a trade-off
between quantum well width and quantum well number. Wider quantum wells absorbs more
photons, but the amount quantum wells in the intrinsic region (0.6µm) is smaller. On the
other hand, narrow quantum wells have small photon absorption but it is possible to insert
more of them in the intrinsic region. For other nitrogen compositions higher than 1%, the
efficiency drops when the quantum well width increases because the carrier recombination
is higher.

To study the case of GaAs/GaInNAs SLSC, keeping the other device parameters identical
as it was defined for QWSC, the condition for resonant tunneling were calculated by the

Solar Cells - New Approaches and Reviews174

Figure 15. A variably spaced multiple quantum well (cluster) which enhances the resonant tunneling between adjacent
wells.

well-known transfer matrix method without back-scattered wave. A variably spaced multiple
quantum well or superlattice was considered. Figure 15 illustrates this particular superlattice
unit that we have been refering as a cluster, in which the resonant tunneling character were
obtained. The resonance takes place for an electric field of 12 kV/cm, which was obtained
accounting uniform doping levels at the p- and n-regions, and intrinsic region width 0.60µm.
We have used a fixed field, which is a parameter in our model.

Figure 16. Contour plot of GaAs/GaInNAs SLSC efficiency as a function of the cluster width and number.
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To study the GaAs/GaInNAs SLSC performance, it was considered a cluster composed of
ten variably spaced multiple quantum wells optimized to maximise the resonant tunneling
between adjacent wells. The GaInNAs quantum wells contains of 1% nitrogen composition
and the GaAs barriers are 1 nm wide. A series of clusters are inserted in the intrisic region,
independent from each other, in such a way that there is no coupling between neighboring
clusters.

Figure 16 exhibits a contour plot of the conversion efficiency for the SLSC as a function of
the cluster width and the number. If we compare these results with Figure 15 is evidenced
that maximum SLSC conversion efficiencies are higher than those of QWSC by 3%. The AB
contour in Figure 16 represents highest conversion efficiency obtained in the calculations. It
can be also evidenced that the conversion efficiency rises as the width and the number cluster
also increase, due to higher photon absorption.

4. Conclusions

A model for quantum well and superlattice solar cells was presented and applied
to theoretically study qualitative trends in quantum well and superlattice solar cell
performances. The findings from this study enhance our understanding of these devices
and could provide a suitable guide for its designing. The model allows optimization the
solar cell performance as a function of several of its parameters. The well and barrier band
gaps, the width and depth of the wells, the amount of the wells in the intrinsic region are
considered in the model to attain the best conversion efficiency.

We have shown theoretically that the insertion of multiple quantum wells into the intrinsic
region of a p-i-n AlxGa1−x As solar cell can enhance the conversion efficiency compared with
its baseline cell. The quantum efficiency and the photocurrent for the AlGaAs/GaAs QWSC
was calculated and compared with experimental results obtaining good agreement. These
results, together with the agreement of the calculated open-circuit voltage with experimental
values confirm the reliability of the model presented in this chapter.

GaAsP/InGaAs/GaAs strain-balanced solar cell was presented and studied. The effect of
the electric field and the tensile and compressive stress, were carefully considered. The
results of the modeling of SB-QWSC were also compared with experimental measurements
successfully, validating again the suitability of the model. Following the model was used
to determine the highest possible efficiencies for SB-QWSC containing quantum wells under
varying degrees of strain. The strain-balanced multiple quantum well solar cells show a
high conversion efficiency that makes it very attractive for their use in multijunction solar
cells for space applications or concentrator photovoltaics based on a GaAsP/InGaAs/GaAs
middle cell. Solar cells containing strain balanced QWs in a multijunction solar cell allow the
absorption edge of each subcell to be independently adjusted.

We have shown a new type of photovoltaic device, the superlattice solar cell (SLSC), where
coupled quantum wells or superlattices are inserted into the intrinsic region. The aim of
this approach is the possibility of better tailor the photon absorption improving, at the same
time, the transport of photogenerated carriers due to the tunneling along the nanostructure.
The model adjusted to the superlattice solar cell case was then applied to GaAs/AlGaAs
and GaAs/GaInNAs material systems. For the GaAs/AlGaAs case, was found photocurrent
increase, and slight increments in the conversion efficiency over the QWSC. When applied the
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model to GaAs/GaInNAs, was obtained the dependence of conversion efficiency as function
of nitrogen composition and quantum well width, which allowed determining the range of
these parameters where higher conversion efficiencies than in QWSC of the same material
system are reached.

Besides, the GaAs/GaInNAs QWSC or SLSC show high conversion efficiency. That make
them very attractive for space applications or for a triple-junction concentrator cell based
on a GaAs/GaInNAs bottom cell that could reach 50% conversion efficiency. Because of
the results that our model predicts haven’t been compared nor confirmed experimentally, it
would be interesting to see if future experiments will corroborate our findings.

Solar cell efficiency potential remains far greater than actual solar cell efficiencies, including
those achieved in research laboratories. New approaches are necessary in order to increase
the conversion efficiency and the quantum based solar cells could be a road to reach this
goal.
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Chapter 6

Solar Cell Efficiency Increase at High Solar
Concentration, by Thermionic Escape via Tuned Lattice-
Matched Superlattices

A.C. Varonides

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59039

1. Introduction

General p-i-n solar cell structures are suitable hosts for regions where quantum effects might
occur; excess photo-carriers can be developed in quantum traps (quantum wells) grown along
the direction of the cell (from p to n region). The cell absorbs at two different wavelengths (a)
the host (Ehost=hc/λhost band-gap) and (b) the optical gap wavelength (Esolar-photon=hc/λoptical gap). The
optical gap of the superlattice can be tuned to desired solar photon energy values (e.g. 1eV
photons, Figure-1), with optical gap matching the desired solar photon flux (Figure 1) [1].
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Superlattices (large number of periods with thin quantum wells) in the intrinsic region of p-i-
n cells provide photo-carrier separation (electron-hole pairs or EHP’s) via carrier drifting,
leading to effective mass separation of photo-carriers and recombination loss reduction; the
advantage of using quantum wells in the intrinsic region of the host material (here GaAs) is
the widening of the gap of low-gap material (here Ge); the optical gap (Ee1 – Ehh1) [4] caused
by the narrow gap layer in the cell, can in essence be tuned to equal-energy incident solar
wavelengths. This means that excess carriers may be trapped in quantum wells and thus
thermionic escape will lead to excess currents in the cell. A cell design that could lead to excess
current may occur in an all-GaAs p-i-n cell with a lattice-matched GaAs-Ge superlattice, grown
in the middle of the intrinsic region (Figure 2b), and where excess photo-electrons are
thermionically reaching the conduction band and are swept away by the built-in electrostatic
field. In this chapter we provide a first-principles derivation of excess thermionic current, after
radiative recombination losses are taken into account. We propose a short superlattice
implanted in the middle of a bulk p-i-n solar cell (Figure 2a), with the expectation of excess
current generation via concentrated optical illumination. Such a superlattice will be expected
to trap photo-carriers with the chance of overcoming the potential barrier. Once such carriers
are out of the quantum traps, they will be likely to join the flux of bulk currents in the p-i-n
device. These carriers will essentially be swept away by the built-in electrostatic field, espe‐
cially in the mid-region of the structure.

GaAs p-i-n cell with a lattice-matched GaAs-Ge superlattice, grown in the middle of the intrinsic 

region (Figure 2b), and where excess photo-electrons are thermionically reaching the conduction 
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(Figure 2a), with the expectation of excess current generation via concentrated optical 
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overcoming the potential barrier. Once such carriers are out of the quantum traps, they will be 

likely to join the flux of bulk currents in the p-i-n device. These carriers will essentially be swept 

away by the built-in electrostatic field, especially in the mid-region of the structure.  

(a) (b)

Figure 2: (a) A portion of a superlattice embedded in the intrinsic region and illuminated at X suns. Carriers 
are excited in the quantum wells and thermionically escape to the conduction band (b) Bird’s eye view of the 
intrinsic region with the SL (0.5 m) portion illuminated at concentrated light. 
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Figure 2. a) A portion of a superlattice embedded in the intrinsic region and illuminated at X suns. Carriers are excited
in the quantum wells and thermionically escape to the conduction band (b) Bird’s eye view of the intrinsic region with
the SL (0.5 μm) portion illuminated at concentrated light.
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2. Theory

In this section we derive thermionic currents for a single quantum well. The model as shown
in Figure 1 includes a double heterostructure with a quantum well formed by a low-gap
medium. According to this figure, electrons may be trapped in eigen-states in the quantum
wells under both dark or illumination conditions (as long as incident photons have sufficient
energy to excite carriers from the valence band to the conduction band). Once in the quantum
well, electrons may thermionically acquire energy to overcome the potential barrier ΔEc,
formed by the wide-gap medium. The potential barrier is the conduction band difference Ec2

– Ec1=ΔΕc (Fig-2) of the two layers that are in contact. Standard thermionic emission models [2,
3] describe thermal currents due to electrons having sufficient kinetic energy (KE) to overcome
the highest conduction band edge Ec2 (KE=E-Ec2 ≥ ΔEc) [3]. Thermionic currents can be
described by integrating over all energies above Ec2 through the following expression:

( ) ( ) ( )J q dEg E f E v E= ò (1)

Where q is the electronic charge, g(E) is the electronic density of states (DOS) (eV-1 cm-3) of the
two-dimensional system (here a quantum well of width Lw), f(E) is the Fermi-Dirac distribution
function, and v(E) is the velocity acquired by the escaping electrons to overcome the barrier
potential. Expression (1) is usually re-written as
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Where the two-dimensional DOS was used for quantum wells of width Lw [3], and where the
Fermi-Dirac distribution was replaced with a Maxwell-Boltzmann (E-Ec2 >> 3kT). Expression
(2) can be written as:
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The latter expression can be written in a more familiar form, in terms of the barrier height
ΔEc, which is a distinct property of the superlattice geometry. The exponential term does not
change if we add and subtract the lower conduction band EC1. Since

EC2-EF=(EC2– EC1)+(EC1–EF), we can repeat (3) as follows:
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The last term in (4) is directly related to the total carrier concentration of electrons ntot in region
1 which is the low-gap medium, hence it can be expressed via the conduction band effective
density of states Nc (cm-3) and the carrier density according to the standard relation

ntot =NCe (EC1−EF )/kT ,
with

NC =2( 2πm*kTh 2 )3/2
Implementing the latter in the current, as in (4), we obtain a finalized form of thermionic current
due to thermally escaping electrons from individual quantum wells:
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Where we replaced the effective mass m* with the product of rest electron’s mass mo and a
numerical factor µ [mc=(9mlmt

2)1/3, the DOS effective mass] that differs from material to material
[4]. The prefactor (qh/mo) in (5) is a constant (q for the electronic charge, h for Planck’s constant
and mo for the electron’s rest mass) equal to 1.1644 x 10-22 (A⋅m2); the current becomes:
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Expression (6) describes thermionic current produced from a quantum well; this current is a
strong function of (a) quantum well width (b) barrier height and (c) total carrier density in the
well-layer. Total carrier concentration in the well is the sum of (a) dark carrier concentration
in the quantum well nqu and of (b) excess photo-carrier concentration in the miniband under
illumination, δnph: ntot=nqu+δnph.

Hence,
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The term nqu represents carriers trapped in quantum wells [6]:
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E1 is the lowest eigen-state included (suitably thin layers will provide only one eigen-solution
in the wells). If the energy difference (E1 – EF) is much greater than kT, the dark quantum well
contribution is essentially (numerically) negligible compared to excess photo-concentration,
as seen from (8). The nqu term would become significant if the Fermi level stays near the
conduction band edge of the low-gap semiconductor; however this would require relatively
high n-type doping levels of the quantum trap material, and hence scattering and increased
absorption losses. The goal here is to embed a superlattice region in the intrinsic part of the p-
i-n cell, with undoped (or low doping level) quantum well layer to reduce scattering. On the
other hand, illumination would excite electrons from the valence to the conduction band at
wavelengths near the gap of the layer. The quantum-well semiconductor is tuned to photons
of equal energy and tuned photo-excitation populates the energy band with excess electrons
δnph; these electrons can be found from the form:
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Relation (9) is the solution of the diffusion equation [7], describing minority photo-electrons
induced in quantum wells under illumination (through Φλ). The first term in (9) is a diffusion
term in the x direction, with electron diffusion length Ln (the solution of the homogeneous
diffusion equation) and the second term includes directly the absorption coefficient in the
exponential term and indirectly through the generation rate term Φλ; B is the coefficient of
radiative recombination B respectively. More specifically, if the solar photon flux (cm-2 s-1) is
Fph(λ), the photon generation rate (cm-3 s-1) is taken to be: Φλ(cm-3s-1)=α (1-R)Fph(λ), where R is
the reflectivity of the surface and α is the absorption coefficient. At high solar concentration

(e.g. X=400 or for X ≥100)), no, nqu < <
X Φλ

B  (by at least two orders of magnitude: no, nqu

~1011-1012 cm-3, (ΧΦ/Β)1/2=1014 cm-3), expression (7) becomes:

13
/2 /21.1644 10( / ) ( )

( )
C kTx

ph
W

J A m X e e
L nm B

al

m

-
-DE-F´

@ (10)

Where both nqu and no terms have been removed as negligible compared to X-sun photo-
generation. On the other hand, B represents the cross section of radiation recombination losses
(radiation coefficient); we use a nominal value of the order of 10-10 cm3s-1=10-16m3s-1 [8]. Currents
in (10) depend on (a) width Lw of quantum wells (b) carrier effective mass m*=µ mo (c) solar
concentration X (# of suns) (d) carrier photo-generation Φλ and (e) conduction band disconti‐
nuity ΔE. The formula above describes thermionic escape current from an illuminated

Solar Cell Efficiency Increase at High Solar Concentration, by Thermionic Escape via Tuned...
http://dx.doi.org/10.5772/59039

185



quantum well of width Lw (nm), with one mini-band and tuned to a specific solar wavelength
λο. Such a choice creates favorable conditions for absorption of photons at energy Eo(eV)=1.24/
λο(μm); one can deduce the value of carrier generation rate Φλ by dividing the irradiance Irr(W/
m2) at the specific wavelength λο, by the energy of the corresponding photon of energy Eo. In
other words, the solar photon flux Fph (m-2 s-1) is the ratio Irr / E (λo). By tuning a quantum well
at 1eV (see Figure-1), we increase the prospects of photon absorption at λο=1.24µm (note also
that E (λο=1.24µm)=1.24/1.24=1eV), and hence the solar photon flux at λο is (see also Figure-1):

2
18 2 1( / / )
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Where the irradiance Irr at a primary wavelength λο=1,240.00 nm is taken equal to 0.5W/m2 [1].
The carrier generation rate (absorption coefficient is assumed to be ~ 104 cm-1=106 m-1) is:

Φλo=α(1−R)F ph (λo)≅(104×102)×3.13×1018m−3s 1=3.13×1024m−3s 1
[Note also the approximation: a 1240nm photon, impinging on a 5nm quantum well, suffers
negligible reflection, hence R negligible]. The conduction bandgap term ΔΕ, is the energy
discontinuity between GaAs and Ge layers. Numerical values of ΔΕ are strongly dependent
on fabrication conditions and crystal orientation. We compromise with a well-balanced value
350 meV for ΔE [9]. Based on numerical values of the relevant parameters, the composite cell
will generate excess thermionic currents at X suns and with N superlattice periods:

21.557 ( / )phJ N X mA cm= (12)

The exponential term e-ax/2 in (10) refers to absorbed radiation within the span of single quantum
well (several nanometers), while the absorption coefficient is taken to near 10,000 cm-1 [10].
This means that this exponential term will be very close to 1 within the span of one quantum
well (~ 0.998) and it is not a significant term in computing expression (10). Expression (12) is
now a finalized result of thermionic current density due to electrons escaping from a Ge-
quantum well illuminated at a primary wavelength λο. Note also that we assumed no losses
of thermionic carriers once they are above EC2 (work in progress; see also expression (3) above,
in relation with Figure 2a).

To summarize, we have developed a thermionic current formula based on the following
assumptions:

a. Electrons are assumed to have kinetic energy KE ≥ Ec2 – Ec1

b. Electrons occupy 2-D states in quantum wells

c. Total current is calculated from dj=q g(E) f(E) v(E) dE
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d. Fermi-Dirac statistics is approximated to Maxwell-Boltzmann’s

e. Thermal currents are strong functions of incident concentrated solar photon radiation

f. the quantum wells are tuned at their optical gap; high concentrations of excess photo-
electrons are expected to accumulate in the mini-bands and hence significant thermionic
currents are expected

g. Currents depicted here, are in accordance with thermionic patterns J ~ Jo e-qΦ/kT (Φ the
potential barrier) and given by (10) as a strong function of solar concentration and number
of periods.

h. We use 5nm quantum well widths (GaAs/Ge/GaAs), tuned at 1eV; the current density is

J ph =1.557 X (mA / cm 2) ; Per low-gap layer

The figure below indicates solar thermal current dependence on solar concentration (from (11),
N=1).

(g) Currents depicted here, are in accordance with thermionic patterns J ~ Jo e-q/kT ( the 
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Figure-3: Thermionic current density dependence on solar concentration. 31mA/cm2 excess thermal current 

is generated per quantum well at 400 suns (tuned at 1eV, N = 1, J ~ 1.557X1/2).

From Figure-3, we see that highly illuminated quantum well layers at specific wavelengths 

produce high currents (for instance, 31mA/cm2 at 400 suns). Excess short circuit current Jph

Figure 3. Thermionic current density dependence on solar concentration. 31mA/cm2 excess thermal current is generat‐
ed per quantum well at 400 suns (tuned at 1eV, N=1, J ~ 1.557X1/2).

From Figure-3, we see that highly illuminated quantum well layers at specific wavelengths
produce high currents (for instance, 31mA/cm2 at 400 suns). Excess short circuit current Jph

increases drastically with photo-concentration as seen from Figure-3. Such rapid rise is
expected (the higher the irradiance the more carriers available for thermal escape from the
wells). However, drastic increase in current does not (a) affect open circuit voltage and (b) total
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efficiency. Open-circuit voltage remains near the one-sun value (X=1), while fill factors reduce.
As a result, the efficiency of the hybrid cell will be affected accordingly. The next section deals
with the collection efficiency of the hybrid cell (bulk plus superlattice cell).

3. Device design

Incorporating a superlattice-layer GaAs/Ge, with 5nm-thick quantum wells, embedded in the
middle of the intrinsic region of the bulk cell, will increase the current dramatically but not the
open circuit voltage. This current will add to the bulk GaAs-related current of the PV cell, and
will affect the open-circuit voltage as well. The bulk cell illuminated at X suns will produce an
open-circuit voltage Voc

ph given by the standard formula:

' ln( 1) ln( ) ln( )L L
oc t t oc t

o o

XJ XJ
V V V V V X

J J
= + @ = + (13)

Where the photo-current has been multiplied by the X (suns) factor [1]. Based on the above,
net OC-voltage will increase by 15mV: Vt ln (X)=0.025 ln (400)=0.150V (with Vt=kT/q) and hence
Voc

(ph)=1.051+0.15=1.201V. We simulate a GaAs p-i-n cell with the following geometry [11]:

a. Total device 14μm)

b. Length of p-region 2 μm

c. Length of intrinsic region 10 μm

d. Longer intrinsic region provides excess photo-carriers swept away from the junctions;
excess minority carriers are developed in both p-and n-regions

e. Total current is essentially the sum of minority and off-intrinsic region currents

f. Length of n-region 2 μm

g. GaAs/Ge multilayer in the intrinsic region (Ge layers at 5nm): total length of SL region for
100 periods, 100 x 5=500 nm=0.5 μm

h. Illumination of the whole device (including intrinsic region) at X suns (e.g. X=400)

i. PC1D simulations of a host-GaAs p-i-n host cell, (steps (a) through (d)) lead to Jsc=JL=25.73
mA/cm2, Voc=1.051V, FF=0.94, at X=1, Pin=100mW/cm2); efficiency η=(0.94) (25.73) (1.051) /
Pin=25.42%

j. Illumination of the composite cell at X-suns will affect the collection in two ways (i) short-
circuit photo-currents and input power will increase by a factor X (ii) OC-voltage will
increase as indicated by (12).

k.
The fill factor FF is FF =1−

Vt

Voc
total ln(1 +

Vm
Vt

)−
Vt

Voc
total  [12]
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l. Host (bulk) GaAs-cell (no superlattice, X=400) shows 26.26%, through FF and Vm compu‐
tation

ln(1 ) ( ln ) ln(1 )total m m
m oc t oc t t

t t

V V
V V V V V X V

V V
= - + = + - + (14)

η=(0.85) (400×25.73)×(1.201)400 =26.26%
Note that open-circuit voltage is Voc

(X=400)=Voc
(X=1)

+Vt ln (400)=1.201V

The efficiency of the hybrid (bulk+superlattice) device is:
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We re-write (15) by splitting it in two parts containing bulk and superlattice regions:
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The first term of (16) is the bulk-cell efficiency at X suns, and the second one is the excess
collection efficiency due to the superlattice region. Rewriting (16) we get:

'
1/21.557
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bulk
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(17)

From (16), we predict total efficiency η =26.26% + 0.079N (%)=28.63(%) (with FF=0.85, X=400,
Voc=1.051V, Vt=0.025eV, N=30). On the other hand, collection efficiency at 400 suns for 50
periods will increase efficiency to 30.21%. The advantage of higher efficiency, at greater N
values, is depicted in Figure 4 below:
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Figure-4: Collection efficiency vs number N of 5nm-Ge layers in the intrinsic region of a GaAs p-i-n cell. Note 
that 42% is feasible with 200 periods at 400 suns (XPin = 400mW/cm^2). 

Note from Figure 4, that 42% collection efficiency can be expected at 400 suns and at large 

number of superlattice periods (N ~ 200). By using (11) in (17) we propose the total efficiency as 

the sum of two conclude by re-writing as the sum of two factors bulk efficiency and excess 

efficiency:
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Expression (17) essentially predicts excess efficiency  of a cell, enriched with an embedded 

N-period superlattice, under concentrated power equivalent to X suns. We would also like to see 

excess efficiency against X at a fixed N: (17) can be re-written: 
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Figure 4. Collection efficiency vs number N of 5nm-Ge layers in the intrinsic region of a GaAs p-i-n cell. Note that 42%
is feasible with 200 periods at 400 suns (XPin=400mW/cm^2).

Note from Figure 4, that 42% collection efficiency can be expected at 400 suns and at large
number of superlattice periods (N ~ 200). By using (11) in (17) we propose the total efficiency
as the sum of two conclude by re-writing as the sum of two factors bulk efficiency and excess
efficiency:
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Expression (17) essentially predicts excess efficiency δη of a cell, enriched with an embedded
N-period superlattice, under concentrated power equivalent to X suns. We would also like to
see excess efficiency against X at a fixed N: (17) can be re-written:

1.323( )26.26 ( ln ))bulk oc t
in

N V V X
P X

  = + = + + (19)

Note however from (18) that the excess efficiency δη strongly depends on X-1/2 and N. High X
“slows down” excess efficiency as shown from Figure-5:

Note from Figure-5 that high X does not necessarily mean better performance; at 100 and 400
suns, 30 SL layers in the intrinsic region will provide 30.88% and 28.63% collection respectively;
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Note however from (18) that the excess efficiency δη strongly depends on X-1/2 and N. High X
“slows down” excess efficiency as shown from Figure-5:

Note from Figure-5 that high X does not necessarily mean better performance; at 100 and 400
suns, 30 SL layers in the intrinsic region will provide 30.88% and 28.63% collection respectively;
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this is because excess efficiency gains (δη) drop quickly with X (Fig. 5 and expression (18));
high concentration does not increase the second term of (17) or (18). For instance, compromis‐
ing with N=50 periods, 100 suns would suffice for excess efficiency δη=7.7% (or total efficiency
of 25.50+7.7=33.20% according to (18). As the concentration increases, the excess term decreases
down to the bulk cell’s efficiency. On the other hand, as long as the concentration is kept
between 100 and 500 suns, considerable increase in efficiency is plausible as seen in Figure 5.
A summary of cell performance improvement is shown below (Table 1) where (i) bulk cell at
one sun (ii) bulk cell at 400 suns and (iii) hybrid cell at 400 suns is depicted.

Table-1 summarizes some results predicted at 1 and 400 suns respectively; note (a) ideal
efficiency at 400 suns with varying period number N.

Cell properties
& conditions

GaAs
p-i-n cell

GaAs
p-i-n cell (no SL)

Hybrid cell with GaAs/Ge
superlattice (SL)

JL (mA/cm2) 25.73 400JL

31.14
(X = 400, N = 1)

Voc (V) 1.051 1.201 1.201

FF 0.94
0.85,

[(FF) = 0.85, X > 100]
0.85

Note however from (18) that the excess efficiency  strongly depends on X-1/2 and N. High X 

“slows down” excess efficiency as shown from Figure-5: 

   

Figure-5: Efficiency vs number of suns X, with 30 superlattice layers in the intrinsic region. Excess efficiency 
decreases with X (see (18)). Note higher efficiencies at lower irradiances.
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Figure 5. Efficiency vs number of suns X, with 30 superlattice layers in the intrinsic region. Excess efficiency decreases
with X (see (18)). Note higher efficiencies at lower irradiances.
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Cell properties
& conditions

GaAs
p-i-n cell

GaAs
p-i-n cell (no SL)

Hybrid cell with GaAs/Ge
superlattice (SL)

X (suns) 1 400 400

η (%) 25.42 26.26

28.63 (N =30)
30.21 (N= 50)[16]

32.58 (N = 80)
38.11 (N 150)

42.06 (N = 200)
52.33 (N = 330)

Table 1. Bulk and hybrid cell at 1 and 400 suns (Pin=100mW/cm2, X=1); The bulk p-i-n GaAs cell is simulated as a
standard 1-cm2 PV device.

Notice improvements in the efficiency of the bulk pin GaAs cell: from 25.42% (X=1) to 26.25%
(X=400) and 28.63% at X=400, N=30, and 30.21% at X=400, N=50 (compare with Fig-16 of
reference [16] good agreement in overall efficiency for p(GaAs)-I(quantum well)-n(GaAs)
strained-layer cell).

Table-2 below summarizes improvements on cell performance:

Hybrid cell OC-
voltage

V’=Voc+VtlnX
X(suns) δ/Ν

Excessefficiency
δη (%)

Bulk cell
Efficiency,

Hybrid cell
Efficiency [b]

1.166 100 0.154 7.70 25.50 33.20

1.183 200 0.111 5.55 25.87 31.42

1.194 300 0.091 4.55 26.11 30.66

1.201 400 0.079 3.95 26.26[a] 30.21

1.206 500 0.071 3.55 26.37 29.92

[α]: (25.73) (Voc+Vt lnX) (0.85)=26.26%; [b]: N=50.

(Where δ =
1.323VOC

'

Pin X
 (see (18)), and VOC (bulk, one sun)=1.051V).

Table 2. Comparison between bulk and hybrid cell at various solar concentrations

Note that 50% efficiency is feasible by posing the question: what is the N value in the intrinsic
region of the host cell at a given X? Table 3 below summarizes device design for high per‐
formance; for instance, 50% efficiency is feasible with a 1.5 μm superlattice at 400 suns. Table
3 summarizes and compares bulk and hybrid cell performance at different concentration
levels. For instance, note that 50% efficiency is feasible under 300 suns with 260 Ge layers. Of
course, cost reduction and high efficiency levels would lead to the obvious choice (Table-3)
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region of the host cell at a given X? Table 3 below summarizes device design for high per‐
formance; for instance, 50% efficiency is feasible with a 1.5 μm superlattice at 400 suns. Table
3 summarizes and compares bulk and hybrid cell performance at different concentration
levels. For instance, note that 50% efficiency is feasible under 300 suns with 260 Ge layers. Of
course, cost reduction and high efficiency levels would lead to the obvious choice (Table-3)
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with 100 suns illuminating a 160-period superlattice in a p-i-n GaAs cell with 10 um-long
intrinsic region.

X
(solar

concentration)
Bulk 
GaAs pin 

cell




GaAs-Ge
(SL)



Hybrid cell 
combined
efficiency 



N
Number

of SL 
periods 

LSL(m)
Total

length of 
SL region 

LSL/Li
 SL region 
vs i-region 
of control 

cell
100 25.50 24.50 50.00 160 0.800 8%

200 25.87 24.13 50.00 220 1.100 11%

300 26.11 23.89 50.00 260 1.300 13%

400 26.26 23.74 50.00 300 1.500 15%

500 26.37 23.63 50.00 330 1.650 16.5%

600 26.48 23.40 50.00 360 1.800 18%

Table-3 above is an extrapolation to higher efficiencies, feasible through the proposed structure 

(Figure 6). We set a limit at 50% and simulate the feasibility of the structure proposed. The latter 

is a p-i-n cell with a superlattice in the middle of the intrinsic region; the superlattice is 

illuminated at X-suns and produces excess thermionic current density from two-dimensional 

systems (quantum wells). The most reasonable choice is indicated by the first row of Table-3, 

where 50% can be reached (X=100, N=160; =50%). Such designs and high efficiency options 

are perfectly suited for concentration photovoltaics (CPV); note also that maturity of (a) current 

light-concentrating systems and (b) device enrichment via routine MBE growth-techniques make 

the proposed design reasonable for production. On the other hand, three junction cells (MJ) are 

equally complicated structures because they include three cells in series with highly doped 

AlGaAs/GaAs tunnel-junctions linking them. Our proposed cell is a bulk GaAs cell enriched 

with a matched N-period superlattice and without the need of any tunnel junction. The proposed 

device relies on the bulk properties of a GaAs cell which in turn is enriched with an implanted 

superlattice strip that provides excess current under X > 100. Its twofold-advantage over current 

multi-junction (MJ) cells is (a) absence of top cell (hence no photon shadowing effects) and (b) 

absence of tunnel junctions (TJ). Such a superlattice grown in the mid-intrinsic region of an all-

GaAs p-i-n solar cell illuminated at X suns is depicted in Figure-6 below. Light is supposed to be 

focused on the interior of the device covering the superlattice where 1eV photons are expected to 

be strongly absorbed and from where photo-carriers are expected to thermionically escape. 

Table 3. Choice of number N periods for 50% total ideal efficiency at different solar concentrations X; the last column
indicates the length of the SL region (length of intrinsic region Li=10μm); last column compares superlattice vs intrinsic
region widths. We set a lowest limit of X=100 to ensure negligible dark carrier concentration (see also expression (7)).
High X increases current but not necessarily the efficiency.

Table-3 above is an extrapolation to higher efficiencies, feasible through the proposed structure
(Figure 6). We set a limit at 50% and simulate the feasibility of the structure proposed. The
latter is a p-i-n cell with a superlattice in the middle of the intrinsic region; the superlattice is
illuminated at X-suns and produces excess thermionic current density from two-dimensional
systems (quantum wells). The most reasonable choice is indicated by the first row of Table-3,
where 50% can be reached (X=100, N=160; η=50%). Such designs and high efficiency options
are perfectly suited for concentration photovoltaics (CPV); note also that maturity of (a) current
light-concentrating systems and (b) device enrichment via routine MBE growth-techniques
make the proposed design reasonable for production. On the other hand, three junction cells
(MJ) are equally complicated structures because they include three cells in series with highly
doped AlGaAs/GaAs tunnel-junctions linking them. Our proposed cell is a bulk GaAs cell
enriched with a matched N-period superlattice and without the need of any tunnel junction.
The proposed device relies on the bulk properties of a GaAs cell which in turn is enriched with
an implanted superlattice strip that provides excess current under X > 100. Its twofold-
advantage over current multi-junction (MJ) cells is (a) absence of top cell (hence no photon
shadowing effects) and (b) absence of tunnel junctions (TJ). Such a superlattice grown in the
mid-intrinsic region of an all-GaAs p-i-n solar cell illuminated at X suns is depicted in Figure-6
below. Light is supposed to be focused on the interior of the device covering the superlattice
where 1eV photons are expected to be strongly absorbed and from where photo-carriers are
expected to thermionically escape.
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Figure-6: Concentrated solar radiation incident on a 1-cm2 GaAs p-i-n cell with a GaAs/Ge lattice-
matched superlattice (SL) in its intrinsic region. Total efficiency of the hybrid cell is the sum of bulk 
cell efficiency  and excess efficiency. Implanted SLs in the bulk are feasible based on routine MBE 
techniques [15]. Details of the optical system and the spot covering most of the SL region are under 
study.

As seen from Figure 6, a superlattice can become the source for excess carriers in the conduction 

band if light can be concentrated on it inside the pin cell. This is an immediate advantage: the SL 

region generates excess carriers and causes efficiency increase  as seen in expression (18):  
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Figure 6. Concentrated solar radiation incident on a 1-cm2 GaAs p-i-n cell with a GaAs/Ge lattice-matched superlattice
(SL) in its intrinsic region. Total efficiency of the hybrid cell is the sum of bulk cell efficiency η and excess efficiency.
Implanted SLs in the bulk are feasible based on routine MBE techniques [15]. Details of the optical system and the spot
covering most of the SL region are under study.

As seen from Figure 6, a superlattice can become the source for excess carriers in the conduction
band if light can be concentrated on it inside the pin cell. This is an immediate advantage: the
SL region generates excess carriers and causes efficiency increase δη as seen in expression (18):

δη =
1.323(N )

Pin X
(Voc + VtlnX ); (No losses due to excess carrier scattering are assumed, see also

[12])

Figure-6 presents the main concept: a lattice-matched superlattice in the middle of the bulk
GaAs i-layer of the control cell and illuminated at X suns improves cell performance through
thermionic escape of photo-electrons from individual quantum wells. In our analysis we
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As seen from Figure 6, a superlattice can become the source for excess carriers in the conduction
band if light can be concentrated on it inside the pin cell. This is an immediate advantage: the
SL region generates excess carriers and causes efficiency increase δη as seen in expression (18):

δη =
1.323(N )

Pin X
(Voc + VtlnX ); (No losses due to excess carrier scattering are assumed, see also

[12])

Figure-6 presents the main concept: a lattice-matched superlattice in the middle of the bulk
GaAs i-layer of the control cell and illuminated at X suns improves cell performance through
thermionic escape of photo-electrons from individual quantum wells. In our analysis we
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assume 100% escape rate of these electrons from their quantum traps [12] and an ideal device
performance in terms of quality factors and shunt resistance.

4. Conclusions

A different type of multijunction cell structure is proposed in this chapter. The multijunc‐
tion term refers to a proposed lattice-matched superlattice, grown in the bulk of the intrinsic
region of a p-i-n cell; current high efficiency cells are basically designed as a top-cell/bottom-
cell  tandem arrangement,  on GaAs or Ge.  These cells  are in-series connected via tunnel
junctions and the whole structure is illuminated at high solar irradiance [13, 14, and 16].
We demonstrate the case for higher efficiencies achievable in GaAs p-i-n solar cells through
embedded  lattice-matched  superlattices  in  the  intrinsic  region.  Our  model  is  based  on
thermionically escaping carriers from individual quantum wells of the superlattice in the
intrinsic region of the p-i-n control cell. The total carrier concentration in quantum wells is
the sum of  (a)  photo-excited carriers  and of  (b)  carriers  that  occupy eigen-energy levels
under dark. The total population in each quantum well is dominated by photo-carries at
highly concentrated incident solar light. The latter has been the major approximation in our
model, namely, the photocarrier population is much greater than the bulk and quantum
well populations respectively in each and every quantum trap in the cell. We then proposed
a p-i-n device that includes a superlattice structure in the middle of its intrinsic region, a
superlattice  layer  composed  of  GaAs/Ge  units  (the  low  gap  material  is  in  essence  the
quantum well: Ge). The advantages of such a proposal are (a) concentrated light on the cell
(X=400  suns)  produces  excess  thermionically  escaping  carriers  (b)  these  carriers  may
overcome  the  potential  barriers  of  the  superlattice  region  and  contribute  excess  photo-
current that depends strongly on concentration level X and on the number of superlattice
(SL) periods N and (c) the SL region is only a small fraction of the total device length. Our
results  stand  in  good  agreement  with  efficiency  improvements  of  standard  designs  of
tandem/multijunction  cells.  We  simulate  a  GaAs  control/reference  device  hosting  a
superlattice embedded in its intrinsic region that can generate appreciable currents at 400
suns. Specifically, a 26.26% efficient all-GaAs control solar cell (X=400) increases its efficiency
to 30.21% when a 50-period GaAs/Ge-superlattice is grown in its intrinsic region. Excess
collection efficiency depends on the period number of the superlattice and the concentra‐
tion  level.  We  claim  that  50%  efficiency  levels  are  feasible  for  p(GaAs)-i(GaAs/Ge-SL)-
GaAs cells with either 330 periods at 400 suns or 160 period under 100 suns. The sequence
of steps for high cell performance is outlined in the figure below:

The sequence shown above describes the steps undertaken in this chapter. The control cell is
the primary choice that provides the fundamental efficiency of the cell. The superlattice unit,
which is a small fraction of the mid-region of the control cell, can be implanted in the cell as a
lattice-matched layer. Generalizing we show that cell efficiency may increase by means of a
superlattice implanted in the mid of a p-i-n GaAs cell according to the formula:
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η(%)=26.26 + (N )(W ) 1.323(VOC + VT ln(X ))Pin X ; X ≥100suns
Where N is the superlattice number of periods, W is the probability of excess carriers being
collected [12], Pin is the incident solar power, VT is the thermal voltage. The proposed design
is ideal for concentrated photovoltaics (CPV): small size cells (therefore reduced material costs)
and low-cost optics.
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Chapter 7

Deep Level Transient Spectroscopy: A Powerful
Experimental Technique for Understanding the Physics
and Engineering of Photo-Carrier Generation, Escape,
Loss and Collection Processes in Photovoltaic Materials

Aurangzeb Khan and Yamaguchi Masafumi

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59419

1. Introduction

Deep Level Transient Spectroscopy (DLTS) is an efficient and powerful method used for
observing and characterizing deep level impurities in semiconductors. The method was
initially introduced by D. V. Lang [1] in 1974. DLTS is a capacitance transient thermal scanning
technique, operating in the high frequency (Megahertz) range. It uses the capacitance of a p-
n junction or Schottky barrier as a probe to monitor the changes in charge state of a deep centre.
The capacitance techniques [2-10] used before DLTS lacked either in sensitivity, speed, range
of observable trap depths, or the spectroscopic nature, thus rendering the techniques inade‐
quate for a complete characterization of a deep level. DLTS has the advantage over all the
techniques used to-date in that it fulfils almost all the requirements for a quick and complete
characterization of a deep centre. DLTS is a technique, which is sensitive enough, rapid and
easy to analyze. It is able to distinguish between majority- and minority-carrier traps [2]. DLTS
can also give the concentrations, energy and capture rates of both kinds of traps. It is spectro‐
scopic in the sense that it can also resolve signals due to different traps. In the many variants
of the basic DLTS technique the deep levels are filled with free carriers by electrical or optical
methods. Subsequent thermal emission processes give rise to a capacitance transient. The
transient is analyzed by signal processing while the temperature is varied at a constant rate.
This results in a full spectroscopic analysis of the semiconductor band-gap.

For a complete understanding of DLTS we must have some basic knowledge of capacitance
transients arising from the depletion region of a p-n junction. The use of capacitance transients
for studying the properties of defect centers is well known [4-6]. These transients provide

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



information about an impurity level in the depletion region by observation of the capacitance
transient originating from the return to thermal equilibrium after a perturbation is applied to
the system. A brief description of the capacitance change due to the change in occupancy of
the deep levels in the depletion region is given below.

2. p-n junction capacitance

When voltage across a p-n junction is changed, there is a corresponding change in the depletion
region width. This change in width causes a change in the number of free charge carriers on
both sides of the junction, resulting in a change in the capacitance. This change has two
contributions; a) the contribution due to change in depletion width known as the junction
capacitance and b) the contribution due to change in minority carrier concentration called the
diffusion capacitance. Junction capacitance is dominant under reverse biased conditions while
diffusion capacitance is dominant under forward biased conditions.

Consider a p-n junction with a deep level present having its energy as ET. In steady state there
is no net flow of charge carriers across the trap. Also the electron and hole densities within the
depletion region are negligible. Thus from Shockley and Reed [11] and Hall [12] the relation‐
ship between the total density of deep sates NT and density of filled traps is given by

( )p T n p Te n e e N= + (1)

where ep is the hole emission rate, en is the electron emission rate, nT is the density of filled
traps, and NT is the total density of deep sates.

or

p
T T

n p

e
n N

e e
æ ö
ç ÷=
ç ÷+è ø

(2)

which gives the density of filled traps nT under steady state conditions.

Now if the system is perturbed, this number changes and will thus cause the total charge in
the depletion region to increase or decrease, leading to a corresponding change in the capac‐
itance. This change is only due to deep levels.

For a simple analysis of the response of the diode and interpretation of results, the junction is
assumed to be asymmetric. An asymmetric diode is one in which one side of the junction is
much more heavily doped than the other, implying that the space charge region is almost
exclusively on the low doped side as shown in Figure. 1(a). Here we will consider a p+n diode
with an electron emitting level. The depletion region is thus on the n-side. Figure 1 (b)
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schematically shows four processes of generating a capacitance transient due to majority
carrier level.

Process (1) shows the diode in the quiescent reverse bias condition. Traps in the space charge
region are empty because no free carriers are available for capture (t<0). Process (2): reverse

which gives the density of filled traps nT under steady state conditions.  

       
Figure 1.   Basic concept of thermal emission from a deep level and capacitance transient (a) energy band dia-
gram of a p+n junction with an electron trap present at energy ET at zero applied bias and at steady reverse bias 
VR, (b) isothermal capacitance transient  for thermal emission of the majority carrier traps. The condition for the 
trap occupation and free carrier concentration during various phases 1-4 of the transient are also shown. The 
part not shaded in the insets 1-4 shows space charge width (after Lang [1]).
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bias is reduced to zero by a majority carrier pulse. The electrons are capture in the deep levels
(t=0). The sharp raise in capacitance is due to the collapse of the depletion region. Process (3):
when the reverse bias is restored, the capacitance drops to a minimum value because the
electrons are trap in the depletion layer (t=0+). Process (4): decay of the transient due to thermal
emission of the trapped electrons (t>0).

Suppose we have a reverse bias VR applied to the sample and it is decreased for a short time
to zero. Then electrons will flow into what was previously the depletion region and the levels
in this volume will capture electrons (Figure. 1[a]). Neglecting the re-emission of electrons (i.e.
temperature is low enough) we get:

( )T
n T T

dn c N n
dt

= - (3)

where cn is the capture time constant of electrons

Now if bias pulse is long enough i.e. tp > >
1
cn

, all levels will be filled and nT = NT. Next the

sample is returned to quiescent reverse bias VR and thus the depletion region is again depleted
of free carriers. The electron emitting traps now start to emit and nT will vary with time. This
variation is given by with n= p= 0 i.e.

( )T
p T n p T

dn e N e e n
dt

= - + (4)

The solution to this is given by

( )( ) for   0

for   

( exp

 0

) p n
T T T n p

n p n p

T

e en t N N e e t
e e e e

tN

t
é ù

= + - +ê ú
+ +ê úë û

=

>

<

(5)

Thus nT decreases exponentially with a time constant:

( )n pτ = 1/ e + e (6)

Now for an electron emitting centre en » ep. Equ. (5) then reduces to:

( )( ) expT T nn t N e t= - (7)

Thus the amplitude of the transient describing the filled level population gives the measure
of trap concentration, while the time constant gives the emission rate of electrons:
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nτ = 1/e (8)

The variation of occupancy with time gives information about the emission rate but it is not
possible to measure the occupancy directly. The simplest indirect method is to measure the
capacitance changes of the p-n junction associated with the occupancy changes.

The equation governing the capacitance of a p-n junction is the same as that of a parallel plate
capacitor i.e.

AC
W

=
e (9)

where

( )( )2 2 b D A

D A

V V N N
W

qN N
- +

=
e

(10)

ε is the relative permittivity of the material, Vb is the built-in voltage, V is the applied voltage,
q is the electronic charge, ND and NA are the donor and acceptor concentrations, W is the
depletion region width and A is the junction area.

For a p+n junction, including the contribution of the filled traps in the depletion region, this
becomes:

( )2
*

2 b

D

V V
W

qN
-

=
e

(11)

where ND
* = ND −nT

Now for nT « ND one can expand and get the following result:

0 1
2

T

D

nC C
N

æ ö
= -ç ÷ç ÷

è ø
(12)

where C0 is the capacitance at reverse bias (VR).

By taking into consideration the time variation of nT, we get:

0( ) 1 exp
2

T

D

N tC t C
N

é ùæ ö
= - -ê úç ÷

è øë ût
(13)
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Thus the emission rates and trap concentrations can be determined from the changes in the
capacitance of a p-n junction due to bias pulses. These changes are in the form of capacitance
transients.
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Figure 2.  Diagram illustrating the basic principles of  DLTS (a) the rate window 
concept (after Lange [1]), (b) application of  the rate window concept using a time 
filter such as dual-gate box car shown here (after Lange [1]), (c) showing the shift 
of  the peak positions in temperature with the rate window and the Arrhenius plot 
obtained from the peak positions ( [31]. 

Figure 2. Diagram illustrating the basic principles of DLTS (a) the rate window concept (after Lange [1]), (b) applica‐
tion of the rate window concept using a time filter such as dual-gate box car shown here (after Lange [1]), (c) showing
the shift of the peak positions in temperature with the rate window and the Arrhenius plot obtained from the peak
positions ([31].
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Figure 2. Diagram illustrating the basic principles of DLTS (a) the rate window concept (after Lange [1]), (b) applica‐
tion of the rate window concept using a time filter such as dual-gate box car shown here (after Lange [1]), (c) showing
the shift of the peak positions in temperature with the rate window and the Arrhenius plot obtained from the peak
positions ([31].
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3. Basic methodology of DLTS

The capacitance transients of Eq. 13 can be obtained by holding the sample at constant bias
and temperature and applying a single filling pulse. The resultant isothermal transient can
then be analyzed to obtain the emission rate of the carriers at that particular temperature. For
obtaining a wide range of emission rates, this is a time consuming technique. Also if a lot of
deep levels are present, the experiment and its analysis become difficult. This is where DLTS
has a major edge over the conventional techniques.

The essential feature of DLTS [1] is its ability to set up a rate window so that the measuring
apparatus gives an output only when a transient occurs with a rate within the window. This
concept is illustrated in Figure 2 (adopted with permission from IEEE Proc. of WCPEC-4, 2006,
p. 1763).Thus if the sample temperature is varied at a constant rate, causing the emission rate
of carriers from defect center(s) present in it to vary, the measuring instrument will give a
response peak whenever the defect center emission rate is within the window. Instead of
talking about rate window, we can say that the DLTS technique uses a time filter, which gives
an output signal only when the transient has a time constant coinciding with the center of the
time window of the filter. A very important property of such a filter (time or rate) is that the
output is proportional to the amplitude of the transient. Thus we can excite the diode repeat‐
edly while the temperature is varied and by scanning over a large temperature interval we can
directly get information as to which levels are present, what are their concentrations and by
using different time/rate windows we can obtain the thermal activation energies of the levels.

There are many ways of constructing a time filter. One of the widely used methods is one in
which a variation of the dual-gate boxcar integrator is employed. It precisely determines the
emission rate window and provides signal-averaging capabilities to enhance the signal-to-
noise ratio, making it possible to defect center having very low concentrations. The use of a
double boxcar for rate window selection is illustrated in Figure 2b. The capacitance transients
are observed on a fast-response capacitance bridge. A series of transients for a typical defect
center are shown on the left-hand side of Fig. 2.8b. These transients are fed into the double
boxcar with gates set at t1 and t2. The boxcar measures the capacitance at the two times t1 and
t2. The difference C(t1) - C(t2) = ∆C is calculated. It is clear from the figure that this ∆C goes
through a maximum. This ∆C after going through some filtering is converted into the DLTS
output S(T) given by (assuming an exponential transient):

0 1 2( ) exp( / ) exp( / )S T C t té ù= D - - -ë ût t (14)

where ∆Co is the capacitance change due to the pulse at time t = 0.

It can easily be seen that S(T) really has a maximum for a certain time constant τmax. First
consider a transient that is very rapid. Then it has already finished before the first gate opens
and hence C(t1) = C(t2), and S(T) =0. Similarly when the transient is too slow, it will not change
much between the two gates and so again S(T) =0. Thus there will be an output with some
maximum value Smax only for transients having time constants in between these two.
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We can get τ max by differentiating S with respect to t and setting the derivative equal to zero.
This gives:

max 1 2 1 2

1

( ln( / )
( 1) ln( )

t t t t
x t x
= -

= -
t

(15)

where x = t2 / t1

Substituting this value in the expression for S gives Smax as:

max 0 exp( ln( ) / ( 1)) exp( ln( ) / ( 1)S C x x x x xé ù= D - - - - -ë û (16)

Thus it is seen that the peak height is independent of the absolute value of t1 and t2, rather it
depends upon their ratio. Moreover, it is seen that Smax is proportional to ∆Co and therefore to
the defect centre concentration NT. Therefore, the DLTS peak height can directly give the defect
centre concentration.

4. Parameters characterizing deep levels by DLTS technique

Below are described some of the ways in which the DLTS technique can be used to study defect
centers in semiconductors and to obtain their different characteristic parameters.

4.1. Deep level concentration

As mentioned in the previous section the DLTS signal S is proportional to the magnitude of
the capacitance transient ∆C. Equation (12) can be rewritten as

0 2
T

D

NC
C N
D

=

where it is assumed that all the traps have been filled.

4.1.1. Transition Distance, λ

The DLTS peak height gives a direct measure of the deep level concentration. Here it must be
remarked that in obtaining Eq. (12) the edge region contribution has been neglected. Figure
3 illustrates the edge region in a p-n junction under zero and reverse bias. The distance between
the edge of the depletion layer and the point where the Fermi level crosses the trap level is
referred to as the transition distance, λ, given by.
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D

E E
q N

-
=

e e
l (17)

where ε0 and ε are the permittivity of vacuum and of the material, Ef is the Fermi level, ET is
the trap energy level above the valence band, q is the electronic charge and the carrier
concentration p is essentially equal to the acceptor concentration, Na.

In the absence of deep levels and when the doping is uniform, plots of 1/C2 vs V are straight
lines. However, if the criterion NT << Na is not met then the additional capacitance of the charge
trapped by deep levels within the distance λ contributes to the measured depletion capaci‐
tance. This produces a shoulder in the 1/C2 vs V plot at low reverse bias. Also the apparent
carrier concentration, Nmeasured, as a function of distance, x, deduced from the derivative dC
\dV from the same C-V data becomes approximately (for a uniform distribution of a single
compensating trap level) [13].

( ) ( ) ( )measured a TN x N x N x
w

= -
l (18)

DLTS monitors the capacitance transient associated with the gradual emission of charge from
trap centers when the depletion layer is abruptly widened by increasing the applied reverse
bias (e. g. switching from V=0 as in Figure. 3a) to V=-V as in Figure 3b)). The calculation of the
trap concentration must take into account the fact that the volume within which the charge
state of the traps is changed upon the increase of reverse bias and which therefore contributes
to the DLTS signal (corresponding to the interval x2-x1 in Figure 3) is different to the volume
by which the depletion layer is increased (w2-w1 in Figure 3).

For exponential transients, this leads to the approximate expression for the trap concentration,

2
2

2 2
2 1

2T a
wCN N

C x x
æ öD

= ç ÷ç ÷-è ø
(19)

where

1 1x w= - l (20)

and

2 2x w= - l (21)
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The activation energy for emission and the capture cross section of the trap are deduced from
an Arrhenius plot of the DLTS maxima as a function of temperature.

As an example of the importance of the inclusion of the transition distance in the calculations,
in the case of a sample irradiated with 3 x 1016e /cm2, p=4 x 1014 /cm3, Ef=0.09 eV at 125K and
thus for the di-vacancy with ET=EV+0.18 eV, Ef - ET =0.011 eV. Application of Eq. (17) gives
λ=0.48 μm. The Fermi function is of the order of 10-3 and to a close approximation the trap is
filled with holes. During a fill pulse from -2V to 0V, the depletion region is collapsed from a
width of 3 μm at a quiescent bias of -2V to 1.6 μm at zero bias. Thus application of Eqs. (18) to
(21) results in an increase of a factor 1.9 in the calculated trap concentration in comparison with
the value obtained if the transition distance is ignored.

4.1.2. Non exponential transients

When the condition NT << Na is not fulfilled, there is a significant probability that emitted
charge will be recaptured before it can be swept out of the depletion region, leading to a non-
exponential capacitance transient. In this case, Eq. (19) is no longer appropriate. Several
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Figure 3. Band diagram of p-type material close to an n+\p junction indicating a deep level at energy ET above the
valence band a) with zero applied bias and b) with applied reverse bias of -V.
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analyses of this situation exist [1,14] and we have considered the method of Stievenard et al.
[13] to calculate a non-exponential transient analysis. In this case, if the transition region is
negligibly small then the capacitance transient can be written as

( )1 1 exp
1

C z et
C z
D

= - - -
+

(22)

where z=NT/Na

4.2. Majority carrier emission rates

The simplest way in which the DLTS technique can be used is the measurement of majority
carrier emission. The pulse sequence used is shown in Figure 1b, along with the band diagram
and the capacitance transient resulting from such a sequence. The bands have been assumed
to be flat for simplicity. The method consists of employing a sufficiently large bias over the
sample so as to overcome the edge effects and at the same time be small enough to of lesser
value than the break down voltage of the semiconductor. The sample is cooled below the
starting measurement temperature. Now bias pulses close to zero volt are repeatedly applied
while the sample is reheated. During the pulses, the levels are filled with majority-carriers. As
soon as the sample returns to the quiescent reverse bias, the levels start emitting resulting in
a transient. During the transient, the capacitance is measured at the pre-set rate window and
the DLTS output is plotted as a function of the temperature. Thus we get a peak for each level
which has an emission rate within the pre-set time window in the temperature range of scan.
The temperature dependence of the emission rate is determined by observing the peak position
for several different time windows.

4.3. Minority carrier emission rates

For the observation of minority carrier emission, we have to first fill the level with minority
carriers. This is accomplished through minority carrier injection by forward biasing the diode
so that a current flows. After the end of the bias pulse, as the sample returns to the quiescent
reverse bias, the deep level will emit minority carriers giving rise to a transient. Thus the DLTS
measurement is the same as for the majority carrier emission except that the sign of the peak
(transient) is now opposite.

4.4. Activation energy

Under thermodynamic equilibrium, the emission rates and the capture coefficients of a deep
level are related according to the following equations:

electron emission,

exp C T
n n n Cth

E Ee v N
kT

æ ö-
= -ç ÷

è ø
s (23)
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where σn is the capture cross-section and <νn>th the average thermal velocity of the electron,
and Nc is the effective density of states in the conduction band.

hole emission,

exp T V
p p p Vth

E Ee v N
kT

æ ö-
= -ç ÷

è ø
s (24)

where σp is the capture cross-section and <νp>th the average thermal velocity of the hole, and
NV is the effective density of states in the valence band.

Thus the emission rate variation with temperature is given by

, exp( 1 / )n pe Tµ - (25)

Hence a plot of log(e) versus 1/Tpk, where Tpk is the temperature position of the peak in the
corresponding time window, gives a straight line with the slope -EA/kT, where EA is the
activation energy of the level. Such a plot is known as an Arrhenius Plot. From the intersection
of the plotted line with 1/T = 0, the capture cross-section σ n,p at T = ∞ can be calculated.

One may often encounter plots of log(e/T2) versus 1/T instead of log(e) versus 1/T. The factor
T2 comes in because of the temperature dependence of <vth > and effective density of states
NC,V. The activation energy thus obtained may still not be the true activation energy because
in some cases, the capture cross-section is found to be temperature dependent. Thus the true
thermal activation energy in such cases would be obtainable if the temperature dependence
of capture cross-section is first determined independently and then the relevant correction is
applied to the apparent activation energy.

4.5. Measurement of capture cross-section

The third important parameter for identifying a defect centre is the capture cross-section σn,p.
One can extrapolate the Arrhenius plot to 1/T = 0 and obtain the capture cross-section at T =
∞ from the intercept. But this usually leads to a far from true value of the capture cross-section
because of the following two reasons: a) σn,p may be temperature dependent and hence the
extrapolation is not valid; b) a slight error in extrapolation may lead to several orders of
magnitude difference in values of capture cross-section. Hence, the capture cross-section must
be directly measured whenever possible and over as long a range of temperatures as possible.

Measurement of majority carrier capture cross-section is relatively simple as compared to
minority carrier capture cross-section measurements. A fixed emission rate is chosen and DLTS
scans carried out while the filling pulse-width is varied from scan to scan. As the pulse width
increases from a small value so does the peak height until for a certain value of pulse width,
it reaches a maximum i.e. at this value all defect centers are completely filled during a single
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saturation pulse. The peak height is related to the filling pulse width tp via the following
equation:

1 exp( / )pS S t¥- = - t (26)

where S is the peak height for any pulse width tp and S∞ the saturated peak height.

The slope of ln(1-S/S∞) versus tp gives 1/τ.

now

1 ( )n thn V= á ñs t (27)

Thus capture cross-section is known if n and <vth > are known.

The calculation of capture cross-sections for minority carriers is complicated due to the
difficulty in determining the concentration of electrons/holes, which is a function of the current
during the injection pulse.

5. Application of DLTS technique on photovoltaic materials

5.1. Radiation-induced recombination centers in Si

In order to clarify the origins of radiation-induced defects in Si and correlation between their
behavior and Si solar cell properties, DLTS analysis has been carried out. DLTS measurements
were made using a quiescent bias of -2V and a saturating fill pulse of 2V, 1 ms duration. Figure.
4 shows both the majority- and minority-carrier DLTS spectra of some of the same Si diode as
a function of 1 MeV electron fluence. A large concentration of a minority carrier trap with an
activation energy of about EC-0.18 eV has been observed, as well as the majority carrier traps
at around Ev+0.18eV and Ev+0.36eV.

A comparison of the total majority carrier defect concentration observed by DLTS with the
measured change in carrier concentration for all the diodes is made in Figure 5. The compen‐
sation observed in the C-V profile is mainly caused by the minority carrier trap EC-0.18 eV
shown in Figure 4. The total concentrations of these majority-carrier traps and the minority-
carrier trap at around Ec-0.18eV have been found to be nearly equal to the change in carrier
concentrations. The concentration of the minority carrier trap at around Ec-0.18eV, was high
enough to be responsible for most of the observed compensation and subsequently type
conversion of the base layer from p to n-type. The Ev+0.36eV defect is thought to be responsible
for minority-carrier lifetime (diffusion length) deg radiation according to the annealing
experiments in the higher temperature range as will be described below. This means that the
Ev+0.36eV is thought to act as a recombination center, in addition to a role as a majority-carrier
trap center.
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Figure 6. Comparison of isochronal annealing of densities of Ec-0.18eV, Ev+0.18eV and Ev+0.36eV defect centers measured by DLTS with 
that of carrier concentration of p-type Si irradiated with 1-MeV electrons. Each annealing step duration was 20 min.[15]. 

It is important to note that after annealing at 250°C, although the carrier concentration had recovered substantially, the 
observed concentration of the Ev+0.36eV defects had increased as shown in the Figure 6 . This suggests that the Ev+0.36eV 
defects are not principally responsible for carrier removal. 

We were able to confirm that the degradation of lifetime (diffusion length) is likely to be caused by the introduction of 
dominant hole level Ev+0.36eV and annealing behavior of this level govern the diffusion length recovery [15]. Figure 7 
compares isochronal annealing of density of the majority-carrier trap at Ev+0.36eV measured by DLTS and that of recom-
bination center determined by solar cell properties in p-type Si irradiated with 1-MeV electrons. Changes in the relative 
recombination center density Nr with annealing were also estimated by changes in short-circuit current density Jsc of the 
solar cell according to the following equation: 
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(28) 

Features of the Ev+0.36eV majority-carrier trap center with reverse annealing stage at 2000 C~3000 C and a recovery stage 
at around 3500 C are similar to the changes in minority-carrier diffusion length L determined from the solar cell proper-
ties. This implies that the Ev+0.36eV majority-carrier trap center may also act as a recombination center. 
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Figure 6. Comparison of isochronal annealing of densities of Ec-0.18eV, Ev+0.18eV and Ev+0.36eV defect centers meas‐
ured by DLTS with that of carrier concentration of p-type Si irradiated with 1-MeV electrons. Each annealing step du‐
ration was 20 min.[15].

It is important to note that after annealing at 250°C, although the carrier concentration had
recovered substantially, the observed concentration of the Ev+0.36eV defects had increased as
shown in the Figure 6. This suggests that the Ev+0.36eV defects are not principally responsible
for carrier removal.

We were able to confirm that the degradation of lifetime (diffusion length) is likely to be caused
by the introduction of dominant hole level Ev+0.36eV and annealing behavior of this level
govern the diffusion length recovery [15]. Figure 7 compares isochronal annealing of density
of the majority-carrier trap at Ev+0.36eV measured by DLTS and that of recombination center
determined by solar cell properties in p-type Si irradiated with 1-MeV electrons. Changes in
the relative recombination center density Nr with annealing were also estimated by changes
in short-circuit current density Jsc of the solar cell according to the following equation:
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Features of the Ev+0.36eV majority-carrier trap center with reverse annealing stage at 2000

C~3000 C and a recovery stage at around 3500 C are similar to the changes in minority-carrier
diffusion length L determined from the solar cell properties. This implies that the Ev+0.36eV
majority-carrier trap center may also act as a recombination center.

As shown in Figure 6 the estimated initial concentration of the trap at approximately EC-0.18eV
is about 60% of the change in carrier concentration and therefore populous enough to be the
dominating influence. Furthermore, the recovery of the carrier concentration after annealing
occurs over roughly the same temperature range as disappearance of the minority trap signal.
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This evidence is, therefore, coherent with the hypothesis that the Ec-0.18 eV center is mainly
responsible for the compensation of the base layer. The radiation-induced traps, which play
an important role regarding the carrier removal and conduction type conversion of the base
region, should be principally deep-level donors, which must be positively charged before
electron capture.

0X e X+ -+ « (29)

5.2. Role of boron on compensator center

Interestingly, the introduction rate of the EC-0.18eV electron level in B-doped samples is
strongly boron concentration dependent. Comparison of introduction behavior, annealing
kinetics and the strong relation to boron and oxygen contents, supports correlation of this level
(EC-0.18eV) with the Bi-Oi (Figure 8).

5.3. Role of gallium on compensator center

One of the most interesting and technological important feature of our work was the disap‐
pearance of the dominant donor like electron level EC-0.18 eV in Ga-doped CZ- grown samples
[17] (Figure 9). As we have discussed above this level acts as a compensator center, which is
positive charge before electron capture. The concentration of this level is about 60% of the
change in carrier concentration after heavy fluences and therefore populous enough to be the
dominating influence on device performance. This implies that carrier removal effects can be
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Features of the Ev+0.36eV majority-carrier trap center with reverse annealing stage at 2000 C~3000 C and a recovery stage 
at around 3500 C are similar to the changes in minority-carrier diffusion length L determined from the solar cell proper-
ties. This implies that the Ev+0.36eV majority-carrier trap center may also act as a recombination center. 
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 Figure 7. Comparison of isochronal annealing of the majority-carrier trap at Ev+0.36eV measured by DLTS with that of
the dominant recombination center determined by solar cell properties in p-type Si irradiated with 1-MeV electrons
[15].
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This evidence is, therefore, coherent with the hypothesis that the Ec-0.18 eV center is mainly
responsible for the compensation of the base layer. The radiation-induced traps, which play
an important role regarding the carrier removal and conduction type conversion of the base
region, should be principally deep-level donors, which must be positively charged before
electron capture.
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Features of the Ev+0.36eV majority-carrier trap center with reverse annealing stage at 2000 C~3000 C and a recovery stage 
at around 3500 C are similar to the changes in minority-carrier diffusion length L determined from the solar cell proper-
ties. This implies that the Ev+0.36eV majority-carrier trap center may also act as a recombination center. 
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 Figure 7. Comparison of isochronal annealing of the majority-carrier trap at Ev+0.36eV measured by DLTS with that of
the dominant recombination center determined by solar cell properties in p-type Si irradiated with 1-MeV electrons
[15].
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partially offset by using Ga as dopant instead of boron. The absence of this level in Ga-doped
Si gives support that this center in B-doped Si is related to Bi-Oi [18-20] complex.
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Figure 8.   Introduction rates of the interstitial related defects in 10 MeV proton irradiated p-Si as a function of 
background impurity concentration [16].
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level acts as a compensator center, which is positive charge before electron capture. The concentration of this level is 
about 60% of the change in carrier concentration after heavy fluences and therefore populous enough to be the dominat-
ing influence on device performance. This implies that carrier removal effects can be partially offset by using Ga as dopant 
instead of boron. The absence of this level in Ga-doped Si gives support that this center in B-doped Si is related to Bi-Oi
[18-20] complex. 
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Figure 9. Comparison of the minority carrier DLTS spectra measured for boron-or gallium –doped CZ-grown Si irradi‐
ated with 1-MeV 3 x 1016 electrons/cm2. The spectra were acquired using a reverse bias of 2 V, a pulse voltage of -1.5V,
a pulse width of 1x 10-3 s and period width of 200 ms. [17].
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above the valence band in p-InGaP by Deep Level Transient Spectroscopy (DLTS). Further‐
more, an evidence of a large minority carrier capture cross section for this hole trap has been
obtained by double-carrier pulse DLTS which demonstrate the important role of this trap as
an recombination center. The one aim of present study was to clarify the mechanism involved
in minority-carrier injection-enhanced annealing of the radiation-induced defect H2 in p-
InGaP [22-27].
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in Figure. 10, which is correlated with a recovery of the maximum power output of the solar cells. It should be noted that 
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Figure 11 presents the temperature dependence of the annealing rate A* of the hole trap H2 by minority-carrier 

injection-enhanced processes, determined from DLTS.  
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Figure.  11. Temperature dependence of the thermal and injection annealing rates of the radiation-induced defects in p-

InGaP, determined from solar cells property ( J
sc

 or L) and for H2  trap observed by DLTS [21]. 

Figure 10. Changes of the DLTS spectrum of trap H2 with various time of injection at 25oC with an injection density of
0.1 A cm-2 [21].

The important result of this study is the influence of minority-carrier injection on the annealing
kinetics of dominant hole level H2 [21]. In order to clarify the recovery of the solar cells
properties following minority-carrier injection annealing, we carried out a systematic study of
the variation of the concentration of the hole level H2 using a constant amplitude of forward
bias injection (0.1 A/cm2) at various temperatures for 0.5, 1, 2, 5, 10 and 20 min. The majority-
carrier emission DLTS scans taken after different forward bias injection steps show a pro‐
nounced reduction in the H2 amplitude as shown in Figure. 10, which is correlated with a
recovery of the maximum power output of the solar cells. It should be noted that the H2 peak;
is rather broad and after pronounced reduction following forward bias, exhibits a double
structure, indicating that this peak consists of more than one closely spaced peaks; one on the
high temperature side appear to anneal relatively slowly

Figure 11 presents the temperature dependence of the annealing rate A* of the hole trap H2
by minority-carrier injection-enhanced processes, determined from DLTS.

A comparison is given with the injection-enhanced annealing rates estimated by changes in
short-circuit current density Jsc of the solar cells according to the following:
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Figure 10. Changes of the DLTS spectrum of trap H2 with various time of injection at 25oC with an injection density of
0.1 A cm-2 [21].

The important result of this study is the influence of minority-carrier injection on the annealing
kinetics of dominant hole level H2 [21]. In order to clarify the recovery of the solar cells
properties following minority-carrier injection annealing, we carried out a systematic study of
the variation of the concentration of the hole level H2 using a constant amplitude of forward
bias injection (0.1 A/cm2) at various temperatures for 0.5, 1, 2, 5, 10 and 20 min. The majority-
carrier emission DLTS scans taken after different forward bias injection steps show a pro‐
nounced reduction in the H2 amplitude as shown in Figure. 10, which is correlated with a
recovery of the maximum power output of the solar cells. It should be noted that the H2 peak;
is rather broad and after pronounced reduction following forward bias, exhibits a double
structure, indicating that this peak consists of more than one closely spaced peaks; one on the
high temperature side appear to anneal relatively slowly

Figure 11 presents the temperature dependence of the annealing rate A* of the hole trap H2
by minority-carrier injection-enhanced processes, determined from DLTS.

A comparison is given with the injection-enhanced annealing rates estimated by changes in
short-circuit current density Jsc of the solar cells according to the following:
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where suffixes 0, φ, and I correspond to before and after irradiation, and after injection,
respectively. The important result of this study is the direct relationship between the annealing
rates, the solar cells properties and the H2 trap.

A close agreement between activation energy for recovery of radiation-induced defects,
determined by solar cell properties and for the hole traps H2, demonstrates that this trap
controls the minority-carrier lifetime. This result demonstrates that the dominant majority hole
level H2 (EV+0.5–0.55 eV) is the recombination center, which governs the minority-carrier
lifetime in n+–p InGaP solar cells.

5.5. Superior radiation resistance of AlInGaP solar cells

Figure 12 presents the temperature dependence of the annealing rate A of the trap H1, in p-
AlInGaP determined by DLTS. The annealing activation energy of electron irradiation-induced
defect H1 in p-AlInGaP is evaluated to be 0.50eV. A comparison is provided with the injection-
enhanced annealing rates estimated for the defect H2 in p-InGaP. It is to be noted that the
minority carrier injection annealing properties of the defect H2 in p-InGaP observed in the
previous 1 MeV electron study are almost the same as those observed in the present study of
H1 defect in p-AlInGaP after 1 MeV electron irradiation, which identified that the defect H1
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injection-enhanced processes, determined from DLTS.  
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InGaP, determined from solar cells property (Jsc or L) and for H2 trap observed by DLTS [21].
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observed in p-AlInGaP has the same nature of the defect H2 previously observed in P-InGaP
and H4 in InP [28,29].

The recovery of the radiation damage due to minority carrier injection under forward bias is
thought to be caused by an energy release mechanism in which enhancement is induced by
the energy released when a minority carrier is trapped on the defect site. According to this
mechanism, a change of charge states due to capture of carriers can result in electron phonon
coupling. That is, vibration relaxation occurs, which may activate various reactions of the
defect such as its migration or destruction, and ultimately decays to heat the lattice. The
detailed analysis of this mechanism was previously studied in case of defects in InP, GaAs,
and InGaP by the authors and others.

A comparison is given with the injection-enhanced annealing rates estimated by changes in short-circuit current 

density J
sc

 of the solar cells according to the following: 
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where suffixes 0, φ, and I  correspond to before and after irradiation, and after injection, respectively. The important re-

sult of this study is the direct relationship between the annealing rates, the solar cells properties and the H2 trap. 

 A close agreement between activation energy for recovery of radiation-induced defects, determined by solar cell 

properties and for the hole traps H2, demonstrates that this trap controls the minority-carrier lifetime. This result demon-

strates that the dominant majority hole level H2 (EV+0.5–0.55 eV) is the recombination center, which governs the minori-

ty-carrier lifetime in n
+

−p InGaP solar cells.  
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DDLTS technique is used to explore the recombination characteristics of deep levels in InAsxP1-x/InP multiquantum well 

solar cell structures.    

The activation energy and apparent capture cross sections are determined to be 0.65 eV and 4.3 x 10
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.  The ap-

parent high capture cross section of E1, suggests that this level might act as a strong recombination center.       

We observed an unexpected and interesting reduction in the strength of the peak E1 in   

our deep level spectrum recorded subsequent to a room temperature storage of the irradiated device. Consequently, we 
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5.6. Self-annihilation of electron irradiation induced defects in InAsXP1-X/InP multiquantum
well solar cells

In this study, the authors demonstrated the direct observation of majority and minority carrier
defects in InAsxP1-x/InP diodes and solar cells structures before, and after 1MeV electron
irradiation by double-correlation deep level transient spectroscopy (DDLTS) in order to further
evaluate the potential use of this material for space applications [30].

In order to electrically characterize radiation-induced deep center in InAsxP1-x/InP quantum
well structure, the DDLTS technique is used to explore the recombination characteristics of
deep levels in InAsxP1-x/InP multiquantum well solar cell structures.

The activation energy and apparent capture cross sections are determined to be 0.65 eV and
4.3 x 10-14 cm2. The apparent high capture cross section of E1, suggests that this level might act
as a strong recombination center.
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sult of this study is the direct relationship between the annealing rates, the solar cells properties and the H2 trap. 
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5.6. Self-annihilation of electron irradiation induced defects in InAsXP1-X/InP multiquantum
well solar cells

In this study, the authors demonstrated the direct observation of majority and minority carrier
defects in InAsxP1-x/InP diodes and solar cells structures before, and after 1MeV electron
irradiation by double-correlation deep level transient spectroscopy (DDLTS) in order to further
evaluate the potential use of this material for space applications [30].

In order to electrically characterize radiation-induced deep center in InAsxP1-x/InP quantum
well structure, the DDLTS technique is used to explore the recombination characteristics of
deep levels in InAsxP1-x/InP multiquantum well solar cell structures.

The activation energy and apparent capture cross sections are determined to be 0.65 eV and
4.3 x 10-14 cm2. The apparent high capture cross section of E1, suggests that this level might act
as a strong recombination center.
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We observed an unexpected and interesting reduction in the strength of the peak E1 in our
deep level spectrum recorded subsequent to a room temperature storage of the irradiated
device. Consequently, we carried out a detailed study of the room temperature isothermal
annealing effects and carefully monitored the various deep-level peaks in our spectra as a
function of sample storage time at room temperature (25oC). The dashed DLTS curve of Figure
13 represents a spectrum recorded after 90 days storage at room temperature and the signifi‐
cant reduction in the intensity of the E1 peak.

deep-level peaks in our spectra as a function of sample storage time at room temperature (25
o

C). The dashed DLTS 

curve of Figure 13 represents a spectrum recorded after 90 days storage at room temperature and the significant reduc-

tion in the intensity of the E1 peak. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The activation energy and apparent capture cross sections are determined to be 0.65eV and 4.3 x 10
-14

 cm
2

. The 

apparent capture cross section of E1 is very high, which indicates that it may act as a strong recombination center. How-

ever, serendipitously long duration room temperature storage of the device yielded a total annihilation of E1. Although 

the detailed mechanisms at play are not fully understood, the serendipitous findings reported here clearly demonstrate 

the fact that insertion of QWs in the intrinsic region of an InP p-i-n solar cell results in a more radiation tolerant devices.  
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Figure 13. Room temperature annealing effects: (a) after irradiation (b) after 90 days storage at room temperature fol‐
lowing irradiation [30].

The activation energy and apparent capture cross sections are determined to be 0.65eV and 4.3
x 10-14 cm2. The apparent capture cross section of E1 is very high, which indicates that it may
act as a strong recombination center. However, serendipitously long duration room temper‐
ature storage of the device yielded a total annihilation of E1. Although the detailed mechanisms
at play are not fully understood, the serendipitous findings reported here clearly demonstrate
the fact that insertion of QWs in the intrinsic region of an InP p-i-n solar cell results in a more
radiation tolerant devices.

6. Summary

DLTS is an effective spectroscopy technique for processing transient (capacitance or current)
from deep levels. This technique has proved to be an instrumental in determining most of the
properties of the defects such as structure, introduction rates, introduction mechanism,
thermal stability of the defects etc. DLTS is particularly attractive because it can be used to
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characterize defects using various kinds of space charge based devices such as Schottky barrier
diodes, and p-n junction to quantum well based complex devices. In addition, sensitivity of
the DLTS for detecting defects in concentration of 109 cm-3 is superior to any other characteri‐
zation technique. In this chapter we have reviewed the extensive work done by the authors,
on the electronic properties of the recombination and compensator centers in Si and III-V
compound materials for space and terrestrial solar cells.

Deep level transient spectroscopy (DLTS) is the best technique for monitoring and character‐
izing deep levels introduced intentionally or occurring naturally in semiconductor materials
and complete devices. DLTS has the advantage over all the techniques used to-date in that it
fulfils almost all the requirements for a complete characterization of a deep center and their
correlation with the device properties. In particular the method can determine the activation
energy of a deep level, its capture cross-section and concentration and can distinguish between
traps and recombination centers.

In this chapter we provide an overview of the extensive R & D work that has been carried out
by the authors on the identification of the recombination and compensator centers in Si and
III-V compound materials for space solar cells. In addition, we present an overview of key
problems that remain in the understanding of the role of the point defects and their correlation
with the solar cell parameters.
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1. Introduction

The most of modern commercial optoelectronic devices such as Laser diodes, solar cells, light-
emitting diodes (LEDs), and nonlinear optical devices are built on the basis of traditional
inorganic semiconductors. However, a lot of progress has been made in producing devices
based on organic electronic materials, in recent decades [1], but the current development
prospects of organic materials are mostly limited in their scope to relatively low-performance
areas. Low mobility of charge carriers in molecular materials, can be mentioned as one of
import reason for this topic. Strong chemical interaction between organic molecules and metal
electrodes can destroy the injection of charge carriers into the organic molecules [2].

A qualitatively different way of using organic electronic compounds can be via exploiting
resonant interactions in organic-inorganic hybrid structures [3–5]. Within the same hybrid
structure, one could combine high conductivity of the inorganic semiconductor component
with the strong light-matter interaction of the organic component. However, this properties
classified them as named organic-inorganic hybrid materials with large exciton binding energy
(about several hundreds of meV) because of large dielectric confinement. These layered
organic-inorganic perovskites with the general formula (RNH3)2MX4 (R= CnH2n+1; M= Pb or Sn;
X= halogen), can be regarded as semiconductor/insulator multiple quantum well systems
consisting of lead halide semiconductor layers sandwiched between organic ammonium
insulator layers [6–10]. Lead halide is well known as typical ionic crystals with a large exciton
binding energy (a few tens of meV) [11]. Further, the organic layer has a larger band gap and
lower dielectric constant than those of the inorganic layer. Therefore, the exciton binding
energy is considerably amplified due to the quantum and dielectric confinement effects [12].
As a result, stable excitons are observed even at room temperature. Thus, the appropriate
properties of both the organic and the inorganic materials can exploited to overcome their
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limitations when used separately. The lead halide based organic-inorganic perovskites have
potential applications in nonlinear optical devices [13,14] and novel luminescent devices
[15,16]. Organometallic halide perovskites have recently emerged as a promising material for
high-efficiency nanostructured devices [17]. Over the past several months, we have witnessed
an unanticipated breakthrough and rapid progress in the field of developing photovoltaics,
with the realization of highly efficient solar cells based on organometallic trihalide perovskite
absorbers [18–21].

Simplified schematic representation of the crystal structure of the organic-inorganic hybrids
as shown in Figure 1. The two-dimensional inorganic layers and an organic ammonium layer
are stacked alternately. These layers is comprised of a two-dimensional sheet of [MX6

-4]
octahedra which are connected at the four corners with halide ions on the plane.

Figure 1. Schematic structure of the organic-inorganic hybrid crystal

As shown in Figure 2, the six halogen ions X- surrounded M2+, forming an octahedral [MX6
-4]

cluster. The inorganic layer has thickness of a few atomic layers. The –NH3
+ ends of the cations

bind to the anion layers of [MX6
-4] in a specific orientation determined by hydrogen bonding

with both equatorial and axial halide ions. A multi-layer structure is organized by neutralizing
[MX6

-4] with alkylammonium ions [24].

Also Perovskites Material use as solar cell in last few years as show in Figure 3. The reasons
for make them as one of best candidate for photovoltaics is explain below:

1. Appropriate Material properties of high efficiency photovoltaics

2. High coefficient of optical absorption

3. Excellent charge carrier transportation

4. Promising device parameters

5. Stability for maintain more than 80% of its initial efficiency after 500 hours.

6. Lower manufacturing costs because of directly deposition from solution

Solar Cells - New Approaches and Reviews224



limitations when used separately. The lead halide based organic-inorganic perovskites have
potential applications in nonlinear optical devices [13,14] and novel luminescent devices
[15,16]. Organometallic halide perovskites have recently emerged as a promising material for
high-efficiency nanostructured devices [17]. Over the past several months, we have witnessed
an unanticipated breakthrough and rapid progress in the field of developing photovoltaics,
with the realization of highly efficient solar cells based on organometallic trihalide perovskite
absorbers [18–21].

Simplified schematic representation of the crystal structure of the organic-inorganic hybrids
as shown in Figure 1. The two-dimensional inorganic layers and an organic ammonium layer
are stacked alternately. These layers is comprised of a two-dimensional sheet of [MX6

-4]
octahedra which are connected at the four corners with halide ions on the plane.

Figure 1. Schematic structure of the organic-inorganic hybrid crystal

As shown in Figure 2, the six halogen ions X- surrounded M2+, forming an octahedral [MX6
-4]

cluster. The inorganic layer has thickness of a few atomic layers. The –NH3
+ ends of the cations

bind to the anion layers of [MX6
-4] in a specific orientation determined by hydrogen bonding

with both equatorial and axial halide ions. A multi-layer structure is organized by neutralizing
[MX6

-4] with alkylammonium ions [24].

Also Perovskites Material use as solar cell in last few years as show in Figure 3. The reasons
for make them as one of best candidate for photovoltaics is explain below:

1. Appropriate Material properties of high efficiency photovoltaics

2. High coefficient of optical absorption

3. Excellent charge carrier transportation

4. Promising device parameters

5. Stability for maintain more than 80% of its initial efficiency after 500 hours.

6. Lower manufacturing costs because of directly deposition from solution

Solar Cells - New Approaches and Reviews224

Figure 3. Best research cell efficiencies of all type of solar cells (NREL)

2. Synthesis of inorganic–organic solar cells materials

The synthesis of perovskites is the main and important procedure among perovskites study.
Compared with the common semiconductors, the fabrication of perovskites samples is
relatively easy. Because the crystals of perovskites molecules can form spontaneously via self-

Figure 2. Schematic of the cluster structure of the organic-inorganic hybrid []
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assembly process and they need neither intricate equipment nor confined environment
condition but can be synthesized and deposited simply by soft chemical methods at room
temperature. Generally there are two steps for synthesis: synthesis of ammonium salts and
preparation of perovskites solution.

In the first step, for the perovskites that are mainly in form of (R-NH3)2MX4, the as-prepared
amines transform to ammonium salts by reacting the amines with halogen acid. This neutral‐
ization reaction where the salts are generate is described in formula 1:

R - N H2 + HX  →
 

 R - N H2 . HX (1)

The halogen acids used to produce corresponding ammonium salts are HI 57 wt%, HBr 48 wt
% or HCl 37 wt% aqueous solution. After several days of drying in desiccator, the salts are dry.
These dry ammonium salts are used to prepare perovskites solution. In this step, R - N H2 . HX
ammonium salt is mixed with lead halide PbX2 in stoichiometric amount in mole, and dissolved
in solvent. This is a coordination reaction and it can be described by the chemical formula: 2:

2(R - N H2 . HX ) + M X2 →
 

(R - NH 3)2M X4 (2)

The solution is then put under agitation or in ultrasonic bath until the solutes are totally
dissolved and the solution appears limpid. From the perovskites solution, 2D crystals can be
obtained by evaporation of solvent by self-organization process. The solvent containing
R - N H2 . HX  and MX2 is first spin-coated on the substrate. 2D layered perovskites crystals are
then obtained upon solvent evaporation. In the absorption spectra of 2D layered perovskites
crystals, a sharp peak appears at room temperature, which is characteristic of the formation of
2D layered perovskites crystal structure [25].

Another method to synthesis of perovskites is two-step based on the layer-by-layer technique.
For example, thin films of microcrystalline (C8H17NH3)2PbBr4 are prepared by the two-step
growth process by Kitazawa et.al as follows: (1) precipitation of nanometer-sized PbBr2

particles on substrates by vapor deposition and then (2) growth of (C8H17NH3)2PbBr4 films by
exposing PbBr2 particles to C8H17NH3Br vapor. A simple vacuum chamber is used as a
deposition apparatus with about 8×10-6 Torr as Background pressure. This chamber is attached
to a vacuum system, two-independent thermal evaporation sources, a shutter and a substrate
holder. The thermal evaporation source consists of a quartz cell coiled with a tantalum wire.
First of all, PbBr2 particles are deposited on Si (100) substrates by vapor deposition. Next,
PbBr2 particles are exposed to C8H17NH3Br vapor for growing of (C8H17NH3)2PbBr4 films.
Exposure time is varied from 0 to 600 s. The substrate temperature is kept at room temperature
during deposition. Thin films of microcrystalline that prepared by the two-step growth process
and their optical properties are dependent on the exposure time [12].

Perovskites in form of luminescent nanoparticles are another remarkable kind of crystals
which has attracted excessive attention recently. Between bulk materials and atomic or
molecular structures, the nanoparticles show very specific properties with potential applica‐
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tions in various fields such as sensing or LEDs. Nanoparticles often have specific optical
properties as they are small enough to confine their electrons and produce quantum effects.
Thus, the fabrication method which chooses the size of nanoparticles is very vital. For the first
time Audebert et al. have realized luminescent nanoparticles by a spray-drying method. In
brief, the ammonium salts and PbBr2 or PbI2 semiconductors are firstly dissolved in DMF
solvent and used for the nanoparticles spray drying. The experimental spray drier is composed
of an aerosol generator and an evaporation chamber which is settled in an oven maintaining
at 250 °C. (Figure 4)

Figure 4. Schematic of the spray-drying method to preparation of organic-inorganic perovskite nanoparticles [25].

Droplets with initial mean diameter of 0.35 μm are carried by dry air from the aerosol generator
to the evaporation chamber. Dried particles are collected onto a 0.2 μm cutoff Teflon filter and
are stored at ambient temperature [25]. Transmission electron microscopy measurements
show that these particles are spherical and their sizes are of the order of 50 to 500 nm.

2.1. Deposition techniques of inorganic–organic solar cells materials

The deposition technique is a quite important issue for perovskites studies, because many
investigations and possible usages of organic-inorganic perovskite hybrids rely on the
accessibility of simple and accurate thin film deposition method. But deposition of perovskite
materials is often challenging because of the different chemical and physical property of the
inorganic and organic portions [26]. For example, organic materials trend to be soluble in
various solvents than inorganic section, this is causing chemical precursor solution preparation
techniques (e.g., spin coating and dip coating) usually infeasible. For those reasons where the
organic-inorganic hybrid is soluble, solution techniques are sometimes not suitable because of
adverse wetting characteristics of some substrates, make deposition inhomogeneous. With
respect to vacuum evaporation methods, the gradual heating of organic-inorganic compounds
typically results in the decomposition or dissociation of the organic component at a lower
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temperature or rapidly than that needed for evaporation of the metal halide component.
Despite these evident difficulties, organic-inorganic perovskites represent a number of
significant opportunities for thin film deposition or crystal growth of organic-inorganic hybrid
perovskites, such as two-step dipping technique, spin coating, stamping, Langmuir-Blodgett
(LB), two source thermal evaporation, solution evaporation and so on, which make possible
the applications of perovskites as organic-inorganic electronic or photonic devices [27,28]. This
section will offered a selected compilation of recent progress in this topic, demonstrating that
a number of simple and effective methods can be utilized for the deposition of this considerable
class of materials.

2.2. Spin-coating technique

Spin-coating is a very convenient technique widely applied to uniform thin film deposition.
As it is shown in Figure 5, an amount of solution is dropped on the substrate which is fixed
on the spin-coater, and then it is rotated at high speed in order to spread the fluid by centrifugal
force. It can be considered as a special case of solution crystal growth, which allows the
formation of highly oriented layered perovskites on a substrate, while the solvent is evapo‐
rating off. On the other hand, Spin-coating enables deposition of hybrid perovskites on various
substrates, including glass, plastic, quartz, silicon and sapphire. Selection of the substrate, the
solvent, the concentration of the hybrid in the solvent, the substrate temperature, and the spin
speed are relevant parameters for this technique. In some cases, the wetting properties of the
solution on the chosen substrate improved by pretreating the substrate surface with a suitable
adhesion agent. In addition, post deposition low-temperature annealing (T < 250oC) of the
hybrid films is sometimes employed to improve crystallinity and phase purity. Mitzi et al.
(2001b) comparing with the traditional deposition technique for inorganic semiconductors,
spin-coating method doesn’t require cumbersome equipment while it gives high-quality films
in quite short time (several minutes) in room environment.

Figure 5. Schematic of the spin-coating process

Actually, in order to realize a layer with the desired thickness, can modify the concentration
of perovskites solution and keep the other spin-coating parameters (spin speed, acceleration
and spin duration) fixed. Generally, homogeneous 2D layered perovskites films with a
thickness from 10 nm to 100 nm can be obtained by carefully selecting the parameters: less

Solar Cells - New Approaches and Reviews228



temperature or rapidly than that needed for evaporation of the metal halide component.
Despite these evident difficulties, organic-inorganic perovskites represent a number of
significant opportunities for thin film deposition or crystal growth of organic-inorganic hybrid
perovskites, such as two-step dipping technique, spin coating, stamping, Langmuir-Blodgett
(LB), two source thermal evaporation, solution evaporation and so on, which make possible
the applications of perovskites as organic-inorganic electronic or photonic devices [27,28]. This
section will offered a selected compilation of recent progress in this topic, demonstrating that
a number of simple and effective methods can be utilized for the deposition of this considerable
class of materials.

2.2. Spin-coating technique

Spin-coating is a very convenient technique widely applied to uniform thin film deposition.
As it is shown in Figure 5, an amount of solution is dropped on the substrate which is fixed
on the spin-coater, and then it is rotated at high speed in order to spread the fluid by centrifugal
force. It can be considered as a special case of solution crystal growth, which allows the
formation of highly oriented layered perovskites on a substrate, while the solvent is evapo‐
rating off. On the other hand, Spin-coating enables deposition of hybrid perovskites on various
substrates, including glass, plastic, quartz, silicon and sapphire. Selection of the substrate, the
solvent, the concentration of the hybrid in the solvent, the substrate temperature, and the spin
speed are relevant parameters for this technique. In some cases, the wetting properties of the
solution on the chosen substrate improved by pretreating the substrate surface with a suitable
adhesion agent. In addition, post deposition low-temperature annealing (T < 250oC) of the
hybrid films is sometimes employed to improve crystallinity and phase purity. Mitzi et al.
(2001b) comparing with the traditional deposition technique for inorganic semiconductors,
spin-coating method doesn’t require cumbersome equipment while it gives high-quality films
in quite short time (several minutes) in room environment.

Figure 5. Schematic of the spin-coating process

Actually, in order to realize a layer with the desired thickness, can modify the concentration
of perovskites solution and keep the other spin-coating parameters (spin speed, acceleration
and spin duration) fixed. Generally, homogeneous 2D layered perovskites films with a
thickness from 10 nm to 100 nm can be obtained by carefully selecting the parameters: less

Solar Cells - New Approaches and Reviews228

concentrated solutions give thinner layers. The choice of the solvent is important because we
need to consider the solubility for both the organic ammonium and the inorganic lead halide.
Dimethylformamide (DMF) or Dimethyl sulfoxide (DMSO) are good solvents in which the
perovskites usually have very high solubility. Some other solvents such as acetone, or
acetonitrile can also be used. But solubility of perovskites in them is relatively poor (less than
5 wt%), and it takes too long to completely dissolve the solutes.

With the help of a profilemeter or an Atomic force microscopy to measure the layer thickness,
can draw a calibration curve (thickness as a function of concentration) and adjust the concen‐
tration of solution in order to produce the desired thickness. The spin-coated 2D layered
perovskites films are very reproducible, and therefore they are appropriate to be deposited on
devices.

2.3. Two-step dip-coating

In a sequential deposition procedure, a metal halide film is first deposited by vacuum evapo‐
ration or spin-coated from solution. Subsequently this film is transformed into the perovskite
by dipped into a solution including the organic cation. Proper selection of solvent for the
dipping solution is important. So that the organic salt is soluble in it, but the starting metal
halide and the final organic-inorganic perovskite are not soluble.

In this case, the organic cations in solution intercalate into and rapidly react with the metal
halide on the substrate and form a crystalline film of the desired hybrid, as it is described in
Figure 6.

Figure 6. Schematic representation of the two-step dipping technique. In (a), a film of the metal halide is deposited
onto a substrate using vacuum evaporation. The metal halide film is then (b) dipped into a solution containing the
organic cation. The resulting film after dipping has the characteristic room temperature photoluminescence spectrum.

For the perovskite family, (R-NH3)2 (CH3NH3) n-1 MnI3n+1 (R = butyl or phenethyl; M = Pb or Sn;
n = 1 or 2), toluene/2-propanol mixture is a suitable solvent for the organic salt. The dipping
times are relatively short: several seconds to several minutes, depending on the system. For
example, a film of (C4H9NH3)2PbI4 was composed of a vacuum deposited film of PbI2 (See
figure 6 (a)) by dipping it into a butylammonium iodide solution, the reaction time was 1-3
min, which depends the PbI2 film thickness (200-300 nm). After dip-coating, the films were
instantly immersed in a rinse solution of the same solvent ratio as the initial dipping solution
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without organic salt and dried in vacuum. Two-step dip-processing is a convenient method
which can be used for a variety of organics and inorganics, even if they have incompatible
solubility characteristics [26].

2.4. Thermal evaporation technique

The thermal evaporation method was firstly used by M. Era et al in 1997. They performed the
dual-source vapor deposition by using lead iodide PbI2 and organic ammonium iodide RNH3I,
in particular, the 2-phenylethylammonium iodide C6H5C2H4NH3I.

As it is shown in Figure 7 organic and inorganic source were co-evaporated and deposited on
fused quartz substrates. The pressure of evaporation chamber was about 10-6 Torr. In the
preparation, the substrates were allowed to stand at room temperature. The spectrum of the
vacuum deposited film corresponds well to those of single crystal and spin-coated films of the
layered perovskite. Appearance of the strong exciton absorption and sharp exciton emission
proves that the layered perovskite structure is organized in the vacuum deposited film [17].

Figure 7. Schematic representation of the two-step dipping technique.

The benefits of this technique are that it is possible to precisely control the thickness and
smoothness of the thin-film surfaces. However, this method has some disadvantage. It is often
difficult to balance the organic and inorganic rates, an important criterion for achieving the
correct compositions of the resulting perovskite films. Because each organic component easily
contaminates the inside of the evaporation equipment is expected to limit the preparation of
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various perovskites using different organic components. In addition, in some cases, the organic
salt might not be thermally stable up to the temperatures required for evaporation, making
this approach impracticable for a certain number of systems.

Furthermore, another method was developed to deposit perovskites thin films by using a
single evaporation source. Mitzi et al. (1999). The apparatus for this single source thermal
ablation (SSTA) technique consists of a vacuum chamber, with an electrical feed-through to a
thin tantalum sheet heater, as shown in Figure 8.

Figure 8. Schematic cross section of a single source thermal ablation chamber

Crystals, powder, or a concentrated solution of starting charge is placed on the heater. A
suspension of insoluble powders in a quick-drying solvent are placed on the heater, because
this enables the powder to be in better physical and thermal contact with, as well as more
evenly dispersed across, the sheet. Under a suitable vacuum condition, the sheet temperature
reaches approximately 1000 oC in 1-2 second, the entire starting charge ablates from the heater
surface well before it incandesces. After ablation, the inorganic and organic parts reassemble
on the substrates to produce optically clear films of the chosen product.

The key point to this procedure is that the ablation is quick enough for the inorganic and
organic compounds to evaporate from the source at basically the same time and before the
organic portion has had an opportunity to decompose. In many instances (particularly with
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comparatively simple organic cations), the as-deposited films are crystalline and single phase
at room temperature [26].

As show in Figure 9 Mingzhen Liu et al. compare the X-ray diffraction pattern of films of
CH3NH3PbI3-xClx both vapour-deposited and solution-cast onto compact TiO2-coated FTO-
coated glass. The main diffraction peaks, assigned to the 110, 220 and 330 peaks at 14.12 °, 28.44
° and, respectively, 43.23°, are in same positions for both methods of films preparation,
demonstrating that both techniques have produced the same organic-inorganic perovskite
with an orthorhombic crystal structure [17]. Remarkably, focusing on the region of the (110)
diffraction peak at 14.12 °, there is only a small peak at 12.65 ° (the (001) diffraction peak for
PbI2) and no observable peak at 15.68 ° (the (110) diffraction peak for CH3NH3PbCl3), indicating
a high level of phase purity.

Figure 9. X-ray diffraction spectra of a solution-processed perovskite film (blue) and vapour deposited perovskite film
(red) [17].

Figure 10 shows high-resolution scanning electron micrographs of CH3NH3PbI3 perovskite
film spin-cast on a glass/ITO/PEDOT:PSS substrate by Jun-Yuan Jeng et al. The crystal sizes in
the cluster-domain regions of the perovskite are around 100–150 nm in CH3NH3PbI3 perovskite
film from butyrolactone solution and around 150–200nm in DMF solution [29].

Sanjun Zhang et al. performs atomic force microscopy (AFM) measurements for each spin-
coated (R-(CH2)nNH3)2PbX4 in order to examine the ability of the molecules to self-organize
and define the surface roughness. Several examples of the obtained images are given in Figure
11.With the phenyl based semiconductor (2-phenylethanamine lead iodide), it was possible to
cover the whole surface of the glass substrate; however, this was not the case for Cyclohexyl‐
methanamine lead iodide, Myrtanylamine lead iodide and Cyclohexanamine lead bromide. It
is clear that the surface roughness of the 2D phenyl-based is lower than that of the others [30].
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Figure 11. AFM images of 2D organic–inorganic semiconductor films: (a) 2-phenylethanamine lead iodide, (b) Cyclo‐
hexylmethanamine lead iodide, (c) Myrtanylamine lead iodide and (d) Cyclohexanamine lead bromide. The scales are
20 μm × 20 μm. Color coding of height is shown in the bar [30].

Figure 10. High-resolution scanning electron micrographs of CH3NH3PbI3 perovskite film from (a) butyrolactone sol‐
ution and (b) DMF solution [29].
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3. Electronic and optical properties of inorganic–organic solar cells
materials

In the present decade organic-inorganic halide perovskite solar cells has been the most
significant development in the field of photovoltaics for best bet at satisfying the need for high
efficiencies while allowing for low cost manufacturing solutions. Since the first reports of stable
solid state solar cells based on CH3NH3PbI3 perovskite in middle of 2012, the power conversion
efficiencies of the hybrid solar cells have already exceeded 17%, surpassing every other solar
cells produced by solution-processing methods. The wide range of efficient perovskite solar
cell device design indicated point towards a considerable semiconducting material with
excellent electrical and optical properties. Early pioneering research [31] in organic-inorganic
halides field has clearly shown that this hybrid materials are good candidates for low dimen‐
sional electronic systems with tunable properties, permitting for the development of newer
perovskite materials for solar cells in addition to CH3NH3PbI3. This section focuses on the
recent progresses (i.e., up to Feb 2014) in the area of perovskite solar cells as well as their
electronic, optical properties and the dynamics of charge carriers [32]. We first review the
electronic properties of this class of hybrid perovskites, followed by its progress as a solar cell
material. Due to the rapid pace of research in this area, this section does not aim to be com‐
prehensive but will highlight key work and findings.

Initial studies on the electronic band structures of organic-inorganic (3-D and low-dimension‐
al) perovskites can be traced to the works as below, in 1996 koutselas and his team using band
structure calculations by a semi-empirical method based on the extended Huckel theory and
an ab-initio approach based on the Hartree-Fock theory [33]. Then T. Umebayashi et. al. using
ultraviolet photoelectron spectroscopy and first principles density functional theory (DFT)
band calculations for the room temperature cubic phase [34] and Chang team using first
principles pseudopotential calculations in 2004 [35]. As shown in Figure 12 DFT calculations
for the three dimensional CH3NH3PbI3 crystal shown that the maxima of valence band consist
of the Pb 6p - I 5p σ-anti-bonding orbital, while the minima of conduction band contains Pb
6p –I 5s σ anti-bonding and Pb 6p - I 5p π anti-bonding orbitals [34].

In line with respect to perovskite solar cells, interests in the DFT studies of 3D perovskites
began renewed in earnest with the work of E. Mosconi together with F. De Angelis and their
collaborators [37]. They calculated the band structure for CH3NH3PbX3 (cubic phase) and the
mixed halide CH3NH3PbI2X (tetragonal phase) (X = Cl, Br and I) with the surrounding
CH3NH3

+, which were ignored in the earlier studies. Nevertheless, the organic component had
little influence to the bandgap energy, of which is mainly determined by the [PbI4]6- network.
In addition, the authors highlight that their calculated bandgaps (by ignoring spin-orbit
coupling (SOC)) are in good agreement with the experimental results. These findings are
consistent with those in the later works by T. Baikie et. al.[37] and Y. Wang et. al. [38].

Figure 13 show the absorption spectra of the perovskite quantum well structures. Sharp
resonance are due to the exciton state associated with the inorganic layers. So, by replacing
different metal cations or halides in organic framework, the positions of the resonance can be
manipulated[33, 39]. Room-temperature UV–vis absorption spectra for thin films of
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(C4H9NH3)2PbX4 with (a) X = Cl, (b) X= Br, (c) X = I are shown by Mitzi et. al. as shown in Figure
13. In each spectrum, the arrow demonstrates the position of the exciton absorption peak. The
corresponding photoluminescence (PL) spectrum (λex = 370 nm) is shown by the dashed curve
in figure 13-c. A stokes shift of about 15nm between peaks of the absorption and emission
peaks for the excitonic transition is notable.

Figure 13. Room-temperature UV–vis absorption spectra for thin films of (C4H9NH3)2PbX4 with (a) X= Cl, (b) X= Br,
(c) X = I [39].

Figure 12. Bonding diagram of (a) [PbI6]4- cluster (0-D), (b) CH3NH3PbI3 (3-D) and (b) (C4H9NH3)2PbI4 (2-D) at the
top of the valence band and the bottom of the conduction band [34].
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Because of the two-dimensionality of the inorganic structure, coupled with the dielectric
modulation between the organic and inorganic layers, the strong binding energy of the excitons
arise, which enables the optical features to be observed at room temperature. Also strong
photoluminescence, nonlinear optical effects and tunable polariton absorption arise from the
large exciton binding energy and oscillator strength [39].

The excitonic absorption and light emission closely relate to the different metal halide in 2D
perovskite. For instance, the absorption and photoluminescence of (C5H4CH2NH3)2PbX4 varied
with substitution of different halogens. As show in Figure 14, the light emissions change by
green to blue and blue to ultraviolet when X= I →

 
 Br →

 
 Cl [40]. The small FWHM of the peaks

and very small Stokes shift between the UV-vis absorption and PL emission spectra are the
signature of exciton.

Figure 14. Optical absorption of (a, b, c) and photoluminescence (a´, b´, c´) spectra for (C5H4CH2NH3)2PbI4 (a, a´),
(C5H4CH2NH3)2PbBr4 (b, b´) and (C5H4CH2NH3)2PbCl4 (c,c´)

The noticeable feature of the exciton state in this system is the extremely large binding energy.
For example, the binding energy in (C6H5–C2H4NH3)2PbI4 are 220 meV. For comparison, the
exciton state in bulk PbI2 has a binding energy of only 30 meV. According to the other studies
the larger binding energy is due to the unusual alternating organic–inorganic layered structure
and the effect of dielectric confinement. The screening of carriers in organic layer is small due
to lower dielectric constant of the inert organic molecules. Also lower dielectric constant of
organic layer lead to enhancement of the coulomb interaction between electron and hole
(higher exciton binding energy) [40].

As already pointed out in a lot of published works it is interesting to compare the lumines‐
cence and absorption properties of the organic–inorganic compounds. As revealed, extensive
studies  of  the  excitonic  properties  of  lead  halide  based  organic–inorganic  materials  (R–
NH3)2PbX4 have been performed. The measured absorption and photoluminescence wave‐
lengths of (R–NH3)2PbI4 and (R–NH3)2PbBr4 reported in the literature are summarized in Table
1. Using different organic chains (e.g. simple saturated organic chains and unsaturated chains
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including  aromatic  rings  and  delocalized  p  electrons)  demonstrate  enhancement  of  the
photoluminescence and the binding energy of excitons. For the saturated alkylammonium
chains organic layers, the length of organic chain and the width of the PbI4 wells does not affect
the excitonic properties. This is due to the small difference between the dielectric constants of
the inorganic and organic layers which leads to a rather weak impact of the dielectric confine‐
ment (see, for instance, the work of Ishihara et al. on (CnH2n+1NH3)PbI4 with n = 4, 6, 8,..., 12). In
contrast, when the organic chains consist of aromatic rings and delocalized p electrons, the
binding energy of exciton is low because of the difference between the organic and inorganic
dielectric constants (dielectric confinement effect) and the luminescence peak shows red shift
[41-44]. This dependence of the saturated/unsaturated nature of the organic chains is summar‐
ized in Table 1.

Comparison of the absorption and photoluminescence peak wavelengths and the exciton
binding energy of (NH3(CH2)6NH3)PbBr4 with those of the homologous bromide and iodide
compounds as shown in Table 1. It is clear that the exciton binding energy of compounds (I)
and (II) containing saturated organic chains are almost the same (about 180 meV). On the other
hand, compounds (III) and (IV) containing unsaturated organic chains, exhibit much lower
exciton bending energy. The homologous iodide compound (V) with the same (saturated)
organic chain as (NH3(CH2)6NH3)PbBr4 shows strong photoluminescence at room tempera‐
ture. The efficient emitted photoluminescence is observable by naked eyes

References
Stokes shift

(exciton binding energy)
PL

(nm)
Absorption

(nm)
Compound

[41] nm (181 mev) 22 402 380
(NH3(CH2)6NH3)PbBr4

(saturated chain)

[42] nm (177 mev) 25 430 405
(C4H9NH3)2PbBr4 (saturated

chain)

[41] nm (107 mev) 17 436 419
(C5H7NH3)PbBr4 (unsaturated

chain)

[43] nm (127 mev) 15 417 399
(R–PhNH3)PbBr4 (unsaturated

chain)

[44] nm (330 mev) 56 555 _
(NH3(CH2)6NH3)PbI4 (saturated

chain)

Table 1. Absorption, photoluminescence wavelengths and Stokes shifts of some reported compounds.

4. Photovoltaic effect in inorganic–organic perovskite solar cells

Solar power is the one of the world's most abundant energy resource and daily input of this
energy to the earth's surface is enough to cover our energy needs, but efficient and cost-
effective ways of converting it to electricity, have remained as one of the scientist’s challenges.
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Photovoltaic cells are the most promising device for directly converting the photons to
electricity and it has been extensively studied in the past 50 years using various combinations
of inorganic semiconductors or organic sensitizers. For photovoltaic energy to become
competitive with fossil fuels and to capture a worthy place at energy markets, it is necessary
to reduce the total cost of solar energy conversion by increasing their power conversion
efficiencies or by reducing the cost of photovoltaic cells.

Today there is a lot of material used in photovoltaic structure and installed around the world.
The photovoltaic market is currently dominated by crystalline Si solar cells with efficiencies
close to 20% that known as First Generation of Solar Cells. This generation that have more than
150 micrometer thick, have the highest efficiency in all type of Solar cells that manufactured,
but take a lot of energy to produce and therefore the cost of manufacturing is too high.

As cost-effective devices, thin film solar cell those containing a few micrometers of inorganic
materials that known as second generation can be introduced. With a thin photovoltaic film,
optical management is an important key for harvesting light while ensuring high efficiency.
Thin film solar cell often limit light-harvesting ability because of their materials low absorption
coefficients and narrow absorption bands. At least, these flexible cells have lower material
costs, but they are also less efficient.

Alternative “third generation” technologies such as dye sensitized solar cells, organic photo‐
voltaics and quantum dot solar cells in both electrochemical and solid-state structures, assure
low cost solar power because of low cost fabrication methods based on solution-processing
techniques such as blade coating, screen printing and spraying, but high bandgap light
absorption by these types has not allowed high performance in quantum conversion and
photovoltaic generation.

The first observation of photocurrents in oxide perovskite material can date back to 1956 [1]
that have been widely studied. David B. Mitzi in 1990 used organometal halide perovskites in
LED [2] and thin-film field-effect transistors [3] and demonstrated its high efficiency as light
emitters. Given that we know the good light emitter is a good light absorber, perovskites
materials because of their light absorption efficiently over a broad spectrum is convenient
option as photovoltaic materials.

Also, because perovskite can directly deposited from solution, manufacturing costs is lower
than another type of solar cells. But it should be noted that manufacturing cost could rise due
to encapsulation process. Therefore, perovskites could resolve the solar cell industry by
matching the output of silicon cells at a lower price than that of thin film, because of their low-
cost materials and manufacturing process.

For first time in 2009, perovskites were used as solar cell [4]. As show in Figure 15 this device
are built upon the architectural basis for DSSCs and achieved 3.8% efficiencies in a liquid
electrolyte configuration where the absorber was regarded as a QDs deposited on tio2. The
efficiency was further improved to 6.5% but the enormous drawback to this types, regardless
of their low efficiency, were had dissolution of liquid electrolyte away the perovskite that cause
short stability for device.
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Introducing of Solid Hole Transporting Layer (HTL) by Nam-Gyu Park and Gratzel [49], and 
replace liquid electrolyte by it, solve this problem in 2012 and rose the efficiency to 9%. (Figure 16) 
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  In the late 2012s, research topics towards to materials engineering and switch structure by 
manufacturing methods to increase the Efficiency of these type of solar cells. Henry Snaith [50] in 
Oxford University Switched TiO2 to an insulating Aluminum oxide scaffold in Gratzel perovskites 
solar cell that show in Figure 17. This switch, surprisingly increase efficiency to 10.9%.  

 

Figure 17. Switching TiO2 to an Al2O3 in Gratzel perovskites solar cell 

On the other hand, Snaith and coworkers [17] demonstrated efficient planar solar cells of 
CH3NH3PbI3-xClx formed by dual source evaporation of PbCl2 and CH3NH3I. The film was 
evaporated on a compact TiO2 layer (as an electron transport layer) and then a Spiro-OMeTAD layer 
(as a hole transport layer) was spin coated over it (Figure 18). The evaporated films containing 
crystalline structures on the length scale of hundreds of nanometers are enormously uniform [32]. 
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Introducing of Solid Hole Transporting Layer (HTL) by Nam-Gyu Park and Gratzel  [5],
and replace liquid electrolyte by it,  solve this problem in 2012 and rose the efficiency to
9%. (Figure 16)
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In the late 2012s, research topics towards to materials engineering and switch structure by
manufacturing methods to increase the Efficiency of these type of solar cells. Henry Snaith
[6] in Oxford University Switched TiO2 to an insulating Aluminum oxide scaffold in Gratzel
perovskites solar cell that show in Figure 17. This switch, surprisingly increase efficiency
to 10.9%.
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On the other hand, Snaith and coworkers [17] demonstrated efficient planar solar cells of
CH3NH3PbI3-xClx formed by dual source evaporation of PbCl2 and CH3NH3I. The film was
evaporated on a compact TiO2 layer (as an electron transport layer) and then a Spiro-OMeTAD
layer (as a hole transport layer) was spin coated over it (Figure 18). The evaporated films
containing crystalline structures on the length scale of hundreds of nanometers are enormously
uniform [32].
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Figure 18. Schematic of Snaith hybrid perovskite solar cell 

Finally they reported 15.4% efficiency for their device and another research in this area, reported 
the difference efficiency by using different material for example Pbl2 that Graetzel and Bolink [51] 
used (device efficiency was 12.04 %) or difference evaporation method for example as show in 
Figure 19 employs both solution based deposition and vapor phase transformation by Graetzel [21] 
and coworkers, that report 12.1 % efficiency for their device. 

 

Figure 19. Gratzel sticks with the TiO2 structure and tinkered with the deposition step. 

These deposition techniques had two important drawbacks: first challenging for large-scale 
industrial production and second is that the all-solution process results in decreased film quality, and 
the vacuum process requires expensive equipment and uses a great deal of energy. Yang Yang [16] 
from UCLA university present new method named “Vapor-assisted solution process” that organic 
material infiltrates the inorganic matter and forms a compact perovskite film. These films is 
significantly more uniform than the films produced by the wet technique (Figure 20). 
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Finally they reported 15.4% efficiency for their device and another research in this area,
reported the difference efficiency by using different material for example Pbl2 that Graetzel
and Bolink [7] used (device efficiency was 12.04 %) or difference evaporation method for
example as show in Figure 19 employs both solution based deposition and vapor phase
transformation by Graetzel [21] and coworkers, that report 12.1 % efficiency for their device.
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Figure 19. Gratzel sticks with the TiO2 structure and tinkered with the deposition step.

These deposition techniques had two important drawbacks: first challenging for large-scale
industrial production and second is that the all-solution process results in decreased film
quality, and the vacuum process requires expensive equipment and uses a great deal of energy.
Yang Yang [16] from UCLA university present new method named “Vapor-assisted solution
process” that organic material infiltrates the inorganic matter and forms a compact perovskite
film. These films is significantly more uniform than the films produced by the wet technique
(Figure 20).
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On the other hand, Snaith and coworkers [17] demonstrated efficient planar solar cells of
CH3NH3PbI3-xClx formed by dual source evaporation of PbCl2 and CH3NH3I. The film was
evaporated on a compact TiO2 layer (as an electron transport layer) and then a Spiro-OMeTAD
layer (as a hole transport layer) was spin coated over it (Figure 18). The evaporated films
containing crystalline structures on the length scale of hundreds of nanometers are enormously
uniform [32].
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Figure 19 employs both solution based deposition and vapor phase transformation by Graetzel [21] 
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Finally they reported 15.4% efficiency for their device and another research in this area,
reported the difference efficiency by using different material for example Pbl2 that Graetzel
and Bolink [7] used (device efficiency was 12.04 %) or difference evaporation method for
example as show in Figure 19 employs both solution based deposition and vapor phase
transformation by Graetzel [21] and coworkers, that report 12.1 % efficiency for their device.
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These deposition techniques had two important drawbacks: first challenging for large-scale
industrial production and second is that the all-solution process results in decreased film
quality, and the vacuum process requires expensive equipment and uses a great deal of energy.
Yang Yang [16] from UCLA university present new method named “Vapor-assisted solution
process” that organic material infiltrates the inorganic matter and forms a compact perovskite
film. These films is significantly more uniform than the films produced by the wet technique
(Figure 20).
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In conjunction with these exciting device-centric advancements, fundamental studies into the
photoexcited species and their photogeneration and recombination dynamics in perovskites
also began in earnest.

At least one of the remaining question is “Is the Solar Cell Excitonic?” Perovskite solar cell had
similar diffusion lengths for electron and hole that average is about 100 to 300 nm [8] that put
these cells in conventional solar cell class. On other hand either indicate similar mobilities for
both holes and electrons [9] and this classify these cells in excitonic solar cell group (Figure 21).
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Accordingly, due to the common properties of these types of solar cells, between Conventional
and excitonic solar cell, researchers cannot exactly determine whether the photoexcited species
are excitons or free charges.

5. Conclusion

In this section we have presented the synthesis and characterization of organic-inorganic
hybrid perovskite. Hybrid organic-inorganic materials represent an alternative to present
materials as they guarantee improved optical and electronic properties by combining organic
and inorganic components together. The unusual features and versatile characteristics of
hybrid organic-inorganic perovskites open up promising applications in many fields such as
electronics, optics, optoelectronics, mechanics, environment, medicine and biology. The
application of these materials in the solar cells as a novel class of low-cost materials for high
efficiency hybrid semiconductor photovoltaic cells has been explained in more detail.
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The Physics of High-Efficiency Thin-Film III-V Solar Cells
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1. Introduction

Optically-thin absorber structures represent an interesting class of photovoltaic devices, both
in terms of their performance characteristics and the economic advantages of employing
thinner semiconductor material layers. This chapter reviews the underlying physics of high-
efficiency optically-thin solar cells employing thin-film III-V materials. By combining thin III-
V absorber structures with advanced light-trapping structures, single-junction devices can
deliver high efficiency performance over a wide range of operating conditions at a fraction of
the cost of multi-junction structures. Moreover, by leveraging hot carrier and/or optical up-
conversion mechanisms to extend infrared absorption, the power conversion efficiencies in
single-junction nano-enhanced solar cells can potentially exceed the Shockley-Queisser limit
and outperform multi-junction devices. Experimentally, suppressed radiative recombination
and high voltage operation have been observed in step-graded InGaAs quantum well struc‐
tures. In addition, recent results from a novel InAs/AlAsSb quantum dot structure prove the
validity of the intermediate band solar cell approach for infrared up-conversion, and underline
the potential of thin-film III-V materials for realizing cost-effective, high-efficiency solar cells.

By minimizing semiconductor material content, optically-thin absorber structures provide a
pathway to lower the manufacturing cost of high-performance photovoltaic (PV) devices.
Thin-film solar cells are also an attractive source of portable and mobile power, as they can be
integrated into flexible, lightweight photovoltaic modules that can operate in both terrestrial
and space environments. Several different emerging technologies can be employed to fabricate
flexible thin-film PV cells [1-2]. Although the deposition of copper indium gallium diselenide
(CIGS) directly onto flexible substrates offers some advantages in terms of ease of manufac‐
turing, the epitaxial lift-off (ELO) of III-V devices can provide much higher efficiency per‐
formance.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



By stacking multiple p-n junctions of different III-V semiconductor materials into one two-
terminal device, multi-junction solar cells have achieved record-high efficiency at converting
solar power into electrical power. Under air mass zero (AM0) spectral conditions found in
space, InGaP/GaAs/InGaAs inverted metamorphic (IMM) cells have been demonstrated with
efficiencies in excess of 32% [3-4]. Even higher efficiencies exceeding 35% have been achieved
under an air mass spectrum (AM1.5) typically used to characterize terrestrial performance [5].
However, changes in the solar spectrum can dramatically degrade the performance of multi-
junction devices – changes that occur naturally throughout the day, from season to season,
and from location to location as sunlight passes through the earth’s atmosphere. As illustrated
in Figure 1, the efficiency of a multi-junction device will decrease by more than a factor of two
under higher air mass spectra. This reduction in efficiency is due to a decrease in the current
output of the series-connected multi-junction device, which is limited by the subcell generating
the least amount of photocurrent. Series-connected multi-junction cells can also degrade more
rapidly than single-junction III-V cells upon irradiation, particularly as the current output of
the limiting subcell fails. Moreover, multi-junction III-V cells require thick, complex epitaxial
layers and are therefore inherently expensive to manufacture. Thus the inconsistent perform‐
ance under changing environmental conditions and high manufacturing costs of multi-
junction III-V cells severely hamper the application of this established high-efficiency
technology.
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Figure 1. Projected un-concentrated efficiency versus air mass spectrum for several different types of solar cell struc‐
tures, including a high-performance IMM triple-junction III-V structure, a single-junction CIGS cell, and a single-junc‐
tion GaAs solar cell. Also shown is the theoretical performance of a thin GaAs-based device incorporating up-
converting and light-trapping structures to harness a notable fraction of the available low energy photons. The
calculations assume a Bird – Riordan model of the air mass spectrums and realistic spectral response and dark diode
characteristics, as detailed in reference [6].
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Thin-film single-junction III-V cells can potentially address the performance and cost limita‐
tions of multi-junction devices. By avoiding current matching constraints, single-junction
structures can offer a more robust performance than multi-junction devices [6]. The efficiency
of established single-junction CIGS and GaAs cell technologies is more stable to changes in the
incident spectrum, and can actually outperform III-V multi-junction structures under higher
air mass spectrums, as depicted in Figure 1. Moreover, the efficiency of single-junction III-V
cells can be dramatically increased by employing additional structures that leverage optical
up-conversion and/or hot carrier effects. Theoretically, both up-conversion and hot carrier
mechanisms have been projected to increase the limiting one-sun efficiency of single-junction
photovoltaic devices to over 50% [7-8]. By combining thin III-V absorber structures with
advanced light-trapping structures, nano-enhanced III-V single-junction devices can poten‐
tially deliver high efficiency performance in a flexible format at a fraction of the cost of multi-
junction structures. As illustrated in Figure 1, efficiencies of more than 40% over a wide range
of spectrums are projected for an optically-thin GaAs-based device that can harness 85% of the
infrared photons falling within 500 meV of the GaAs band edge [6].

In this chapter, the theoretical performance of optically-thin solar cells is first described using
a generalized detailed balance model, specifically adapted for nano-enhanced absorbers. This
model is then employed to describe the impact of both absorber thickness and effective optical
path length on the performance of III-V photovoltaic devices, using data from GaAs-based
structures to validate the approach. In later sections, recent experimental work focused on
reducing the diode dark current (and hence increasing the operating voltage) and boosting the
current output of nano-enhanced III-V solar cells is summarized. In particular, the combination
of a thin optical absorber and advanced light trapping structures is shown to provide a means
to increase the voltage of operation while maintaining current output in photovoltaic devices.
However, if the absorber thickness is reduced too far, two-dimensional carrier confinement
effects will in essence enhance radiative recombination and negate the voltage benefits of thin-
absorber cells. In addition, optical losses in the high-doped contact layers and surface regions
can limit some of the benefits of light-trapping on voltage in thin-absorber structures. There
are, however, several other mechanisms for reducing radiative emissions in photovoltaic
devices. For example, radiative emissions can be minimized and voltage enhanced by embed‐
ding thin-absorbers in lower refractive index material or employing step-graded structures to
harness hot carrier effects. Finally, infrared up-conversion provides a pathway to enhance
current output and thus increase efficiency.

2. Generalized detailed balance model applied to optically-thin nano-
enhanced devices

The concept of detailed balance is often used to estimate the limiting efficiency of ideal
photovoltaic devices. Since its introduction by Shockley-Queisser, detailed balance calcula‐
tions have been generalized to include a continuous absorbance function and a variety of
different cell geometries [9-11]. More recently, detailed balance concepts have been further
generalized and applied to the analysis of experimental results from several different types of
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functional photovoltaic devices [12-14]. In this section, a generalized detailed balance model
is applied to optically-thin nano-enhanced photovoltaic absorber structures. A device geom‐
etry with negligible photon recycling is considered the starting point for the discussion because
of the reduced absorption inherent to optically-thin structures. Experimental dark current and
external quantum efficiency characteristics from a high-voltage InGaAs quantum well
structure are then analyzed within the framework of this generalized detailed balance model.

By extending detailed balance concepts to include both carrier generation and carrier transport
properties, Kirchartz and Rau have demonstrated that the photovoltaic external quantum
efficiency, Qe (E), measured at normal incidence, can be related to the radiative dark current
and luminescent characteristics of photovoltaic (PV) and light emitting diode (LED) devices
[13]. The radiative dark current (Jrad) follows an n=1 voltage dependence, β (V) = exp(qV/kT) –
1, that will fundamentally limit the operating voltage of a photovoltaic device, and that can be
related to the experimentally measured external quantum efficiency:

Jrad =q∫Qe(E ) ϕbb(E ) β(V ) dE (1)

where q is the elementary charge, V is the applied bias voltage, and kT is the thermal energy.
The relevant blackbody spectral photon density spectrum, ϕbb (E), in Equation (1) is contingent
upon the cell geometry, but can be generalized here with the introduction of a dark current
factor (Fdc) to characterize, among other things, the overall effective etendue of the photovoltaic
device, such that:

ϕbb(E ) =  (2 Fdc /  h 3 c 2) E 2 / (exp (E / kT) -1) (2)

In many detailed balance calculations, Fdc is often assumed to be as low as π, corresponding
to the limit in which emitted photons are reabsorbed after perfect reflection off the back surface
or total internal reflection off the front surface. However, such photon recycling effects, which
effectively restrict the angular emissions of the device, may become negligible in optically-thin
structures with low reflectance surfaces and/or high absorbing contact layers. In this limit of
negligible re-absorption:

Fdc =2 π nb
2 (3)

where nb is the refractive index of the barrier material surrounding the optically-thin absorber.

The external quantum efficiency of a photovoltaic device, Qe (E), is also related to the short
circuit current density (Jsc) via:

Jsc =q∫Uc(E ) Qe(E ) ϕsun(E ) dE (4)

where  ϕsun  (E)  is  the  incident  solar  spectrum  and  Uc  (E)  is  a  correction  factor  to  the
photocurrent introduced here in order to account for optical up-conversion effects [15]. In

Solar Cells - New Approaches and Reviews250



functional photovoltaic devices [12-14]. In this section, a generalized detailed balance model
is applied to optically-thin nano-enhanced photovoltaic absorber structures. A device geom‐
etry with negligible photon recycling is considered the starting point for the discussion because
of the reduced absorption inherent to optically-thin structures. Experimental dark current and
external quantum efficiency characteristics from a high-voltage InGaAs quantum well
structure are then analyzed within the framework of this generalized detailed balance model.

By extending detailed balance concepts to include both carrier generation and carrier transport
properties, Kirchartz and Rau have demonstrated that the photovoltaic external quantum
efficiency, Qe (E), measured at normal incidence, can be related to the radiative dark current
and luminescent characteristics of photovoltaic (PV) and light emitting diode (LED) devices
[13]. The radiative dark current (Jrad) follows an n=1 voltage dependence, β (V) = exp(qV/kT) –
1, that will fundamentally limit the operating voltage of a photovoltaic device, and that can be
related to the experimentally measured external quantum efficiency:

Jrad =q∫Qe(E ) ϕbb(E ) β(V ) dE (1)

where q is the elementary charge, V is the applied bias voltage, and kT is the thermal energy.
The relevant blackbody spectral photon density spectrum, ϕbb (E), in Equation (1) is contingent
upon the cell geometry, but can be generalized here with the introduction of a dark current
factor (Fdc) to characterize, among other things, the overall effective etendue of the photovoltaic
device, such that:

ϕbb(E ) =  (2 Fdc /  h 3 c 2) E 2 / (exp (E / kT) -1) (2)

In many detailed balance calculations, Fdc is often assumed to be as low as π, corresponding
to the limit in which emitted photons are reabsorbed after perfect reflection off the back surface
or total internal reflection off the front surface. However, such photon recycling effects, which
effectively restrict the angular emissions of the device, may become negligible in optically-thin
structures with low reflectance surfaces and/or high absorbing contact layers. In this limit of
negligible re-absorption:

Fdc =2 π nb
2 (3)

where nb is the refractive index of the barrier material surrounding the optically-thin absorber.

The external quantum efficiency of a photovoltaic device, Qe (E), is also related to the short
circuit current density (Jsc) via:

Jsc =q∫Uc(E ) Qe(E ) ϕsun(E ) dE (4)

where  ϕsun  (E)  is  the  incident  solar  spectrum  and  Uc  (E)  is  a  correction  factor  to  the
photocurrent introduced here in order to account for optical up-conversion effects [15]. In

Solar Cells - New Approaches and Reviews250

conventional  PV devices,  Uc  (E)  =  1.  However,  in some devices,  including optically-thin
nano-enhanced absorber structures, the presence of low-energy photons can enhance carrier
generation  beyond that  measured  in  a  typical  photovoltaic  external  quantum efficiency
measurement  [16-18],  resulting  in  an  effective  enhancement  in  the  incident  solar  spec‐
trum such that Uc (E) > 1.

The  validity  of  the  generalized  detailed  balance  model  for  optically-thin  photovoltaic
devices described above has been confirmed by analyzing experimental results from a high-
voltage InGaAs quantum well  solar cell.  The measured external quantum efficiency and
current-voltage characteristics from a high-voltage GaAs-based diode with a single nearly-
square 15 nm InGaAs well  embedded within the junction depletion region are summar‐
ized in Figure 2. The baseline diode consists of an extended p-type wide band gap emitter,
which minimizes non-radiative recombination,  and a relatively thin (0.5 μm) GaAs base
layer,  similar to the high-voltage InGaAs well structures described in reference [19].  As-
grown wafers  were  quartered and 0.25  cm2  thin-film cells  were  fabricated using a  sub‐
strate removal process at MicroLink Devices [20]. The measured external quantum efficiency
characteristics  summarized  in  Figure  2  (a)  were  taken  from  a  cell  employing  a  low
reflectance  two-layer  anti-reflectance  coating  on the  front  surface  and an absorbing  Ge-
based back metallization. Small, simple mesa test devices were also fabricated via stand‐
ard wet etch chemistry and photolithography on a second quarter piece of the same wafer.
For the dark I-V measurements reported in Figure 2 (b),  a  test  structure consisting of  a
device with a junction area of 200 μm x 270 μm has been employed.

The measured dark current in Figure 2 (b) exhibits a non-ideal voltage dependence at lower
bias, presumably due to non-radiative recombination within the depletion region. However,
the voltage dependence of the dark current approaches unity as the bias approaches 1 V.
Quantitatively, the measured dark current at higher bias nearly matches the radiative dark
current calculated from Equations (1) – (3), assuming T = 25oC, nb = 3.5 (refractive index of the
GaAs surrounding the well), and the measured external quantum efficiency shown in Figure
2 (a). While the calculated n=1 component of the dark current shown in Figure 2 (b) assumes
negligible re-absorption (Fdc = 2πnb

2), we note that the dark current factor can be generalized
further to account for non-radiative and non-equilibrium effects. Non-radiative recombination
will result in higher effective Fdc values that can also vary with voltage if recombination occurs
within the junction depletion region. On the other hand, lower Fdc values could be obtained if
the overall angular emissions of the device are restricted, for example via photon recycling, or
through non-equilibrium effects such as hot carrier extraction. Finally, we note that mislead‐
ingly high Fdc values could be obtained if the falloff in Qe (E) is not accurately measured at
longer wavelengths, as emissions from the Urbach tail region can have a significant impact on
the dark current, as will be discussed in later sections.
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3. Dependence of radiative dark current on absorber thickness

Like conventional photovoltaic devices, the output voltage of optically-thin solar cells is
governed by the underlying dark current. The dark current of typical III-V semiconductor
diodes is composed of several different components involving both radiative and non-
radiative processes. Non-radiative dark current processes can follow either an n=2 or n=1
voltage dependence, contingent upon the location of the recombination. Non-radiative defects
within the junction depletion region contribute to the n=2 space charge recombination
component of the dark current, while non-radiative defects in the quasi-neutral regions of the
device contribute to the n=1 component. Radiative processes also follow an n=1 voltage
dependence, and as discussed in the previous section, will ultimately limit the voltage
performance of the best photovoltaic devices. In this section, the impact of absorber layer
thickness on the radiative dark current is detailed after making some simplifying assumptions
regarding absorption processes in GaAs-based devices.

In a previous section, we summarized how detailed balance considerations can be used to
relate the radiative dark current to the external quantum efficiency – e.g. Equation (1). The
external quantum efficiency is in turn proportional to the effective absorber layer width (Weff)
and the absorption coefficient α (E):

5
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Figure 2: External quantum efficiency spectra (a) and dark current-voltage measurements (b) from a high voltage 
InGaAs quantum well solar cell structure employing an extended wide band-gap AlGaAs/InGaP emitter 
heterojunction.  The dashed line in (b) is the calculated Jrad from equations (1) – (3) using the measured Qe (E). 
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Figure 2. External quantum efficiency spectra (a) and dark current-voltage measurements (b) from a high voltage In‐
GaAs quantum well solar cell structure employing an extended wide band-gap AlGaAs/InGaP emitter heterojunction.
The dashed line in (b) is the calculated Jrad from equations (1) – (3) using the measured Qe (E).
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Qe(E ) =  C(E ) α(E ) Weff (5)

where C (E) is a correction factor which accounts for loss mechanisms, such as reflections off
the front surface and photogenerated carrier recombination prior to collection. While the
absorption coefficient of GaAs is arguably the most well-known of all the III-V compounds,
the reported values can vary significantly with doping, particularly at energies close to and
below the band gap. In this section, the GaAs absorption coefficient is modeled using a
piecewise continuous function as described in Miller et al. [21] but calibrated using the
experimental data from Kurtz et al. [22], as shown in Figure 3 (a).

7

spectrum of a 50 nm GaAs layer.  The Qe (E) generated from Equation (5) can then be combined with 
equations (1) – (3) to calculate the dependence of saturated radiative dark current on absorber thickness 
for GaAs, as summarized in Figure 3 (c).   Clearly the radiative dark current can be reduced, and the 
operating voltage enhanced, by minimizing the absorber layer thickness. 

Radiative recombination can also be described mechanistically in terms of carrier recombination via the 
use of a radiative recombination coefficient.  With this mechanist approach, the radiative saturation 
current density (Jo1,rad) can be related to the intrinsic carrier density (ni) and the physical absorber layer 
thickness (Wp) via a three-dimensional radiative recombination coefficient (B3D):

(6)    J������ � ���������� �⁄ ����

where r is Asbeck’s photon recycling co-factor [23-24].   Figure 3 (d) summarizes the dependence of r
on thickness, as inferred from fitting Equation (6) to the radiative dark current derived from detailed 
balance calculations as described above and summarized in Figure 3 (c).  Assuming ni = 2.1 x 106 cm-3, a 
typical value quoted for GaAs, the fit also implies B3D = 3.9 x 10-10 cm3/s, reasonably in-line with 
previous estimates of the radiative recombination coefficient in GaAs [23]. 
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Figure 3: (a) Modeled (line) and measured (circles) absorption spectra of GaAs; (b) modeled external quantum 
efficiency spectra for a 50 nm GaAs absorber; (c) dependence of the radiative saturation dark current as a function 
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Figure 3. (a) Modeled (line) and measured (circles) absorption spectra of GaAs; (b) modeled external quantum efficien‐
cy spectra for a 50 nm GaAs absorber; (c) dependence of the radiative saturation dark current as a function of absorber
layer thickness as calculated (circles) from detailed balance considerations and fit (line) to Equation (6); and (d) photon
recycling factor as a function of absorber thickness, derived from the fit to Equation (6).

In the limit of negligible photon recycling, the effective absorber layer width can be equated
to the physical absorber layer width (Weff = Wp). Furthermore, in ideal structures, reflection
losses are minimized and all of the absorbed photons are collected, e.g. C (E) = 1. With these
simplifying assumptions, the external quantum efficiency can be calculated from equation
(5) for any given thickness of an ideal GaAs absorber. For example, Figure 3 (b) depicts the
calculated external quantum efficiency spectrum of a 50 nm GaAs layer. The Qe (E) generated
from Equation (5) can then be combined with equations (1) – (3) to calculate the dependence
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of saturated radiative dark current on absorber thickness for GaAs, as summarized in Figure
3 (c). Clearly the radiative dark current can be reduced, and the operating voltage enhanced,
by minimizing the absorber layer thickness.

Radiative recombination can also be described mechanistically in terms of carrier recombina‐
tion via the use of a radiative recombination coefficient. With this mechanist approach, the
radiative saturation current density (Jo1,rad) can be related to the intrinsic carrier density (ni)
and the physical absorber layer thickness (Wp) via a three-dimensional radiative recombination
coefficient (B3D):

Jo1,rad =q ni
2 (B3D / ϕr) Wp (6)

where ϕr is Asbeck’s photon recycling co-factor [23-24]. Figure 3 (d) summarizes the depend‐
ence of ϕr on thickness, as inferred from fitting Equation (6) to the radiative dark current
derived from detailed balance calculations as described above and summarized in Figure 3
(c). Assuming ni = 2.1 x 106 cm-3, a typical value quoted for GaAs, the fit also implies B3D = 3.9
x 10-10 cm3/s, reasonably in-line with previous estimates of the radiative recombination
coefficient in GaAs [23].

4. Transition from 3D to 2D carrier confinement

Nano-enhanced III-V absorbers are a specific example of optically-thin photovoltaic device
structures that are being investigated as a pathway to extend infrared absorption and increase
photovoltaic power conversion efficiency. In a typical III-V nano-enhanced solar cell, quantum
well and/or quantum dot layers are added to the depletion region of a PIN diode. In principle,
the addition of narrow band gap material to the diode structure is expected to result in an
increase in the fundamental radiative dark current. In practice, non-radiative recombination
both in the narrow band gap material and underlying baseline diode often obscures the
radiative dark current. However, nano-enhanced absorber structures with a novel material
structure have recently achieved ultra-low dark currents by employing advanced band gap
engineering to suppress non-radiative recombination and expose the limiting radiative
component of the dark current [19]. As the thickness of the absorber layer decreases, quantum
confinement effects can begin to play a role. In this quantum confinement limit, the variation
of the radiative dark current with thickness will deviate from that implied in Equation (6), as
derived in the previous section.

In this section, we describe the saturation in radiative recombination with decreasing well
thickness observed in both photoluminescence and dark current measurements on high-
voltage, single InGaAs well structures. The observed saturation in PL intensity and radiative
dark current is consistent with a transition from a three-dimensional (3D) to a two-dimensional
(2D) density of states as quantum confinement effects increase with decreasing well thickness.
The dependence of the radiative dark current on well thickness is described mechanistically
in terms of a transition from 3D to 2D carrier recombination.
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Figure 4 compares the photoluminescence spectra and diode dark currents from a set of single,
square InGaAs well structures with varying well thickness but the same effective well energy.
These InGaAs quantum well structures have been synthesized on semi-insulating GaAs
substrates via metal-organic chemical vapor deposition (MOCVD). To minimize the diode
dark current, an extended wide band gap emitter heterojunction structure has been employed,
consisting of wide energy-gap InGaP and AlGaAs materials in the emitter and in the depletion
region adjacent to the emitter [19]. To ensure that photogenerated carriers can overcome
potential energy barriers via field-assisted thermionic emission, the InGaAs quantum wells
and the transitions to higher energy-gap materials are located within the built-in field of the
junction depletion region [25].

The as-grown samples have been characterized by photoluminescence (PL) measurements
generated with excitation from a 785 nm laser source. In Figure 4 (a), the PL intensity meas‐
ured on each sample has been normalized to the peak GaAs base layer emissions near 1.42 eV.
The PL emission peak from the InGaAs well is a function of both the well composition and
thickness. In the set of structures discussed in this section, the indium composition in the well
is higher in the thinner wells in order to maintain a peak PL emission near 1.32 eV. Interesting‐
ly, the relative PL intensity from the InGaAs layer clearly decreases as the well thickness
decreases from 30 nm to 15 nm, but is only marginally lower for the structure with the thin‐
nest well (2.5 nm).

The wafers were quartered after the PL measurements, and standard wet etch chemistry and
photolithography were employed to define simple mesa test devices with junction areas as
small as 75 μm x 75 μm. These devices were then characterized via illuminated current versus
voltage, capacitance versus voltage, and dark current versus voltage measurements. For dark
I-V measurements shown in Figure 4 (b), a test structure consisting of a device with a junction
area of 200 μm x 270 μm has been employed. While some sample-to-sample scatter in the n=2
space charge recombination component of the dark current is observed, the magnitude of n=1
component of the measured dark current mimics the behavior of the relative PL intensity
emitted by the InGaAs wells. Specifically, the n=1 component decreases with well thickness
from 30 nm to 15 nm, but the 2.5 nm sample has a dark current that is nearly indistinguishable
from the 15 nm sample. This observed near saturation in PL intensity and radiative dark
current is consistent with a transition from a three-dimensional (3D) to a two-dimensional (2D)
density of states as quantum confinement effects increase with decreasing well thickness.

Figure 5 compares the reverse saturation radiative current density, as derived by scaling the
integrated PL spectra in Figure 4 (a), to the n=1 reverse saturation current density extracted
directly from the measured dark diode current in Figure 4 (b). The comparison in Figure 5
indicates a very close correlation between the photoluminescence and dark current measure‐
ments in this sample set. By relating the radiative recombination rate to the intrinsic carrier
density (ni) via a bulk three-dimensional radiative recombination coefficient (B3D), the radiative
dark current in an optically thin absorber has previously been expressed in terms of the
physical absorber layer thickness (Wp) – e.g. Equation (6). However, radiative emissions from
quantum-confined structures can be more appropriately described in terms of a two-dimen‐
sional radiative recombination coefficient (B2D) [26]. In particular, the rate of radiative recom‐
bination in a quantum-confined layer is proportional to the product of the electron and hole
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densities within the quantum well. In the limit of evenly emitting wells in which the effective
carrier densities are the same within each well, the radiative current density generated by a
multiple quantum well structure can be expressed as:

Jo1,rad =q nqw pqw B2DMqw (7)

where nqw and pqw are the effective quantum well electron and hole densities per unit area at
zero bias and Mqw is the number of wells in the structure (Mqw=1in the set considered here).
For any given effective well energy, equation (7) implies that the radiative component of the
dark current will scale with the number of wells, independent of well thickness.

11

 

          (a)                         (b) 
Figure 4: Normalized photoluminescence spectra (a) and dark current-voltage measurements (b) from a set of high-
voltage InGaAs quantum well solar cell structures, all emitting at approximately 1.325 eV but with varying well 
thickness. 

Figure 5: Reverse saturation current density of the n=1 component of the diode current as derived from the 
measured dark diode current (solid circles) and calculated from the measured PL spectra (open diamonds).   Also 
shown is the expected variation in the radiative dark current in the 3D and 2D regimes using Equations (6) and (7).
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Figure 4. Normalized photoluminescence spectra (a) and dark current-voltage measurements (b) from a set of high-volt‐
age InGaAs quantum well solar cell structures, all emitting at approximately 1.325 eV but with varying well thickness.

In Figure 5, the reverse saturation current density values inferred from both the dark diode
current and photoluminescence measurements are compared to calculations using Equations
(6) and (7). For the thicker samples, the variation in Jo1,rad with absorber layer thickness is well
fit by a 3D representation of the carrier recombination, as given by Equation (6), assuming the
radiative recombination coefficient is independent of indium composition (B3D = 3.9 x 10-10

cm3/s) and that the intrinsic carrier combination scales inversely with the effective energy gap
(ni = (NcNv)1/2 exp(-Eg/2kT) = 1.57 x 107 cm-3). On the other hand, for the thinner samples, the
variation in Jo1,rad with absorber layer thickness is well fit by a 2D representation of the carrier
recombination as given by Equation (4), assuming nqw = pqw = 0.37 cm-2 and B2D = 1.3 x 10-3 cm2/s.
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Figure 4. Normalized photoluminescence spectra (a) and dark current-voltage measurements (b) from a set of high-volt‐
age InGaAs quantum well solar cell structures, all emitting at approximately 1.325 eV but with varying well thickness.

In Figure 5, the reverse saturation current density values inferred from both the dark diode
current and photoluminescence measurements are compared to calculations using Equations
(6) and (7). For the thicker samples, the variation in Jo1,rad with absorber layer thickness is well
fit by a 3D representation of the carrier recombination, as given by Equation (6), assuming the
radiative recombination coefficient is independent of indium composition (B3D = 3.9 x 10-10

cm3/s) and that the intrinsic carrier combination scales inversely with the effective energy gap
(ni = (NcNv)1/2 exp(-Eg/2kT) = 1.57 x 107 cm-3). On the other hand, for the thinner samples, the
variation in Jo1,rad with absorber layer thickness is well fit by a 2D representation of the carrier
recombination as given by Equation (4), assuming nqw = pqw = 0.37 cm-2 and B2D = 1.3 x 10-3 cm2/s.
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Figure 5. Reverse saturation current density of the n=1 component of the diode current as derived from the measured
dark diode current (solid circles) and calculated from the measured PL spectra (open diamonds). Also shown is the
expected variation in the radiative dark current in the 3D and 2D regimes using Equations (6) and (7).

5. Impact of enhanced optical path length

The application of light trapping structures to thin-film devices provides a means to both
further suppress the radiative dark current via photon recycling and increase the current
output via enhanced optical path lengths within the thin absorber structure. Figure 6 summa‐
rizes the current-voltage characteristics of a simple example of an optically-thin absorber
structure employing a reflective back contact [6]. This uncoated test device employs a 30 nm
GaAs absorber embedded within a wider energy-gap InGaP/AlGaAs heterojunction, and has
been fabricated into a thin-film device using an epitaxial liftoff process at MicroLink Devices
[20]. Record-low dark current characteristics for a GaAs-based device have resulted in an ultra-
high open circuit voltage (Voc) of 1.122 V at a short circuit current density (Jsc) of 14.7 mA/cm2.

Equation (6) can be employed to estimate the expected impact of enhanced optical path length
on the radiative dark current of a GaAs-based device. In particular, Figure 7 compares the
calculated dependence of the radiative n=1 saturation current density as a function of absorber
thickness for four different structures with varying optical path length (OPL) enhancements.
Because photon emissions are omnidirectional in nature, the OPL enhancements assumed in
Figure 7 represent angle averaged values. For these calculations, we further assume that B =
3.9 x 10-10 cm3/s, ni = 2.1 x 106 cm-3, and that self- absorption effects – see ϕr dependence on
thickness shown in Figure 3 (d) – scale with the OPL factor. Enhancements in the OPL due to
reflections off the front and back surfaces of the device can result in the re-absorption of emitted
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photons and thus a significant increase of self-absorption effects, particularly in thicker
absorber structures.

Figure 6. Illuminated current-voltage characteristics from a small area (0.25 cm2), optically-thin GaAs test device fabri‐
cated via epitaxial liftoff [19]. An optical photograph of the flexible test cells is shown inset.

For thin absorbers, such as the test device summarized in Figure 6, the impact of light trapping
on radiative dark current is relatively small. However, the impact of light trapping on the short
circuit current of thin-absorber structures can be quite significant. Figure 8 highlights the
dependence of the short circuit current density on both the physical absorber layer thickness
and the effective optical thickness due to enhancements in the optical path length. The OPL
enhancements shown in Figure 8, unlike Figure 7, are not angle averaged but instead describe
the average path length of normal incident photons. For these calculations, the GaAs absorp‐
tion coefficient was modeled using a piecewise continuous function described in Miller et al.
[21] but calibrated using the experimental data from Kurtz et al. [22], as shown earlier in Figure
3 (a). After accounting for reflection off the front surface of an uncoated device (R ~ 35%), it
was further assumed that all absorbed incident low energy photons with wavelengths greater
than 715 nm generated collectable electron-hole pairs. Higher energy photons are assumed to
be absorbed in a wider energy gap matrix surrounding the GaAs layer, providing 13.1
mA/cm2 of current under simulated AM1.5 illumination. The effective thickness in Equation
(5) was then assumed to be the product of the physical thickness and the OPL factor. As seen
in Figure 7, the application of light trapping structures which can enhance the optical path
length of incident photons is projected to have a significant impact on the current output of
thin absorber structures, but has minimal impact on thicker absorber structures.
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Figure 8. Projected dependence of the uncoated short circuit current as a function of GaAs absorber layer thickness
under AM 1.5 illumination, assuming five different structures with varying degrees of light trapping, resulting in opti‐
cal path length enhancements of 1x, 2x, 4x, 8x, and 16x. Also shown is the short circuit current density measured on the
optically-thin GaAs test structure characterized in Figure 6 and described in more detail in reference [6].

Figure 7. Projected dependence of the radiative saturation dark current as a function of GaAs absorber layer thickness
assuming four different structures with varying degrees of light trapping, resulting in optical path length enhance‐
ments of 1x, 4x, 16x, and 24x. Also shown is the n=1 saturation dark current extracted from measurements on the opti‐
cally-thin GaAs test device summarized in Figure 6 and described in more detail in reference [6].
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6. High-voltage nano-enhanced devices with suppressed radiative
recombination

In the last section, we saw that light trapping is not a particularly effective means to reduce
the radiative dark current of optically-thin absorber structures. However, recent experimental
work indicates that it may be possible to reduce radiative recombination in thin absorber
structures by manipulating the compositional profile of quantum well absorbers [19]. In
particular, a compositional step-grade design has been experimentally observed to enhance
the performance of high-voltage InGaAs quantum well solar cells by reducing the overall diode
dark current. A comparison of square and step-graded well structures with varying well
thickness but comparable well emission energy suggests a 2x reduction in the radiative
recombination coefficient. Theoretically, we will show that reducing either the Urbach tail or
the refractive index environment can result in a notable reduction in the radiative dark current
of optically-thin structures. In addition, non-equilibrium effects, partially hot-carrier effects,
can lead to even more substantial reductions in the radiative dark current.

By embedding narrow energy-gap wells within a wide energy-gap matrix, quantum well solar
cells seek to harness a wide spectrum of photons at high voltages in a single-junction device.
Quantum well solar cells have the potential to deliver ultra-high efficiency over a wide range
of operating conditions, avoiding the limitations of current matching inherent in multi-
junction devices. Over the years, quantum well solar cells have been fabricated using a variety
of different material systems, and the basic concept has been extended to include quantum dot
absorber structures [27-29]. Clear enhancements in the infrared spectral response have been
experimentally observed in both quantum well and quantum dot solar cells. Recently, GaAs-
based quantum well solar cells with a novel material structure which minimizes non-radiative
recombination have also achieved record-high open circuit voltages, in some cases exceeding
1 V at one-sun bias levels [19,30]. In this section, we detail the additional performance benefits
resulting from the use of compositionally step-graded InGaAs well designs.

Figure 9 compares external quantum efficiency as derived from measured photoluminescence
(PL) spectra and dark diode current-voltage characteristics from a single square InGaAs well
photovoltaic device to a similar structure employing a compositionally step-graded well
design. The baseline diode consists of an extended p-type wide band gap emitter, which
minimizes non-radiative recombination, and a relatively thin (0.5 μm) GaAs base layer,
synthesized on semi-insulating GaAs substrates via metal-organic chemical vapor deposition
(MOCVD) [19]. In each structure the well is placed within the junction depletion region, as
photogenerated carriers can then escape from the well via field-assisted thermionic emission
[25]. A comparison of the simplified band structures of the square and step-graded wells is
illustrated in Figure 10.

The indium content of the square and step-graded well structures compared in Figure 9 has
been tuned to yield a nearly identical peak PL energy of approximately 1.325 eV. As a result,
the forward emission and carrier collection characteristics are quite similar. However, the
measured dark diode characteristics of the step-graded structure are notably lower than the
square structure, with fits of the n=1 component yielding a factor of 2x reduction in the reverse
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saturation current density. These results imply that the use of a composition step-graded
profile in the quantum well results in a 2x reduction in the radiative recombination coefficient.

There are several possible mechanisms by which a step-graded well profile or other device
designs may reduce the radiative recombination coefficient, and thus enhance the limiting
operating voltage of photovoltaic devices. For example, any shifts in the absorption profile,
and in particular the sub-band gap (e.g. Urbach tail) region, can impact radiative emissions.
Figure 11 compares the calculated reverse saturation current density assuming two different
Urbach tail energies. As in earlier sections, the absorption spectrum is modeled using a
piecewise continuous function [21]. The absorption spectrum is then used to generate an
external quantum efficiency spectrum, which is in turn used to calculate the radiative dark
current based upon detailed balance concepts – e.g. Equations (5) and (1). Reducing the
activation energy which describes the sub-bandgap absorption profile results in a reduction
in the radiative dark current, but more so in thicker absorbers. Altering in the Urbach tail
absorption characteristics may thus provide some benefits, but seems unlikely to account for
the 2x reduction in the radiative recombination B-coefficient observed in thin step-graded well
structures.
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Figure 9: Estimated external quantum efficiency (a) and dark current-voltage measurements (b) from two high-
voltage InGaAs quantum well structures, one employing a square well and the other a compositionally step-graded 
well.  The external quantum efficiency was estimated from PL measurements assuming a reciprocity relationship 
between spectral response characteristics and luminescent emissions in PV and LED devices [12].  The dark current 
was measured on mesa test structures with a junction area of 500 m x 500 m fabricated via standard 
photolithography and wet etch chemistry.  The dashed lines depict the slope of ideal n=1 and n=2 components of the 
dark current. 
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Figure 9. Estimated external quantum efficiency (a) and dark current-voltage measurements (b) from two high-voltage
InGaAs quantum well structures, one employing a square well and the other a compositionally step-graded well. The
external quantum efficiency was estimated from PL measurements assuming a reciprocity relationship between spec‐
tral response characteristics and luminescent emissions in PV and LED devices [12]. The dark current was measured
on mesa test structures with a junction area of 500 μm x 500 μm fabricated via standard photolithography and wet etch
chemistry. The dashed lines depict the slope of ideal n=1 and n=2 components of the dark current.
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comparison, illustrating the field-assisted photogenerated carrier escape processes.
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Restricting the angular range of emissions provides another mechanism for reducing radiative
dark current. The most direct means of restricting the range of angular emissions is to alter the
refractive index environment in which the absorber layer is embedded. Figure 12 (a) summa‐
rizes the calculated radiative saturation dark current for several different refractive index
values. Reducing the refractive index of the material above and below the absorber layer can

Solar Cells - New Approaches and Reviews262



16

          

          (a)                  (b) 

Figure 9: Estimated external quantum efficiency (a) and dark current-voltage measurements (b) from two high-
voltage InGaAs quantum well structures, one employing a square well and the other a compositionally step-graded 
well.  The external quantum efficiency was estimated from PL measurements assuming a reciprocity relationship 
between spectral response characteristics and luminescent emissions in PV and LED devices [12].  The dark current 
was measured on mesa test structures with a junction area of 500 m x 500 m fabricated via standard 
photolithography and wet etch chemistry.  The dashed lines depict the slope of ideal n=1 and n=2 components of the 
dark current. 

        
          (a)                  (b) 

0.01

0.1

1

10

850 870 890 910 930 950 970

Es
tim

at
ed

 E
xt
er
na

l Q
ua

nt
um

 E
ffi
ci
en

cy
 (%

)

Wavelength (nm)

Step-Graded Well

Square Well

1.0E-04

1.0E-03

1.0E-02

1.0E-01

1.0E+00

1.0E+01

1.0E+02

0.60 0.70 0.80 0.90 1.00 1.10

C
ur

re
nt

 D
en

si
ty

 (m
A

/c
m

2 )

Voltage (V)

Step-Graded Well

Square Well

n = 2

n = 1

Ec

Ev

electrons

holes

photons

Ec

Ev

electrons

holes

photons

Figure 10. Simplified band structures of the (a) square and (b) step-graded well structures employed in the Figure 9
comparison, illustrating the field-assisted photogenerated carrier escape processes.

17

Figure 10: Simplified band structures of the (a) square and (b) step-graded well structures employed in the Figure 9 
comparison, illustrating the field-assisted photogenerated carrier escape processes.

        
          (a)             (b) 

Figure 11: (a) Absorption spectra assuming two different activation energies (Eo) for the Urbach tail sub-band gap absorption, 
and (b) the resulting calculated radiative saturation current density as a function of absorber thickness.  

Restricting the angular range of emissions provides another mechanism for reducing radiative dark 
current.  The most direct means of restricting the range of angular emissions is to alter the refractive index 
environment in which the absorber layer is embedded.  Figure 12 (a) summarizes the calculated radiative 
saturation dark current for several different refractive index values.  Reducing the refractive index of the 
material above and below the absorber layer can effectively reduce the angular emissions, and lowering 
the refractive index from 3.5 to 2.5 can result in a 2x reduction in the radiative recombination coefficient.  
However, the changes in effective value of the refractive index in the step-graded structure are not 
expected to be this large.  Step-graded structures could also potentially alter the strain profile in the well, 
and strain in quantum wells has been found to result in a non-isotropic radiation profile that may reduce 
overall radiative recombination losses [31].  The non-isotropic radiation profile resulting from strain is in 
many ways similar to that resulting from a reduction in the refractive index of the barrier material, and 
while potentially beneficial, would seem unlikely to account for the 2x reduction in dark current observed 
in step-graded structures.

Step-graded structures may also provide a means of minimizing the overall recombination losses in 
quantum well solar cells.  Faster escape rates can potentially be obtained by employing a step-graded 
compositional profile to allow photogenerated carriers to readily hop out of the InGaAs well [19], as 
illustrated in Figure 10.  Enhanced extraction of hot carriers from the absorber region of a photovoltaic 
device has been suggested as a potential mechanism for reducing radiation losses and increasing 
efficiency [8].  Hot carrier effects can result in a large reduction in the radiative recombination, 
potentially reducing the B-coefficient by many orders of magnitude – see Figure 12 (b).  Even a small 
effective carrier temperature difference of less than 1 kT is projected to result in more than a 2x reduction 

1.0E+00

1.0E+01

1.0E+02

1.0E+03

1.0E+04

1.0E+05

1.30 1.40 1.50 1.60

A
bs

or
pt

io
n 

C
oe

ff
ic

ie
nt

 (c
m

-1
)

Energy (eV)

Eo = 6.7 meV

Eo = 11.5 meV

1E‐19

1E‐18

1E‐17

1E‐16

1 10 100 1,000 10,000

Sa
tu
ra
tio

n 
Cu

rr
en

t D
en

si
ty
 (m

A/
cm

2 )

Thickness (nm)

Eo = 6.7 meV

Eo = 11.5 meV

Figure 11. (a) Absorption spectra assuming two different activation energies (Eo) for the Urbach tail sub-band gap ab‐
sorption, and (b) the resulting calculated radiative saturation current density as a function of absorber thickness.

Restricting the angular range of emissions provides another mechanism for reducing radiative
dark current. The most direct means of restricting the range of angular emissions is to alter the
refractive index environment in which the absorber layer is embedded. Figure 12 (a) summa‐
rizes the calculated radiative saturation dark current for several different refractive index
values. Reducing the refractive index of the material above and below the absorber layer can
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effectively reduce the angular emissions, and lowering the refractive index from 3.5 to 2.5 can
result in a 2x reduction in the radiative recombination coefficient. However, the changes in
effective value of the refractive index in the step-graded structure are not expected to be this
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in the radiative dark current.  Hot carrier effects can potentially be further enhanced by optimizing device 
design and employing optical concentration [8].       
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large. Step-graded structures could also potentially alter the strain profile in the well, and strain
in quantum wells has been found to result in a non-isotropic radiation profile that may reduce
overall radiative recombination losses [31]. The non-isotropic radiation profile resulting from
strain is in many ways similar to that resulting from a reduction in the refractive index of the
barrier material, and while potentially beneficial, would seem unlikely to account for the 2x
reduction in dark current observed in step-graded structures.

Step-graded structures may also provide a means of minimizing the overall recombination
losses in quantum well solar cells. Faster escape rates can potentially be obtained by employing
a step-graded compositional profile to allow photogenerated carriers to readily hop out of the
InGaAs well [19], as illustrated in Figure 10. Enhanced extraction of hot carriers from the
absorber region of a photovoltaic device has been suggested as a potential mechanism for
reducing radiation losses and increasing efficiency [8]. Hot carrier effects can result in a large
reduction in the radiative recombination, potentially reducing the B-coefficient by many orders
of magnitude – see Figure 12 (b). Even a small effective carrier temperature difference of less
than 1 kT is projected to result in more than a 2x reduction in the radiative dark current. Hot
carrier effects can potentially be further enhanced by optimizing device design and employing
optical concentration [8].

7. Intermediate band solar cells based on quantum dot nanostructures

In the previous section, we summarized how the operating voltage of nano-enhanced absorb‐
ers can be enhanced by suppressing the radiative dark current. In this section we will focus on
the application of three dimensional quantum dot nanostructures in photovoltaics to increase
the current output. Luque et al. [32] proposed that forming an intermediate band in a single
junction photovoltaic cell can drastically enhance the energy conversion efficiency of the cell.
The enhancement in efficiency is due to increased infrared light absorption via optical up-
conversion. This type of internally up-converting PV device is known as an intermediate band
solar cell (IBSC). Figure 13 shows the band diagram of a PV cell with an intermediate band.
This configuration will enable the absorption of two additional sub-bandgap photons in
addition to one above bandgap photon. With proper design, the ultimate open circuit voltage
should not be affected by the insertion of the intermediate band. Instead, the open circuit
voltage will be equal to the separation between valance and conduction band quasi Fermi
levels of the wider bandgap host material, independent of the intermediate band material, i.e
Voc = μCV/q. Based on the IBSC theory, a maximum efficiency is possible when the host material
bandgap is 1.93 eV with an intermediate band located at 0.7 eV. Semiconductor quantum dots
(QDs) are perhaps the best choice to create an intermediate band in a single-junction solar cell
due to the inherent tunability of their shape, size, and quantum confinement properties. For
an IBSC to work properly, the QD system being used must satisfy certain conditions in terms
of bandgaps and band alignments [32].

Many attempts have been made to realize IBSCs based upon QD nanostructures. Initially, QD
systems such as InAs, InGaAs, and GaSb dots with GaAs as host material have been studied.
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InAs and InGaAs QDs in GaAs exhibit a type I band alignment, while GaSb QDs in GaAs have
a type II band alignment. In type I QDs, both electrons in the conduction band and holes in
the valence band are confined. In type II QDs, only one type of carriers is confined, for example,
in GaSb QDs only holes are confined and electrons are delocalized. Compared to Type I QDs,
Type II QD systems offer advantages with longer carrier life times. But in GaSb QDs the high
effective mass of holes puts the hole energy levels close to each other and making it difficult
to achieve an intermediate band. This makes InAs/GaAs system more appropriate to demon‐
strate the operation of IBSC. So far, QDs used for IBSC study have been grown using a self-
assembly process known as the Stranski–Krastanov (S-K) growth method. Molecular beam
epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD) systems are generally
used to synthesize such QDs. InAs QDs grown using on GaAs are typically 5-7 nm tall and
25-30 nm wide with QD density ranging from 1010 – 1011 cm-2. Figure 14 shows the atomic force
microscope (AFM) image of InAs QDs grown on GaAs and its distribution. The width of the
intermediate band (∆ΕIB) formed by QD depends on the QD distribution. Larger QD distribu‐
tion leads to higher ∆ΕIB. Levy et al. calculated that highest cell efficiency results when ∆ΕIB ~
825 meV [33].
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QDs, only one type of carriers is confined, for example, in GaSb QDs only holes are confined and 
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carrier life times. But in GaSb QDs the high effective mass of holes puts the hole energy levels close to 
each otherand making it difficult to achieve an intermediate band. This makes InAs/GaAs system more  

Figure 13:Schematic showing the bands involved in an intermediate band photovoltaic cell. The intermediate band 
is located between the conduction and valence bands of a barrier material. The open circuit voltage of this ideal cell 
is equal to the separation between the conduction and valence band quasi Fermi levels EFC and EFV. There are three 
transitions – valence band to conduction band, valence band to intermediate band, and intermediate band to 
conduction band – that contribute to the photocurrent.
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Figure 13. Schematic showing the bands involved in an intermediate band photovoltaic cell. The intermediate band is
located between the conduction and valence bands of a barrier material. The open circuit voltage of this ideal cell is
equal to the separation between the conduction and valence band quasi Fermi levels EFC and EFV. There are three tran‐
sitions – valence band to conduction band, valence band to intermediate band, and intermediate band to conduction
band – that contribute to the photocurrent.

A typical QD, due to its small size, has a small absorption cross section for incident photons.
Due to this fact, a large number of QD layers need to be stacked together to provide sufficient
sub-bandgap photon absorption. These layers are separated by a barrier material also known
as a spacer. To accommodate a large number of dot layers in a given intrinsic region thickness,
very thin spacers are used. However, the accumulated strain due to stacking the thin spacer
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layers leads to the formation of defects and dislocations in the system. Figure 15 shows the
high resolution TEM image of ten layers of InAs QDs on GaAs. A thin 15 nm spacer, which is
not enough to de-couple strain between two successive dot layers, leads to dislocation
formation. To avoid such effects due to QD stacking, a technique known as strain compensation
has been adopted. In this technique, a tensile material with respect to both barrier and QD
materials is inserted between two successive QD layers. GaP and GaAsN are widely used strain
compensation materials for the InAs/GaAs system.

Figure 16 shows a schematic illustrating the strain compensation process in a multi-layer
QD system. In order to compensate the strain accumulated during the stacking process, a
material with smaller lattice constant with respect to the buffer layers is introduced between
two successive QD layers. This process reduces the effects caused by the strain buildup.
The strain compensation material and its thickness should be selected such that the total
elastic strain in the system is less than a critical value. The total elastic strain (Etotal) depends
on the number of QD stacks (N), spacer thickness (tspacer) and the average strain (< ε⊥ >) in
each QD layer, i.e Etotal < N. tspacer. < ε⊥ >. For example, the use of a 4 monolayer (ML) thick
GaP strain compensation layer relieves ~36% of the compressive strain in the InAs/GaAs
material system [34]. To achieve good quality material, either the spacer should be thick
enough so that the successive QD layers are strain de-coupled, or strain compensation layers
must  be employed.  Strain compensation has been successfully implemented in photonic
devices such as lasers and photovoltaic cells [29, 35-38].
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Figure 14: a) Atomic force microscope image of InAs/GaAs QDs grown via the Stranski–Krastanov 
growth mode using MBE, and b) the resulting QD height distribution. As the formation of these QD is a 
strain driven process, a variation in QD size is expected. The FWHM of the distribution can be reduced 
with careful optimization of growth conditions. 
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Figure 14. (a) Atomic force microscope image of InAs/GaAs QDs grown via the Stranski–Krastanov growth mode us‐
ing MBE, and b) the resulting QD height distribution. As the formation of these QD is a strain driven process, a varia‐
tion in QD size is expected. The FWHM of the distribution can be reduced with careful optimization of growth
conditions.
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each QD layer, i.e Etotal < N. tspacer. < ε⊥ >. For example, the use of a 4 monolayer (ML) thick
GaP strain compensation layer relieves ~36% of the compressive strain in the InAs/GaAs
material system [34]. To achieve good quality material, either the spacer should be thick
enough so that the successive QD layers are strain de-coupled, or strain compensation layers
must  be employed.  Strain compensation has been successfully implemented in photonic
devices such as lasers and photovoltaic cells [29, 35-38].
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depends on the QD distribution. Larger QD distribution leads to higher IB. Levy et al. calculated that 
highest cell efficiency results when IB ~ 825 meV [33].  
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fact, a large number of QD layers need to be stacked together to provide sufficient sub-bandgap photon 
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accumulated strain due to stacking the thin spacer layers leads to the formation of defects and dislocations 
in the system.  Figure 15 shows the high resolution TEM image of ten layers of InAs QDs on GaAs. A 
thin 15 nm spacer, which is not enough to de-couple strain between two successive dot layers, leads to 
dislocation formation. To avoid such effects due to QD stacking, a technique known as strain 
compensation has been adopted. In this technique, a tensile material with respect to both barrier and QD 
materials is inserted between two successive QD layers. GaP and GaAsN are widely used strain 
compensation materials for the InAs/GaAs system. 

Figure 16 shows a schematic illustrating the strain compensation process in a multi-layer QD system. In 
order to compensate the strain accumulated during the stacking process, a material with smaller lattice 
constant with respect to the buffer layers is introduced between two successive QD layers.  This process  

Figure 14: a) Atomic force microscope image of InAs/GaAs QDs grown via the Stranski–Krastanov 
growth mode using MBE, and b) the resulting QD height distribution. As the formation of these QD is a 
strain driven process, a variation in QD size is expected. The FWHM of the distribution can be reduced 
with careful optimization of growth conditions. 
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Figure 14. (a) Atomic force microscope image of InAs/GaAs QDs grown via the Stranski–Krastanov growth mode us‐
ing MBE, and b) the resulting QD height distribution. As the formation of these QD is a strain driven process, a varia‐
tion in QD size is expected. The FWHM of the distribution can be reduced with careful optimization of growth
conditions.
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Figure 15. Cross-sectional TEM image of 10 stacks of InAs/GaAs QD grown by MOCVD with 15 nm spacers. In this
structure, the use of thin spacer layers results in formation of unwanted dislocations [34].
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Strain compensation layer
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Figure 16. Schematic showing the implementation of strain compensation in a QD structure. Self-assembled QDs are
formed due to compressive strain between QD and buffer materials. During the process of stacking QD layers, a mate‐
rial with smaller lattice constant (tensile with respect to buffer) is inserted between two successive QD layers to avoid
strain induced effects.

Figure 17 shows a strain-compensated GaAs p-i-n photovoltaic cell in which 3 layers of InAs
QD layers with a 29 nm GaAs spacer are inserted [38]. A 4 ML GaP strain compensation layer
between two successive QD layers is also included here. One can easily study the affect of
strain compensation by measuring PL from the stacked QD samples (transmission electron
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microscope and atomic force microscope also help in such study but are more destructive,
expensive and time consuming). The PL measurements conducted on QDs alone are presented
in Figure 18. The sample without GaP strain compensation has poor PL emission compared
to that of the sample with strain compensation. This is indicative of poor material quality and
increased defect density. PL from the sample without stain compensation also shows a bimodal
distribution which indicates a large variation in dot size due to strain.

The electrical characteristics of QD photovoltaic cells with and without strain compensation
have been studied via current-voltage (I-V) and quantum efficiency measurements. The I-V
characteristics of InAs/GaAs QD PV cell structures (Figure 17) are compared in Figure 19. It is
evident from the figure that the cell without strain compensation performs poorly when
compared to other cells. In this study, three different GaP strain compensation schemes are
chosen, i.e. 2 ML, 4 ML and 2ML+2ML (with 5 nm GaAs in between). It is observed from the
data that both 4ML and 2ML+2ML samples behave in similar ways with the latter showing
slightly better current. This observation is also supported by EQE data shown in Figure 20.
The devices with QDs in their active regions show an extended photoresponse compared to
the device without QDs. For a higher number of QD layers in the PV cell, a careful optimization
of strain compensation layers is needed. Though this I-V data shows a drop in VOC with the
insertion of QDs in the PV cells, it is possible to develop QD cells with minimal voltage drop.
Bailey et al. have demonstrated that by carefully tuning the QD and strain compensation
material thicknesses, the VOC can approach 1 V, comparable to that of the GaAs control cell [39].

Figure 17. Schematic representation of an InAs/GaAs quantum dot photovoltaic device stucture with 3 QD layers that
employ 4 ML GaP layers for strain compensation [38].
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Figure 18. Photoluminescence spectra from 3 layers of stacked InAs QDs with (circles) and without (solid) strain com‐
pensation layers. It is obvious from these spectrums that including proper strain compensation layers improves the
material quality.

Figure 19. Current-voltage characteristics of InAs/GaAs QD photovoltaic cell with 3 QD layers.  GaP has 
been used for compensating strain. A 2ML+2ML GaP with 5 ML separation provides best compensation 

Figure 19. Current-voltage characteristics of InAs/GaAs QD photovoltaic cells with 3 QD layers. GaP has been used for
compensating strain. A 2ML+2ML GaP with 5 ML separation provides best compensation.
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Figure 20. External quantum efficiency characteristics of photovoltaic cells fabricated with and without strain compen‐
sation layers. Clearly, the devices with strain compensation outperform the device without compensation.

8. Novel materials for intermediate band solar cells

As noted previously, there have been numerous attempts to use established QD material
systems for IBSCs. However, these QD systems have had only limited success because their
band alignments do not meet the IBSC requirements. Levy et al. and Dahal et al. have identified
exotic material combinations that are more suitable for IBSCs [40, 41]. These material systems
are difficult to grow and very few attempts have been made to realize them. Simmonds et al.
have reported the growth of InAs(Sb) QDs with AlAs0.56Sb0.44 barriers on InP substrates [42].
This system has near ideal bandgaps for IBSCs, and furthermore, InAs(Sb)/AlAsSb QDs exhibit
a type II band alignment. This offers strong electron confinement, while the valence band offset
at the InAs(Sb)/AlAsSb interface is small (zero for certain As and Sb compositions). Initial
attempts were made to develop InAs (no antimony) QDs. However, when InAs was directly
grown on AlAsSb barriers, irrespective of good QD morphology, no PL emission was ob‐
served. This was attributed to aluminum diffusion into the QDs. The aluminum diffusion issue
was solved by introducing very thin layers of GaAsxSb1-x between the QD and AlAsSb layers.
This process resulted in PL emission between 0.7 – 0.9 eV (at 77 K). The GaAsxSb1-x spacer
scheme was further optimized by Sun et al. to tune the QD morphology and bandgap [43].
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Figure 21 (a) shows the schematic of InAs QD using GaAs and GaAsSb cladding layer scheme.
Figure 21 (b) shows the atomic force microscope image of InAs/AlAsSb QDs with 5 ML of
GaAs below the QDs. These QDs have an areal density 2×1010 cm−2 and are 4.1 nm tall and 33
nm in diameter. The average size of these QDs can be easily controlled, and hence the energies
of the quantum confined states, simply by changing the InAs coverage. Power-dependent
photoluminescence measurements on these QD samples confirm a type II band alignment
(Figure 22). In samples containing GaAs/InAs/GaAsSb QDs, carrier lifetimes as long as 7 ns
are measured. This is greater than the lifetimes measured in typical type I QD systems. These
longer lifetimes are especially beneficial for efficient carrier extraction, leading to higher IBSC
efficiency.
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Figure 21: a) Schematic of an InAs QD structure with GaAs and GaAs0.95Sb0.05 cladding layers, as well as thin 
AlAsSb spacers, and b) atomic force microscopy image of InAs QDs on AlAs0.56Sb0.44 with a five-monolayer-
thick GaAs cladding layer placed beneath the QDs. The QD density is 2×1010cm−2, and they are 4.1 nm tall and 
33 nm in diameter [42]. 
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Figure 21. a) Schematic of an InAs QD structure with GaAs and GaAs0.95Sb0.05 cladding layers, as well as thin AlAsSb
spacers, and b) atomic force microscopy image of InAs QDs on AlAs0.56Sb0.44 with a five-monolayer-thick GaAs clad‐
ding layer placed beneath the QDs. The QD density is 2×1010cm−2, and they are 4.1 nm tall and 33 nm in diameter [42].

To understand the performance and operation of InAs/AlAsSb QD PV cells, an AlAsSb p-i-n
solar cell device was fabricated with 10 layers of InAs QDs buried within the optimized
cladding layers (similar to schematic in Figure 21(a)). EQE data from an AlAsSb control cell
without dots or cladding layers and another cell with cladding layers only is also presented
for comparison (Figure 23). The EQE spectra show an extended wavelength response in cases
where there are cladding layers and QDs. To date, this is the longest wavelength response
reported in any QD PV device. The QD cell shows an extremely broad-band photoresponse
up to 1800 nm, consistent with the PL measured from respective devices. Though these results
are encouraging, further device optimization will be required to achieve a high efficiency IBSC
performance, perhaps including the use of high solar concentrations.
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Figure 22:  a) PL peak position at 77 K as a function of the cube root of excitation power for 7 ML and 8 
ML InAs QDs with optimized cladding scheme, shown in the inset, and  b) time dependent PL decay 
traces for 8 ML InAs SAQDs at different detection wavelengths. The dashed line is the fitting curve for 
the decay trace at peak wavelength. 

Figure 22. (a) PL peak position at 77 K as a function of the cube root of excitation power for 7 ML and 8 ML InAs QDs
with optimized cladding scheme, shown in the inset, and b) time dependent PL decay traces for 8 ML InAs SAQDs at
different detection wavelengths. The dashed line is the fitting curve for the decay trace at peak wavelength.
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Figure 23. External quantum efficiency measured from an InAs/AlAsSb QD PV cell with GaAs and GaAsSb cladding
layers, compared to measurements from a control cell and a cell incorporating only the cladding layers (no QDs). The
QD cell shows a response up to 1800 nm, consistent with the PL measurements.

9. Conclusions

While multi-junction III-V devices have achieved record-breaking efficiency under select
operating conditions, inherent sensitivity to changes in the spectral conditions and high
manufacturing costs preclude their wide-spread usage in energy harvesting applications. On
the other hand, thin-film single-junction III-V devices can offer more robust performance at
lower costs. Moreover, single-junction III-V cells can potentially match or even exceed the peak
efficiency performance levels of present day multi-junction devices by incorporating advanced
structures that leverage light trapping, optical up-conversion and/or hot carrier effects.

In this chapter, the theoretical performance of optically-thin solar cells has been described
using a generalized detailed balance model, specifically adapted for nano-enhanced absorbers.
This model has been employed to assess the impact of both absorber thickness and effective
optical path length on the performance of III-V photovoltaic devices, using data from GaAs-
based structures to validate the approach. In later sections, recent experimental work focused
on reducing the diode dark current (and hence increasing the operating voltage) and boosting
the current output of nano-enhanced III-V solar cells has been summarized. In particular, the
combination of a thin optical absorber and advanced light trapping structures was shown to
provide a means to increase the voltage of operation while maintaining current output in
photovoltaic devices. However, if the absorber thickness is reduced too far, two-dimensional
carrier confinement will effectively enhance radiative recombination and negate the voltage
benefits of thin-absorber cells. In addition, optical losses in the high-doped contact layers and
surface regions can limit some of the enhanced voltage benefits of light-trapping in thin
absorber structures. There are, however, several other mechanisms for reducing radiative
emissions in photovoltaic devices. For example, radiative emissions can be minimized and the
voltage increased by embedding thin-absorbers in lower refractive index material or employ‐
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ing step-graded structures to harness hot carrier effects. Finally, infrared up-conversion has
been demonstrated as a pathway to enhance current output in intermediate band solar cells.
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1. Introduction

In silicon solar cell technology, metallization plays an integral part in outlining the cost and
efficiency of solar cells. Indeed, the development of better techniques for the metallization of
silicon solar cells is vital for achieving higher efficiencies. Presently, screen-printed contacts
are primarily employed in photovoltaic industry as they can be realized easily with high
throughputs. However, screen-printing technology has the draw-backs of higher contact
resistance and lower aspect ratios, degrading the solar cells’ performance. In recent years, an
overall decrease in the photovoltaic module price index has occurred, while the higher cost of
silver has disturbed this decrease adversely [1]. The future of solar cell technology will involve
decreasing the wafer’s thickness as well as decreasing the use of silver according to the
standards set out by the international technology roadmap for photovoltaics (ITRPV) [2]. Metal
contacts with superior electrical performance and lower production costs are vital for photo‐
voltaic industrial production. In short, the pressing process of screen printing technology for
thinner silicon wafers, along with expensive silver pastes, needs to be replaced by a fresh
metallization technology. A series of workshops have been dedicated to the metallization of
crystalline silicon solar cells, where various metallization techniques have already been
inquired [3-6]. All of these meetings have helped in understanding and reforming present-day
advancements in solar cell metallization techniques.

Among the capable metallization techniques, contacts composed of nickel/copper (Ni/Cu)
metal stacks are considered to be one of the most feasible candidates for future metallization
technologies. The use of such metal stacks offers precise and low contact resistance and also
helps in improving solar cells’ efficiency [7]. The most important feature is that the technique
can be realized with lower material costs. Ni/Cu contact formations involve two major steps:
a Ni seed layer formation followed by a Cu metal deposition as a front electrode. The Cu metal
stack over the Ni layer plays the role of the main contact to the front of the cell [7-12]. The Cu

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
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front metals stack is usually formed by an electro-plating process, which is a well-developed
plating technique and can only be applied to conductors. Cu has also been deposited by an
electroless plating process, but it also requires a seed layer at the silicon surface [13, 14]. An
auto-catalytic method of depositing Ni-phosphorus or Ni-boron by electroless plating bath
compositions can be adopted to contact the semiconducting surface of silicon [15-17]. The use
of a seed layer (i.e., Ni) can help to plate metal stacks on semiconducting or even non-
conducting materials. Apart from Ni deposition from a conventional Ni plating bath, it can be
plated under illumination (light-induced electroless plating) [18, 19] or by laser-assisted
electroless plating [20]. A galvonic deposition method was also adopted to realize thin Ni
layers on a textured silicon surface uniformly [21]. The Cu metal is usually electroplated by a
light-induced plating (LIP) process developed at the Fraunhofer Institute for Solar Energy (ISE)
[22, 23]. The LIP process involves the immersion of a sample composed of an np-junction with
aluminium (Al) screen-printed on the back into an illuminated plating bath. The details of the
LIP process will be discussed in the following sections.

This chapter deals with issues regarding contact formations using Ni/Cu metal stacks for
crystalline silicon solar cells. The key issues for the discussed technology are: (i) an effective
Ni seed layer formation, and (ii) the development of Cu metal contacts by the LIP process. In
this section, we will give an overview of the process conditions for such metallization schemes
and of the current research work as well as the challenges and issues that have emerged. The
sections are dedicated to addressing the most important topics in detail.

2. Silver vs. copper metallization

Currently, the photovoltaic industry is primarily occupied by metallization schemes composed
of silver-based (Ag-based) screen-printed contacts. The key attribution is a simple process
control with an attainable mass production on the industrial scale. However, the efficiencies
of cells with screen-printed electrodes are degraded by factors such as the finger width and
fill-factor (FF). Ag-based screen-printed contacts usually offer high contact resistance and have
lower metal conductivity, and junction shunting can occur during the contact firing process.
Such issues degrade the FF of the cell, which is why screen-printed contacts typically offer FFs
within the range of 75-78%. On the other hand, the FFs of the contacts patterned with the
photolithography process lies within the range of 81-82% [24, 25]. Moreover, screen-printed
contacts offer higher shading losses because of larger finger widths (usually ≥ 100 μm wide).

The metallization of solar cell has a vital role in contributed to cell performance and it also
determines a considerable number of cell processing costs. On average, about 40% of expenses
are associated with the pastes used for front-and rear-side metallization [1]. This shows that
the overall cost of the solar modules can be reduced drastically if the expensive Ag paste is
replaced by relatively cheaper materials, such as copper. The schematics of both the metalli‐
zation concepts are shown in Figure 1.

Considering the higher cost of Ag and tarnished cell parameters due to shading losses and
lower FFs, screen-printed contacts offer an opportunity for replacement by an alternate
metallization. Recently, metal contacts composed of Ni/Cu metal stacks have emerged and are
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considered to be a potential candidate for future crystalline silicon photovoltaic cells. Ni/Cu
has shown some good results for solar cell performance in terms of improved FFs and higher
efficiencies. The overall cost per watt-peak (Wp) can also be decreased as the copper is cheaper
than Ag (about 100 times) and is almost equally conductive [26, 27]. It has been reported that
Ni/Cu-in comparison to Ag paste-has higher electrical conductivity and lower contact
resistance, even at lower doping concentrations (Ns) [28]. Cu is usually deposited by a self-
aligned electro-plating process which helps to plate electrodes with finer line widths. The
electrodes are plated and processed at lower temperatures (250-450 °C), considerably lower
than the temperatures (700-850 °C) required for Ag pastes. The low temperature process is
favourable for cell processing, as the degradation of the passivation layers can occur at higher
temperatures. Furthermore, the rear side Al contact may be melted as well if Ag pastes are
fired at higher temperatures. Although Cu offers certain advantages, it can create highly active
generation/recombination centres if diffused in silicon [29]. In order to prevent Cu diffusion
in silicon, a barrier layer is required. It has been reported that Ni plays a vital role in reducing
the contact resistance as well acting as an effective diffusion barrier between Cu and silicon
[30]. In Table 1, both the metallization schemes are compared in terms of the advantages and
issues that they offer to crystalline silicon solar cells.

Contacts Advantages Challenges

Ag contacted cells
Simple process control

High throughputs

Expensive
Poor aspect ratios

High contact resistance
Lower cell efficiency

Ni/Cu plated cells

Lower price
Lower shading losses

High aspect ratios
Low contact resistance

Higher efficiency potential

Complex process
Back-ground plating
Poor adhesion to Si

Table 1. Comparison of the solar cells fabricated with screen-printed Ag contacts and Ni/Cu metallized solar cells.

Figure 1. Schematic structures of solar cells composed of metal contacts formed with screen-printed Ag paste (left) and
Ni/Cu plating (right).
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3. Ni/Cu contacting schemes

Cu metallization offers greater resistance against electron migration and has been implement‐
ed widely for ultra-large-scale integrated circuits (ULSIs). However, it has a major weakness
as being a deep-level impurity in silicon and can disturb the electrical performance of the
device. These impurities tend to generate traps which act as generation/recombination centres
and degrade the minority carrier lifetimes in the substrates [31, 32]. To avoid the Cu from being
diffused in the silicon, Ni, as a diffusion barrier, has been employed successfully. Ni not only
acts as a diffusion barrier but also promotes adhesion between Cu and silicon [9, 33]. Cu along
with a Ni seed layer has given some promising results in terms of the efficiency of the
crystalline silicon solar cells. The metallization technique using Ni/Cu metal stacks mainly
involves two steps:

i. Ni seed layer deposition.

ii. Cu deposition by LIP.

The two step process (seed and plate) for the metallization of solar cells increases the efficiency
potential considerably [34]. After depositing Ni/Cu metal stacks, a thin capping layer of silver
(Ag) or tin (Sn) is usually electroplated above the Cu. The purpose of this capping layer is to
prevent the Cu metal lines from being oxidized. Moreover, these capping layers help to solder
the interconnecting tabs and also prevent the Cu interacting with the EVA encapsulant. The
processing steps involved in metalizing the Ni/Cu/Ag or Sn metal stacks are shown in Fig. 2.
However, the schematics for these steps are shown in Fig. 3.

Figure 2. Processing steps involved for depositing Ni/Cu/Ag or Sn metal stacks.

Figure 3. Schematic structures of the steps involved in the formation of Ni/Cu/Ag or Sn-based metallization schemes.
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3.1. Ni seed layer deposition

Ni as a seed layer has to be deposited to prevent the diffusion of the Cu in the silicon. There
are a number of ways to effect Ni deposition by adopting the mechanism of oxidation reduction
reactions. The diffusion barriers used as alternatives to Ni include titanium (Ti) and tungsten
(W) [35]. However, Ni has the ability to provide a lower contact resistance to doped silicon
and it works well as a diffusion barrier [28, 36]. Low resistivity ohmic contacts can be made
by initiating a low temperature sintering process after Ni deposition [8, 11, 36-38]. The basic
requirement of the Ni seeding layer formation is a uniform and adequate thickness over the
entire front grid. The effectiveness of the Ni barrier layer can be defined by its role in blocking
Cu diffusion. In this section, various methods adopted to form a Ni diffusion barrier at various
research institutes will be discussed.

3.1.1. Electroless deposition

This type of process is done without the application of any external power source. The process
involves autocatalytic chemical reduction reactions to deposit metal layers. The electroless
plating deposition principle is shown in Fig.4, where the reduction of metal cations occurs by
electrons produced from a reducing agent. The actual electrochemical nature of the process
written for the z-valent metal in the form of two half reactions is also shown in Fig. 4 [39]. The
final product of the reactions comes in the form of metal deposition on the substrates. The most
important feature of the electroless deposition process is that it is capable of metalizing
semiconducting or even non-conducting surfaces, such as plastics, ceramics and glass.

Figure 4. Electroless plating deposition principle for: the oxidation of the reductant and metal layer formation from the
reduction of metal ions [39].

The Ni electroless plating bath is composed of the following bath compositions [40]:

• A source of nickel from nickel sulphate (NiSO4[H2O]6) or nickel chloride, (NiCl2 6H2O).
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• A reducing agent of sodium hypophosphite (NaH2PO2 H2O).

• A buffer or mild complex agent of triammonium citrate [(NH4)3C6H5O7)].

Additionally, a small amount of ammonium hydroxide (NH4OH) is also added to elevate the
pH of the solution. The pH of the plating bath should be maintained at around 8 ~ 10 for bath
stability and uniform deposition rates [10, 16, 41]. The chemical reactions based on catalytic
oxidation-reduction between hypophosphite ions and Ni can be described as the sum of two
simultaneous steps [27]:

Step 1:   H2PO2- + H2O →  HPO32- + 2H+ +  H- (1)

Step 2:   2H- + Ni2+→  Ni +  H2 (2)

Sum:   2H2PO2- + 2H2O + Ni2+→  Ni + H2 + 4H+ + 2HPO32- (3)

3.1.2. Light-induced deposition

Light source along with an electroless deposition process were used to deposit a Ni barrier
layer. The phenomenon of a chemical reaction taking place is the same (catalytic oxidation-
reduction) as described in the previous section. However, the light source provided here helps
in adjusting the electrochemical potential of the front are rear of the cell and enhances the
plating rates [42]. The electron migration at the surface is controlled by the photo-voltage
generated from the np-junction and the electronegativity of the substrates. Moreover, higher
plating rates can be achieved as these photo-generated electrons enhance the reduction of the
Ni2+ions on the silicon surface [15]. The increase in the plating rates due to light inclusion relives
in the form of operating the bath at lower temperatures. Although a uniform Ni layer at higher
plating rates can be deposited, the process of light-induced electroless plating involves
complexity related to the process’s characterization. Furthermore, the light-induced current
in the LIP process helps to transport electrons only to the n-type surface, which limits the
technique in metallizing n-type surfaces [43]. The light-induced nickel plating (LINP) process
was also investigated by Yu-Han et al., and uniform Ni surfaces of high intrinsic quality were
reported [44].

3.1.3. Laser-assisted deposition

Laser-assisted deposition has also been used to employ the Ni deposition process on a silicon
surface. The process is considered to be feasible for industrial applications, as the anti-reflection
coating (ARC) layer can be ablated along with the Ni deposition. This can reduce the number
of steps involved in cell processing and can help the development of solar cells with mass
production on the industrial scale.
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plating rates can be achieved as these photo-generated electrons enhance the reduction of the
Ni2+ions on the silicon surface [15]. The increase in the plating rates due to light inclusion relives
in the form of operating the bath at lower temperatures. Although a uniform Ni layer at higher
plating rates can be deposited, the process of light-induced electroless plating involves
complexity related to the process’s characterization. Furthermore, the light-induced current
in the LIP process helps to transport electrons only to the n-type surface, which limits the
technique in metallizing n-type surfaces [43]. The light-induced nickel plating (LINP) process
was also investigated by Yu-Han et al., and uniform Ni surfaces of high intrinsic quality were
reported [44].

3.1.3. Laser-assisted deposition

Laser-assisted deposition has also been used to employ the Ni deposition process on a silicon
surface. The process is considered to be feasible for industrial applications, as the anti-reflection
coating (ARC) layer can be ablated along with the Ni deposition. This can reduce the number
of steps involved in cell processing and can help the development of solar cells with mass
production on the industrial scale.
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Here, an electrolyte solution is used where a cell composed of an np-junction is immersed and
a laser beam is applied to pattern the grid at the wafer surface. The application of the laser
beam increases the temperature in the solution and at the wafer surface [20]. The ARC is ablated
due to the heat generated at the laser-exposed surface and increased temperatures in the
electrolyte solution decompose the Ni particles. Furthermore, the light induced in the cell
generates an electron-hole pair, the generated electrons support Ni deposition at the sample
surface. The use of water containing Ni salts is considered to be useful for depositing the Ni
layer on the silicon surface uniformly. There has been some progress reported regarding laser
chemical Ni deposition by various research institutes [45-50], although the process still needs
to matured. Laser chemical metal deposition (LCMD) is a solution for implementation on the
industrial scale since ARC ablation along with Ni deposition can be performed at the same
time. The LCMD process was successfully implemented at Fraunhofer ISE to form Ni-based
Cu metallization with 17.9% efficient cells on CZ substrates [51]. Röder et al. also reported a
laser-based method to deposit a Ni layer with thinner finger widths (< 30 μm) with a low
temperature process known as ‘laser transfer contact’ (LTC) [52].

3.2. Nickel sintering

In order to form a contact between the deposited Ni and silicon, a sintering step is required to
form Ni silicide [38, 53, 54]. This sintering process helps to form an alloy of Ni and silicon and
it act as a seed layer for the Cu. Furthermore, the sintering process reduces the contact
resistance between the metals and the silicon interface [33]. The process involves heat treatment
in the ambiance of N2 gas, and Ni is known to form various phases at different temperatures
[55]. Three different phases of Ni2Si (~300 °C), NiSi (300~700 °C) and NiSi2 (~700 °C) can be
realized after the sintering process. The NiSi phase offers the lowest resistivity (~14 μΩ.cm2)
among all three phases and is suitable for solar cell applications [10].

3.3. Copper electroplating

Subsequent to the Ni seed layer’s formation with the sintering process, the deposition of a
suitable metal is required in order to further reduce the line resistance of the front grid.
Materials such as Ag and Cu have been deposited by using electroplating arrangements. Cu
is under consideration, since it is relatively cheap in comparison to Ag and it can reduce the
overall cell costs drastically. To deposit Cu, an electrolytic metal deposition method can be
used. Here, a sample composed of a np-junction and a Cu anode is immersed into an admixed
solution of copper sulphate (CuSO4[H2O]5) and sulphuric acid (H2SO4) [56]. The CuSO4[H2O]5)
supplies, the Cu (positively charged) and SO4 (negatively charged) ions for the electroplating
process. A positive potential is applied at the anode while the sample is kept at the negative
terminal. This applied potential attracts the positively charged Cu ions towards the cathode
and the negatively charged SO4 ions towards the anode. According to the reactions shown in
Eq. 4, the Cu deposition occurs at the cathode due to the reduction of Cu ions [39].

Cu2+ +  2e→Cu (4)
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The Cu electroplating is mostly done by the approach implementing LIP arrangements as
shown in Fig. 5. The LIP process works on the same principle as the conventional electroplating
process; however, the inclusion of a light source enables the utilization of the photo-generation
property of the solar cell. This process, developed at Fraunhofer ISE, includes the immersion
of a patterned cell into the electrolyte plating with the light source arrangements. A protective
potential is applied at the sample in order to make the rear-side of the cell more cathodic, which
helps in minimizing the corrosion of the aluminium back-electrode. Furthermore, the plating
can also be done relatively uniformly, as this potential operates the cell closer to its short-circuit
conditions [43]. As to having a uniform voltage distribution across the grid pattern, the LIP
process also provides stable baths with no reducing agents. LIP is an encouraging method,
particularly for the solar cell metallization since it helps to deposit metal with higher aspect
ratios and higher deposition rates.

3.4. Anti-reflection coating (ARC) patterning

The conventional Ag metal contacts are usually formed by screen-printing and firing the Ag
pastes through SiNx passivation layers. However, Ni/Cu-based metallization requires a
separate step to open the ARC/passivation layer in order to form the contact grid. A simple
example could be a mask and etch sequence [42]. Under this method, the passivated front
surface of the cell is patterned with a photolithography process and the unprotected passivated
layer is etched away using wet etching. Later on, the photoresist (PR) material is stripped away
in an organic solvent solution (the process sequence is described in Fig. 6). For patterning the
front contact grids, various approaches have been adopted. These approaches can be catego‐
rized as wet etching, direct etching, mechanical scribing and laser-assisted etching. All these
etching methods will be discussed in this section of the chapter.

Figure 5. Schematic arrangements of Cu-based light-induced electroplating systems.

Solar Cells - New Approaches and Reviews286



The Cu electroplating is mostly done by the approach implementing LIP arrangements as
shown in Fig. 5. The LIP process works on the same principle as the conventional electroplating
process; however, the inclusion of a light source enables the utilization of the photo-generation
property of the solar cell. This process, developed at Fraunhofer ISE, includes the immersion
of a patterned cell into the electrolyte plating with the light source arrangements. A protective
potential is applied at the sample in order to make the rear-side of the cell more cathodic, which
helps in minimizing the corrosion of the aluminium back-electrode. Furthermore, the plating
can also be done relatively uniformly, as this potential operates the cell closer to its short-circuit
conditions [43]. As to having a uniform voltage distribution across the grid pattern, the LIP
process also provides stable baths with no reducing agents. LIP is an encouraging method,
particularly for the solar cell metallization since it helps to deposit metal with higher aspect
ratios and higher deposition rates.

3.4. Anti-reflection coating (ARC) patterning

The conventional Ag metal contacts are usually formed by screen-printing and firing the Ag
pastes through SiNx passivation layers. However, Ni/Cu-based metallization requires a
separate step to open the ARC/passivation layer in order to form the contact grid. A simple
example could be a mask and etch sequence [42]. Under this method, the passivated front
surface of the cell is patterned with a photolithography process and the unprotected passivated
layer is etched away using wet etching. Later on, the photoresist (PR) material is stripped away
in an organic solvent solution (the process sequence is described in Fig. 6). For patterning the
front contact grids, various approaches have been adopted. These approaches can be catego‐
rized as wet etching, direct etching, mechanical scribing and laser-assisted etching. All these
etching methods will be discussed in this section of the chapter.

Figure 5. Schematic arrangements of Cu-based light-induced electroplating systems.

Solar Cells - New Approaches and Reviews286

Figure 6. Mask and etch process sequence: (a) solar cell with a passivation layer, (b) front-electrode patterning with a
photolithography process, (c) exposed ARC etching, and (d) PR removal.

3.4.1. Wet etching

The process of wet etching involves the front-electrode grid opening in the passivation layers
through a wet chemical solution (e.g., hydrofluoric acid). An example of a mask and etch
sequence using a photolithography process has already been discussed. The photolithography
process has the ability to open finger lines with lower widths (reduced shading losses).
Although the photolithography-based grid patterning has shown great results in the form of
higher efficiencies, nonetheless the process complexity limits its implementation on the
industrial scale. Other methods, such as the use of etch resists deposited by either screen
printing or ink-jet printing followed by ARC etching by wet chemical treatment, have also
been employed [57, 58]. The ink-jet by aerosol jet printing has also been used to etch away the
contact grids by non-contact writing for front metallization [23, 57]. The wet etching methods
involve some cleaning steps, which restrict their implementation on the industrial scale.

3.4.2. Direct etching

The application of appropriate etching pastes can also be helpful in etching away the passi‐
vation layer directly [59-61]. The process is done by applying phosphoric acid-based etch
pastes on the ARC layer followed by temperature curing (at 300~390 °C) to etch away the
desired passivation layer. Thinner finger lines (85 μm wide) have been realized by screen
printing a phosphoric acid paste and curing at 350 °C for 90 seconds on a textured surface [58].
Another form of the direct etching of the passivation layer was reported which uses a water-
soluble acidic polymer with a fluoride-based solution for the etching of SiNx and SiOx layers
[62]. The method uses the fluoride-based solution-it is safer to handle in comparison to HF-
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based etching solutions. Furthermore, lower expenses are involved and the method produces
less waste.

3.4.3. Laser ablation

Laser-based front-contact openings and metal deposition are considered to constitute the most
appropriate method for fabricating cells with Ni/Cu contacts on the industrial scale. In 1990,
laser-based contact patterning was done for EFG polycrystalline silicon solar cells [63]. The
laser process was used to fabricate laser-grooved buried contact (LGBC) solar cells at the
University of New South Wales (UNSW), Australia [64]. Later on, a BP Solar was involved to
produce LGBC solar modules commercially [65].

Laser-based ARC ablation can not only help in patterning the grid more easily with Ni
deposition, but can also assist in producing cells with higher efficiencies. Thin-width laser
grooves for the LGBC cells and selective emitter doping can be performed with the laser-based
process for solar cell applications. Thinner finger lines and selective emitter doping ensure that
a high open-circuit voltage (Voc) and higher efficiencies can be realized. Moreover, the heavy
diffusion step for selective emitter solar cells can be conducted relatively easily [66, 67]. At
Fraunhofer ISE, laser chemical processing (LCP) was demonstrated involving the performance
of local etching by the use of phosphorus doping and laser grooving with damage free silicon
microstructuring [68]. LCMD and LTC methods were also adopted to pattern the front-contact
grid and Ni seed layer deposition simultaneously for solar cell applications [51, 52].

3.4.4. Mechanical scribing

The front and rear contacts of the solar cells can be patterned by a process called ‘mechanical
scribing’. Here, an artificial diamond tip is used to scribe a uniform and shallow depth over a
given surface area. The method has the advantage of process simplicity and it can be helpful
in patterning the solar cell surface with high throughputs. A mechanical scribing method was
used to make grooves for buried contact solar cells [69]. Passivated emitter rear-cell (PERC)
solar cells with a back-contact formed by a mechanical scribing process were also reported [11].
Solar cell efficiencies of more than 20% were achieved for such PERC solar cells. An artificial
diamond tip of about 10 μm was used to pattern SiOx and SiNx passivation layers, while Si-
enriched SiNx layers were found to be etched away easily. Solarex Corporation, USA, used a
diamond blade to form deep grooves with widths within the range of 25-45 μm for solar cell
applications [70]. Mechanical V-texturing for buried contact solar cells on multi-crystalline
silicon with a record 17.5% efficiency was also reported [71].

4. Potential and commercial aspects

Copper can be the best alternative to silver in the front-electrode formation of crystalline silicon
solar cells. The main motivation derives from the fact that it exhibits conductivity almost equal
to silver, while its cost is about 100 times lower. The higher efficiency potential of the copper
in terms of lower shading losses and higher FFs also provides additional benefits compared
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to its counterparts. However, the commercialization of Cu-plated contacts is limited at present.
In this portion of the chapter, the potential of Cu plating for crystalline solar cells will be
discussed. State-of-the-art research developments in the field of crystalline silicon solar cells
composed of Ni/Cu-plated contacts will be addressed.

4.1. High efficiency potential with n-type substrates

In recent years, the growth and increase in efficiency of silicon solar cells have been observed.
N-type silicon substrates have emerged as a potential material offering considerable advan‐
tages for high efficiency photovoltaic module production on the industrial scale [72]. Based
upon n-type silicon substrates, SunPower and Panasonic have already presented 24.4% IBC
[73] and 24.7% HIT [74] solar cells, respectively.

Ni is known to form ohmic contacts to both p-and n-type silicon surfaces [75]. However,
Ni/Cu metallization schemes for n-type substrates can play an important role in cost reduction
and the improvement in the efficiency of cells (improved FF, less shadowing). It has been
observed that a base material of n-type against p-type silicon has improved stability in relation
to thermal Ni contact formation [76]. For a boron-doped p+emitter on n-type silicon substrates,
contact resistivity of up to 0.6 mΩcm2 has been achieved [77]. An efficiency of 20.5% with a FF
of 79.2% has already been achieved for a n-type rear-junction cell composed of Ni/Cu/Ag metal
contacts [78].

4.2. Current industrial trends

Additional steps for front-contact patterning and Ni seed layer formation with a sintering step
followed by Cu electroplating makes the process more complex for Ni/Cu metallized silicon
solar cells. At present, Ni/Cu contacts have seen limited implementation on the industrial scale.
Modules based on laser-grooved buried grid (LDBG) cells from BP Solar were only produced
commercially [79]. However, there has been a lot of progress in terms of increases in solar cell
efficiencies. More than 20% efficiencies have already been achieved at Fraunhofer ISE,
Interuniversity Microelectronics Centre (IMEC), Kaneka, Roth & Rau Research and Schott
Solar [78, 80-83]. Many research institutes have been involved in investigating metallization
schemes composed of Ni/Cu metal stacks [8, 10, 13, 42, 84-90].

Thus far, efficiencies of up to 23.5% for a Cu-plated heterojunction-type solar cell have been
achieved by Kaneka [80]. Roth & Rau Research also came up with a 22.3% efficient hetero‐
junction cell with Ni/Cu contacts [81]. For a passivated emitter rear cell (PERC), solar cell
structure efficiencies above 20% have already been demonstrated by Fraunhofer ISE, Schott
Solar and IMEC. Fraunhofer ISE and Schott Solar presented efficiencies of 21.4% [82] and 21.3%
[91], respectively. However, at IMEC, an industrially applicable Ni/Cu-plated i-PERC-type
solar cell with an average efficiency of 20.5% (more than 100 cells) and a best cell efficiency of
20.79% has been fabricated [83]. IMEC also investigated the application of Ni/Cu contacts for
a rear-junction solar cell on a n-type substrate and achieved a best cell efficiency of 20.5% [78].
Ni/Cu metal stacks were also applied to contact laser-doped selective emitter (LDSE) solar
cells. LDSE-type solar cells with efficiencies of 19.8% and 19.64% were developed at Hyundai
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Heavy Industries and Shinsung Solar, respectively [86, 92]. A 19.33% efficient LDSE-type solar
cell with Ni/Cu contacts was presented at the UNSW [93]. More recently, a laser-doped Cu-
plated bifacial silicon solar cell exceeding 19% efficiency was developed at UNSW [94]. Solar
cells consisting of Cu-plated contacts and exceeding 20% efficiency are presented in Table 2.

Research Centre Type Voc (mV) Jsc (mA/cm2) Fill Factor (%) Efficiency (%) References

Kaneka Hetero-junction 737 39.97 79.77 23.5 [80]

Roth & Rau Hetero-junction 734 38.1 79.9 22.3 [81]

Fraunhofer ISE PERC 679 38.8 81.5 21.4 [82]

Schott Solar PERC 665 39.9 80.5 21.3 [91]

IMEC PERC 649.8 39.3 78.3 20.79 [83]

IMEC Rear Junction 676 38.4 79.2 20.5 [78]

Fraunhofer ISE - 646.4 38.86 80.8 20.3 [42]

Table 2. Solar cells consisting of Cu-plated contacts exceeding 20% efficiency.

5. Challenges and open research issues

Higher efficiencies for Ni/Cu contacts have been achieved, with a reported cell efficiency as
high as 23.5% for a heterojunction solar cell on CZ wafers [80]. The potential high efficiency
and lower processing costs of Ni/Cu-based metallization compared to its screen printing
counterpart is striking; however, there are certain factors that limit its implementation on the
industrial scale. It is assumed that replacing Ag-based metallization by Ni/Cu contacts could
reduce the overall cost, yet the cost of ownership for Ni/Cu contacts needs to be reviewed. If
it only concerns material costs, Ni/Cu may be beneficial. However, the additional process
complexity and the replacement of an Ag screen printer/dryer with equipment comprising a
laser, plating arrangements and a sintering furnace should be kept in mind. Apart from the
issue of process complexity, in addition contact adhesion, background plating and-more
importantly – long-term reliability need to be addressed.

5.1. Process complexity

To realize Ni/Cu metal contact for solar cell applications, a number of processing steps are
required. Steps such as ARC opening, Ni deposition/sintering and Cu electroplating are
required. These steps make the process more complex and difficult to implement in mass
production. To realize such a metallization scheme on the industrial scale, the processing steps
need to be minimized. The use of lasers for depositing a Ni seed layer could help to decrease
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these processing steps to some extent by combining ARC ablation and the Ni deposition
process [45]. The conventional electroless plating techniques might be replaced with light-
assisted electroless plating for faster and uniform plating. At IMEC, a simple copper metalli‐
zation process with higher cell efficiencies and a reliable module was presented [95].

5.2. Contact adhesion

Cu exhibits poor adhesion to silicon and requires a seed layer to form an effective and adhesive
metal contact. However, Ni has shown some promising results in providing ohmic contact
with good adherence to silicon. Further improvements are required to satisfy the standard
heat-quenching and peel force tests. Bath-ageing, acidity and residues on the substrate surface
have been found to affect contact adhesion adversely [96, 97]. Various research institutes are
currently working to improve the adhesion between Cu and silicon in order to resolve this
issue completely. So far, IMEC has presented Ni/Cu metals stacks with adhesions within the
range of 1~2.7 N/mm [89]. A research team at Fraunhofer ISE has also presented a two-stage
process for etching the back of unreacted Ni and re-plating it [98]. Adhesion strengths of up
to 2.5 N/mm were achieved by adopting just such a two-stage process at Fraunhofer ISE.

5.3. Background plating

Background plating-also known as ‘ghost plating’ or ‘parasitic plating’-is an unwated copper
plating that occurs at the passivation layers. Inhomogeneities at the SiNx surface, silicon
residuals and cracks are mainly responsible for background plating [99, 100]. The phenomenon
may affect cell performance by creating undesirable shading and can divest the solar cell
aesthetically. The shading affects cell performance by causing a reduction in the short-circuit
current density and can also lead to junction shunting due to metal diffusion [101]. Further‐
more, the localized metal silicon contact due to this undesired plating increases the recombi‐
nation velocity at the surface. The point-like effects and cracks on the samples are the two main
types of background plating [99].

An appropriate cleaning step is required before applying the passivation layers to remove
forms of silicon residuals. Cleaning in a chemical solution, such as piranha (an admixed
solution of H2O2 and H2SO2) is one way to clean the sample surface properly [99]. Another way
to reduce pinholes on the SiNx surface might be the deposition of thin (10~15 nm) silicon
dioxide on diffused silicon before SiNx deposition [101]. Mechanical stress during the ultra‐
sonic step should be minimized and wafers should be handled carefully to avoid the micro-
cracks which cause the undesired metal plating [99, 102].

5.4. Reliability of Ni/Cu contacts

Long-term reliability for Ni/Cu metal stacks is a very important feature and should be
considered while evaluating the solar module lifetime. Cu is known to create deep-level
impurities if diffused in silicon. Solar cell modules have to fulfil the criteria defined in the form
of the IEC 61215 test [103]. The IEC 61215 requirements are to satisfy the conditions of either
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1,000 hours damp-heat exposure at 85 °C with 85% relative humidity or a ≤5% pmax loss after
200 thermal cycles between-40 °C and 85 °C.

Limited progress in terms of reliability for the Ni/Cu contacts has been made, with few reports
made so far [81-83]. Fraunhofer ISE and IMEC have tested solar modules according to the
criteria defined by the IEC 61215 reliability test. Both Fraunhofer ISE and IMEC have come up
with satisfactory results after damp heat exposure and thermal cycling tests [82, 83]. In another
report, reliable Ni/Cu contacts for a heterojunction solar cell were presented which successfully
passed the damp heat test when conducted for 3,000 hours [81]. In a report from RENA GmbH,
Germany, modules comprising Ni/Cu/Sn metal stacks successfully passed the module
reliability test, confirming that no Cu diffusion had occurred in the silicon [104].

6. Summary and outlook

A detailed overview of research activities in the field of Ni/Cu-based metallization for
crystalline silicon solar cells has been presented. Many research groups across the globe have
taken on the challenge of working on crystalline silicon solar cells with Ni/Cu contacts. The
Ni/Cu plating, which was the topic of this section, has enormous potential in realizing
improved solar cell efficiency and low cell and module costs. The generic built-up process for
such metallization starts from the deposition of the Ni seed layer, which offers lower contact
resistance when sintered at specific temperatures. A Cu metal is electroplated on top of this
stack and after confining this layer by a top Ag or Sn capping layer. The Ni seed layer acts as
a potential barrier to block Cu diffusion into the silicon and the capping layer prevents the Cu
from being oxidized.

Progress  has  been made with  various  deposition options  available  for  Ni  in  promoting
adhesion and a diffusion barrier to the Cu. Electroless chemical baths containing Ni salts
and  a  reducing  agent  of  NaH2PO2  H2O  offer  a  cost-effective  deposition  process.  The
inclusion of  light  source  in  the  electroless  plating  process  results  in  uniform and faster
deposition  by  utilizing  the  photovoltaic  effect  of  the  solar  cell.  Various  new patterning
techniques are available,  including the use of  etching pastes,  aerosol  jet  and laser-based
chemical metal deposition. Laser-assisted chemical metal deposition provides an opportuni‐
ty to pattern the front contact grid and to deposit the Ni seed layer together. Ni deposi‐
tion and ARC patterning in a single step is the solution to minimizing the processing steps
and reducing the process complexity. It can provide the opportunity for cell production on
the industrial scale.

Promising results in the form of solar cells with a higher FF and improved efficiency have been
reported recent years. FFs of the range approaching 80% and efficiencies above 20% have
already been reached at various research institutes. More recently, at IMEC, an industry-
feasible Ni/Cu plating scheme for i-PERC-type solar cells with a best cell efficiency of 20.5%
has been presented.

If we consider material cost and cell performance, Cu as an electrode seems to be the best
alternative to the existing screen-printed Ag contacts. However, its implementation on the
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improved solar cell efficiency and low cell and module costs. The generic built-up process for
such metallization starts from the deposition of the Ni seed layer, which offers lower contact
resistance when sintered at specific temperatures. A Cu metal is electroplated on top of this
stack and after confining this layer by a top Ag or Sn capping layer. The Ni seed layer acts as
a potential barrier to block Cu diffusion into the silicon and the capping layer prevents the Cu
from being oxidized.

Progress  has  been made with  various  deposition options  available  for  Ni  in  promoting
adhesion and a diffusion barrier to the Cu. Electroless chemical baths containing Ni salts
and  a  reducing  agent  of  NaH2PO2  H2O  offer  a  cost-effective  deposition  process.  The
inclusion of  light  source  in  the  electroless  plating  process  results  in  uniform and faster
deposition  by  utilizing  the  photovoltaic  effect  of  the  solar  cell.  Various  new patterning
techniques are available,  including the use of  etching pastes,  aerosol  jet  and laser-based
chemical metal deposition. Laser-assisted chemical metal deposition provides an opportuni‐
ty to pattern the front contact grid and to deposit the Ni seed layer together. Ni deposi‐
tion and ARC patterning in a single step is the solution to minimizing the processing steps
and reducing the process complexity. It can provide the opportunity for cell production on
the industrial scale.

Promising results in the form of solar cells with a higher FF and improved efficiency have been
reported recent years. FFs of the range approaching 80% and efficiencies above 20% have
already been reached at various research institutes. More recently, at IMEC, an industry-
feasible Ni/Cu plating scheme for i-PERC-type solar cells with a best cell efficiency of 20.5%
has been presented.

If we consider material cost and cell performance, Cu as an electrode seems to be the best
alternative to the existing screen-printed Ag contacts. However, its implementation on the
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industrial scale is still limited by a number of obstacles. Recent reports suggest that there has
been progress in finding a solution to the hurdles of background plating and adhesion. Surface
pre-treatment prior to passivation layer deposition and the low stress handling of the samples
yielded an ARC surface with decreased background plating. A uniform Ni seed layer covering
the contact area resulted in good adhesion strengths of the Cu lines to n-type and p-type
emitters. However, the challenge of finding sustainable and reliable contacts is vital in creating
viable Ni/Cu contacts for solar cells on the industrial scale.
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1. Introduction

One of the foremost challenges in solar cells industry is reducing the cost/watt of delivered
solar electricity. In conventional microstructures (bulk) single junction solar cells, photons with
energies less than semiconductor bandgap are not harvested while those with energies much
larger than the bandgap produce hot-carries and upon cooling down (thermalization) the
excess energyget wasted as heat. Therefore, novel materials or structures with tunable bandgap
or intermediate band that can be tuned to match the spectral distribution of solar spectrum
arecrucial. Quantum dots (QDs) have the advantage of tunable bandgap as a result of size
variation as well as formation of intermediate bands. In contrast to traditional semiconductor
materials that are crystalline or amorphous, quantum dots can be molded into a variety of
different types, in two-dimensional (sheets) or three-dimensional arrays. They can be proc‐
essed to create junctions on inexpensive substrates such as plastics, glass or metal sheets.They
can easily be combined with organic polymers and dyes.

Quantum dots are a special class of semiconductors, which are nanocrystals, composed of
periodic groups of II-VI, III-V, or IV-VI materials and can confine electrons (quantum con‐
finement). When the size of a QD approaches the size of the material's exciton Bohr radius,
quantum confinement effect becomes prominentand electron energy levels can no longer be
treated as continuous band, they must be treated as discrete energy levels. Hence, QD can be
considered as an artificial molecule with energy gap and energy levels spacing dependent on
its size (radius). The energy band gap increases with a decrease in size of the quantum dot, as
shown in Figure 4. As the size of a QD increases its absorption peak is red shifted due to
shrinkage of its bandgap (see Figure 5). The adjustable bandgap of quantum dots allow the
construction of nanostructured solar cell that is able to harvest more of the solar spectrum.QDs
have large intrinsic dipole moments, which may lead to rapid charge separation. Quantum
dots have been found to emit up to three electrons per photon dueto multiple exciton gener‐
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ation (MEG), as opposed to only one for standard crystalline silicon solar cell.Theoretically,
this could boost solar power efficiencyfrom 20 % to as high as 65 %.

Generally speaking, there are three important parameters that characterize the performance
of a photovoltaic cell. These are the open-circuit voltage (Voc), the short circuit current (Isc), and
the fill factor (F F). However, the fill factor is also a function of Voc and Isc. Therefore, these last
two parameters are the key factors for determining the cell’s power conversion efficiency.
Under ideal conditions, each photon incident on the cell with energy greater than the band
gap will produce an electron flowing in the external circuit. The fill factor is determined from
the maximum area of the I-V characteristics under illumination and the short circuit current
and open circuit voltage, or

= mImp p

oc sc

V
FF

V I
(1)

where Vmp and Imp are the operating point that will maximize the power output. In this case,
the energy conversion efficiency is given by:

h =
Ioc sc

in

V FF
P (2)

where Pin is the input power.

This chapter main objective is to give an introductory coverage of a more sophisticated subject.
After we review the physics, designs, structures, and some growth/synthesis techniques of
quantum dots. We will give a comprehensive description of some architectures of QD solar
cells (e.g., Schottky cell, p-i-n configuration, depleted heterojunction, and quantum dots
sensitized solar cell. Also, challenges and opportunities of quantum dots solar cells will be
discussed.

2. Brief history of quantum dots

Since the early days of 1960s colloidal semiconductor crystallites or quantum dots concept has
been suggested as a new structure of semiconductor materials. In 1981 Ekimove [1] reported
the existence of semiconductor crystallitesin a glass matrix. In 1985 Louis Brus developed a
quantum model of spherical quantum dots based on effective mass model [2]. Quantum dot
term was coined in 1988 by Reed’s group [3]. Smith and his coworkers [4] successfully reported
the growth of quantum film by depositing 3D silver Ag islands on gallium arsenide GaAs
substrate in a two-step process. By the end of the 1990s, commercial productions of colloidal
quantum dots becomefeasible. In 2004 a research group at Los Alamos [5] reported that a
quantum dotis capable of emitting up to three electrons per photon, as opposed to onlyone for
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standard single crystalline layer semiconductors. It is now well established that absorption of
high energy photon ( 8×Eg) quantum dot is capable of generation seven photo-generated charge
carriers due to inverse Auger recombination [6]. Now a days quantum dots are promising
nanostructure materials in photonics and biomedical applications.

3. Physics of quantum dots

In a bulk semiconductor, electrons and holes are free to move and there is no confinement and
hence they have continuous energy values, where energy levels are so close to each other and
packed such that energy bands are formed. Occupied bands called valance band and empty
ones called conduction bands. The highest occupied band (valance band) and the lowest
unoccupied band (conduction band) are separated by what is called energy bandgap Eg.
Exciton is formed when electron hole pair are generated. The bond electron-hole system
(exciton) form a hydrogen like atom. The separation of between the electron-hole is called
Bohr’s radius. Table 1 presents examples of exciton Bohr radius for some semiconductors.

Semiconductor Structure Exciton Bohr Radius (nm) Bandgap Energy (eV)

PbS 40.0 0.41

GaAs 28.0 1.43

CdTe 15.0 1.50

CdSe 10.6 1.74

ZnSe 8.4 2.58

CdS 5.6 2.53

Table 1. Exciton Bohr radius and bandgap energy of some common semiconductors.

Dimensionality of a material specifies how many dimensions do the carriers of thematerial act
as free carriers. In bulk semiconductor continuous density of states results in both conduction
and valence bands. However, when the number of atoms in the lattice is very few, the density
of states becomes discrete, and loses the continuous ‘band’ likefeature. Generally speaking,
when a material has one or more dimensions small enough to affect itselectronic density of
state as illustrated in Figure 1, then the material is said to be confined. Accordingly we can
have quantum wells, quantum wires, and quantum dots. Bulk semiconductor materials are
example of three dimensional systems where density of states is proportional to (E-Ec/v)1/2.
Quantum well system is a two dimensional system where electrons are confined in one
dimension and therefore possess step like density of states. Quantum wire system is a one
dimensional systemwhere electrons are confined in two dimensions and therefore possess
density of states proportional to (E-Ec/v)-1/2. Quantum dot is a zero dimensional system where
electron motion is confined in three dimensions. Therefore, a quantum dot possess atomic like
density of states that is described mathematically by a delta function δ(E-Ec/v).
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Figure 1. Schematic of density of states as system dimensionality is reduced. The density of states in different confine‐
ment configurations: (a) bulk; (b) quantum well; (c) quantum wire; (d) quantum dot. The conduction and valence
bands split into overlapping subbands that become successively narrower as the electron motion is restricted in more
dimensions. dimension. Adopted from [7].

In fact, quantum confinement is mainlybecause of relatively few atoms presentin a quantum
dot (see Figure 2),where excitons get confined to a much smaller space, on the order of the
material’s exciton Bohr radius. This pronounced confinement leads to discrete, quantized
energy levels more like those of an atom than the continuous bands of a bulk semiconductor.
For this reason in some literatures, quantum dots have sometimes been referred to as “artificial
atoms.”

Figure 2. TEM of colloidal lead selenide PbSe quantum dot, from [8].
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In order to specify energy eigenvalues of electrons and holes in a quantum dot, a good
approximation is the infinite potential well illustrated in Figure 3. Therefore, a quantum dot
can be imagined as quantum box. Assuming Ψn(r) is the wave function of the nth state.
Schrödinger equation for an electron confined in one-dimensional infinite square potential
well of size L is:

y
y y- + =

h 22

2 ( )
2

n
n n n

d
V x E

m dx
(3)

The energy eigenvalues En and eigen-wavefunction Ψn(r) of the Schrödinger equation are given

p py æ ö æ ö
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Now if we extend the confinements of electron in three-dimensional potential well (box with
dimensions Lx, Ly, and Lz) its momentum and energy will be quantized in all dimensions and
we have:
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With quantum dot (cubic box) of side dimension Lx=Ly=Lz=L,then En is written as:
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(7)

Similar energy eigenvalues can be written for holes. One must specify the me for electron and
mh for hole. Considering spherical shape of quantum dot with radius R, based on the effective
mass model developed by Louis Brus [2] for colloidal quantum dots. The band gap EQD can be
approximated by:
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where ε is the relative permittivity, and ε0 = 8.85410-14 F.cm-1 the permittivity of free space.
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Figure 3. Infinite quantum well model.

In Equation (8), the first term on the right hand side describes the energy bandgap value of the
bulk, the second term represents particle in a box quantum confinement model, and the third
term details the Coulomb attraction between electron and hole (exciton). As the radius of the
quantum dot decreases the Coulomb attraction term could be neglected compared to the
second term in calculations. Therefore, Equation (8) indicates that bandgap energy eigenvalues
increases as the quantum dot size decreases.
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Figure 4. Variation of quantum dot energy bandgap vs. dot size for some common semiconductors. From [9].
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Figure 4 presents few examples of well-known quantum dots, only the first and the second
terms have been considered. Other detailed models such as the strong confinement model [10]
have been adopted in determining the quantum dot sizes such as CdS.

Figure 5 shows the measured absorbance of three different sizes of lead sulfide (PbS) quantum
dots suspended in toluene using dual beam spectrophotometer. Since a quantum dot bandgap
is tunable depending on its size, the smaller the quantum dot the higher energy is required to
confine excitons into its volume. Also, energy levels increase in magnitude and spread out
more. Therefore, exciton characteristic peak is blue shifted.

Figure 5. Measured absorbance of three different sizes PbS quantum dot suspended in toluene.

Quantum dot structured materials can be used to create the so called intermediate band. The
large intrinsic dipole moments possessed by quantum dots, lead torapid charge separation.So‐
lar cells based on intermediate bandgap materials expected to achieve maximum theoretical
efficiency as high as 65%.

Nozik and his coworkwers [11-13] invesitigated Multiple exciton generation in semiconductor
quantum dots. As illustrated in Figure 6, unlike bulk semiconductors such as crystalline silicon,
quantum dots can generate multiple exciton (electron-hole pairs) after collisionwith one
photon of energy exceeding the bandgap.In bulk semiconductor absorption of photon with
energy exceeding the bandgap promotes an electron from the valance band to higher level in
the conduction band these electrons are called hot carrier. The excited electron (hot carrier)
undergoes many nonradiative relaxation (thermalization: multi-phonon emission) before
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reaching the bottom of the conduction band. However, in a quantum dot the hot carrier
undergoes impact ionization process (carrier multiplication). Therefore, absorption of a single
photon generates multiple electron-hole pairs.This phenomena is called multiple exciton
generation MEG. Therefore, absorption of UV photons in quantum dots produces more
electrons than near infrared photons.

(a) Bulk Semiconductor (b) Quantum Dot

Figure 6. Thermalization of hot carriers in a bulk semiconductor (a) and a quantum dot (b), from [12].

After excitation of charge carriers the timing of the processes leading to generation of multiple
charge carriers are detailed in [14] and schematically illustrated in Figure 7. After absorption
of photon it takes hot carries 0.1 ps to go for impact ionization, then after 2 ps carries cool down.
It takes around 20 ps for Auger recombination and finally 2ps are needed for carries to cool
down and become ready for new excitation.

Experimentally carrier multiplication process-one photon generates more than one exciton via
impact ionization or inverse of Auger recombination-in quantum dot has been investigated
and quantified using the transient absorption spectroscopy technique. In short, [5] laser pulses
are directed on the sample one for excitation and another for absorption. Measuring time of
relaxation indicates whether there are single excitons recombining radiatively or biexcitons
recombining via Auger recombination.

It has been discovered that there is linear proportionality between absorption change for
number of generated electron-hole pairs less than 3 and number of generated electron-hole
pairs. For example, investigations using PbSe and PbS QDs; confirmed 300% photo-generated
carrier density (quantum yield QY)in PbSe QDs by a photon with energy of 4 times the energy
spacing between the HOMO and LUMO (Eg) of the quantum dot [5, 15] as shown in Figure 8-
a.Further investigations by Schaller and his coworkers [6] reported higher carrier multiplica‐
tion efficiencies of 700% of photo-generated carrier density at higher photon energy to bandgap
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(Eg) ratios (photon energy 8×Eg).Multiplication onset starts at photon with energy equals to 3
times Eg as shown in Figure 8-b.

(a) (b)

Figure 8. Experimental confirmation of carrier multiplication efficiencies. From(a) [5] and (b) [6].

4. Synthesis of quantum dots

There are many methods or techniques used in fabrication or synthesis of quantum dots that
can be classified as top-down (carving large piece of a material to the desired nanostructures)
or bottom-up (assembling atoms to form the desired nanostructures) methods. Generally
speaking, some of these techniques are practical in solar cells applications. A summary of each
synthesis method is given below.

Figure 7. Illustration of the time of the processes leading to generation of multiple charge carriers in a quantum dot,
from [14].
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4.1. Electron-beam lithography

Electron-beam lithography is one of the top-down methods. Electron beam system is used to
etch well defined patterns on a bulk semiconductorand or superlattice, then a semiconductor
layers are grown according to a well-established protocol in micro-technology.

4.2. Self-assembly growth

Self-assembly growth is one of the bottom-up methods. Molecular Beam Epitaxy (MBE) and
Metal Organic Chemical Vapor Deposition (MOCVD) are widely used in the growth of the
superlattice with different materials of different lattice constants.Semiconducting compound
with a smaller lattice constant is grown (deposited atom by atom) on the surface of a com‐
poundwith a larger lattice constant. The relaxation of the grown layer after specific growth
thickness due to lattice mismatch results in nucleation of islands of random shapes and
controllable size. This growth mode is known as Stranski-Krastanov growth (see Figure
9).MBE method, beside it is sophisticated and slow, it is expensive. However, growth control
of quantum dots is precise and multi-layers of quantum dots is possible. MOCVD is used in
mass production of sample wafers and in contrast to MBE the growth of crystals is by chemical
reaction and not physical deposition. In this approach high vacuum and temperature are
required.
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Figure 9. Schematic of InAs island formation on GaAs surface by Stranski-Krastanow growth.

4.3. Organometallic or colloidal (Wet Chemistry) synthesis method

Organometallic or colloidal (Wet Chemistry) synthesis method is one of bottom-up methods.
It’s also a self-assembly technique. It’s relatively inexpensive and fast growth method to
synthesis large quantity of quantum dots all at once. The growth could occur at non-extreme
conditions. Figure 10 show a schematic of an example of the setup used in synthesis of colloidal
quantum dots.
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Nitrogen

Figure 10. Schematic of a common setup used in synthesis of colloidal quantum dots.

As an example recipe given by [16] to synthesis colloidal Lead Sulfide PdS quantum dots: Heat
together in a flask at 150 °C for 1 hr under N2 flow (to make lead oleate):

• 220 mg lead(II) oxide

• 0.25 ml oleic acid (tech grade)

• 9.75 ml 1‐octadecene (ODE, tech grade)

After cooling to 90‐100 °C, quickly inject into the reaction flask 5 ml of 0.1 M hexamethyldisi‐
lathiane (0.5 mmol) dissolved in ODE. Then immediately cool with an ice bath.

Precipitate (methanol/butanol mixture), centrifuge and resuspend in nonpolar solvent (e.g.,
toluene, tetrachloroethylene, or hexanes).

PbO+2C18H34O2−(N2ODE 122 °C)→Pb(oleat e) + H2OPb(oleat e) + ((C H3) Si )2S−(N2ODE 122 °C)→PbS quantum dots capped with OA
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To manipulate functionality, alter the charge and reactivity of the surface, synthesized
quantum dots usually caped with a shell from different composition. Also, the shell can
enhance the stability and dispersability of the colloidal core. Magnetic, optical, or catalytic
functions may be readily imparted to the dispersed colloidal core. In fact, encasing colloids in
a shell of different composition may perhaps protect the core from extraneous physical and
chemical changes.

Generally speaking, colloidal quantum dots could be categorized as Type-I (e.g., CdSe/ZnS)
and Type-II QDs (e.g., CdTe/CdSe) as shown in Figure 11:

• In Type-I QDs, all charge carriersare confined in the core material inwhich radiative
recombinationoccurs (see Figure 11-a).

• In Type-II QDs, charge carriers aresegregated in the core and shell;radiative recombination
occursacross the material interface (see Figure 11-b).
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Figure 11. Illustration of (a) Type-I quantum dots (b) and Type-II quantum dots.

In fact, many researchers investigating quantum dot sensitized solar cells adopt other growth
strategies to assemble quantum dots on electrode surface. We used the most direct and easiest
one, the drop casting (electrode is socked with quantum dots solution drop by drop). Chemical
bath deposition CBD has been used by [17], Electrophoritic deposition has been adopted by
[18], successive ionic layer adsorption and reaction (SILAR) has been used by [19], and the
used of bifunctional linker was demonstrated by Subramanian and coworkers [20].

5. Quantum dots solar cells

There are many realistic quantum dots based solar cells. In this section we classify them in
seven strategies just as an approach to fulfill the main objective of this chapter that is intro‐
ducing quantum dot solar cells. For example, [21] metal-semiconductor junction, polymer-
semiconductor, and semiconductor-semiconductor systems are well know strategies of
quantum dots based solar cell. Moreover; quantum dots attached to n-C60 composite clusters
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see [18] or single and multi-walled carbon nanotubes based solar cells have been investigated
[22,23].

5.1. Metal-semiconductor junction solar cell

Figure 12-a schematically shows the structure of the metal-semiconductor junctionwhich also
called Schottky barrier quantum dotsbased solar cell. Itis basically fabricated from quantum
dots layers (Nanocrystals film) sandwiched between metallic electrode and ITO counter
electrode deposited on transparent glass substrate to act as photo-electrode.In the band
diagram shown in Figure 12-b, a depletion region is due tocharge transfer to QD film. Because
of high electron density in metal (~ 1022 cm-3), the depletion is negligible on its side of the cell.
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Figure 12. (a) Schematic of Schottky barrier quantum dots based solar cell, (b) band diagram of Schottky solar cell.
Adopted from [24].

Layer‐by‐layer fabrication of quantum dots film is prepared by layer‐by‐layer dip coating of
the substrate. For example, in layer by layer fabrication of PbSe quantum dots films, quantum
dots film prepared by dip-coating, alternating between PbSe NCs in hexane and then 0.1 M
EDT in anhydrous a cetonitrile, allowing the film to dry between each layer [25]. Device with
140 nm‐thick QD film achieved an efficiency of ~2.2 % [26] heterojunction solar cell has been
investigated by sputtering 150 nm layer of ZnO and growing layers of PbS quantum dots
fabricated in air (4.1 mg/mL concentration of PbS 820 nm NC in hexanes;1 mM solution of 1,2-
ethanedithiol in a cetonitrile layer-by-layer deposition for 20 cycles (~ 120nm PbS film
thickness). Tested devices showed good air stability over ~1,000 hrs with cell power efficiency
of 1.53 %.

It has been found [24] that the open circuit voltage in Schottky cell is constrained due to pinning
of Fermi level resulted from the formed defect states at the metal-semiconductor inter‐
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face.Moreover, as illustrated in Figure 12-a, photoelectrons are firstly generated near the ITO
(ohmic contact) and need to pass through long pathwayto the metallic electrode. Hence, many
of the photoelectrons are encountering high recombination probability.Also on the onset of
photovoltaic action the hole current injection to metallic contact is not reduce because the
barrier to hole injection become less effectiveas shown in Figure 12-b. Gao J. et. al. [27] reported
a method to eliminate such disadvantage by inserting a layer of a transition metal oxide (TMO)
between the quantum dot (QD) layer and metal electrode. An n-Type transition metal oxide
such asmolybdenum oxide (MoOx) and vanadium oxide (V2Ox) work as a hole extraction layer
in PbS quantum dot solar cells resulted in power conversion efficiency =4.4%. The formation
of dipole at the interface of MoOx and PbS enhances the band binding and hence allowing
efficient hole extraction from the PbS film valance band by the MoOx.

5.2. Hybrid silicon/QD film (NCs) solar cells

Kilimov and his coworkers [28] demonstrated the feasibility of hybrid PV devices thatcombine
advantages of mature silicon fabrication technologies with the uniqueelectronic properties of
semiconductor QD (see Figure 13).The hybrid silicon/PbS QD film (Nanocrystals) solar cells
show external quantum efficiencies of 7%at infrared energies and 50% in the visible and a
power conversion efficiency ofup to 0.9%.

5.3. P-i-n structure solar cell

The advances in multiple quantum well solar cells [29], see Figure 14, and remarkable efficiency
improvement of such p-i--n structure configurations due efficient management of photo-
generated carries have encouraged researchers to replace the III-V intrinsic region of semi‐
conductors quantum wells structures with quantum dots.

Figure 13. Hybrid silicon/PbS QD film solar cells. From [28].
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Figure 14. Multiple quantum well solar cell band structure. From [29].

Nozik and his coworkers [11,13] suggested a general p-i-n junction configuration for incorpo‐
rating array of QDs into solar cells. QDs array forms the active medium of the cell (the intrinsic
region). In this arrangement quantum size effects should not beeradicated due to cell archi‐
tecture, excitons must be separated prior to Auger recombination, and upon absorption of
photonsexcitons ought to be separated into free-charge carriers and transported to appropriate
electrodes. Figure 15, shows quantum dot layers forming the i-region of a solar cell. The QDs
are electronically coupled to each other to sustain electron and hole transport. Also, mini-bands
are formed and hence could facilitate intermediate band formation [30]. Intermediate energy
band is energy absorbing band which can accept electron excitations from the valance band
and then allow transitions tothe conduction band. In quantum dots solar cells with intermedi‐
ate bands photon of energies lower than the bandgap are basically absorbed and high energy
photons produce hot-carries (see Figure 15). Collecting charge-carries while they are hot
enhances cell voltage. On the other hand, photocurrent enhancement could be achieved by
getting more from the hot-carriers via inverse Auger recombination (impact ionization)
leading to multiple exciton generation MEG. One needs to bear in mind electron tunneling
mechanism between quantum dots.

Investigation done by Nozik group found that [31] by comparing the performance of GaAs
base solar cell to one incorporating InAs/GaAs QDs intrinsic region sandwiched between p
and n GaAs emitters (grown by MBE system in the Stranski–Krastanov growth mod), the cell
exhibits an extended response for photon energies lower than the GaAs bandgap. The
contribution to the total current of the cell came as a result of harvesting below-bandgap-
energy photons is minute (1%).
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5.4. Polymer-semiconductor structure configuration

In 2002 Huynh and his coworkers [32] investigated photovoltaic action in hybrid nanorods-
polymer solar cells and under Air Mass (A.M.) 1.5 Global solar conditions, a power conversion
efficiency of 1.7 % was obtained. This works and others encouraged many groups to investigate
incorporation of quantum dots in polymers. Quantum dots are dispersed in organic-semicon‐
ductor polymer matrices. For example, in a hole-conducting polymer such as MEH-PPV
(poly(2-methoxy,5-(2-ethyl)-hexyloxy-pphenylenevinylene) disordered arrays of CdSe
quantum dots are synthesized. When the cell illuminated, the absorbed photons results in
photo-generated carriers. As illustrated in Figure 16 [31], the photo-generated holes are
injected into the MEH-PPV polymer phase which is in contact with metallic electrode to
facilitate their collection.Sun et al., in 2003 reported that solar power conversion efficiencies of
1.8 % were achieved under AM1.5 illumination fora device containing 86 wt % of quantum
dots [33].

5.5. Depleted heterojunction quantum dots solar cells

In depleted heterojunction colloidal quantum dot solar cells as detailed in ref. [24] a nano‐
structured wide bandgap semiconductor such as TiO2 and quantum dot film are sandwiched
between conductive transparent electrode (glass coated with Tin Oxide SnO2F) and metallic
(such as gold) coated electrode (see Figure 17-a).Figure 17-b illustrate the energy band diagram.
Although TiO2 has low carrier density (~1016 cm-3) compared to metal, a depletion region in
the cells forms due to charge transfer to QD film. And because of high electron density in metal
(~ 1022 cm-3), the depletion is negligible on its side of the cell. Depleted heterojunction cell
overcome the disadvantages encountered with Schottky cell.

Figure 15. Possible p-i-n QD arrangements for solar cells.From [11].
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In their work Grätzel and coworkers [24] have reported that the resultant depleted hetero‐
junction solar cells offer power conversion efficiency of 5.1% at AM1.5 illumination. The
devices were capable of harvesting broadband of the solar spectrum as a result of employing
infrared-bandgap size-effect-tuned PbS CQD.

5.6. Quantum dot sensitized solar cells

The structure and operation principle of QD sensitized photovoltaic cell is almost identical to
dye sensitized cells [9, 34,35] with the exception that now the QDs are the source of current
injection. Quantum dots can be produced in situ or more without difficulty adsorbed from a
colloidal QD solution. The structure of the photovoltaic cell is shown schematically in Figure
18. In this figure, we distinguish four essential elements of the cell, namely, the conducting
and counter conducting electrodes, the nanostructured TiO2 layer, the quantum dot energy
levels, and the electrolyte.

The operation of the cell can be described by the following steps and the corresponding process
equations:

1. Upon absorption of a photon, a quantum dot is excited from the ground state (QDS) to a
higher energy state (QDS*), as illustrated by Eq.(1) below.

Figure 16. Shows how photo-generated carriers from quantum dots injected in conducting polymers. From [31].
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 Excitation process :QDS+h ν → QDS* (9)

Where QDS and QDS*  is the quantum dot in its ground state and excited state respectively.

2. The absorption process results in the creation of electron-hole pair in the form of exciton.
Dissociation of the exciton occurs if the thermal energy exceeds its binding energy.

( )® - * + **
SQD e : free carrier+ h sExciton dissociation (10)

3. The excited electron is then injected in the conduction band of the wide bandgap semi‐
conductor nanostructured TiO2 thin film. This process will cause the oxidation of the
photosensitizer (The QDs).

+®* -*
S 2 2QD + TiO TiO (e )+ D : Q SInjection process (11)

4. The injected electron is transported between the TiO2 nanoparticles, and then gets
extracted to a load where the work done is delivered as electrical energy.

- -®* *
2 2TiO (e ) + C.E. TiO + e (C.E.) + el : ecrical energyEnergy generation (12)
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Figure 17. (a) Schematic diagram of Depleted-heterojunction Colloidal Quantum Dots Solar Cells, (b) energy band dia‐
gram. From [24].
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Where C.E. stands for counter electrode. The counter electrode is identical to the photoelec‐
trode where the nanostructured TiO2 is deposited. The counter electrode is usually coated with
a catalyst (graphite).

5. Most common electrolytes used in QDSCs are aqueous polysulfide and organic electrolyte
with I‐/I3‐redox couple. In some works the liquid electrolyte has been replacedwith solid‐
state hole conductors such as spiro‐OMeDAT andCuSCN [36]. Assuming electrolyte used
in the cell contains I-/I3

-redox ions, that play the role of electron mediator between the
TiO2 photoelectrode and the counter electrode [9]. Therefore, the oxidized photosensitizer
states (QDS+) are regenerated by receiving an electron from the oxidized I-ion redox
mediator, regenerating the ground state (QDS), and I-becomes oxidized to the oxidized
state I3

-(triodide ions).

+ ®- -
3  : 3 1QD + I QD + I

2 2S SRegeneration of QDs (13)

6. The I3
-diffuses to the counter electrode and substitutes the internally donated electron with

that from the external load and gets reduced back to I-ion.

- +
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Figure 18. Schematic diagram illustrating the structure and operation of quantum dots-sensitized photovoltaic cell.
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®- - -
3  : 1 3I + e (C.E)  I + C.E.

2 2
Electron capture reaction (14)

Overall, generation of electric power in this type of cells causes no permanent chemical
transformation.

To enhance electron injection into the conduction band of the TiO2 thin film, one must choose
a sensitizer with a proper matching energy gap. Quantum dots can fulfill the necessary energy
gap requirement by choosing the ones with the proper size. It is interesting to note that for the
QD to effectively accept the donated electron from the redox mediator. Finally, the maximum
potential produced by the cell is determined by the energy separation between the electrolyte
chemical potential (Eredox) and the Fermi level (EF) of the TiO2 layer, as shown in Figure 18.

The bulk of many research works done on QD synthesized solar cells focused on CdS, CdSe,
and CdTe QD as sensitizers [37-39] The choice of these materials follows the success of earlier
studies on identifying the morphological and electrolyte effects on their performance and
stability [40-41]. Incident Photon to carriers conversion efficiency IPCE is directly related to
the product of light harvesting efficiency = 1-10-A(λ) (where A(λ) is the spectral absorbance of
the quantum dots sample, electron injection efficiency Φinj (how efficient are electrons injected
from excited quantum dot into TiO2 conduction band), and electron collection efficiency Φcoll

(how efficent are electrons are collected by the photoelectrode), hence we have:

= ´F ´Finj collIPCE LHE (15)

Light harvesting efficiency could be affected by both the type and size of quantum dots. For
example PdS based quantum dots have broader spectral absorbance than CdS quantum dots.
Kamat reported that charge injection from excited CdSe quantum dots into nanostructured
TiO2 film can be controlled by varying solution pH as illustrated in Figure 19 “At increasing
solution pH, the conduction band of TiO2 shifts 59 mV/pH unit to a more negative potential,
thereby decreasing the driving force and thus decreasing the rate of nonradiative electron
transfer from excited CdSe. The emission yield and the average emission lifetime increase with
increasing pH, thus providing a way to monitor the variation in medium pH.” [42].

Kongkanand and co-workers has investigated the effect of quantum dots size on charge
injection rate [43]. They found that smaller-sized CdSe quantum dots show greater charge
injection rates and also higher IPCE at the excitonic band.Interestingly, Larger particles have
better absorption in the visible region, on the other hand,it cannot inject electrons into TiO2 as
effectivelyas smaller-sized CdSe quantum dots. It has been found that surface treatments can
strongly influence charge transfer, recombination, and transport processes of photogenerated
electrons and holes in QDSCs [44]. Figure 20 schematically shows that transport of electrons
through the nonporous electrode is dominated by diffusion [45]. A path taken by an electron
is not simply a straight line. An electron undergoes through a crisscross path before reaching
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the photoelectrode. The electron diffusion length, Ln is related to electron lifetime (τn) and
diffusion coefficient (Dn) as:

t=n n nL D (16)

 

Nanostructured TiO2 
with quantum dots

Electron path

Figure 20. Illustrate a path taken by an electron after being injected into nanoporous TiO2 layer (Not to scale). The
nanoporous TiO2 layer has been imaged using scanning electron microscope SEM.

Cell conversion efficiency is affect by morphology of the photoelectrode [43]. Tube type is more
advantageous to the fast electronic conduction, due to shorter diffusion path comparedwith
the particle type. For example, OTE / TiO2 (Nanoparticles)/CdSe: 0.6 % versus Ti / TiO2

Nanotubes /CdSe: 0.7 %.

Figure 19. Illustration of how charge injection from excited CdSe quantum dots into nanostructured TiO2 film can be
controlled by varying solution pH. From [42].
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Interesting results have been reported by some investigators who studied the incorporation
of a layer of PbS quantum dots in thin film solar cells, by direct growth of PbS quantum dots
on nanostructured TiO2 electrodes [27]. Deposition of a transition metal oxide (n-type) layer
on grown layer of PbS quantum dots to act as hole extractor layers [46] or employing a graded
recombination layer [47].

Several methods have been employed to prepare TiO2 thin layer. We prepared nanostructured
thin films following the procedure detailed in [9, 34]. In this method, a suspension of TiO2 is
prepared by adding 9 ml of nitric acid solution of PH 3-4 (in ml increment) to 6 g of colloidal
P25 TiO2 powder in mortar and pestle. To get a white free flow-paste, we added 8 ml of distilled
water (in 1 ml increment) during the grinding process. Finally, a drop of transparent surfactant
is added in 1 ml of distilled water to ensure uniform coating and adhesion to the transparent
conducting electrode. It was found that the ratio of the nitric acid solution to the colloidal P25
TiO2 powder is a critical factor for cell performance. If the ratio exceeds certain threshold value,
the resulting film becomes too thick and has a tendency to peel off. On the other hand, a low
ratio reduces appreciably the efficiency of light generation.

Doctor blade technique was employed by depositing the TiO2 suspension uniformly on a
cleaned (rinsed with ethanol) conductive plate. The TiO2 film was allowed to dry for few
minutes and then annealed at approximately 450 °C (in a well-ventilated zone) for about 15
minutes to form a nanoporous TiO2 layer as shown in Figure 20. The conductive plate is then
allowed to cool slowly to room temperature. This is a necessary condition to remove stresses
and avoid cracking of the glass or peeling off the TiO2 layer. Once the TiO2 nanocrystalline
layer is prepared, it is coated with colloidal QDs. The counter electrode is coated with graphite
that Acts as a catalyst in regenerating quantum dots. Both the photo-and counter electrodes
are clamped together and drops of electrolyte are applied to fill the clamped cell. The electro‐
lyte used is iodide electrolyte (0.5 M potassium iodide mixed with 0.05 M iodine in water free
ethylene glycol) containing a redox couple (traditionally the iodide/tri-iodide I-/I3-couple). The
measurements of the open circuit voltage and short circuit current have been performed under
direct illumination from a solar simulator producing 1 sun illumination. UV or IR cut-off filters
have been used to eliminate carrier generation from TiO2 layer and to impede cell overheat‐
ing.No antireflection coatings on the photoelectrode have been applied. Figure 21 shows an
example of the obtained I-V characteristics of PdS quantum dots (size 3.2 nm) sensitized cell
with power conversion efficiency =1.8 %.

As it’s the case with dye sensitized solar cells, quantum dots sensitized solar cells light
harvesting efficiency could be enhanced via efficient light management [48] by increasing light
scattering effect [49]. The distance traveled by transmitted photons in the cell is increases by
multiple scattering and hence get highly probable by the sensitizer. Surface plasmons reso‐
nance effect in the cell also has been suggested [50]. Another approach that is effective in
enhancing photovoltaic effect is the reduction of the charge recombination by controlling
transparent-conducting-oxide/electrolyte interface such that injected electrons in photoelec‐
trode are excluded from recombining with the redox couple in electrolyte.
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Figure 21. I-V characteristics of PbS quantum dot sensitized solar cell. Quantum dots have on the average radius of 3.2 nm.

5.7. Quantum dot-dye sensitized solar cells

Incorporation of dye with quantum dots as sensitizer of wide bandgap semiconductor has
attracted attention of many research groups. For example, we found that some natural dyes
are enhancing power conversion efficiency, while some others are not. Figure 22 shows an
example of the I-V characteristics of a first round study of assembled cells illuminated with a
collimated beam from a hot filament lamp. In cell preparation we followed the same strategy
described in section 5.6 such that after coating the photoelectrode with PbS quantum dots it
was soaked in dye for an hour. Then, the electrode was rinsed with deionized water and
ethanol. After that the cell is assembled and tested. The dye used was extracted from a
pomegranate.

New configuration based on quantum dot-dye bilayer-sensitized solar cells has been demon‐
strated by Zaban and co-workers [51]. The bi-sensitizer layer cell is made up of a nanocrys‐
talline TiO2/CdS QD+amorphous TiO2/N719 dye. The main aim was to providea configuration
having increased charge-separation efficiency by slowing the interfacial charge recombination
processes that resulted in 250% increase in cell efficiency compared to a QD monolayer cell.

The configuration investigated by Zaban and co-workers [52] established on making colloidal
quantum dots (CdSe/CdS/ZnS core/shell/shell quantum dots) that serve as antennas. Via
nonradiative energy transfer, absorbed light is funneled to the charge separating dye molecules
(SQ02 dye molecules). The colloidal quantum dot donors are incorporated into the solid
TiO2 photoelectrode resulting in high energy transfer efficiency as well assubstantial improve‐
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ment of the cell stability. In this approach the processes of light absorption can be separated
from charge carrier injection. Therefore, this approach enablesoptimization of each independ‐
ently. Time resolved luminescence measurements relate the significant contribution of the QDs
to the spectral response of the cell in the presence of the dye to Förster resonance energy transfer
from the QDs to the dye molecules.

The efficiency of solar cells can be enhanced by combining quantum dots with some dye and
used as a sensitizer. We suggest doing further investigations in order to understand QD-dye
system. The performance of dye sensitized or quantum dots solar cells can be increased by
optimizing preparation technique, using different types of electrolyte, utilizing different
nanostructures (e.g., rods, stars), and replacing TiO2 with other types of wide bandgap
semiconductors such as zinc oxide ZnO.

6. Conclusion

Crystalline semiconductor solar cells besides possessing low efficiency due to their band gab
limit (Shockley-Queisser limit)[53] they are expensive in terms of manufacturing cost per
generated Watt of delivered electric power. In single junction bulky semiconductor solar cells,
photon of energies less than the band gap are wasted since none of them are absorbed.
Moreover, excess energy of those photons with energies greater than the bandgap is wasted
as heat as a result of hot-carriers thermalization. A quantum dot is a crystalline semiconductor
nanoparticles. Examples of well investigated quantum dots structures are CdS, CdSe, PbS, and
PbSe. The operation principle of quantum dots sensitized solar cell is similar to that of the dye
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Figure 22. I-V characteristics of typical assembled quantum dot-dye sensitized solar cell. Quantum dots average size of
2.4 nm and pomegranate dye extract used as sensitizers of TiO2 nanoporous layer.
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&?>contribution<$%&?>of<$%&?>the<$%&?>QDs<$%&?>to<$%&?>the<$%&?>spectral<$%&?>response<$%&?>of<$%&
?>the<$%&?>cell<$%&?>in<$%&?>the<$%&?>presence<$%&?>of<$%&?>the<$%&?>dye<$%&?>to<$%&?>Förster<$%&?>
resonance<$%&?>energy<$%&?>transfer<$%&?>from<$%&?>the<$%&?>QDs<$%&?>to<$%&?>the<$%&?>dye<$%&?>m
olecules. 

The<$%&?>efficiency<$%&?>of<$%&?>solar<$%&?>cells<$%&?>can<$%&?>be<$%&?>enhanced<$%&?>by<$%&?>comb
ined<$%&?>the<$%&?>quantum<$%&?>dots<$%&?>with<$%&?>some<$%&?>dyes.<$%&?>We<$%&?>suggest<$%&?>f
urther<$%&?>investigations<$%&?>to<$%&?>understand<$%&?>the<$%&?>interaction<$%&?>of<$%&?>QD-
dye<$%&?>system.<$%&?>However,<$%&?>the<$%&?>performance<$%&?>of<$%&?>dye<$%&?>sensitized<$%&?>sol
ar<$%&?>cells<$%&?>or<$%&?>quantum<$%&?>dots<$%&?>solar<$%&?>cells<$%&?>can<$%&?>be<$%&?>increased<
$%&?>by<$%&?>optimizing<$%&?>preparation<$%&?>technique,<$%&?>using<$%&?>different<$%&?>types<$%&?>of
<$%&?>electrolyte<$%&?>,<$%&?>utilizing<$%&?>different<$%&?>nanostructures<$%&?>(e.g.,<$%&?>rods,<$%&?>sta
rs),<$%&?>and<$%&?>replacing<$%&?>TiO2<$%&?>with<$%&?>other<$%&?>types<$%&?>of<$%&?>wide<$%&?>bandga
p<$%&?>semiconductors<$%&?>such<$%&?>as<$%&?>zinc<$%&?>oxide<$%&?>ZnO. 

0 50 100 150 200 250 300 350
0.0

0.1

0.2

0.3

0.4

0.5

0.6

Without Dye

With Dye

Ph
ot

oc
ur

re
nt

 (m
A)

Voltage (mV)

Figure 22. I-V characteristics of typical assembled quantum dot-dye sensitized solar cell. Quantum dots average size of
2.4 nm and pomegranate dye extract used as sensitizers of TiO2 nanoporous layer.
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sensitized solar cells DSSCs. In a quantum dot, confinement effect arises from size effect when
particle size is smaller or comparable to exciton Bohr radius. As the size of the quantum dot
decreases its characteristic excitonic beak get blue shifted.

Growth or synthesis methods of quantum dots are well established. In quantum dots, the rate
of energy dissipation is significantly reduced, and the charge carriers are confined within a
minute volume, thereby increasing their interactions and enhancing the probability for
generating multiple excitons due to hot carries mechanism. There are many proposed quantum
dot solar cells configurations.

The functional principle of QD-sensitized solar cell is the same as that of DSSC. The difference
is that the dye in DSSC is replaced with quantum dots. This class of third generation solar cell
is promising and recently attracting considerable attention. Operation principles, and per‐
formance limitations are well understood and many solutions have been proposed to enhance
cell efficiency.
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Chapter 12

Solar Cells with InGaN/GaN and InP/InGaAsP and InGaP/
GaAs Multiple Quantum Wells

Shaoguang Dong, Kanghua Chen, Guojie Chen and Xin Chen

Additional information is available at the end of the chapter
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1. Introduction

InGaN alloys materials are extensively utilized in light emitting diodes (LEDs) and laser diodes
(LDs). In recent years, InGaN alloys materials have also been considered to use in solar cells
because of their favorable photovoltaic properties, including a direct band gap, a higher
absorption coefficient at the band edge, superior radiation resistance, high carrier mobility,
thermal stability and so on. Especially, the band gap of the InGaN alloys materials can even
vary from 0.7 eV to 3.4 eV, which covers almost the sun spectrum. [1] Additionally, four-
junction tandem solar cells with a theoretical conversion efficiency of over 60% have been
designed, but these designs require some junctions that have band gap of greater than 2.4 eV.
Very few materials have a band gap of over 2.4 eV but InGaN alloys. Therefore, InGaN alloys
are the candidate of using in highly efficient tandem solar cells.

Many challenges must be overcome before InGaN alloys can be used widely photovoltaic
devices. A large lattice mismatch between GaN and InN atoms limits InGaN alloys using in
photovoltaic devices in which these alloys must incorporate a thick absorb layer with high
indium composition for absorbing incident light. Generally, the critical thickness of
In0.1Ga0.9N is approximately 100 nm, and this thickness falls rapidly as the indium composition
increasing. When the thickness of InGaN alloys layer exceeds a critical value, defects are
formed as recombination centers. These recombination centers increase the rate of consump‐
tion of photogenerated electron-hole pairs, degrading photovoltaic performance. Owing to the
need for high crystalline quality, the thickness of absorb layers in InGaN alloys photovoltaic
devices is limited by challenges related to epitaxial deposition such that a compromise of
multiple quantum well (MQW) structure is used for the absorb layers in InGaN alloys
photovoltaic devices, which results in insufficient light absorption.

© 2015 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and eproduction in any medium, provided the original work is properly cited.



Previous studies have utilized several methods for improving the collecting of light in InGaN/
GaN MQWs solar cells, such as the use of a ZnO or SiO2 sub-wavelength structure to realize
a graded refractive index interface to reduce Fresnel reflection and simultaneously to increase
the light scattering effect. Silver nanoparticles have also been used to exploit the surface
plasmon effect to promote the scattering of light. However, because the light absorption is not
sufficient, the lower external quantum efficiency and the higher absorption coefficient in the
ultraviolet region have not been solved yet. [2]A back reflector that reflects the unused light
back to the absorr layer provides a solution and has an important role in thin film solar cells.
For this purpose, distributed Bragg reflectors (DBRs) are good candidates for InGaN/GaN
MQWs solar cells.

Due to InGaN alloys materials have tunable band gaps and superior photovoltaic character‐
istics, they would be emerged as promising solar cells materials. [3] The band gap of InGaN
alloys materials changed from 0.7 eV to 3.4 eV and these band gaps can be tuned by changing
the contents of indium in the InGaN alloys materials. InGaN alloys mateials also have direct
band gaps in the entire alloys range. For achieving higher photoelectric conversion efficiency,
the multiple quantum wells solar cell structure has been proposed, which exhibits stronger
absorption properties than bulk materials. [3] The quantum wells layers of the solar cells extend
the absorption spectrum into the infrared region, in the case of radiant energy levels in the
semiconductor band gap. The quantum wells similar to the p–i–n diode structure may extend
the solar cells absorption spectrum, and then results in a higher short circuit current density
(Jsc). The recombination rate of these quantum wells has been improved, which result in a
higher open circuit voltage (Voc). The finally result is that the photoelectric conversion efficiency
(η) of the solar cells has been increased.

Group III–Nitride alloys materials solar cells are the better candidates for multiple quantum
wells solar cells, because these alloys have direct band gaps and also have the better absorption
of the solar spectrum. Recently, multi-junctions solar cells have been used to obtain higher
conversion efficiency than single-junction solar cells. [3]However, the properties of lattice-
matched quantum wells solar cells with different In content significantly complicate the
fabrication process and design of the solar cells device. The average strain is chief when
designing strained quantum wells solar cells. In order to maximize the absorption of quantum
wells, it is better to maximize the carries concentration of quantum wells, the width and the
number of quantum wells. In fact, all these factors increase the average strain, so the solar cells
eventually become limited by the critical thickness. So the relative contributions of tunneling
and thermionic emission currents of the multiple quantum wells structure are functions of the
operation temperature and should provide guidance for the optimized design of multiple
quantum wells solar cells tailored for operation in specific temperature ranges.

For the fabrication of InGaN alloys solar cells, there is considerable interest in the growth of
GaN and InGaN alloys on Si substrates, because Si substrates have the advantages of low cost
and large size. [4] Si substrates have a better thermal conductivity, whereas sapphire and SiC
substrates have worse thermal conductivity. However, integration has been hampered by the
large density of defects and cracks arising from larger lattice mismatch between GaN and Si.
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the multiple quantum wells solar cell structure has been proposed, which exhibits stronger
absorption properties than bulk materials. [3] The quantum wells layers of the solar cells extend
the absorption spectrum into the infrared region, in the case of radiant energy levels in the
semiconductor band gap. The quantum wells similar to the p–i–n diode structure may extend
the solar cells absorption spectrum, and then results in a higher short circuit current density
(Jsc). The recombination rate of these quantum wells has been improved, which result in a
higher open circuit voltage (Voc). The finally result is that the photoelectric conversion efficiency
(η) of the solar cells has been increased.

Group III–Nitride alloys materials solar cells are the better candidates for multiple quantum
wells solar cells, because these alloys have direct band gaps and also have the better absorption
of the solar spectrum. Recently, multi-junctions solar cells have been used to obtain higher
conversion efficiency than single-junction solar cells. [3]However, the properties of lattice-
matched quantum wells solar cells with different In content significantly complicate the
fabrication process and design of the solar cells device. The average strain is chief when
designing strained quantum wells solar cells. In order to maximize the absorption of quantum
wells, it is better to maximize the carries concentration of quantum wells, the width and the
number of quantum wells. In fact, all these factors increase the average strain, so the solar cells
eventually become limited by the critical thickness. So the relative contributions of tunneling
and thermionic emission currents of the multiple quantum wells structure are functions of the
operation temperature and should provide guidance for the optimized design of multiple
quantum wells solar cells tailored for operation in specific temperature ranges.

For the fabrication of InGaN alloys solar cells, there is considerable interest in the growth of
GaN and InGaN alloys on Si substrates, because Si substrates have the advantages of low cost
and large size. [4] Si substrates have a better thermal conductivity, whereas sapphire and SiC
substrates have worse thermal conductivity. However, integration has been hampered by the
large density of defects and cracks arising from larger lattice mismatch between GaN and Si.
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Some studies have grown GaN on Si (100) or Si (111) substrates by adding buffers to overcome
the larger density of defects and cracks. [5]

Recently most reported InGaN alloys solar cells have very low photovoltaic efficiency
compared to Si-based solar cells. However, InGaN alloys materials superior resistance against
irradiation damage makes themselves very suitable for the applications in photovoltaic
devices, and motivates further development. In some investigations, GaN has usually been
grown on sapphire or SiC substrates, which are expensive and difficult to integrate into the
silicon industry. [3] Therefore, it is desirable to grow GaN on silicon substrate and integrate
GaN with the mature silicon fabrication techniques.

The optoelectronic performance of InGaN solar cells devices are researched by preparing
InGaN/GaN multiple quantum wells with In composition exceeding 0.3, attempting to
alleviate to the phase separation phenomenon of InN and GaN materials at a certain degree
by this InGaN/GaN multiple quantum wells structure. The InGaN/GaN multiple quantum
wells solar cells have a better optoelectronic performance at wavelengths longer than 430 nm.
The InGaN solar cells devices show better open circuit voltage (2.0 V) and external quantum
efficiency (45%) and high fill factor (65%) because of the InGaN/GaN multiple quantum wells
structure.

Recently, concentrator systems solar cells are becoming a main technology for the large scale
electrical power by utilizing high conversion efficiency group III–V multi-junctions solar cells.
Sharp's triple-junctions InGaP/GaAs/InGaAs concentrator solar cells have got a high conver‐
sion efficiency of 44.4% under about 300 suns. [6] The solar cells will probably to be four or
more junction cells with higher conversion efficiency in the future. The ideal highest conver‐
sion efficiency is 55% for four-junctions solar cells, which could be achieved by utilizing an
optimized band gap combination of 1.9/1.4/1.0/0.7 eV. [6]The four-junctions solar cells is a
promising photovoltaic candidate devices because of the bandgap combination of InGaP/GaAs
(1.9/1.4 eV) which matched to GaAs in their lattice and that of InGaAsP/ InGaAs (1.0/0.7 eV)
which matched to InP in their lattice.

Currently, only a few contributions have been reported on InGaAsP materials solar cells grown
by metal organic chemical vapor deposition (MOCVD). In fact, InGaAsP materials solar cells
can also be grown by molecular beam epitaxy (MBE), which can give more precise growth
control technology. Researcher ever think that the photovoltaic performance of solar cells
grown by MBE method is not probably better than MOCVD growth methods, because the
growth temperature of MBE methods is very lower, which results in more defect states and
deep defect centers in bulk materials. Recently, a high efficiency GaInP/GaAs/GaInAsN triple-
junctions solar cell was successfully grown by MBE methods. [6]The experimental results
showed that the solar cells containing group III–V materials grown by MBE growth are as good
as the MOCVD growth. It has been a challenge to grown a high quality InGaAsP materials
which bandgap is only 1.0 eV on an InP substrate by MBE methods. Furthermore, a compre‐
hensive study on the carrier recombination dynamics of InGaAsP material grown by MBE has
not been reported.
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The solar cells of InP/InGaAsP double hetero-junction (DH) structure have been investigated
and compared these solar cells to the InP control cells. [7] The InGaAsP has many band gap
values from 0.75 eV to 1.35 eV which very matched to the InP in lattice. The InP/InGaAsP
double hetero-junction structure solar cells whose light absorption layer is the InGaAsP has
also been investigated. [7] The investigated results are that the InP/InGaAsP double hetero-
junction structure solar cells have a lower open-circuit voltage and the short-circuit current
improves twice compared to the InP control cells. So the InP/InGaAsP double hetero-junction
structure can greatly improve the conversion efficiency of the solar cells.

The photoelectric performance of InP/InGaAsP multiple quantum wells solar cells are
improved by light scatter coming from deposited dielectric or metal nanoparticles. [8]The
integration of dielectric or metal nanoparticles on the multiple quantum wells solar cells
showed that incident light can enter the bulk by lateral optical propagation paths, and the
refractive index can provide the optical confinement between the quantum well layers and
surrounding materials layers. By the materials surface optimization of silica and Au nanopar‐
ticle, short-circuit current density could be increased by 12.9% and photoelectric conversion
efficiency also could be increased by 17%, respectively.

Group III–V compound multi-junctions solar cells have the advantage for achieving photo‐
electric conversion efficiency exceed to 40%, and they are also a promising photovoltaic
materials for the space and terrestrial solar cells devices. [9] Among the multi-junctions solar
cells technologies, the double-junctions solar cells is the simplest structure and has attracted
extensive interesting for further optimizing these solar cells device performance. One of the
most trusted materials is the GaInP/GaAs alloys system whose band gap is 1.9 and 1.4 eV
respectively. When GaInP materials are acted as the top cell, many problems of bulk defects
and crystal quality found existing in other alloy materials such as AlGaAs can even be avoided.

As a result, the researches on the GaInP and GaAs materials property have been become very
important, especially the study on the recombination dynamics of carriers in the active layers.
For example, surface recombination velocity of the GaInP layer could be measured by the
intensity of photoluminescence, and the effective lifetime of minority carriers of the GaInP or
GaAs layer could be also measured by the intensity of photoluminescence. On the other hand,
the characterization of carrier dynamics and the loss of carriers have been reported little from
references. Despite the electroluminescence measurement has been used for modeling the
irradiation-induced degradation of the multi-junctions solar cells structures in space condi‐
tions, compared with the photoluminescence technique, it is believed that the electrolumines‐
cence measurement is also competent in revealing detailed the kinetics of the recombination
loss of carriers. InGaP solar cells which have about 1.9 eV band gap and lattice-matched to
GaAs, have been used for the top cells of multi-junctions solar cells.

InGaP/GaAs/InGaAs multi-junctions solar cells have been achieved high conversion efficiency
of 36.4% under AM1.5. Recently, the intermediate band solar cells have been extensively
studied and providing a high conversion efficiency of over 60% under concentrated sunlight
conditions. [10]The intermediate band is formed by the quantum dot superlattice in inter‐
mediate band solar cells, which located in the bandgap and used to absorb the sub-bandgap
photons in the intermediate band state. To achieve a conversion efficiency of more than 60%,
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the materials with a bandgap of about 1.9 eV are needed. However, the quantum dot super‐
lattice solar cells have used GaAs semiconductor materials whose bandgap is only 1.4 eV. In
order to realize intermediate band solar cells with a conversion efficiency of over 60%, a wide
bandgap semiconductor material is needed. In fact, InGaP is a suitable intermediate band
material with bandgap of 1.9 eV. [10]

InGaP material is very difficult to grow by the solid-source molecular beam epitaxy technique
which is suitable for growing a high quality quantum dot structure. The InGaP epitaxial layers
are required to obtain sufficient light absorption in the solar cells devices, a large-scale
phosphorus source are needed in the molecular beam epitaxy chamber. In fact, all of most
InGaP solar cells are grown by metal organic chemical vapor deposition.

An InGaP/GaAs tandem solar cell of 4 cm2 larger area is realized, which got a new conversion
efficiency record of over 30% under AM 1.5. [11]Those tandem solar cells performances were
improved by utilizing InGaP tunnel junction and a double hetero-junctions structure, where
the InGaP layers are surrounded by AlInP barrier layers. The double hetero-junctions structure
increased the peak current value of InGaP tunnel junction. The AlInP barrier layer takes the
part of a back surface field; it is found that the AlInP barrier layer can effectively reflect minority
carriers in the InGaP top cells. The AlInP barrier layer has a high potential and can prevent the
diffusion of zinc from a doped tunnel junction toward the top cells during growth. Further‐
more, the InGaP tunnel junction can also reduce the light absorption loss and increase the
photogenerated current in the GaAs bottom cell. [11]

The photoelectric conversion efficiency of InGaP/GaAs/Ge multi-junctions solar cells has been
technically improved up to 32% under AM1.5. The InGaP material is on first hetero-junction
growth layer, combined with Ge bottom layer and double hetero-junction tunnel junctions, in
which Ge substrate is precisely matched with the conventional GaAs in their lattice structure.
If the AlInGaP material whose band gap is 1.95 eV is employed in the top cells layer, the
conversion efficiency of these solar cells should be improved further. Furthermore, thin film
structure of InGaP/GaAs solar cells on metal film has been reported. The thin film solar cells
of InGaP/GaAs are founded lightweight, high flexibility, high radiation resistance and high
efficiency.

The use of multiple quantum wells is very advantageous in the conventional tandem solar
cells, because multiple quantum wells can independently tailor the absorption edge of each
cell, which has no such problem of lattice mismatch and relaxation. [12]The InGaP/GaAs solar
cells was improved by using strain balanced multiple quantum wells; the multiple quantum
wells structure of tandem solar cells has achieved the conversion efficiency of over 30% under
AM1.5. This conversion efficiency is a new record for currently photovoltaic devices. The
conversion efficiency of over 34% could be realized under AM1.5 by optimizing the solar cells
device structure. The possibility and gains are currently researched by introducing multiple
quantum wells structure into top cells and bottom cells layer of an InGaP/GaAs solar cells
device.
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2. InGaN/GaN MQWs solar cells

InGaN alloys semiconductor materials as active layers of light emitting diodes have been
widely investigated, which emission wavelengths cover from red to near ultraviolet spectral
regions. [13] Recently, InGaN alloys as a new solar cells materials have been interested by their
tunable energy band gaps which vary from 0.7 eV to 3.4 eV, covering almost the whole sunlight
spectrum, and also their superior photovoltaic characteristics, such as high carrier mobility,
direct energy band gap, high optical absorption coefficient near the band edge, high drift
velocity and low radiation resistance. [14]

Although InGaN alloys material solar cells offer tremendous potential for photovoltaic
applications, there are only a few references on InGaN alloys solar cells. Furthermore, most of
reported InGaN alloys solar cells usually have In contents no more than 15% and band gaps
about 3.0 eV or larger, therefore, external quantum efficiency is nearly not exist at wavelengths
longer than 420 nm. [15] An earlier theoretical calculation has been indicated that the use of a
special active material in solar cells can obtain conversion efficiency greater than 50%, that
material is InGaN alloys whose In content exceed 40%. [16]Additionally, group III-nitride
multi-junction solar cells with ideal band gaps for maximum conversion efficiency must be
incorporated InGaN alloys with higher In contents. [13]

In this section, the optoelectronic properties of InGaN alloys solar cells are researched by
merging into InGaN/GaN multiple quantum wells (MQWs), attempt to alleviate the phase
separation issue of InN and GaN in a certain extent, and demonstrate the photovoltaic
performance of solar cells operating in wavelengths longer than 420 nm.

2.1. MQWs solar cells layers structure

The MQWs solar cells layers structure fabricated by InGaN alloys and GaN materials is shown
in Figure 1, the light absorption region consists of eight periods of InGaN (3 nm)/GaN (8 nm)
MQWs. The MQWs were grown under the established MOCVD growth conditions; InGaN
alloys materials with In content about 0.3 or 0.4 work in longer wavelengths in order to obtain
better photovoltaic responses. The thickness of p-GaN or n-GaN is about 150 nm. The device
structure was grown on a GaN/Al2O3 template. As demonstration, the device fabrication steps
are adopted to commercial group III-nitride LEDs and implemented a thin Ni/Au semitrans‐
parent current spreading layer to minimize the p-contact resistance on the p-GaN window
layer.

The growth of high quality crystalline structure InGaN alloys materials is highly challenging
in all of In composition range. One of the main problems is that the lattice is seriously mis‐
matched between InN and GaN atoms, resulting in low solubility and phase separation
between InN and GaN materials. [17]Recently, single crystalline phase InGaN alloys materials
with all of In composition range could be grown by metal organic chemical vapor deposition
(MOCVD) by directly depositing on GaN templates without using buffer layers. [18] These
InGaN alloys characteristics are illustrated in Figure 2, in which X-ray diffraction data of the
(002) plane for several InGaN alloys materials for θ-2θ scans are shown. All scanned curves
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exhibit no multiple peaks except for closing the InN peak position, showing that InGaN alloys
materials have not been phase separation. The results show a significant growth improvement
of InGaN alloys materials by MOCVD. [13]
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separation can be grown when the alloys is embedded by an InGaN/GaN double heterostructure. 

Figure 2. X-ray diffraction data for θ-2θ scan curves of the (002) plane 

Figure 3. PL emission spectrum of InGaN alloys materials grown on GaN/Al2O3 templates. 

Figure 4. Emission spectrum of the white light source and the inset is the microscopy image of MQWs solar cells. 

2.2. MQWs solar cells performance 

An optical microscopy image of a MQWs solar cells fabricated by InGaN alloys materials is shown 

in the inset of Figure 4. The MQWs solar cells were characterized by a microprobe station with a 
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Figure 2. X-ray diffraction data for θ-2θ scan curves of the (002) plane

However, when In composition range exceed to the 0.5, the homogeneity of InGaN alloys
materials is pretty poorer. The full width at half maximum of the θ-2θ-scans rocking curves
of the (002) plane increases from about 1000 arcsec when In composition is 0.2 to about 3000
arcsec when In content is 0.5 for InGaN alloys materials of 200 nm thickness. The photolumi‐
nescence (PL) emission spectrum of InGaN alloys materials also is deteriorated with an
increase of In composition, as shown in Figure 3. The intensity of PL emission spectrum of
In0.4Ga0.6N alloys is about 100 times lower than that of In0.2Ga0.8N. This trend of crystalline

Figure 1. Schematic of layers structure based on InGaN/GaN MQWs solar cells.
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quality reduced with In composition increasing makes the realization of solar cells based on
InGaN alloys materials with In content greater than 0.3 highly challenging. Evidence that strain
could suppress phase separation in InGaN alloys materials has been reported. [19] It was
shown that InGaN alloys materials with In content lower than 0.5 without phase separation
can be grown when the alloys is embedded by an InGaN/GaN double heterostructure.
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Figure 4. Emission spectrum of the white light source and the inset is the microscopy image of MQWs solar cells.

2.2. MQWs solar cells performance

An optical microscopy image of a MQWs solar cells fabricated by InGaN alloys materials is
shown in the inset of Figure 4. The MQWs solar cells were characterized by a microprobe
station with a Keithley 2400 source meter. The solar cells were illuminated by a white light
source with no optical filters to measure the current versus voltage characteristics, whose PL
emission spectrum is shown in Figure 4. The solar cells were illuminated monochromatically
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2.2. MQWs solar cells performance

An optical microscopy image of a MQWs solar cells fabricated by InGaN alloys materials is
shown in the inset of Figure 4. The MQWs solar cells were characterized by a microprobe
station with a Keithley 2400 source meter. The solar cells were illuminated by a white light
source with no optical filters to measure the current versus voltage characteristics, whose PL
emission spectrum is shown in Figure 4. The solar cells were illuminated monochromatically
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by using the same white light source to achieve the characterization of quantum efficiency
versus excitation wavelength.[13]The PL emission spectrum for MQWs solar cells structure
fabricated by InGaN alloys materials with In content about 0.3 and GaN is shown in Figure
5, and exhibits an PL emission peak about 472 nm.
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Figure 5. PL emission spectrum of an InGaN/GaN MQWs solar cells structure.  
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Figure 6. Curves of I-V characteristics for InxGa1−xN/GaN MQWs solar cells.

Current versus voltage (I-V) characteristics of two MQWs solar cells fabricated by InGaN alloys
materials with In composition about 0.3 or 0.4 in the quantum well region and GaN are shown
in Figure 6. The open-circuit voltage (Voc) is about 2.0 V or 1.8 V for two MQWs solar cells with
In composition about 0.3 or 0.4, respectively. These values are in good agreement with the
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band gaps of In0.3Ga0.7N and In0.4Ga0.6N. However, the performance of the solar cells with
In0.4Ga0.6N/GaN MQWs as active region is no more than that of the solar cells with In0.3Ga0.7N/
GaN MQWs, despite the In0.4Ga0.6N/GaN MQWs solar cells active layers are shown to have a
much better spectral overlap with the excitation light source. [3]This degradation of these solar
cells performance and the X-ray diffraction results are shown in Figure 2 and it is a direct reason
of the InGaN alloys materials quality degradation with In composition increasing, which
further leads to much loss of the photogenerated carriers. The observed photovoltaic charac‐
teristics of these solar cells are consistent with the quantum efficiencies of group III-nitride
green LEDs which are much lower than those of blue LEDs. [13]

10

In0.3Ga0.7N and In0.4Ga0.6N. However, the performance of the solar cells with In0.4Ga0.6N/GaN MQWs 

as active region is no more than that of the solar cells with In0.3Ga0.7N/GaN MQWs, despite the 

In0.4Ga0.6N/GaN MQWs solar cells active layers are shown to have a much better spectral overlap 

with the excitation light source. [3]This degradation of these solar cells performance and the X-ray 

diffraction results are shown in Figure 2 and it is a direct reason of the InGaN alloys materials quality 

degradation with In composition increasing, which further leads to much loss of the photogenerated 

carriers. The observed photovoltaic characteristics of these solar cells are consistent with the quantum 

efficiencies of group III-nitride green LEDs which are much lower than those of blue LEDs. [13] 

Figure 7. Curves of current-density vs voltage and power-density vs voltage. 

Current density versus voltage and power density versus voltage curves of the solar cells with 

In0.3Ga0.7N/GaN MQWs as active layer are shown in Figure 7, a fill factor of over 60% is obtained 

from the solar cells. The external quantum efficiency as a function of excitation wavelength for the 

In0.3Ga0.7N/GaN MQWs solar cells is shown in Figure 8, from which we can see that the solar cells 

have an external quantum efficiency of 40% at 420 nm. The spectrum response is limited by using 

p-GaN window in the shorter wavelength region, and it would be improved if the p-AlGaN or 

p-InAlGaN material is incorporated. [13]Three major factors limited the external quantum efficiency 

are the following: (1) Light absorption in the semi-transparent p-contact layer. Current spreading in 

p-contact layer was only adopted from LED structure and the p-contact layer need to be optimized for 

solar cells devices. (2) The thickness of light absorption layer is too thin in the In0.3Ga0.7N/GaN 

MQWs structure. The well thickness and period of the In0.3Ga0.7N/GaN MQWs active region need to 

be optimized to maximize light absorption and minimize other detrimental effects, which is 

incorporated by relatively high In composition InGaN alloys materials in the multiple quantum well 

region. (3) InGaN alloys materials with relatively high In composition are very low crystalline quality. 

C
ur

re
nt

-d
en

si
ty
（

m
A

/c
m

2 ）

Voltage（V）

po
w

er
-d

en
si

ty
（

m
W

/c
m

2 ）

Figure 7. Curves of current-density vs voltage and power-density vs voltage.

Current density versus voltage and power density versus voltage curves of the solar cells
with In0.3Ga0.7N/GaN MQWs as active layer are shown in Figure 7, a fill factor of over 60%
is obtained from the solar cells.  The external quantum efficiency as a function of excita‐
tion wavelength for the In0.3Ga0.7N/GaN MQWs solar cells is shown in Figure 8, from which
we can see that the solar cells have an external quantum efficiency of 40% at 420 nm. The
spectrum response is limited by using p-GaN window in the shorter wavelength region,
and it would be improved if the p-AlGaN or p-InAlGaN material is incorporated. [13]Three
major factors limited the external quantum efficiency are the following: (1) Light absorp‐
tion in the semi-transparent p-contact layer. Current spreading in p-contact layer was only
adopted from LED structure and the p-contact layer need to be optimized for solar cells
devices. (2) The thickness of light absorption layer is too thin in the In0.3Ga0.7N/GaN MQWs
structure. The well thickness and period of the In0.3Ga0.7N/GaN MQWs active region need
to be optimized to maximize light absorption and minimize other detrimental effects, which
is incorporated by relatively high In composition InGaN alloys materials in the multiple
quantum well region. (3) InGaN alloys materials with relatively high In composition are
very low crystalline quality. Nevertheless, the InGaN alloys materials solar cells have good
external quantum efficiency working at such long wavelengths, so the MQWs is a effec‐
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Current density versus voltage and power density versus voltage curves of the solar cells
with In0.3Ga0.7N/GaN MQWs as active layer are shown in Figure 7, a fill factor of over 60%
is obtained from the solar cells.  The external quantum efficiency as a function of excita‐
tion wavelength for the In0.3Ga0.7N/GaN MQWs solar cells is shown in Figure 8, from which
we can see that the solar cells have an external quantum efficiency of 40% at 420 nm. The
spectrum response is limited by using p-GaN window in the shorter wavelength region,
and it would be improved if the p-AlGaN or p-InAlGaN material is incorporated. [13]Three
major factors limited the external quantum efficiency are the following: (1) Light absorp‐
tion in the semi-transparent p-contact layer. Current spreading in p-contact layer was only
adopted from LED structure and the p-contact layer need to be optimized for solar cells
devices. (2) The thickness of light absorption layer is too thin in the In0.3Ga0.7N/GaN MQWs
structure. The well thickness and period of the In0.3Ga0.7N/GaN MQWs active region need
to be optimized to maximize light absorption and minimize other detrimental effects, which
is incorporated by relatively high In composition InGaN alloys materials in the multiple
quantum well region. (3) InGaN alloys materials with relatively high In composition are
very low crystalline quality. Nevertheless, the InGaN alloys materials solar cells have good
external quantum efficiency working at such long wavelengths, so the MQWs is a effec‐

Solar Cells - New Approaches and Reviews342

tive method to design MQWs solar cells by InGaN alloys materials with relatively high In
compostion for high photoelectric conversion efficiency. [13]
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Figure 8. Curves of external quantum efficiency vs excitation wavelength.

3. InP/InGaAsP MQWs solar cells

Currently, there are extensively interests in the application of multiple quantum wells
structure in solar cells devices; their optoelectronic conversion efficiency can exceed the single-
junction solar cells theoretical efficiency limit of 31%. [20]Theoretically, maximum optoelec‐
tronic conversion efficiency range in multiple quantum wells solar cells could be predicted
from 50% to 65%. The incorporation of multiple quantum wells structure can ensure high
energy photon absorption efficiency and improved short-circuit current density (Jsc) and
reduced in open-circuit voltage (Voc), because no enough collection efficiency of photogener‐
ated carriers is especially obvious. [21] Regardless of these problems, the maximum power of
multiple quantum wells solar cells devices can exceed that of the similar homo-junction solar
cells devices by extending the absorption spectrum to longer wavelengths. [22]We have got a
conclusion that incident light can be normally got into lateral optical propagation paths in the
multiple quantum wells solar cells devices by scattering from metal or dielectric nanoparticles,
whose optical confinement is provided by the refractive index contrast between the quantum
wells layer and surrounding materials. Substantially, the photogenerated current generation
and collection over a large range of incident light wavelengths has been improved, particularly
at longer wavelengths. [8]

3.1. MQWs solar cells p-i-n structure

The lattice matched InP/InGaAsP multiple quantum wells p-i-n structure solar cells is nomi‐
nally shown in Figure 9. The n-type electrode of all p-i-n structures solar cells consist of a S
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doped InP substrate with doping concentration about 5×1018 cm−3, while the intrinsic region
consist of 10 nm In0.91Ga0.09As0.2P0.8 barriers alternating with 10 nm In0.81Ga0.19As0.4P0.6 quantum
wells for ten periods with an additional 50 nm or 25 nm In0.91Ga0.09As0.2P0.8 barrier on the top
quantum wells layer. The p-type electrode of all p-i-n structures solar cells consist of a Zn doped
50 nm p-type InP layer or 25 nm p-type InP and 10 nm p-type In0.47Ga0.53As with doping
concentration about 3×1018 cm−3. The n-type Ohmic contacts were fabricated by using Ti (40
nm)/Au (200 nm) metal deposited by electron beam evaporation. 2 mm2 window regions were
formed by conventional photolithography, and p-type contacts were formed by using Ti (20
nm)/Pd (20 nm)/Au (200 nm) metal deposited by electron beam evaporation. [8]The top
In0.47Ga0.53As contact layer was removed from the window region by a selective wet etch
(H2SO4:H2O2:H2O, 1:10:220) for 15 s, and about 15 nm SiO2 surface passivation layer was sputter
deposited over the window area of all devices.

Figure 9. InP-based multiple quantum well solar cells with nanoparticles on the surface

To optimize collection efficiency of photogenerated carriers in the multiple quantum wells and
to minimize the reduction of Voc, a sufficiently large electric field across the intrinsic region is
definitely required, in which the electric field intensity is 30 kV/cm or so, [23] and the barriers
must be thermally or optically excited usually at 200~450 meV or less. [24] The electric field
condition requires that the intrinsic region in the p-i-n structure should be especially thin,
where the intrinsic region is required by choosing appropriate materials for the multiple
quantum wells and barrier. [8]For the solar cells device structure with an intrinsic layer
thickness of 250 nm, shown in Figure 9, the quantum wells electric field intensity is about 48
kV/cm at equilibrium condition, and 32 kV/cm at a maximum power state when operating
voltage is about 0.4 V.

Incorporation of the multiple quantum wells region in solar cells device, not only improves
photon absorption efficiency at longer wavelengths, but also increases the refractive index in
the intrinsic region relative to the surrounding electrode contact layers, as also shown in Figure
9, which produces a slabby waveguide structure. [25] Waveguide mode accompanied by light
scattered from metallic nanoparticles has been demonstrated by metal nanoparticles on silicon-
on-insulator photodetectors. [26] The scattering effect is achieved by depositing metal
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nanoparticles or dielectric nanoparticles at top of the solar cells device, as shown in Figure
10. The incident light scattered by the nanoparticles not only can improve transmission of
photons into the solar cells active layers, but also make normally incident photons into lateral
confined paths in the multiple quantum wells waveguide layer, result in photon absorption
efficiency increasing, more photocurrent generating and optoelectronic conversion efficiency
improving. [8]

Figure 10. SEM images of 100 nm diameter Au nanoparticles (left) and 150 nm diameter SiO2 nanoparticles (right).

3.2. MQWs solar cells p-i-n performance

The photocurrent response is shown in Figure 11 for an InP homojunction control device, a p-
InP/ i-In0.91Ga0.09As0.2P0.8 /n-InP barrier control device, and a p-i-n multiple quantum wells solar
cells device. These epitaxial layer structures for the control device and barrier control device
and multiple quantum wells device were grown on 225 nm thicknesses intrinsic layer under
identical reactor conditions. The photocurrent response only extends to 950 nm of the InP
absorption edge for the InP homojunction control device, which is determined by room
temperature photoluminescence measurements, but the photocurrent responses can extend to
1050 nm of the In0.91Ga0.09As0.2P0.8 absorption edges and 1150 nm of In0.81Ga0.19As0.4P0.6 absorption
edges for the barrier control device and multiple quantum wells solar cells device, respectively.

Figure 11. Photocurrent response spectra for InP homojunction device, barrier device and quantum well solar cell de‐
vice
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The maximum power curves are shown in Figure 12 for InP homo-junction control device, p-
InP/i-In0.91Ga0.09As0.2P0.8/n-InP barrier control device and p-i-n multiple quantum wells solar
cells device which all grown on 250 nm intrinsic layer thicknesses. Despite Voc drops to 0.63V
for the homo-junction control device and barrier control devices, and drops to 0.53 V for the
quantum wells solar cells device, the maximum power output of the quantum wells solar cells
device increases 7.4% and 4.6% relative to the homo-junction control device and barrier control
device, respectively. [8]

Figure 12. Power output curves for InP control device, barrier control device and quantum wells solar cells device

Figure 13. Photocurrent response spectra of quantum well solar cells with Au nanoparticles and SiO2 nanoparticles

To illustrate the effect of nanoparticle scattering on the solar cells device in improved photo‐
current response and optoelectronic conversion efficiency, Figure 13 shows photocurrent
response spectra for quantum wells solar cells with either 100 nm diameter Au or 150 nm
diameter SiO2 nanoparticles deposited on these solar cells surface, which plotted by photo‐
current response ratios relative to the spectrum for the solar cells device without nanoparticles.
Au and SiO2 nanoparticles densities were employed with about 2.7×109 cm−2 and 2.1×109 cm−2,
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respectively. The nanoparticles deposition proceeding and photocurrent measurement
apparatus are described in reference [27]. The incident light scattered by Au nanoparticles
leads to a reduction of photocurrent response at wavelengths about 560 nm, at the same time,
a phase shift is accompanied in the scattered wavelength near the nanoparticle plasmon
resonance, which results in partially destructive interference between the scattered waves and
the transmitted waves. [28] The scattering of incident light by the nanoparticles arise a broad
wavelength range increased from 560 nm to 900 nm. But no surface plasmon polarization
resonance is present for the SiO2 nanoparticles, and the transmission and photocurrent
response are increased over the range from 400 nm to 1200 nm wavelengths. [29]

The photocurrent response is increased at near 960 nm and cut off at about 1200 nm for the
solar cells devices deposited by Au nanoparticles. This phenomenon is attributed to the
scattering of incident light into optical propagation path modes, which associated with the
slabby waveguide formed by the multiple quantum wells region and surrounding p-layers
and n-layers. [8]A standard calculation shows that the slabby waveguide supports two
confined modes at 960~1200 nm wavelengths range. [30]Furthermore, the optical waveguide
structure mode becomes better confined with increasing wavelength because of the depend‐
ence of the wavelength and semiconductor refractive indices, resulting in the waveguide
modes efficiency increased. [26]The photocurrent response is improved in these wavelength
ranges because of incident light coming into the waveguide mode, and substrate radiation
modes leads to photon propagation path lengths increased dramatically within the multiple
quantum wells region that associated with lateral photon propagation path rather than vertical
path. Consequently, the efficiency of photon absorption is improved greatly. [8]

Figure 14. J-V and P-V curves measured for quantum well solar cell with and without SiO2 nanoparticles

Previously, some groups have reported that the short circuit current density and optoelectronic
conversion efficiency are increased due to optical scattering from metal nanoparticles depos‐
ited on Si solar cells [31] and a-Si solar cells [32]. The photocurrent response is enhanced on
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the surface deposited nanoparticle quantum wells solar cells, which leads to the short circuit
current density and optoelectronic conversion efficiency improved greatly under normal
illumination incidence provided by a solar simulator with a Xenon arc lamp. The short circuit
current density and voltage and the power output and voltage characteristics are shown in
Figure 14 for the multiple quantum wells solar cells deposited SiO2 nanoparticles on the surface
before and after. For a SiO2 nanoparticle surface density about 2.1×109 cm−2, the short circuit
current density increased 12.9% and maximum power conversion efficiency increased to
17.0%. For Au nanoparticle surface density about 2.7×109 cm−2, the short circuit current density
increased 7.3% and maximum power conversion efficiency increased only 1%.

The conversion efficiency and photocurrent response are improved substantially for the solar
cells device structures whose quantum wells region bound with a lower refractive index
substrate. A model developed by Soller and Hall [33] shows that when a horizontal electric
dipole is located on a silicon insulator substrate, an excess of 80% of the light emitted by the
electric dipole is coupled into the waveguide modes of the high refractive index Si insulator
layer. [34]The ratio of the power of the electric dipole into waveguide modes fully to the total
power of the electric dipole for the solar cells device structure over 600~1200 nm wavelengths
occurs with a maximum efficiency no more than 10% in the course of the emission into
waveguide, and leaky modes is in the range of 85~90%. This low efficiency is due to the small
refractive index contrast to the solar cells device structure and could be improved with greater
refractive index. [8]

4. InGaP/GaAs MQWs solar cells

Concentrators have the advantage to reduce the cost of photovoltaic systems by collecting the
direct photon component with inexpensive lenses. The economic benefits of the concentrators
demand a lot of high efficiency solar cells and the application of a nanostructure technology
to these photovoltaic materials. GaAs materials provide the highest conversation efficiency in
single-junction solar cells in all concentrations. However, the bandgap of GaAs is 1.42 eV and
higher than the 1.1 eV of optimal efficiency bandgap at the conditions of high concentration.
[35]Strain balanced InGaAs quantum wells in the intrinsic region of GaAs single junction solar
cells can extend the absorption edge in substrate devices. [36] The result of increasing short
circuit current accompanied with drop in open circuit voltage and increasing efficiency
prevails over comparable conventional solar cells. [37]

An optimum of similar band gap can also exist in the case of two junction tandem solar cells.
The efficiency record is 30.2% for the InGaP/InGaAs tandem solar cells at 300 times concen‐
tration. [12] However, as shown in Figure 15, the bandgaps combination of 1.8 eV/1.42 eV of
an InGaP/GaAs tandem solar cells is significantly higher than the optimum bandgaps combi‐
nation under 500 times concentration. Approaches have being actively pursued to lower the
bandgaps of tandem solar cells, including lattice mismatched dilute nitrides InGaP/InGaAs
grown on a virtual substrate. [38] These introducing dislocations can lower the voltage of the
tandem solar cells, though the efficiency record has achieved about 42 % by the virtual
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substrate approach. [39] Strain balanced quantum wells in InGaP/InGaAs tandem solar cells
may allow the absorption edge of top and bottom cell to be adjusted independently without
existing relaxation and lattice mismatch. [40] If there is enough absorption in the strain
balanced quantum wells of top and bottom cell, the conversion efficiency of InGaP/InGaAs
tandem solar cells device could ascend along the contours in Figure 15 and be adjusted to the
solar spectrum. [12]Dark line shows the bandgaps of GaInP and GaAs. The red-cross shows
the bandgaps position of the strain balance quantum wells tandem solar cells and the blue star
shows a proposed structure with quantum wells in two junction solar cells.

Figure 15. Ideal conversion efficiency contour plot for tandem solar cells under 500 times concentration

4.1. SBQW solar cells layers structure

Many quantum wells can be grown in the intrinsic layers of the p-i-n  solar cell  without
dislocations and relaxation [41] by strain balancing the pressure imposed by the lower lattice
spacing of InGaAs quantum wells and the higher lattice spacing of GaAsP barrier materi‐
als. [42]The strain balancing (SB) method and a resultant energy band diagram are shown
in Figure 16.

All the solar cells devices were fabricated by metal organic vapour phase epitaxy (MOVPE).
The InGaP/GaAs tandem solar cells were grown on the bottom cell where quantum wells in
the intrinsic region of it. The second cell was top cell with higher emitter doping and lower In
content in quantum wells. In the two cells, the bottom cell was grown by III-V growing
technologies. The top cell was grown on a passive Ge substrate according to a conventional
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GaAs cell in order to create a control cell device. The control top cell was grown poorly due to
an insufficient thickness of the p-i-n top cell. A schematic of the InGaP/GaAs tandem solar cells
devices structure is shown in Figure17. [12]

Figure 17. A cross section of the InGaP/GaAs tandem quantum well solar cells devices structure

Figure 16. The energy band structure of three strain balanced quantum wells in GaAs solar cells
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All solar cells devices were processed for quantum efficiency measurements, fully metalized
devices for dark current measurements, and concentrator devices were prepared from each
wafer.

4.2. SBQW solar cells simulation results

The external quantum efficiency of the two tandem solar cells devices was characterized as
described in [43], their results are shown in Figure 18. Left curves which are from top to bottom
in Figure 18 are the top cell of first cell, the control top cell and the top cell of second cell with
quantum wells, respectively, right curves which are from top to bottom in Figure 18 are the
bottom cell of first cell, the control bottom cell and the bottom cell of second cell with quantum
wells, respectively. The lower In content of InGaAs in the second cell with quantum wells
improves their band gap. Thus the exciton absorption peaks of the second cell at 922 nm
compared to 932 nm for the first cell.

Figure 18. The external quantum efficiency of the tandem control cells and quantum wells cells devices

The Shockley injection currents and Shockley-Read-Hall dark currents of two tandem solar
cells devices are simulated using drift diffusion model. The radiative component of the dark
currents is calculated from the generalized Planck formula with no free parameters. [44] The
conversion efficiency of first cell was independently measured 22.1 ± 0.7 % under low aerosol
optical depth, as is shown in Figure 19. The light current curves of top and bottom cell have
been constructed by subtracting the dark current of each cell by using the short circuit current
measurement at Fraunhofer. These currents weren’t mismatch between the top cell and bottom
cell calculated by internal quantum conversion efficiency measurement.

Because the top cell emitter doping is lower, the conversion efficiency of first cell is 27.2%.
Extrapolating the model for the dark current to higher concentrations, the conversion efficiency
of first cell with no series resistance losses would have achieved 29.8% under low aerosol
optical depth. The second cell was grown with the higher top cell emitter doping to overcome
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the series resistance of the first cell. The quantum well band gap was increased to counter the
production of current in the quantum wells solar cells. Concentrator measurements have been
performed on the second solar cells. The results in Table 1 show the conversion efficiencies
recorded for both solar cells devices.

The superior photoelectric performance of the quantum wells control solar cells devices in
Table 1 could be illustrated by function of the Xenon spectrum wavelengths and the resultant
short circuit currents intensity in Figure 20. In the second solar cells devices, the current
intensity of limiting bottom cell is improved in the condition of the Xenon spectrum illumi‐
nation, the current is matched with the control solar cells devices under low aerosol optical
depth. The top cell of the second solar cells limited and controlled performs of the quantum
wells solar cells devices, because the top cell spectral response can extend to longer wave‐
lengths.

Device Fill Factor (%) Efficiency (%)

The second solar cell 81.5 30.4

The control solar cell 81.7 31.6

Table 1. The measured photoelectric performance of the quantum wells control solar cells devices.

Figure 21 shows the quantum wells solar cells could perform over the control solar cells under
concentrator spectrum and could perform better over the top solar cells with a larger spectral
response. The control solar cells were grown on Ge substrate but the quantum wells solar cells
were grown on GaAs substrate. It is known that growth of InGaP would give rise to a higher
order degree in the arrangement of In and Ga atoms which could lower the InGaP band gap.
[45]The most likely cause is the discrepancy between the top solar cells and optimized design
of the InGaP/GaAs quantum wells tandem solar cells.

Figure 19. Tandem devices dark current model results relative to the light current curve measured at Fraunhofer
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Figure 22. Efficiency predictions under the assumption of additives and a low aerosol optical depth spectrum

Figure 20. The Xenon spectrum used to characterize the second solar cells alongside a concentrator spectrum

Figure 21. Short circuit currents under a xenon lamp spectrum and calculated from spectral response curves.
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To investigate further the performance of the quantum wells solar cells and control solar cells,
the conversion efficiency and dark currents have been combined under the assumption of
additives and a low aerosol optical depth spectrum, as shown in Figure 22. The red dots show
an improved tandem solar cells structure where the top control solar cell with high disorder
is grown on the quantum well bottom solar cell. Such solar cells structure should achieve a
conversion efficiency of over 34%.

5. Conclusions

In this chapter, the structure characteristics and optoelectronic properties of InGaN/GaN
multiple quantum wells solar cells with In content about 0.3 and 0.4 are analyzed and studied,
the phase separation of GaN and InN are not observed in the InGaN alloy materials with all
kinds of In content when the InGaN alloys materials are packaged by InGaN/GaN multiple
quantum wells heterojunction. The open circuit voltage of InGaN/GaN multiple quantum
wells solar cells with In content about 0.3 and 0.4 are measured by 2 V and 1.8 V, respectively,
when InGaN alloys materials are irradiated by monochromatic light under the same white
light source. The InGaN/GaN multiple quantum wells are used as solar cells excitation region,
the fill factor of this solar cell is about 0.6. The external quantum efficiency of this solar cell is
40% at the wavelength 420 nm, but external quantum efficiency drops to only 10% at the
wavelength of 450 nm.

The performance of InP/InGaAsP quantum wells solar cells can be greatly improved by
integration of dielectric or metal nanoparticles into the surface of the tandem solar cells devices
structure in order to couple incident light into the lateral propagation paths which can confine
the slabby waveguide formed by the multiple quantum wells intrinsic layer. This approach
can also improve the inherent conflict in achieving both efficient photon absorption which
mandated a thick multiple quantum wells layer and efficient collection of the photo-generate
carriers which required a thin multiple quantum wells layer, and could further realize the high
optoelectronic conversion efficiency predicted for InP/InGaAsP quantum wells tandem solar
cells.

It has been known that quantum wells can tailor bandedges absorption, which also provides
the flexibility to currently match InGaP/GaAs tandem solar cells under any defined spectrum.
The device conversion efficiency has been achieved to 30.6% under the concentrator spectrum.
This is a new record for any nanostructure solar cells devices. Strain balanced quantum wells
solar cells with optimized conventional top solar cells should achieve the conversion efficiency
of 34%. A new high efficiency consisting of quantum wells tandem solar cells have been
proposed in both the GaAs and InGaP solar cells. This solar cells devices structure has the
advantage to achieve higher efficiency comparable to the current lattice mismatched multi-
junction tandem solar cells.
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Chapter 13

Bulk Heterojunction Solar Cells — Opportunities and
Challenges

Qun  Ye and Jian Wei  Xu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/58924

1. Introduction

Due to the rising concerns over the exhaust of fossil fuel and the associated environmental
consequence of the carbon emission problem, search for renewable energy has become a hot
research topic worldwide. Organic semiconducting materials based photovoltaic (PV)
technology developments have attracted tremendous attention from both the academic
community and the industry. In principle, the organic solar cells employ organic material
based light absorbing functional layer to convert sunlight to electricity. Typically the light
absorbing layer is made of a blend of donor material and a fullerene based acceptor material.
The observation of photovoltaic effect on organic materials began in 1986 with the “Tang cell”
[1], which was a two-layer device with a structure of ITO/copper phthalocyanine/perylene
diimide/gold. Later in the early 1990s, the discovery of ultrafast charge transfer from polymer
to fullerene [2] initiated the research field of bulk hetero-junction (BHJ) solar cells. Over the
past two decades, substantial research progress have been made in the development of more
robust light harvesting materials, the further modification of the modelling theory of the OPV
physics, better understanding and elucidation of the light-to-electricity process and the
continuous optimization of the device fabrication process with new strategies employed. This
process can be witnessed by the fast growing efficiency data of the OPV cells (Figure 1) and
the vast amount of literatures published annually on the topic of OPV technology. Concur‐
rently, the industrial attention is mainly focused on development of robust materials with long
lifetime and good efficiency in large scale application, production technique optimization and
market exploration for OPV technology. The fast growing research activity on OPV technology
involves the collaborative consolidation of knowledge from synthetic chemistry, especially on
π-chemistry, semiconductor physics and device engineering. Figure 1 [3] depicts the certified
record PCE data of various types of PV technologies that have been continuously optimized
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in the past decade. Compared with inorganic PV technologies, organic solar cells have
achieved magnificent improvement in terms of efficiency. Currently the record holder is
Mitsubishi Chemicals who has demonstrated a reproducible 10.7 ± 0.3% organic solar cell.

Compared with the existing mature inorganic based photovoltaic technology, a list of pro‐
posed advantages of OPV technology should be mentioned which include 1) short energy
payback time [4]; 2) lower production cost compared with inorganic PVs; 3) potential fabrica‐
tion via continuous printing tools; 4) new market opportunities, such as flexible PV, wearable
PV, semitransparent PV window, etc.; 5) low weight and easy integration of the organic PV
products. Nevertheless, inorganic based PV technologies, such as silicon, cadmium telluride
(CdTe), III-V group semiconductors and copper indium gallium selenide (CIGS), are still
dominating the PV market.[5] The reasons why the OPV are short of the market are mainly
due to the inferior power conversion efficiency (PCE) and the poor stability of the organic solar
cell devices compared with their inorganic analogs. As the ultimate goal of materials research
is to apply the material based science and technology into material based products, the
applicability and the competitiveness of the technology should always be buried in mind. The
economic aspects of the OPV technology have attracted more attention as many companies
start to step into the OPV market and create opportunities. The optimization of the OPV device,
both in terms of device stability and power conversion efficiency, has become a synergistic
work between the academia and the industries. Moreover, the industrial production of OPV
modules, which is very different from the lab-scale production step, is also being optimized.
All these efforts will be highlight in this Chapter.

With both the advantages and existing disadvantages of OPV technology in mind, we plan to
give an overview of how to transform a molecule to a material and finally to a product for OPV
technology and we organize this Chapter in the following way. Firstly we will summarize the
existing strategies to prepare new and better light harvesting materials by synthetic chemists.
Due to the limited space, we focus on the most commonly used polymeric donor-acceptor (D-
A) type materials. In the following part, we summarize the recently developed device
engineering methods to improve the performance of the OPV materials. This part deserves its
own merit because the OPV device engineering process is essential to demonstrate the full
potential of a new polymer molecule as a functional light harvesting material. Then we will
summarize some aspects of OPV materials which are important for the production develop‐
ment, such as the lifetime/stability of the material and production techniques. Finally we will
end up our discussion with a summary and perspective on the future research. There have
been many excellent summary works dealing with various aspects of OPV technology, such
as the working mechanism and physics of the OPV device [6-9], design principles and synthesis
of new light absorbing materials [9-19], thin film morphology control and characterization
[20-21], new device architecture development [22-24], interface engineering [25], quantum
chemical calculations [26], economical aspects [27-29] and many insightful overviews and
perspectives [30-42]. There are also a series of Photovoltaics Literature Survey papers by Santosh
Shrestha [43] in Progress in Photovoltaics: Research and Applications which are useful for readers
to catch up current research progress in various aspects regarding PV technology.
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Figure 1. Best Research Cell Efficiencies for all types of PV technology. Data from National Renewable Energy Labora‐
tory (NREL).[3]

2. Development of new materials

2.1. Chromophores with new π-structure

In the concept of BHJ solar cells, the active layer is comprised of a blend of electron-donating
material and electron-withdrawing material. The electron-donating material can be small
molecules [12, 13] or polymeric materials [10,11,14-19] while polymeric materials are more
commonly used in the literature. Both types of materials typically follow a Donor-Acceptor
(D-A) design principle, in which the conjugated backbone is constructed by covalent linkage
of a series of electron rich moieties and electron deficient moieties in an alternative way. This
design strategy is especially useful in tuning the physical properties (absorption, frontier
orbital energy levels, etc.) of the final materials due to the vast stock of electron rich and electron
deficient building blocks. Guo and co-workers [44] have presented a thorough summary of
current prevailing donor and acceptor species, which include about 45 donor and 60 acceptor
backbones. Note that there are also variations on the solubilizing chains and spacer groups.
Hence the actual number of such building blocks would be much larger than the summarized
numbers. Given the wide choice of building blocks, there is no surprise that a huge structural
diversity of OPV materials exists and a large amount of new materials are coming out every
year in the literature. The design principle of the donor material in the BHJ blend has been
summarized [45]. Basic considerations include light absorption range, frontier orbital energy
levels, charge carrier mobility, favorable blend morphology, stability and solubility.
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Concurrently new building blocks are being synthesized to provide more possibilities to
further optimize the optical and electronic properties of the final material. Take benzothiadia‐
zole (BT) as an example (Figure 2). Benzothiadiazole (BT) is one of the most commonly used
building blocks for the construction of D-A type conjugated polymers. By carrying out
structural modification of the backbone, a series of new electron-deficient moieties with
different electronic properties can be prepared. One strategy is to replace the sulfur atom in
the thiadiazole hetero-cycle with other elements such as carbon [46], oxygen [47,48], nitrogen
[49], selenium [50,51], etc. The new building blocks have various electron withdrawing
properties and hence are useful in tuning the properties of the polymer materials. The second
strategy is to introduce substitutions on the BT unit, such as fluorine atoms [52-60], alkoxy
groups [61-65], or replacement of C-H with imine nitrogen [66-69]. More building blocks can
be prepared with the combination of these two strategies [70-75]. The third strategy is to extend
the π-conjugation of the BT unit to prepare π-extended moieties [76-81]. Extension of the π-
backbone is a versatile route to tune the electronic properties of the BT unit; however, the new
building blocks typically exhibit poorer solubility and have to be prepared in longer synthetic
steps. For example, by fusion of one more thiadiazole ring to the BT unit, bis-benzothiadiazole
(BBT) can be prepared and possess much higher electron deficiency but poorer solubility.
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Figure 2. Evolution of benzothiadiazole (BT) based electron withdrawing moieties for the preparation of D-A type
light absorbing polymers.

Out of all these strategies, the substitution of fluorine atoms on the aromatic backbone turns
out to be a very efficient approach to achieve high-performance OPV materials. Introduction
of fluorine substitutions has minor influence on the absorption behavior of the polymer;
however, it induces a decrease of the frontier orbital energy levels due to its strong electrone‐
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Out of all these strategies, the substitution of fluorine atoms on the aromatic backbone turns
out to be a very efficient approach to achieve high-performance OPV materials. Introduction
of fluorine substitutions has minor influence on the absorption behavior of the polymer;
however, it induces a decrease of the frontier orbital energy levels due to its strong electrone‐
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gativity and consequently the fluorinated polymers typically exhibit higher open circuit
voltage (Voc). The advantages of fluorine in OPV polymer have been demonstrated by Zhou
et al. [82] Polymer PBnDT-DTBT (Figure 3) exhibits a HOMO and LUMO energy level at-5.20
eV and-2.92 eV, respectively. After addition of two fluorine atoms on the BT unit, the HOMO
and LUMO energy level of PBnDT-DTffBT decreases to-5.30 eV and-2.97 eV, respectively.
PBnDT-DTBT/PC61BM based solar cell device exhibits the best PCE=5.0% with Jsc=10.03 mA
cm-2, Voc=0.87 V and FF=0.57. For PBnDT-DTffBT, the best device exhibits PCE=7.2% with
Jsc=12.91 mA cm-2, Voc=0.91 V and FF=0.61. It is found that after attachment of the fluorine atoms
on the repeating unit, the short circuit current, the open circuit voltage and the factor are all
enhanced.
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Figure 3. Chemical structures of PBnDT-DTBT and PBnDT-DTffBT.

The longer synthesis steps for the more complicated building blocks are also a concern if they
are to attract industrial attention. Although achieving materials in a cost-effective way is
generally neglected in the academic publication and in many cases the complicated synthesis
of a monomer is considered as novelty of the work, a simple, high yield and easily scalable
synthesis of materials is highly desirable in the industry from the application point of view.
For example, 4,7-dibromobenzo[c][1,2,5]thiadiazole can be prepared in three steps from 1,2-
phenylenediamine (Scheme 1). As this building block is so commonly used nowadays, it has
become commercially available by vendors such as Sigma Aldrich. While for alkylated 4,8-
dibromo-[1,2,5]thiadiazole[3,4-f]benzotriazole [83], which is a BT unit fused with a triazole
hetero-cycle, is prepared with four more synthetic steps from 4,7-dibromobenzo[c]
[1,2,5]thiadiazole. According to a recent estimation [84], the cost per gram of the final material
increases linearly with the number of synthetic steps needed for the synthesis. The extended
synthesis would definitely reduce the potential applicability of the material, as the value of a
material is a compromise between the performance and the cost.

A list of D-A type polymers that have demonstrated PCE values > 7% are shown in Figure 4
[85]. It should be highlighted that the high performance of the polymers does not necessarily
mean that the embedded building blocks are superior. The power conversion efficiency is
determined by a number of factors and the chemical structure of the polymer is just one of
them. Even for a classical polymer P3HT, after careful optimization of the device condition,
the PCE can also reach 7.4% [86]. Many other factors, like the fabrication conditions, also play
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a significant role in determining the overall efficiency of the cell. These factors will be discussed
in the following text.
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Figure 4. Chemical structures of polymers that exhibit PCE > 7%.
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2.2. Side chain engineering

Side chains are attached on the rigid aromatic π-backbones to form “hairy rod” type polymers
with suitable solubility to allow solution based processing techniques viable. In fact, the role
of the side chains are far beyond the solubility concerns. Other physical properties of the
polymer, such as absorption, emission, energy levels, molecular packing, charge transport and
the morphology of the thin film are critically affected by the side chains attached in many cases.
Commonly used side chains include linear alkyl side chains (n-CnH2n+1), branched alkyl side
chains, electron donating side chains (-OR,-SR,-NHR, etc.), electron withdrawing side chains
(-C(=O)R,-SO2R, etc.), aromatic side chains (4-alkoxyphenyl, etc.), functional side chains (e.g.
with cleavable groups on the side chains), ionic side chains, oligoether side chains, fluorinated
side chains and so on. A comprehensive discussion on various types of side chains has been
presented by Mei and Bao [87]. Side chain engineering has become a routinely used strategy
to modify the physical properties, especially the self-assembly of the materials in the thin film,
and thus to optimize the light absorbing materials in the OPV device. Given the importance
of side chain engineering, it should be noted that as the side chains do not contribute to the
light absorption or charge transport in the thin films, a trade-off between the solubility and
the performance of the final polymer must be made.

2.3. New synthetic methodology

Currently, the D-A type polymers are typically synthesized via palladium catalyzed cross
coupling reactions such as  Stille  coupling [88]  and Suzuki  coupling reactions [89].  Stille
coupling involves C-C bond formation between trialkylstannyl species and aromatic halide
species  and  has  been  routinely  used  for  the  preparation  of  a  large  number  of  high
performance polymers.  However,  the high toxicity of  the tin reagent and the associated
environmental  issue  of  the  generated tin  wastes  inhibit  its  wide industrial  applications.
Recently,  a  new polymerization  method involving  direct  heteroarylation  polymerization
(DHAP) between aryl C-H bond and aromatic halides has been developed as a promis‐
ing greener alternative of Stille coupling for the preparation of conjugated polymers (Scheme
2).  Berrouard et  al.  [90]  has  demonstrated  that  the  DHAP reaction  between 5-alkyl[3,4-
c]thienopyrrole-4,6-dione and 5,5’-dibromo-4,4’-dioctyl-2,2’-bithiophene is as efficient as the
corresponding Stille approach. As in this direct coupling reaction no organo-tin or organo
boron reagents are needed, it shortens the synthesis of final polymer by at least two steps.
This strategy has been successfully implemented for the synthesis of OPV polymers [91,92],
OFET polymers [92] and EC polymers [93] with reasonable molecular weight and polydis‐
persity  after  judicious  optimization  of  the  coupling  condition.  Nevertheless,  as  this
polymerization technique is still  in its infancy, the reaction is still  difficult to control for
some substrates and the final polymer might be branched due to unselective C-H activa‐
tion in the substrate [94,95]. The reaction conditions of the reaction including the catalyst,
ligand, base,  additive,  solvent,  temperature and duration have to be carefully controlled
and optimized in order to achieve the highest molecular weight.
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2.4. Molecular weight and purity of the polymer

The molecular weight and the purity of the polymers are issues beyond the molecular
architecture of the semiconducting polymers. But both factors have been demonstrated as
essential parameters to ensure the good performance of the prepared polymers within the
device. A high molecular weight increases the regularity of thin film and in many cases induces
enhanced charge carrier transport in the transistor device [96,97] and power conversion
efficiency in the BHJ solar cell device [98]. For instance, P1 (Figure 5) [99,100] with a low
molecular weight (Mn < 10 kg mol-1) exhibits a charge carrier mobility of µ=5.2 × 10-5 cm2 V-1 s-1

and power conversion efficiency of η=2.7% with Jsc=4.2 mA cm-2, Voc=0.64 V, and FF=0.35. For
P1 with high molecular weight (Mn > 34 kg mol-1), it exhibits an enhanced mobility of µ=3.6 ×
10-2 cm2 V-1 s-1 and power conversion efficiency of η=5.9% with Jsc=17.3 mA cm-2, Voc=0.57 V,
and FF=0.61. Similar phenomenon is also observed for P2 [98]. P2 with a low molecular weight
(Mn ~ 46 kg mol-1) exhibits an ambipolar behavior with µh=2 × 10-3 cm2 V-1 s-1 and µe=5.2 × 10-5

cm2 V-1 s-1 and a PCE η=5.48% with Jsc=12.1 mA cm-2, Voc=0.90 V, and FF=0.50. For P2 with high
molecular weight (Mn ~ 61.8 kg mol-1), the mobility increases to µh=0.15 cm2 V-1 s-1 and µe=0.064
cm2 V-1 s-1 and an enhanced PCE η=6.79% with Jsc=13.7 mA cm-2, Voc=0.89 V, and FF=0.56. The
improved mobility for high molecular weight samples is ascribed to improved π-π stacking,
thin-film formation properties and increased inter-chain interactions. The increased Jsc and fill
factor are mainly because of the improved hole mobility of the polymer, which facilitates the
charge collection and inhibit charge recombination in the blend.

The purity [101-103] and the end group effect [104-106] on the performance of transistor
materials and OPV materials have also been investigated. However, as the exact determination
of “contaminant” or “purity level” of a given material, especially for polymers, is very difficult
to achieve, the attempts to correlate the performance of an “impure” material to the existence
of some extrinsic impurity would be questionable. Even though the end capping strategy has
been found efficient to improve the performance of the polymer [104-106], it is still not
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commonly adopted by research groups, even not routinely used by the groups who claimed
the positive effect. Questions such as how the end group influences the performance of the
polymer, what kinds of impurities are detrimental to the performance and what kinds of
impurities serve as friendly dopants still remain unaddressed. More research effort, for
example, intentional doping [107,108], is in need to solve the impurity issue of organic
semiconductors in both the theoretical aspect and the practical aspect. But it is commonly
believed that tedious and labor-intensive purification processes, such as Soxhlet extraction and
silica gel column chromatography is always necessary to ensure sufficient purity of the sample
for characterization.
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Figure 5. Chemical structures of P1 and P2.

2.5. Acceptor

The other important active species in the BHJ blend is the acceptor. The benchmark acceptors
are fullerene based derivatives, mainly [6,6]-phenyl-C61-butyric acid methyl ester (PC61BM)
and [6,6]-phenyl-C71-butyric acid methyl ester (PC71BM) (Figure 6) [109,110]. The key features
of these sphere-shaped acceptors are their low internal reorganization energy, high polariza‐
bility, relatively high dielectric constant, favorable LUMO energy level, reversible redox
properties, good electron transport properties and anisotropic charge transport behavior
[109,110]. The superior performance of these two acceptors in the BHJ devices renders them
as the first choice for most of the newly developed donor materials. Whereas PC61BM absorbs
minimal amount of light in the visible region, PC71BM is strongly blue and green light
absorbing acceptor and is more useful when the absorption of it is complementary to that of
the donor so that more sunlight can be captured [111]. Nevertheless, some drawbacks of these
fullerene derivatives would hamper their wide application in the industrial production. One
is the high production energy cost of these fullerene based acceptors. For PC71BM, the pro‐
duction energy is approximately 90 GJ kg-1 [112]. For comparison, the production energy of
P3HT is only about 1.9 GJ kg-1[113]. The other concern is the relative high price of these fullerene
derivatives. A recent analysis by Lewis and Nocera [114] indicates that the OPV system should
cost no more than $10 per m2 to compete with fossil fuels for energy production. The cost of
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PCBM at roughly $500-1000 per m2 [42] makes the BHJ based PV technology with PCBM
problematic for commercialization. Use of technical grade PCBM (~80% PC61BM and 20%
PC71BM) [115] might help relieve the stress but is far away from the desired price range. In
fact, various types of small molecule based [116] or polymer based [117] acceptors have been
tested to replace fullerene derivatives in OPV cells. But yet the efficiency of these acceptors
still cannot surpass that of fullerene based derivatives.

Figure 6. Chemical structures of PC61BM and PC71BM.

3. Morphology and device engineering

3.1. Characterization of morphology

Along with the research effort to prepare D-A type conjugated polymers in BHJ solar cells to
achieve the world record efficiency value, studies revealing the importance of the morphology
of the polymer/fullerene blend have been carried out and the experience gained on controlling
the morphology has become a valuable tool to explore the full potential of a new polymer as
light harvesting materials. The thin film morphology characterization tools include grazing
incidence wide-angle X-ray scattering, grazing incidence small angle X-ray scattering, resonant
soft X-ray scattering, small-angle neutron scattering, transmission electron microscopy, atomic
force microscopy, solid-state nuclear magnetic resonance, dynamic secondary ion mass
spectrometry, near-edge X-ray absorption fine structure and scanning transmission X-ray
microscopy. These analysis techniques are comprehensively summarized by Huang et al. [21].
As so much work has been done to investigate the morphology of the thin film, a rational
question to ask is: what is the best morphology? Unfortunately, so far a precise answer to this
question has not been achieved. One reason is because every characterization technique only
sees the film from one aspect and a thorough mapping of the material distribution in the film
still remains a challenge [118-119]. Another reason may be due to the fact that the reported
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polymers with the highest power conversion efficiency values do not really share exactly the
same morphology profile. As a result, the optimal morphology and the engineering method to
achieve the best performance are case-by-case and mostly obtained in a trial-and-error
approach. General descriptions like homogeneous and interpenetrating networks with nanoscale
phase-separated domains are routinely used to describe the morphology in the cells with distinct
performance.

3.2. Morphology optimization by device engineering

A series of parameters that will influence the morphology of the polymer/fullerene thin film
are listed in Figure 7. The physical properties of the polymer such as the π-backbone, side-
chains, the molecular weight, the identity of the fullerene acceptors used and the mass ratio
between the two etc., are factors related to the materials. The determination of the ideal D:A
ratio for a new polymer material has been a matter of trial and error, with the ratio 1:1 to 1:4
most commonly used. The solubility of the polymer and the fullerene derivative should be
sufficient in the processing solvent. Halogenated solvents (chloroform, chlorobenzene, 1,2-
dichlorobenzene, 1,2,4-trichlorobenzene) are routinely used as they possess high solubility for
both the donor polymer and the fullerene acceptors. For many reported polymers [20,21],
judicious choice of the processing solvent has to be made in order to achieve the optimal
morphology and power conversion efficiency. For a specific new polymer, or a new polymer/
fullerene blend, the choice of optimal processing solvent is not trivial, normally based on trial-
and-error investigations. Recently, more research has been focused on the replacement of
halogenated processing solvents with more environmentally friendly solvents, such as
toluene, xylenes and long alkanes [120]. This is especially important for the industrial pro‐
duction of OPV modules [121].

Processing additives with low vapor pressure and high boiling point are commonly added in
the solvent to optimize the morphology of the polymer/fullerene blend [85]. Commonly used
additives include 1,8-diiodooctane, 1,8-octanedithiol and 1-chloronaphthalene (Figure 8).
General guideline for selection of the additive is that the solvent additive should be less volatile
with higher boiling points than the host solvents. The mechanism how the additive influence
the morphology and the overall performance of the device has been discussed by Lee et al.
[122]. It should be noted that solvent additives added during the fabrication process might
remain in the solar cell and behave as contaminants to hamper the performance of the solar
cell. In some case, addition of additives shows no effect [123,124] while in some case the
addition of additives is detrimental to the performance [125]. These results indicate that the
solvent additive is not an elixir to enhance the PCE performance of all polymers and the
detailed effect and mechanism should be made case by case. Moreover, a specific process step
must be added to remove the residual deleterious compounds which are obviously unfavor‐
able in the industrial application. Hence, it is more desirable to design high performance
polymer/fullerene system with no such additives needed to achieve the good performance.
During the production of OPV modules, some other additives, such as rheology modifiers,
anti-foaming agents and surface tension modifiers would be added into the ink formulation
to make it more suitable for printing technology. The effect of these additives on the solar cell
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performance has not yet been well studied. There are research attempts to incorporate various
non-solvent additives, such as nanoparticles [126], carbon nanotubes [127], small molecules
[128] and polymers [129], to create a ternary blend BHJ solar cell. These strategies have
demonstrated how a third component in the polymer/fullerene blend influences the overall
morphology and performance of the solar cell, which could be used as a potent routine method
to enhance the performance of the device [130].

Thermal annealing is an alternative method for controlling the BHJ morphology and improv‐
ing the PCEs. By applying thermal energy to the thin film, it helps the reorganization of the
polymer/fullerene blends and increases the crystallinity of the film [131]. This processing
method has been routinely used to optimize the thin films for transistors [132] and BHJ solar
cells [20,21]. The annealing temperature, the annealing duration and the cooling rate are key
parameters to optimize the performance of the device and the optimal combination of the
thermal treatment is material-dependent. Even for the same material, e.g., P3HT/PCBM blend,
the optimal annealing condition differs from lab to lab [20], presumably due to different device
structure, different solvent, different purity, different molecular weight, or even different
operator. So far there is no general guideline to predict the optimal condition for a new OPV
material and the optimal condition is obtained via a tedious trial-and-error approach.

Figure 7. Summary of parameters that influence the morphology of the BHJ active thin film.
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Solvent annealing refers to the treatment of the BHJ thin film with solvent vapor, typically in
a petri dish contained with the solvent. Parameters to optimize include the solvent type and
the treatment duration. By exposing the coated thin film with solvent vapors, there is reor‐
ganization and further morphological evolution over time. This method has been demonstrat‐
ed to enhance the morphology, the hole mobility of P3HT [133] and the PCE performance of
the P3HT/PCBM solar cell [134]. Treatment of the thin film with polar solvents, such as
methanol and ethanol, is also found to improve the morphology and render higher PCE values
for P3HT/PCBM [135].

In summary, the morphology of the active polymer/fullerene blend in the BHJ solar cell can
be tuned by a number of factors, such as the materials, choice of solvent, solvent additives,
annealing condition, etc. The optimal condition to achieve the best device performance is
typically material dependent and achieved in a trial-and-error approach. Sometimes, a minor
modification of the processing condition can introduce magnificent enhancement of the device
performance, for example, addition of processing additives. The complexity of the morphology
control and the tedious optimization process would account for the phenomenon that why so
many promising polymer materials in the literature with suitable absorption, energy level and
solubility possess inferior device performance. Even for the same polymer motif, the OPV
performance would vary significantly by different processing methods [136]. This again
highlights the importance of device engineering work to explore the full potential of a new
polymer in the BHJ solar cell.

4. Industrial concerns

As the ultimate goal of any material related research and technology development is to apply
the material and to fulfill the promises of the material, such stress on the large scale manufac‐
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turing and product development has also been witnessed for OPV technology. With the fast
performance improvement of OPV cells in research labs, the application of OPV technology
as a renewable energy source has become more appealing. However, it is never trivial to
translate a lab-based technology into a large volume production process. A large number of
difficulties and problems have to be overcome to ensure the successful commercialization of
the technology. In this session, we will highlight some aspects related to the industrialization
of OPV technology.

4.1. The stability and the lifetime issue

The stability issue of the light harvesting material in the solar cell device should be brought
into discussion as the OPV technology is aimed to generate electricity from sunlight for a long
period of service time. The materials used to construct the OPV module, which include the
active layer, the electrode materials and the encapsulating materials, should be robust under
the outdoor condition and the performance of the OPV module should be maintained to ensure
the power generation efficiency of the technology. The currently known degradation mecha‐
nisms of the solar cell device, including morphology degradation, photo-oxidation, interface
degradation, physical and mechanical degradation, have been well discussed in a number of
review articles [137-139]. It should be highlighted that the active layers and the metal electrode
materials are especially prone to degrade upon contact with water and oxygen. Therefore, in
real practice the encapsulation of the device is mandatory to guarantee the long-term stability
of the device. The water and oxygen transmission properties of the encapsulant materials are
thus essential to ensure the stability of the OPV module [29]. The growing concerns over the
stability issue on OPV technology and fulfillment of the promise of OPV as a renewable energy
technology has initiated the “International Summits on Organic Photovoltaic Stability” (ISOS)
[140] to stimulate the research effort to address these issues.

Figure 9. Typical decay curve of a polymer solar cell employing a standard device architecture. The lifetime is defined
by the point at which the efficiency has dropped by 20% from the start of the linear decay period. [141] Copyright 2011
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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The degradation profile of an OPV module typically follows a trend shown in Figure 9 [141].
The device suffers a burn-in degradation process at the early working life which is character‐
ized by an exponential loss in efficiency and then a linear decay process. The lifetime of the
device is defined as the time at which the efficiency drops to 80% of the efficiency after burn-
in process. By appropriate encapsulation, solar cell devices based on poly[9’-hepta-decan‐
yl-2,7-carbazole-alt-5,5-(4’,7’-di-thienyl-2’,1’,3’-benzothiadiazole)] and PC71BM blend have
demonstrated a lifetime of ca. six years [141]. This lifetime is marvelous in reported lifetime of
OPV solar cells [142]. However, such lifetime is still considered insufficient if OPV technology
is aimed to compete with the mainstream Si-based PV technology. A silicon based solar cells
typically lasts on the order of 25 years and much higher PCE (Figure 1). In this regard, there
is still a huge space for OPV technology to improve in order to survive in the PV market.

4.2. Processing technique

As one of the potential advantages, solution based processing methods, such as roll-to-roll
printing and ink-jet printing, are suitable for organic solar cell materials [143-145]. So far in the
lab scale, the BHJ solar cells are typically fabricated by spin-coating method. As spin-coating
turns out to be suitable for the reproducible formation of homogeneous thin films, it is difficult
to scale up and a large amount of inks is wasted during the spin-coating process. Wet-printing
with a roll to roll production process is a more favorable processing technique for large scale
OPV module fabrication. These printing techniques include gravure printing, flexographic
printing, screen printing, rotary screen-printing, knife coating, slot die coating, and so on. More
details regarding these printing techniques can be found in [144, 145]. Demonstration of large
scale printing of OPV modules has been done by Krebs et al. [146] and currently OPV based
solar parks have been established to explore the potential this new energy technology. One
issue related to the printing technology is the uniformity and reproducibility of the final OPV
module since the OPV performance of BHJ blend is very sensitive to the morphology of the
thin film whereas the morphology is very sensitive to the processing condition. The materials
used and the processing technique should be able to provide an OPV module with lifetime >
10 years with an average power conversion efficiency > 10% to compete with the mature
inorganic PV products in the mainstream market. Even though the current start-of-the-art
efficiency can reach >10% for small devices in the research lab, the efficiencies of the large area
devices by solution processing methods are still low (< 3.5%) [144]. Further optimization of
both the materials and the processing methods is urgently needed to fulfill all the advanta‐
geous claims of OPV technology.

4.3. The economic potential of OPV technology

One concern regarding the OPV technology is that how cheap the electricity generated by this
renewable technology can be. More anxiety appears after the business failures of endeavors
in the OPV market [147,148]. As a matter of fact, in the past years only a number of companies
(Solarmer Energy Inc., Ossila, DyeSol, Heliatek, G24 Power, Eight19, Mitsubishi, Plextronics,
Sharp Solar, Solaronix, SolarPrint, etc.) have ventured into the OPV technology related
business, and are struggling to survive in the market. A number of articles have addressed the
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economic potential of OPV technology to estimate the cost of the OPV electricity [4, 27-29,
149-150]. One key factor that dominates the cost is definitely the power conversion efficiency.
Figure 10 shows the PCE values of the reported OPV devices vs. the area (top) and the year
(bottom) by Krebs et al.[30] It is found that most of the highly promising efficiency data are

Figure 10. Top: A plot of the power conversion efficiency versus the active area. Bottom: The PCE values obtained ver‐
sus the publication year. [30] Copyright Elsevier 2013.

Solar Cells - New Approaches and Reviews374



economic potential of OPV technology to estimate the cost of the OPV electricity [4, 27-29,
149-150]. One key factor that dominates the cost is definitely the power conversion efficiency.
Figure 10 shows the PCE values of the reported OPV devices vs. the area (top) and the year
(bottom) by Krebs et al.[30] It is found that most of the highly promising efficiency data are

Figure 10. Top: A plot of the power conversion efficiency versus the active area. Bottom: The PCE values obtained ver‐
sus the publication year. [30] Copyright Elsevier 2013.

Solar Cells - New Approaches and Reviews374

only achievable with a device area < 1 cm2. Furthermore, even though there are promising
efficiency data (~7-10%) of some hero polymers, the majority of the research work exhibits a
power conversion efficiency of less than 3%. As the area of the solar cell device increases, the
efficiency is expected to be lower. With the current efficiency number for large scale OPV
modules (< 3.5%), the applicability as mainstream power generation technology is rather dim.
Some potential market and niche products for OPV technology include portable, low weight
charger for electronics, PV covered uniforms, backpacks and tents for military usage and OPV
integrated windows and walls. One intriguing idea about OPV usage is to serve as top cell in
a tandem device with an inorganic bottom cell [151]. The tandem cell design strategy for all
organic based materials has been proven efficient to improve the power conversion efficiency
[22,24]. Key to the success of this tandem organic/inorganic strategy is the development of
OPV modules with comparable lifetimes so that the technology can be used in a time of 5-10
years range. Another aspect is the energy pay-back time. For crystalline silicone PV technology,
the energy pay-back time is estimated to be 4.12-2.38 year while for OPV it is about 2.02 to 0.79
year [28]. An even more optimistic estimation of the energy pay-back time of OPV technology
is only 1 day [4]. As currently all promising data about OPV technology come from research
labs and theoretical work, it is still difficult to conclude on the future and fate of OPV tech‐
nology. Efficiency and stability are two major obstacles, but may also become opportunities
for new business players.

5. Summary and outlook

The concept of bulk hetero junction solar cells has been continuously developed over the past
two decades. Enormous achievements have been witnessed over the journey and currently the
record efficiency of BHJ solar cells has reached over 10% (Figure 1). New materials, especially
the donor materials in the blend, have been developed in an expanding rate, with new design
strategies, new building blocks and new polymerization methods at the same time. For the
acceptor part, fullerene based derivatives, PC61BM and PC71BM, are still the first choice for
researchers. As the energy conversion process involves charge transfer over the donor/acceptor
interface, the morphology of the donor/acceptor is therefore essential for an efficient power
conversion process. The morphology of the thin film, however, is very sensitive to the
processing conditions, such as the materials used, solvent, solvent additives, annealing, spin-
coating conditions, etc. A tedious but worthwhile optimization process of all these parameters
has to be carried out to explore the full potential of any newly synthesized polymer donor
material or any new acceptor material. So far, the choice of the best condition is still based on
a trial-and-error approach. Furthermore, problems arise as the OPV technology is translated
from the lab-scale to industrial scale, e.g., how to achieve the optimal morphology of a cm2

device in the industrial scale, how to optimally process the OPV module, and how to improve
the device stability by suitable encapsulation. The solutions to these questions are by no means
trivial. Most probably a rediscovery process has to be carried out to optimize all the parameters
associated with the industrial scale production.
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As the OPV technology has gradually become business relevant and quite a number of
companies are currently active in the OPV market to cash the promises of OPV researchers,
more creative breakthroughs are in urgent need to solve the intrinsic efficiency and stability
issues of current OPV technology. Other than further development of more efficient light
harvesting materials, some new concepts such as ternary solar cell [23, 130], and modification
of the solar cell structures [22,24], e.g., inverted solar cells, tandem solar cells, or tandem
organic/inorganic solar cells would pave new ways to improve the efficiency of the solar cell.
Further development of encapsulant materials with lower water/oxygen transmission rate
would help the solar cells survive longer under ambient conditions [29]. The continuous
optimization effort on the industrial roll-to-roll printing techniques would help minimize the
gap between the best efficiency data from lab devices and the large scale OPV modules. These
developments have to be fast, as tremendous work is spent to optimize current inorganic PV
technology as well (Figure 1). Furthermore, BHJ based solar cells also have to compete with
other organic material based PV technology, such as dye-sensitized solar cells [152] and
perovskite solar cells [153]. There are also issues regarding the marketing of OPV based
technology. As it is envisaged that OPV will not be able to compete with inorganic PV
technology in the mainstream energy production market in the coming 5 to 10 years [28], niche
markets, such as portable electronics chargers, flexible PV and wearable PV, are therefore
sought in the short term. The light weight and the flexibility of OPV technology would become
advantageous to survive in the market.

To end up our discussion, we will emphasize the nature of OPV research and related materials
development. Any science and technology development, if it is aimed at large scale application,
it should be robust, reproducible, affordable and efficient in its claimed function. The materials
used in the device should be accessed in an easy and cheap way and the production process
should be cost-effective. And more importantly, the commercial products should have
attractive features to survive in the market. There are still a lot of obstacles for OPV researchers
to conquer, but more opportunities in the future.
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