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Preface

Wireless communications have seen large growth in the last several years. The huge uptake
rate of mobile phone technology, Wireless Local Area Networks (WLAN) and the exponen‐
tial growth of the Internet have resulted in an increased demand for new methods of obtain‐
ing high capacity wireless networks. All of the current communication systems have
adopted digital technology. The wireless communication systems are expected to play a
more important role in providing portable access to future information services. The de‐
mand for new services to support Internet and advanced video applications presents the key
technical challenges, i.e., multimedia access requires high-bandwidth and low-latency net‐
work connections for many users, mobility requires adaptation to time varying channel con‐
ditions and portability imposes severe constraints on receiver size and power consumption.
Physical limitations on wireless channels impose huge challenges on reliable communica‐
tion. Bandwidth limitations, propagation loss, noise and interference make the wireless
channel a narrow pipe that does not readily accommodate rapid flow of data.

Thus, researchers aim to design systems that are suitable to operate in such channels, in or‐
der to have high performance quality of service. Also, the mobility of the communication
systems requires further investigation to reduce the complexity and the power consumption
of the receiver.

This book presents new techniques that improve the performance of the communication sys‐
tem used for transmission of digital data over time varying channels such as high frequency
mobile channels. It aims to provide highlights of the current research in the field of wireless
communication, and to offer a contribution to the recent advances in this field. The subjects
discussed in this work are very valuable to any researcher in the communication field, not
only to researchers in the wireless related areas. The six chapters cover a wide range of top‐
ics in wireless communication starting with evolutionary algorithms, the conventional and
adaptive precoders design, ad hoc networks, optical communication, signal processing and
interference alignments.

The editor would like to thank all of the authors for their valuable contributions in the area
of wireless communications hoping that the book will be of great help to the readers.

Dr. Mutamed Khatib
Dean, College of Engineering and Technology

Palestine Technical University – Kadoorie (PTU)
Tul Karm, Palestine





Chapter 1

Evolutionary Algorithms for Wireless Communications
— A Review of the State-of-the art

Sotirios K. Goudos

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/59147

1. Introduction

Several evolutionary algorithms (EAs) have emerged in the past decade that mimic biological
entities behavior and evolution. Darwin’s theory of evolution is the major inspiration source
for EAs. The foundation of Darwin’s theory of evolution is natural selection. The study of
evolutionary algorithms began in the 1960s. Several researchers independently developed
three mainstream evolutionary algorithms, namely, genetic algorithms [1, 2], evolutionary
programming [3], and evolution strategies [4]. EAs are widely used for the solution of single
and multi-objective optimization problems. Swarm Intelligence (SI) algorithms are also a
special type of EAs. SI can be defined as the collective behavior of decentralized and self-
organized swarms. SI algorithms among others include Particle Swarm Optimization (PSO)
[5], Ant Colony Optimization [6], and Artificial Bee Colony (ABC) [7].

PSO is an evolutionary algorithm that mimics the swarm behavior of bird flocking and fish
schooling [5]. The most common PSO algorithms include the classical Inertia Weight PSO
(IWPSO) and Constriction Factor PSO (CFPSO) [8]. PSO is an easy to implement algorithm
with computational efficiency. The PSO algorithm is inherently used only for real-valued
problems. An option to expand PSO for discrete valued problems also exists. Among others
PSO algorithms include, the barebones (BB) and the exploiting barebones (BBExp). BBPSO has
been successfully applied to the cell to switch assignment problem [9].

Artificial Bee Colony (ABC) [7] is a recently proposed SI algorithm, which has been applied to
several real world engineering problems. The ABC algorithm models and simulates the honey
bee behavior in food foraging. In the ABC algorithm, a potential solution to the optimization
problem is represented by the position of a food source while the food source corresponds to
the quality (objective function fitness) of the associated solution. The ABC algorithm has been

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.



successfully applied to several problems in wireless communications [10]. ABC variants that
improve the original algorithm have also been proposed [11].

Ant Colony Optimization (ACO) is a population-based metaheuristic introduced by Marco
Dorigo [12]. This algorithm was inspired by the behaviour of real ants. The algorithm is based
on the fact that ant colonies can find the shortest path between their nest and a food source
just by depositing and reacting to pheromones while they are exploring their environment.
ACO is suitable for solving combinatorial optimization problems, which are common in
wireless communications.

Differential evolution (DE) [13, 14] is a population-based stochastic global optimization
algorithm, which has been used in several real world engineering problems. Several DE
variants or strategies exist. One of the DE advantages is that very few control parameters have
to be adjusted in each algorithm run. However, the control parameters involved in DE are
highly dependent on the optimization problem. Moreover, the selection of the appropriate
strategy for trial vector generation requires additional computational time using a trial-and-
error search procedure. Therefore, it is not always an easy task to fine-tune the control
parameters and strategy. Since finding the suitable control parameter values and strategy in
such a way is often very time-consuming, there has been an increasing interest among
researchers in designing new adaptive and self-adaptive DE variants. Self adaptive DE (SaDE),
is a DE algorithm that self-adapts both control parameters and strategy based on learning
experiences from previous generations is presented in [15-17]. SaDE has been applied to
microwave filter design, [18], and to antenna arrays synthesis [19].

The purpose of this chapter is to briefly describe the above algorithms and present their
application to wireless communications optimization problems found in the literature. This
chapter also presents results from different cases using PSO, ABC, ACO and DE. These include
the cell to switch assignment problem in cellular networks using PSO algorithms, peak to
average power ratio (PAPR) reduction of OFDM signals with the partial transmit sequences
(PTS) approach using ABC and ACO algorithms [7, 11], and dual-band microwave filter design
for wireless communications using SADE.

This chapter is subdivided into four sections. Section 2 presents the different evolutionary
algorithms. Section 3 reviews the related work in wireless communications problems from the
literature. Section 4 describes the design cases and presents the numerical results. Finally
section 5 contains the discussion about the advantages of using a EA-based approach and the
conclusions.

2. Methods

A population (or swarm) in PSO, ABC, ACO and DE consists of NP  vectors (or particles)
x̄G ,i, i =1, 2, ......, NP , where G is the generation number. The population is initialized ran‐
domly from a uniform distribution. Each D-dimensional vector represents a possible solution,
which is expressed as:
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The population is initialized as follows:

( )0, [0,1) , , ,    1,2,.....,ji j j U j L j Lx rand x x x j D= - + = (2)

where x j ,L  and x j ,U  are D-dimensional vectors of the lower and upper bounds respectively
and rand

j 0,1)
 is a uniformly distributed random number within [0,1). The stopping criterion

for PSO, ABC and DE is usually the generation number or the number of objective-function
evaluations.

2.1. Particle Swarm Optimization (PSO)

In PSO, the particles move in the search space, where each particle position is updated by two
optimum values. The first one is the best solution (fitness) that has been achieved so far. This
value is called pbest. The other one is the global best value obtained so far by any particle in
the swarm. This best value is called gbest. After finding the pbest and gbest, the velocity update
rule is an important factor in a PSO algorithm. The most commonly used algorithm defines
that the velocity of each particle for every problem dimension is updated with the following
equation:

1 21, , 1(0,1) 1, , 2(0,1) 1, ,( ) ( )G ni G ni G ni G ni G ni G niu wu c rand pbest x c rand gbest x+ + += + - + - (3)

where uG+1,ni is the ith particle velocity in the nth dimension, G+1 denotes the current iteration
and G the previous, xG ,ni is the particle position in the nth dimension, rand1(0,1), rand2(0,1) are
uniformly distributed random numbers in (0,1), w is a parameter known as the inertia weight,
and c1 and c2 are the learning factors.

The parameter w (inertia weight) is a constant between 0 and 1. This parameter represents the
particle’s fly without any external influence. The higher the value of w, or the closer it is to
one, the more the particle stays unaffected from pbest and gbest. The inertia weight controls
the impact of the previous velocity: a large inertia weight favors exploration, while a small
inertia weight favors exploitation. The parameter c1 represents the influence of the particle
memory on its best position, while the parameter c2 represents the influence of the swarm best
position. Therefore, in the Inertia Weight PSO (IWPSO) algorithm the parameters to be
determined are: the swarm size (or population size), usually 100 or less, the cognitive learning
factor c1 and the social learning factor c2 (usually both are set to equal to 2.0), the inertia weight
w, and the maximum number of iterations. It is common practice to linearly decrease the inertia
weight starting from 0.9 or 0.95 to 0.4.
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Clerc [8] suggested the use of a different velocity update rule, which introduced a parameter
K  called constriction factor. The role of the constriction factor is to ensure convergence when
all the particles have stopped their movement. The velocity update rule is then given by:

1 21, , 1(0,1) 1, , 2(0,1) 1, ,( ) ( )G ni G ni G ni G ni G ni G niu K u c rand pbest x c rand gbest x+ + += + - + -é ùë û (4)

2

2

2 4
K

j j j
=

- - -
(5)

where φ =c1 + c2 and φ >4.This PSO algorithm variant is known as Constriction Factor PSO
(CFPSO).

2.2. Barebones PSO

Kennedy [20] proposed a new PSO approach, the BB PSO, where the standard PSO velocity
equation is replaced with samples from a normal distribution. In this method, the position
update rule for the ith particle in the nth dimension becomes

1, 1,
1, 1, 1,,

2
G ni G ni

G ni G ni G ni

pbest gbest
x N pbest gbest+ +

+ + +

æ ö+
= -ç ÷ç ÷

è ø
(6)

N( , ) denotes the normal distribution. The method allows particles with pbest significant
different from gbest to make large step sizes towards it. When pbest is close to gbest, step size
decreases and limits exploration in favor of exploitation.

In [20], a variation of BB PSO, the BBExp PSO, was also proposed. In this method, approxi‐
mately half of the time velocity is based on samples from a normal distribution; for the rest of
the time, velocity is derived from the particle's personal best position. The position update
rule, (6), is modified into

( )1, 1,
1, 1,

1,

1,

, ,     0,1 0.5
2

,                                                              otherwise

G ni G ni
G ni G ni

G ni

G ni

pbest gbest
N pbest gbest U

x

pbest

+ +

+ +

+

+

+
- >

=

ì æ ö
ç ÷ï

í è ø
ï
î

(7)

where U( , ) denotes the uniform distribution. In BBExp PSO, position updates equal pbestn for
half of the time resulting in the improved exploitation of pbestn compared to the BB PSO. One
may notice

that the barebones PSO algorithms do not require parameter tuning. More details can be found
in [20, 21].
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2.3. Artificial bee colony optimization

The ABC algorithm models and simulates the honey bee behavior in food foraging. In ABC
algorithm, a potential solution to the optimization problem is represented by the position of a
food source while the nectar amount of a food source corresponds to the quality (objective
function fitness) of the associated solution. In order to find the best solution the algorithm
defines three classes of bees: employed bees, onlooker bees and scout bees. The employed bee
searches for the food sources, the onlooker bee makes a decision to choose the food sources by
sharing the information of employed bee, and the scout bee is used to determine a new food
source if a food source is abandoned by the employed bee and onlooker bee. For each food
source exists only one employed bee (i.e. the number of the employed bees is equal to the
number of solutions). The employed bees search for new neighbor food source near of their
hive. A new position of the x̄ i =(xi ,1, .., xi , j, .., xi ,D) solution, where D is the problem dimension,
is generated using

( ), , , , ,i j i j i j i j k j
u x x xj= + - (8)

where k∈{1, 2, .., SN } , k ≠ i, j∈{1, 2, .., D} are randomly chosen indices, where SN is the
number of food sources, and φi , j is a uniformly distributed random number within [-1,1]. ABC
uses a greedy selection operator, which for minimization problems is defined by

,    if ( ) ( )
 

,       otherwise
i i i

i

i

u f u f x
x

x

<
¢ =

ì
í
î

(9)

where x̄ i ′ is the new position of the food source.

An onlooker bee chooses a food source depending on the probability value associated with
that food source, pi, given by

1

i

i SN

m
m

fit
p

fit
=

=

å
(10)

where fiti is the fitness value of the ith solution which is proportional to the nectar amount of
the food source in the ith position. When a food source (solution) cannot be improved anymore
then the scout bee helps the colony to randomly generate create new solutions

( ), ( 0 ,1) , , ,
   1, 2, ...,

i j j j U j L j L
x rand x x x j D= - + = (11)
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where x j ,L  and x j ,U  are the lower and upper bounds of the jth dimension respectively and
rand j(0,1) is a uniformly distributed random number within (0,1).

2.4. Ant colony optimization

Ant colony optimization (ACO) [6, 12, 22] is a meta-heuristic inspired by the ants’ foraging
behavior. At the core of this behavior is the indirect communication between the ants by means
of chemical pheromone trails, which enables them to find short paths between their nest and
food sources. Ants can sense pheromone. When they decide path to follow a path, they tend
to choose the ones with strong pheromone intensities way back to the nest or to the food source.
Therefore, shorter paths would accumulate more pheromone than longer ones. This feature of
real ant colonies is exploited in ACO algorithms in order to solve combinatorial optimization
problems considered to be NP-Hard.

2.5. Differential Evolution (DE)

The initial population evolves in each generation with the use of three operators: mutation,
crossover and selection. Depending on the form of these operators several DE variants or
strategies exist in the literature [14, 23]. The choice of the best DE strategy depends on problem
type [24]. In SaDE the following four strategies are used for trial vector generation. These
include DE/rand/1bin, DE/rand-to-best/2/bin, DE/rand/2/bin, and DE/current-to-rand/1 [25]. In
these strategies a mutant vector v̄G+1,i for each target vector x̄G ,i is computed by:

1 2 3

1 2 3 4

1 2 3 4 5

1 , , , , 1 2 3

1 , , , , , , , , 1 2 3 4

1 , , , , , ,

/ / 1 /

( ),    

/ / 2 /

( ) ( ) ( ),    

/ / 2 /

( ) ( )

G i G r G r G r

G i G i G best G i G r G r G r G r

G i G r G r G r G r G r

DE rand bin

v x F x x r r r

DE rand to best bin

v x F x x F x x F x x r r r r

DE rand bin

v x F x x F x x

+

+

+

= + - ¹ ¹

- -

= + - + - + - ¹ ¹ ¹

= + - + -

1 2 3

1 2 3 4 5

1 , , , , , , 1 2 3

,    

/ / 1 /

( ) ( ),    
G i G i G r G i G r G r

r r r r r

DE current to rand bin

v x K x x F x x r r r
+

¹ ¹ ¹ ¹

- -

= + - + - ¹ ¹

(12)

where r1, r2, r3, r4, r5 are randomly chosen indices from the population, which are different
from index i, F  is a mutation control parameter, K a coefficient responsible for the level of
recombination that occurs between x̄G ,i and x̄G ,r1

. After mutation, the crossover operator is
applied to generate a trial vector ūG+1,i =(uG+1,1i, uG+1,2i, ...uG+1, ji, ....., uG+1,Di) whose coordi‐
nates are given by:

1, [ 0 ,1)

1 ,

1 , [ 0 ,1)

,    if  or j=rn(i)
 

,     if >  and j rn(i)
G ji j

G ji

G ji j

v rand CR
u

x rand CR
+

+

+

£
=

¹

ìï
í
ïî

(13)
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these strategies a mutant vector v̄G+1,i for each target vector x̄G ,i is computed by:
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where r1, r2, r3, r4, r5 are randomly chosen indices from the population, which are different
from index i, F  is a mutation control parameter, K a coefficient responsible for the level of
recombination that occurs between x̄G ,i and x̄G ,r1

. After mutation, the crossover operator is
applied to generate a trial vector ūG+1,i =(uG+1,1i, uG+1,2i, ...uG+1, ji, ....., uG+1,Di) whose coordi‐
nates are given by:
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where j =1, 2, ......, D, rand
j 0,1)

 is a number from a uniform random distribution from the

interval [0,1), rn(i) a randomly chosen index from (1, 2, ......, D), and CR the crossover constant
from the interval [0,1]. DE uses a greedy selection operator, which for minimization problems
is defined by:
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where f (ūG+1,i), f (x̄G ,i) are the fitness values of the trial and the old vector respectively.
Therefore, the newly found trial vector ūG+1,i replaces the old vector x̄G ,i only when it produces
a lower objective-function value than the old one. Otherwise, the old vector remains in the
next generation. The stopping criterion for the DE is usually the generation number or the
number of objective-function evaluations.

2.6. Self-Adaptive DE (SADE)

In the SaDE algorithm both the trial vector generation strategies and the control parameters
are self-adapted according to previous learning experiences. SaDE maintains a strategy
candidate pool, consisting of the four strategies given in (2). Each strategy is assigned a certain
probability. The sum of all probabilities is equal to one. These probabilities are initialized with
a value of 0.25 and gradually adapted during evolution. The probability of applying the m-
th strategy is pm, m =1, 2, ......, M , where M is the total number of strategies. At generation G,
the number of successful trial vectors generated by the m-th strategy is denoted as nsm,G, while
the number of trial vectors that fail to replace the old vectors in the next generation is n f m,G.
An additional parameter called the learning period (LP) is introduced in [17]. This corresponds
to the number of the previous generations that store the success and fail statistics. After LP
generations, the probabilities of selecting different strategies are updated according to:
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where Sm,G is the success rate of the trial vectors generated by the m-th strategy within the
previous LP generation and ε is a constant set equal to 0.01 to avoid possible null success rates.
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Therefore, according to (5) strategies with high success rates have higher probability to be
applied at the current generation.

The control parameters are self-adapted in the following way. The mutation control parameter
F  is approximated by a normal distribution with mean value 0.5 and standard deviation 0.3,
that is N (0.5, 0.3). The parameter K is a random number in the interval [0, 1] generated by a
uniform distribution. The crossover rate control parameter CR used by the m-th strategy is also
approximated by a normal distribution with mean value CRm and standard deviation 0.1, that
is N (CRm, 0.1). The initial value of CRm is 0.5 for all strategies. The values of crossover rates
that have successfully generated trial vectors in the previous LP generations are stored in a
crossover rate memory for each strategy CRmmemory that is an array of size LP. At each gener‐
ation, the median value stored in memory for the m-th strategy CRmmedian is calculated and the
CR values generated are given by a normal distribution with mean value CRmmedian and
standard deviation 0.1. That way the crossover values are evolved at each generation to follow
the successful values found. The authors in [17] suggest a value between 20 and 60 for the
parameter LP. The sensitivity analysis performed in [17] for the LP parameter showed it had
no significant impact on SaDE performance. More details about the SaDE algorithm can be
found in [17].

3. Related work

This section presents a brief literature review of applications of evolutionary algorithms and
their variants to wireless communications problems.

Genetic algorithms (GAs) are among the widely used optimization techniques for address‐
ing  design  problems  in  wireless  communications.  In  [26]  a  Smith  prediction  filter  is
proposed for power control design of direct-sequence code-division multiple-access cellular
mobile  radio systems.  A fixed-order  robust  H∞ loop filter  is  developed using a  genetic
algorithm to  minimize  the  worst-case  variance  of  the  received SINR from the  minimax
perspective.  The authors  in [27]  present  an antenna selection method for  multiple-input
multiple-output  wireless  systems  based  on  a  GA that  seeks  the  best  subset  of  antenna
elements.  The  problem of  receive  antenna  selection  and  symbol  detection  for  multiple-
input, multiple-output (MIMO) systems is solved in [28] by applying a genetic algorithm
(GA) variant.  The paper in [29]  addresses the problem of  joint  transmit/receive antenna
selection for MIMO systems using a real-valued genetic algorithm (RVGA). The optimiza‐
tion objective is to improve the channel capacity of multiple-input/multiple-output (MIMO)
systems. The study in [30] presents a pattern discovery algorithm for multi-streams mining
in wireless  sensor networks.  This  algorithm adapts  genetic  operators  with Elitism Strat‐
egy.The paper in [31] studies joint multiuser linear precoding design in the forward link
of fixed multibeam satellite systems. The authors use a generic optimization framework for
linear precoding design to handle any objective functions of data rate with general linear
and nonlinear power constraints. In [32] an energy-efficient genetic algorithm mechanism
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is presented to resolve quality of service (QoS) multicast routing problem: The proposed
genetic algorithm depends on bounded end-to-end delay and minimum energy cost of the
multicast tree.

SI algorithms are among the most commonly used algorithms for solving problems in wireless
communications. PSO and several PSO variants have been used in the literature to solve
different problems. In [33] optimal power scheduling for distributed detection in a Gaussian
sensor network is addressed for both independent and correlated observations. A PSO based
technique is developed to find the optimal power allocation for arbitrary correlations. The
authors in [34] apply PSO to solve the constrained nonlinear optimisation problem for the
minimum bit error rate (MBER) multiuser transmitter (MUT). The proposed PSO aided
symbol-specific MBER-MUT and average MBER-MUT schemes provide improved perform‐
ance in comparison to the conventional minimum mean-square error MUT scheme. Several
issues in Wireless Sensor Networks (WSNs) can be formulated as multidimensional optimi‐
zation problems, and addressed using bio-inspired algorithms. In [35] the authors present a
brief survey of how PSO is used to address these issues. The authors in [36] propose a new
approach to estimate the location of a sensor in a wireless sensor network based on a new PSO
algorithm with a log-barrier approach. The paper in [37] presents a predistorter based on a
cluster-based implementation particle swarm optimization technique with embedded model-
size estimation capability and validates the proposed technique on a Doherty power amplifier
prototype.

The ABC algorithm and its variants have been successfully applied to several optimization
problems in wireless communications. Among others these include issues in WSN [38-41],
WiMax network planning [42] and channel assignment [43].

The ACO algorithm has also been applied to several combinatorial problems in wireless
systems which  include  problems in  mobile  ad  hoc  networks  [44-46],  problems in  WSN
[47-51], cognitive radio [52], resource allocation in multiuser OFDM systems [53] and MIMO
problems [54, 55].

DE variants have also been applied to variety of optimization problems like multi-user
detection in multi-carrier CDMA [56], WSNs issues [57, 58], urban area path loss prediction
[59], spectrum sharing [60], optimization of interleave-division multiple-access communica‐
tion systems [61]. Other papers use a number of different optimization algorithms and compare
results. For example in [62] spectrum allocation methods for cognitive radio based on GA,
quantum genetic algorithm (QGA), and PSO, are proposed.

4. Results and discussions

In this section we present numerical results from different optimization problems in wireless
communications using different algorithms.
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4.1. Cell to switch assignment in cellular networks using barebones PSO

Cell assignment is an important issue in the area of resource management in cellular networks.
The problem is an NP-hard one and requires efficient search techniques for its solution in real-
time. We briefly present an example case of solving this problem using the barebones PSO
[9]. The effective assignment of cells to switches in order to minimize the cost of network
deployment is a challenging issue in cellular networking.

The cell-to-switch assignment (CSA) problem consists of optimally assigning cells to network
switches while respecting certain constraints such as the call volume of each cell and the
switches capacity [63]. The objective of the optimization is the reduction of implementation
and operational costs. Usually, the cost function considers the cost of linking cells to switches
(cabling cost) and the cost of handoff between different cells (handoff cost). The problem is an
NP-hard one with exponential complexity and cannot be solved analytically in real size
networks. Other evolutionary techniques like tabu search [64], ACO [65] and GAs [66] have
been used in the literature for solving this problem. The problem formulation is given below.

We consider n unique and distinct cells in a given service area and m switches with known
location and traffic parameters. The objective is the optimum assignment of cells to switches
in order to minimize the total cost that comprises the handoff and cabling costs.

In single-homing CSA, each cell belongs to one cluster and it is assigned to one switch at a
time. In this case, the objective function to be minimized is [63]:

( )
1 1 1 1

1 ,     1,...,
n m n n

ik ik ij ij
i j i j

j i

c x h y k m
= = = =

¹

+ - =åå åå (16)

where cik is the cabling cost per time unit between cell i and switch k, xik is a parameter that
takes the value one when cell i is assigned to switch k (otherwise, xik=0) and hij is the cost per
time unit for the handoffs that occur between cells i and j. The first term in (16) gives the total
cabling cost and the second one is the total handoff cost per time unit among cells. Therefore,
yij is defined as

1
,    , 1,...,

m

ij ik jk
k

y x x i j n
=

= =å (17)

where yij is one when cells i and j are connected to the same switch, otherwise it is zero. The
product xikxjk in (17) defines the variable

=    , 1,...,  and 1,...,ijk ik jkz x x i j n k m= = (18)

that is zero unless cells i and j are connected to switch k. In this case, it is one.
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Cell assignment is subject to further constraints. The call handling capacity of each switch
should not be violated at any time, i.e.

1
,    1,...,

n

i ik k
k

x M i nl
=

£ =å (19)

where λi is the number of calls that cell i handles per unit time and Mk is the call handling
capacity of switch k. Also, each cell is assigned only to one switch, i.e.
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The optimization problem defined by (16) and subject to (17)-(20), can be converted [63] to an
integer programming one by replacing (18) with the
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We compare BB and BBExp PSO with ACO [65] and binary PSO (BPSO) [67]. We run 100
independent trials for each algorithm. The statistical results are presented and compared In
the proposed barebones PSO variants, the only parameter we set was the swarm size. In the
examples presented here, this was set to 5 particles. The ACO parameters were the same as in
[65]. For the BPSO, we set the learning factors c1 and c2 equal to two. Systems with varied
number of cells and switches that range from 15 to 200 and from 2 to 7, respectively, were
considered.

The percentage of successfully obtained solutions as a function of the number of cells and
switches indicates the solution accuracy of the algorithms. Figure 1 shows the results of the
application of BB PSO, BBExp PSO, BPSO and ACO in a single-homing system for swarm size
equal to 5 particles. In the first case, BB PSO outperforms the other methods in systems with
small complexity but as the complexity increases (n/m=150/6 and 200/7) BBExp gives the best
results. As it was expected, solution accuracy decreases with system complexity. In general,
BB PSO outperforms the other methods for small n and m. However, its performance degrades
with system complexity; in this case, BBExp gives better results. In any case, at least one of BB
and BBExp PSO is better than BPSO and ACO. We have also evaluated the different algorithms
in terms of the computational time required for the derivation of the previous results. Figure
2 shows small differences in results between the four algorithms. In all cases, barebones PSO
algorithms are slightly faster. BBExp outperforms BB as system complexity increases. The
computational cost of the methods grows exponentially with n/m and increases with the swarm
size. More details about this problem can be found in [9].
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Figure 1. Successful solutions vs cells/switch

Figure 2. Computational time vs cells/switch chart

4.2. A PTS technique based on ACO and ABC for PAPR reduction of OFDM signals

A major drawback of OFDM signals is the high value of peak to average power ratio (PAPR).
Partial transmit sequences (PTS) [68], is a popular PAPR reduction method with good PAPR
reduction performance. However, PTS requires an exhaustive search in order to find the
optimal phase factors. Thus, the search complexity is high. Several methods have been
published in the literature for PAPR reduction using PTS with low search complexity [10, 69,
70]. The problem description is given below.
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In an OFDM system, the high-rate data steam is split into N low-rate data streams that are
simultaneously transmitted using N subcarriers. The discrete-time signal of such a system is
given by

21
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where L is the oversampling factor, S = S0, S1, ..., SN −1
T  is the input signal block. Each symbol

is modulated by either phase-shift keying (PSK) or quadrature amplitude modulation (QAM).

The PAPR of the signal in (22) is defined as the ratio of the maximum to average power and
is expressed in dB as
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where E .  is the expected value operation.

In the PTS approach the S  input data OFDM block is partitioned into M disjointed subblocks
represented by the vector Sm m =1, 2, ..., M −1 and oversampled by inserting (L −1)N  zeros.

Then the PTS process is expressed as
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Next, the subblocks are converted to time domain using LN point inverse fast fourier transform
(IFFT). The representation of the OFDM block in time domain is expressed by
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The PTS objective is to produce a weighted combination of the M subblocks using
b = b1, b2, ..., bM

T  complex phase factors to minimize PAPR. The transmitted signal in time

domain after this combination is given by
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In order to reduce the search complexity the phase factor possible values are limited to a finite
set. The set of allowable phase factors is
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where W is the number of allowed phase factors. Therefore in case of M subblocks and W phase
factors the total number of possible combinations is W M . In order to reduce the search
complexity we usually set fixed one phase factor.

The optimization goal of the PTS scheme is to find the optimum phase combination for
minimum PAPR. Thus, the objective function can be expressed as

Minimize
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We have evaluated objective function above using evolutionary algorithms and methods
found in the literature. We have used two main measurement criteria namely the comple‐
mentary cumulative distribution function (CCDF) and the computational complexity. In all
our simulations, 10E5 random OFDM blocks are generated. The transmitted signal is over‐
sampled by a factor L=4. We consider 16-QAM modulation with N=256 sub-carriers which are
divided into M=16 random subblocks. The phase factors for W=2 are selected. We consider the
first phase factor to be fixed so the total number of unknown phase factors is M-1.

The control parameters in all simulations are given below. In the PSO algorithm c1 and c2 are
set equal to 2.05 while the inertia weight is linearly decreased starting from 0.9 to 0.4. For ACO
the initial pheromone value τ0 is set to 1.0e-6, the pheromonone update constant Q is set to 20,
the exploration constant q0 is set to 1, the global pheromone decay rate ρg  is 0.9, the local
pheromone decay rate ρl  is 0.5, the pheromone sensitivity α is 1, and the visibility sensitivity
is β is 5.

Figure 3 presents the comparison between the CCDF by different PTS reduction techniques.
For Pr(PAPR > PAPR0)=10−3 the PAPR of the original OFDM transmitted signal is 10.84dB. For
all evolutionary algorithms, the population size NP is set to 30 and the maximum number of
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generations G is set to 30. Thus, the computational complexity of this case is NP × G =900. The
computational complexity of the exhaustive search is W M −1 =32768 while the PAPR for this
case is 5.86dB. The PAPR by the iterative flipping algorithm for PTS (IPTS) [69] is 7.55dB with
search complexity (M-1)W=30. The PAPR by the gradient descent method (GD) [71] with
search complexity CM −1

r W r I =C15
2 223=1260 is 6.96dB. The PAPR by ABC [10], PSO [72], and

ACO [6], is 7.01dB, 7.13dB, and 6.52dB, respectively. Table 1 holds the comparison of the search
complexity among the different methods for CCDF =10−3, NP=30, and G=30. It is obvious that
ACO presents the better performance among the other methods with the same search com‐
plexity.

Method Computational Complexity PAPR (dB)

Original 0 10.84

Exhaustive W M −1 =32768 5.86

IPTS (M-1)W=30 7.55

GD CM −1
r W r I =C15

2 223=1260 6.96

PSO NP ×G =900 7.13

ABC NP ×G =900 7.01

ACO NP ×G =900 6.52

Table 1. Comparison of computational complexity for CCDF=1e-3 among different PTS Schemes

4.3. Dual-band microwave filter design using SADE

Microwave filters are among the important components of a modern wireless communication
system. Several papers exist in the literature that address the filter design problem [73]. Open

Figure 3. PARP reduction performance comparison of the BBO-PTS algorithms with other PTS schemes for NP=30,
G=30.
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Loop Ring Resonator (OLRR) filters, which consist of two uniform microstrip lines and pairs
of open loops between them, are widely used as the building block in several multiband
bandpass filter design cases [74]. In [74], two pairs of folded OLRRs operating at two passbands
are proposed to produce dual-band response.

A dual band OLRR filter is shown in Figure 4. The frequency response of such a filter depends
on the filter dimensions and spacings between microstrip lines [74, 75]. The design parameters
for this case are the ones shown in Figure 4, (W1, W2, L 1, L 2, L 3, L 4, L 5, S1, S2, S3, G), all
expressed in mm.

Such a filter design problem can be defined by the minimization of |S11 |  in the passband
frequency range. This design problem is therefore defined by the minimization of the objective
function:

{ }11F( ) 20 log max ( , ) ,  px S x f f S= Î (30)

where x̄ is the vector of filter geometry parameters and Sp is the set of distinct frequencies in
the desired passband frequency ranges.

The filter is designed for operation in two WiMax (IEEE 802.16) frequency bands. These are
the 3.5GHz and the 5.8GHz frequency bands. For this case, we set Sp ={3.55, 3.6, 5.75, 5.8}.
Figure 5 shows the simulated frequency response of this design. The simulated current
distribution for the 3.6GHz and 5.8GHz frequencies is presented in Figure 6, where the
resonating ring in each case is clearly seen. In the first passband between 3.508 and 3.809 GHz,
the filter has a return loss less than 10dB and insertion loss greater than 0.5dB. In the second
passband between 5.744 and 6.121 GHz the results also show a return loss less than 10dB and
insertion loss greater than 0.5dB. The rejection band (between 4.236 and 5.367 GHz) has an
insertion loss less than 20dB. In the first passband the return loss is less than 29dB at both 3.533
GHz and 3.759 GHz. In the second passband the return loss is less than 22dB at 5.794GHz and
less than 28dB at 6.07GHz.

Figure 4. Dual-band filter geometry
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5. Conclusion

A brief survey of different evolutionary algorithms and their application to different problems
in wireless communications has been presented. It must be pointed out that several evolu‐
tionary algorithms exist in the literature. GAs and SI algorithms are among those most
commonly used. In order to select, the best algorithm for every problem one has to consider
the problem characteristics. Another key issue is the selection of the algorithm control
parameters, which is also in most cases problem-dependent. One may also use at first the
control parameters for these algorithms that commonly perform well regardless of the
characteristics of the problem to be solved. The example of the CSA problem in cellular
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networks showed the better performance of BB and BBExp compared to BPSO and ACO in
terms of successfully obtained solutions and execution time. In the PTS optimization problem
ACO outperformed ABC and PSO.

The selection of the SADE technique for microwave filter design has lead to a successful filter
design which exhibits low loss in the passbands and high isolation between the passbands.
The DE algorithms are also robust optimizers. In classical DE algorithms, the selection of the
appropriate strategy for trial vector generation and control parameters requires additional
computational time using a trial-and-error search procedure. Therefore, it is not always an
easy task to fine-tune the control parameters and strategy given also that commonly the
appropriate control parameters and strategy selection are problem dependent. The SaDE
advantage though, is the fact that no additional time for solving a given problem is required.
SaDE requires only the adjustment of two parameters: the population size and the number of
iterations.

The practical examples subject to several constraints presented in this chapter show the
applicability and the efficiency of using such algorithms.
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1. Introduction

For broadcast channels (BC) in multiuser multiple-input multiple-output (MU-MIMO)
systems, the overall achievable performance depends on the efficient use of the resources at
the base station (BS). When channel state information (CSI) is known at the transmitter the
gain is twofold: full spatial degrees of freedom can be attained [1] and the system can be
optimized over a new degree of freedom given by the users. In the literature of MU-MIMO
systems two dimensions of optimization are studied: multiplexing diversity and multiuser
diversity (MUD). The former is a consequence of the independent fading across all MIMO links,
which yields a set of parallel spatial channels where different data streams can be transmitted
increasing the system capacity [2]. The latter is given when users that are geographically far
apart have channels that fade independently at any point in time. For the system sum rate
maximization, such independent fading process is exploited so that the user with the largest
channel magnitude will be selected for transmission. In MU-MIMO systems spatial and
temporal communication can be performed in two ways: 1) orthogonal multiple access (time,
frequency, or code) and 2) spatial-division multiple access (SDMA). To achieve orthogonality
in time, all the spatial resources at the BS (Nt  antennas) are used to communicate with one
user (Nr  antennas) at a time, which is known also as time-division multiple access (TDMA).
This technique avoids inter-user interference, achieves power gains that scale with Nt ,
enhances data rates for a single user specially at low signal-to-noise ratio (SNR) regime, and
is robust to CSI uncertainty [1], [3]. SDMA exploits CSI at the BS allowing K >1 users to be
scheduled at the same time achieving multiplexing gains of min(Nt , K Nr) at high SNR regime,
where the system is limited by the degrees of freedom and not by power. Since the BS has
knowledge of the data symbols and CSI, the multiuser transmission can be optimized using
coding techniques. The achievable rate region in BC is based on dirty paper coding (DPC) [4].

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



The principle behind this optimum coding technique is that the BS knows the interference for
a given user and can pre-subtract it before transmission, which yields the capacity of an
interference free channel. However, DPC is a nonlinear process that requires successive
encoding and decoding whose complexity is prohibitive in practical systems and other
suboptimal techniques are preferred instead. In the literature, DPC has been interpreted as
beamforming (BF) [5] which is a SDMA scheme where data streams of different users are
encoded independently and multiplied by weight vectors in order to mitigate mutual inter‐
ference. Although BF is a suboptimal multiuser transmission scheme, several works (e.g., [3],
[5]) have shown that it can achieve a large portion of the DPC rate and its performance is close-
to-optimal for large Nt  and K . Nevertheless, the optimization of the downlink BF weight
vectors is a non-convex problem [6]. The specific selection of the weight vector of a given user
may affect the performance of other users, i.e., the achievable signal-to-interference-plus-noise
ratio (SINR) of one user is coupled with the other users weight vectors and transmit powers
[6]. Since the weight vectors must be optimized jointly, optimum BF is a complicated task and
suboptimal weights given by Zero-Forcing (ZF) based methods can be used [5]. The joint
optimization of the beamforming weights, the power allocation, and the set of links that are
scheduled under SDMA mode is performed for a given global objective function. In BC system
literature a meaningful figure of merit is the total sum rate since it quantifies the total data
flow for a specific BF scheme and the open problems are power allocation and user selection.
If the set of scheduled users meets that Nt ≥ K Nr , power allocation can be given either by
Lagrangian methods (convex optimization [7]) or by equal power allocation (close-to-optimal
for the high SNR regime [8]–[12]). However, when the set of users is larger than the number
of spatial resources at the BS, i.e., Nt < K Nr , user selection is required. The selection of the
optimum set of users that maximizes the sum rate for a given BF scheme with optimum power
allocation is a mixed non-convex problem. Indeed, in systems where users must be allocated
in different radio resources (slots or sub-channels) finding the optimum subsets of users under
SDMA mode for each radio resource is a NP-complete problem whose optimal solution can
only be found via exhaustive search (ES) [13]. Recent research works have proposed a number
of feasible heuristics algorithms that find a suboptimal yet acceptable solution to the sum rate
maximization problem with SDMA communication. The literature of MU-MIMO has been
focused on ZF-based BF schemes due to their tractability and the fact that some properties of
the wireless channels can be used to estimate the reliability of joint transmission for a given
set of users. The main objective of joint scheduling and BF is to make better decisions at the
media access control (MAC) layer by exploiting information from the physical (PHY) layer.
The literature reviewed in this chapter addresses the scheduling (user selection) process in the
MAC layer using PHY layer information without considering constraints from upper layers.
Our aim is to provide a comprehensive overview of algorithms proposed over the last years
regarding joint user selection and SDMA schemes that solve the sum rate maximization
problem in MU-MISO BC systems.
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2. System model

Consider a single-cell with a single base station equipped with Nt  antennas, and a set S  of K
single-antenna users (Nr =1) illustrated in Fig. 1. We assume perfect CSI at the BS and the
channel coefficients are modeled as independent random variables, with a zero-mean circu‐
larly symmetric complex Gaussian distribution (Rayleigh fading). The signal received by the
k th user is given by:

K

k k k k k i k i i k k k
i¹k

y = p s + p w s + n = x+ nåh w h h (1)

where sk  is the intended symbol for user k , x∈ℂN t ×1 is the transmitted signal vector from the

base station antennas, hk ∈ℂ1×N t  is the channel vector to the user k . Each user ignores the
modulation and coding of other users, i.e., it is assumed single-user detection where each user
treats the signals intended for other users as interference. nk ∽(0, σn

2) is the additive zero

mean white Gaussian noise with variance σn
2. The entries of the block fading channel

H= h1
T , ⋯ , hK

T T  are normalized so that they have unitary variance, and the transmitted signal

x=∑k =1
K pkwksk  has an average power constraint  xH x ≤ P  where  ∙  is the expectation

operation. Since the noise has unit variance, P  represents the SNR.

Figure 1. Multiuser MISO Broadcast System

For linear spatial processing at the transmitter, the BF matrix can be defined as
W = w1, ⋯ , wK , the symbol vector as s= s1, ⋯ , sK  and P=diag p1, ⋯, pK  is the matrix
whose main diagonal contains the powers. The SINR of the k th user is given by:
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and the instantaneous achievable data rate of user k  is rk = log2 (1 + SINRk ).

3. Problem formulation

The performance of a MIMO system is measured by a global objective function of the indi‐
vidual data rates or SINRs U (r1,  ⋯, r K ). From the system perspective it is desirable to
optimize U (∙ ) instead of the individual rates ri ∀ i ∈ S  since the latter are coupled by the
transmit powers and the beamforming weights in (2). Thus the performance depends on how
efficiently the resources are allocated to each user and how effectively the interference from
other users is mitigated. In this chapter we optimize the global utility function modeled as the
sum rate maximization problem using BF subject to global power constraints. For the case
where K ≤ Nt  the general optimization problem is given by

{ 21/2
, 1

R = max        s.t. 
K

BF
k k Fk
r Pb

=
£å

W P
WP (3)

where ∙ F  denotes the Frobenius norm, βk  is a priority weight associated to user k  defined
a priory by upper layers of the communications system to take into account QoS, fairness, or
another system constraint. Finding a solution of (3) is a complex problem due to the nature of
the optimum P and W and each solution depends on the system requirements expressed by
the weights βk  [14]. The computation of optimal beamforming weights wk  involves SINR
balancing [11] and since the weights do not have a closed-form, iterative computational
demanding algorithms have been proposed to determine them [6], [15]. Indeed, problem (3)
is NP-hard even when all priority weights βk  are equal [16].

3.1. Multiuser scenario

Let Ω={1, ⋯, K } be the set of all competing users where K  is larger than the number of
available antennas at the BS, i.e., |Ω|= K ≥ Nt , where |Ω| denotes the cardinality of the set
Ω. In order to exploit the optimization dimension provided by MUD, it is necessary to select
a set of users S  whose channel characteristics maximize the sum rate when they transmit
simultaneously in the same radio resource. Such characteristics are defined by the type of
beamforming scheme, the power constraints, the SNR regime, and the deployment character‐
istics (Nt  and K ). The sum rate maximization with user selection optimization problem can be
defined as:
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where H(S ) is the row-reduced channel matrix containing only the channels of the subset of
selected users S  and R BF (H(S)) is the achievable sum rate for such set. User scheduling is a
real time operation whose computational complexity and implementation efficiency affect the
performance of upper-layers. Moreover, finding the optimal solution of (4) requires an
exhaustive search over a search space of size L =∑i=1

N t K ! / (i ! (K - i) ! ), which is the number of
all ordered combinations of users.

Since the computation of the optimal solution of the sum rate maximization problem implies
the joint optimization over P, W, and S , the original problem (4) can be relaxed by taking one
or more of the following actions: 1) by using beamforming weights with a defined structure;
2) based on linear beamforming the power allocation can be performed either by Lagrangian
methods or by equal power allocation; and 3) based on the structure of the linear beamforming
it is possible to design user selection algorithms that exploit information contained in H and
at the same time, to achieve a good trade-off between performance and complexity. In the
following sections we will study systems with equally prioritized users (βk =1 ∀k∈Ω) and
the characteristics of state-of-the-art user selection algorithms that find suboptimal yet
acceptable solutions to the non-convex and combinatorial problem (4).

4. Linear beamforming

In this section we describe the structure of two sub-optimal linear beamforming schemes and
the optimal power allocation for each one of them. It is assumed perfect CSI at the transmitter
which can be attained through time-division duplex (TDD) scheme assuming channel
reciprocity [6]. Notice that the weight vectors multiply the intended symbols in (1) which can
be seen as a form of precoding, henceforward we use the terms beamforming and precoding
interchangeably.

4.1. Zero Forcing Beamforming

In Zero Forcing Beamforming (ZFBF), the channel matrix H at the transmitter is processed so
that orthogonal channels between the transmitter and the receiver are created, defining a set
of parallel subchannels [5]. The Moore-Penrose pseudo inverse of H(S ) is given by [17]:

1( ) ( ) ( ( ) ( ) )H H -=S S S SW H H H (5)

and the ZFBF matrix is given by the normalized column vectors of (5) as
W(S )= w̄1 / w̄1 ,  ⋯, w̄|S | / w̄|S | . Under ZFBF scheme the sum rate maximizing power
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allocation is given by the water-filling algorithm and according to [5] the information rate
achieved with optimum P in (3) is given by :
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| |

1
( ( )) log( )ZFBF

i
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=
= å
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SH (6)

where bi =( H(S)H(S )H
ii
-1)-1 is the effective channel gain of the ith user and its allocated power

is pi =(μbi - 1)+, the water level μ is chosen to satisfy ∑
i∈S

(μ - bi
-1)+ = P  and (x)+ =max {x, 0}. If all

users in S  are allocated with nonzero power, the water level has the compact form [10], [18]:

μ = 1
|S | ( W̄(S ) F

2 + P)= 1
|S | (P +  ∑

i∈S
bi

-1).

4.2. Zero forcing dirty paper

Suboptimal throughput maximization in Gaussian BC channels has been proposed in several
works [5], [18], [19] based on the QR-type decomposition of the channel matrix H(S )=L(S )Q(S)
obtained by applying Gram-Schmidt orthogonalization (GSO) [20]. L(S ) is a lower triangular
matrix and Q(S ) has orthonormal rows. The beamforming matrix given by W(S )=Q(S )H

generates a set of interference channels yi = lii pisi + ∑
j<i

lij p js j + ni, i =1, ⋯, k while no infor‐

mation is sent to users k + 1, ⋯, K . In order to eliminate the interference component
Ii = ∑

j<i
lij p js j of the ith user, the signals p js j for i =1, ⋯, k  are obtained by successive dirty

paper encoding, where Ii is non-causally known. This precoding scheme was proposed in [5]
and the authors showed that the precoding matrix forces to zero the interference caused by
users j > i on each user i, therefore this scheme is called zero-forcing dirty-paper (ZFDP)
coding. The information rate achieved with optimum P in (3) under the ZFDP scheme is given
by [5]:

( )
| |

1
( ( )) log( )ZFDP

i
i

R dm
+

=
= å

S
SH (7)

where di =|lii|2 is the squared absolute value of lii and μ is the solution to the water-filling

equation ∑
i∈S

(μ - di
-1)+ = P , which defines the ith power as pi =(μdi - 1)+.

5. Metrics of spatial compatibility

The sum rate maximization problem (4) can be solved by fixing the precoder structure and
power allocation method. Under ZF-based precoding the performance strongly depends on
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the spatial correlation between the components of H(S ). The more correlated the channels, the
higher the power penalty imposed by ZF schemes which yields a degradation of the achievable
SINRs and a poor system performance. For this reason, problem (4) has been tackled in the
literature by optimizing the spatial compatibility between scheduled users. This is accom‐
plished by optimizing a specific metric over the channel matrix which can be related or can
provide indirect information of the achievable sum rate for a given set of users and channel
realization. A metric of spatial compatibility is a function of the CSI at the transmitter so that

f :ℂ|S |×N t ↦ℝ+ where the mapping quantifies how profitable is to select S  for transmission.
Different metrics for spatial compatibility have been proposed in the literature and this section
presents a unified treatment of the most common metrics used by several algorithms that solve
(4) sub-optimally. It is worth mentioning that the optimization over a given metric may bring
some advantages in terms of computational complexity, for instance, iterative evaluation of
f (H(S )) does not require the computation of the optimum power allocation. Some metrics are
given by simple relations between the row vectors in H(S ) which avoids matrix operations.
Under certain SNR constraints described in Section 6, the user set that solves problem (4)
achieves maximum multiplexing diversity, i.e., its cardinality is equal to Nt  [5]. In such a SNR
regime, the search space of the solution of problem (4) is reduced from L  to
L N t

= K ! / (Nt ! (K - Nt) ! ) and optimization over f (H(S )) can simplify the search of the
optimum user set S . In this section we introduce the channel metrics, its main properties, and
the relations between them.

5.1. Null space projection

Considering a given set of users S  with channels hi∀ i ∈S  and for ZFBF the effective channel
gain of the ith selected user defined in Section 4.1 is given by [5]:
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where Pi
=H̃i

H (H̃iH̃i
H )-1H̃i is the projector matrix onto i =Sp(H̃i) the subspace spanned by

the rows of the aggregate interference matrix H̃i = h1
H , ⋯ , hi-1

H , hi+1
H , ⋯ , h|S |

H H  associated with
user i. Qi

= I - Pi
 is the projector matrix onto the null space of i. The operation in (8) is

equivalent to the projection of hi onto the null space spanned by the channel components of

H̃i illustrated in Fig. 2. Notice that hi
2 in (8) is affected by the weight sin2 θihi

 which is the

squared sine of the angle between the channel vector hi and the subspace spanned by the

components of H̃i. The weight sin2 θihi
 is referred in the literature as the projection power loss

factor since it will affect the effective amount of power that is transmitted over the ith link.
Using the properties of water-filling and the strong relationship between the sum rate
maximization and the maximization of the terms bi we elaborate a compact formulation of the
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maximization of metric (8). Theoretical results in [9] show that for the MISO BC system a
meaningful metric to estimate the achievable performance of S  is given by ∏

i∈S
bi under certain

constraints over the water level μ. However, for single antenna receivers the performance gap
between the sum and the product of the terms bi is negligible and hereafter we analyze the

metric ∑
i∈S

bi which is equivalent to a matrix trace operation. Let H̄(S )=H(S )H(S)H  and

Ḣ(S )=H̄(S )-1 be a Wishart matrix and its respective inverse which characterize the interaction
of all user channels in S . Considering the definitions in (6) and (8) the set of users that achieves
a suboptimal solution to problem (4) maximizing the sum of the effective channel gains is given
by the set of users that optimally solves of the following combinatorial problem:

:| |
arg min tr( ( ))

tNw ÌW =
= &

S S
S SH (9)

where tr(∙ ) denotes the trace operator. The optimum set Sω for the NSP metric is unique and

it will contain the users that maximize ∑
i∈S

hi
2sin2 θihi

. The selection of S  based on the NSP

in (9) yields a close-to-optimal solution to problem (4) for a ZF-based precoding under the
following conditions: P > P0, K > Nt , or large values of both K  and Nt . The term P0 is a critical
SNR value that depends on H(S ) in order to meet the cardinality constraint over S  [5]. The
evaluation of the metric (8) is not unique and several algorithms described in next section use
different operations to compute or approximate it in order to define algorithms that solve (9)
with less computational complexity than the exhaustive search, especially when K →∞. Next
we present several methods to evaluate the NSP for ZFBF and ZFDP. The application of each
one of these methods lies in the complexity required to evaluate them and the available CSI at
the BS. In other words, each method represents a trade-off between accuracy of the NSP
evaluation and the required CSI at the transmitter.

5.1.1. Orthogonal projector for ZFBF

The computation of Qi
 is not unique and different forms to evaluate such matrix can be

efficiently used in different contexts, i.e., depending on the available CSI at the transmitter, the
required computational complexity, and the deployment. Let us decompose matrix H̃i of the
ith user by means of singular value decomposition (SVD) [17] as follows:

[ ]
i i i i

H
i = S% % % %%

H H H HU VH V (10)

where ṼH̃i
 contains the Nt - r  basis of the null space of H̃i and r = rank (H̃i).
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The orthogonal projector matrix is given by Qi
= ṼH̃i

ṼH̃i
H  and the set Sω in (9) maximizes the

objective function ∑
i

hiQi
2. In some scenarios described in the following sections, it is

assumed that the BS knows the basis of i for any user i ∈S . Let {v j} j=1
r  be the column vectors

of V̄H̃i
 defined in (10) and the NSP in (8) for the ith user can be computed as follows:

2
2

1
i

r
H

i i j j
j=

æ ö
ç ÷= -
ç ÷
è ø

åVh Q h I v v (11)

The NSP operation in (11) can be also computed by applying GSO to H(S ) as in [21] which
represents a lower computational complexity than the SVD approach [22]. Using the basis ofi the magnitude of the NSP operation is given by hiQi

2 = hi
2 - ĥi

2 where ĥi is the

projection of hi onto each one of the orthogonal basis of i given by [20]:

1
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ˆ i j

r i H
i j

j j

q
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=å

h vh
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v
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where the term cos θhiv j
 represents the coefficient of correlation between the vectors hi and v j

defined as [17]:

cos
i j

H
i j

i j

q =h v

h v

h v
(13)

The domain of the coefficient is 0≤ηhiv j
=cos θhiv j

≤1 and θhiv j
= π

2  means perfect spatial

orthogonality. The NSP computation is not unique and different matrix operations can be use
to evaluate it. Using the full channel matrix H(S ) and H̃i for all i ∈S  the block matrix deter‐

minant formula to compute det(H(S )H(S)H ) reads [23]:

( ) ( ) 2
det ( ) ( ) det

i

H H
i i i= % %

VS S H hHH H Q (14)

The orthogonal projection defined in (8) has a direct relationship with the correlation coeffi‐
cients defined in (13). The normalized power loss experienced by the ith channel when it
interacts with the subspace i is called the coefficient of determination given by [17]:
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where ∆ihi

2  measures how much the vector hi can be predicted from the channel vectors of

H̃i. Notice that from (8) and (15) the projection power loss factor of hi due to the projection

onto the null space of i is equivalent to 1 - ∆ihi

2  which can be evaluated as follows [17]:

2 2 2
(1) ( )| (1) ( 1)1 (1 ) (1 )

i i i i k kp p p ph h ¼ -- D = - ¼ -Vh h h (16)

where π(k ) is the k th ordered element of H̃i and ηhiπ(k )|π(1)⋯π(k -1) is the partial correlation

between the channel vector hi and the selected vector associated with π(k ) eliminating the
effects due to π(1)π(2)⋯π(k - 1). Using multiple regression analysis it is possible to evaluate
hiQi

2 = hi
2(1 - ∆ihi

2 ) by extracting the partial correlation coefficients from the correlation

coefficients choosing one user order π out of (|S| - 1) ! permutations of the users in S  [17]. A
different approach can be applied if for a given set of channels h j ∀ j∈S  the orthogonal

projector matrix of each channel is known so that Q j = I - h j
H (h jh j

H )-1h j.

Figure 2. The spatial relationship between the components of vector hi and i.

From [24] we have the following result:
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which establishes that the orthogonal projector matrix onto i can be approximated by
recurrently projecting onto independent orthogonal subspaces such that their intersection
strongly converges to Qi

 as n grows. The NSP measured by tr(Ḣ(S )) has been used by several
user selection algorithms either by avoiding the exhaustive search required to solve (9) (e.g.,
[18], [19], [21]) or by using approximations of metric (8) (e.g., [25], [26]).

5.1.2. Orthogonal projector for ZFDP

In Section 4.2 the ZFDP beamforming was introduced and it was mentioned that the received
signal of user i contains an interference component from all j < i users, i.e., the previously
encoded users. Given an specific encoding order π(i), i∈{1, ⋯, |S|} (a permutation of the
users in S), the beamforming vectors wπ(i) are computed either by a QR-type decomposition
or by GSO as follows [27]:

wπ(i) =
Tihπ(i)

H

Tihπ(i)
H , Ti ={I for i =1

Ti−1−wπ(i−1)wπ(i−1)
H for i =2, …, q

and i =1, ⋯, q with q = rank (H(S )). Ti is the orthogonal projector matrix onto Sp(hπ( j<i)) the
subspace spanned by all previously encoded users for which hπ( j<i)wπ(i) =0. Some authors (e.g.,
[25], [27]) use the following expression as an objective function over the channel matrix H(S )
for user selection and ZFDP beamforming:

2| |
1( ( )) i iif

=
= å SSH h T (18)

Observe that user selection and sum rate maximization based on metric (18) implicitly depend
on one particular selected encoding order π out of |S|! different valid permutations. Since
different encoding order yield different values of (18), in [27] it was proposed a method to
perform the successive encoding optimizing of the order π. Such an optimum order is attained
by an iterative algorithm that evaluates (8) each iteration for every successive encoded user.
An alternative suboptimal approach can be employed as in [19] where π is defined by the
descending order of the effective channel gains of the users in S .

5.2. Approximation of the NSP

The objective function of problem (9) can be further relaxed by using a lower bound of tr(Ḣ(S ))
in order to avoid the computation of the inverse matrix Ḣ(S ). Considering the definition of
trace we have that

1tr( ( )) ( ( ))iil
-=å& S SH H (19)

and using the arithmetic-geometric mean inequality over λi(Ḣ(S )) it holds that [28]:
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Since |S| is constant and independent of the selected channels for all L N t
 possible user sets,

the lower bound on the objective function of (9) can be simplified as:

1( ( )) det( ( ))i
i
l -=Õ & S SHH (21)

A suboptimal but less computational demanding way to find a set of users that solves problem
(4) is given by the set that solves the following combinatorial problem:

:| |
arg max det( ( ))

tNx ÌW =
=

S S
S SH (22)

where the optimized objective function only requires to compute the determinant of a matrix
product. Observe that the lower bound in (21) is closely related with (14) and the performance
degradation for the former metric arises because the terms det(H̃iH̃i

H ) ∀ i∈S  are neglected.

In [26] it was presented a greedy algorithm where the metric for user selection is based on an
approximation of (16) and the correlation coefficients are used instead of the partial correlation
coefficients. Such relaxation neglects the channel gain degradation due to the terms
π(1)π(2)⋯π(k - 1). Given channel matrix H(S ), the metric that approximates (19) is defined as
follows [26]:
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¹
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Using this metric a suboptimal solution to problem (4) is given by the set of users that solve
the following combinatorial problem:

:| |
arg max ( ( ))

tNL ÌW =
= L

S S
S SH (24)

5.3. ε-orthogonality

Several user selection algorithms (e.g., [25], [26], [29]) attempt to create groups of quasi-
orthogonal users based on the information provided by the coefficient of correlation (13). A
set of channels hi ∀ i∈S  is called ε-orthogonal if cos θhih j

< ,  ∀ i, j ∈S  [29]. Some works
addressed problem (4) by scheduling the set of user with minimum ε-orthogonality measured
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either over the normal channels [30] or over the eigenvectors computed by SVD [29]. If the
orthogonality among channels in H(S ) is the only metric considered to define S  (regardless of
the channel gains), problem (4) can be sub-optimally solved by the set S  that minimizes the -
orthogonality among all L N t

 possible sets formally described as:

:| | ,
arg min max cos

i j
tN i j

q
ÌW = Î

æ ö= ç ÷
è øò S S S

S h h (25)

Some works in the literature define S  as the set with minimum sum of correlation coefficients
∑
i
∑
j≠i

cos θhih j
,  ∀ i, j ∈S  or as the set with minimum average correlation coefficient [25], [29].

Observe that these objective functions are based on pairwise metrics and they can be negatively
biased by few terms with large values neglecting the remaining coefficients with relatively
small values. An alternative utility function that can identify such large terms is the geometric
mean over all correlation coefficients since it would assign the same priority to each of term.
In MU-MIMO systems the user grouping problem based on (25) for scheduling time slots, sub-
carriers, or both, can be modeled as a graph coloring problem [13], [31] or graph clique problem
[32] and complexity reduction is the main objective of the proposed grouping algorithms.

5.4. Orthogonality defect

The orthogonality defect derived from Hadamard's inequality [28] measures how close a basis
is to orthogonal. Given the matrix H(S ) this metric is given by:
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and δ(H(S))=1 if and only if the elements of H(S ) are pairwise orthogonal. The metric (26)
reflects the orthogonality of the set {hi}i ∈S  and has been used to evaluate the compatibility
between wireless channels in order to maximize the spatial multiplexing gain [29]. The original
problem (4) can be sub-optimally solved by the set that minimizes the orthogonality defect
which is formally described as:

:| |
arg min ( ( ) )

tNd d
ÌW =

=
S S

S SH (27)

Observe that problem (27) uses a weighted version of the utility function of problem (22) where
the weight is defined by the inverse of ∏

i=1
hi

2. The orthogonality defect can be seen as a scaled

version of the lower bound of metric (19).
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5.5. Condition number

The ZF-based beamforming methods are in general power inefficient since the spatial direction
of wi is not matched to hi. Inverting a ill-conditioned channel matrix H(S ) yields a significant
power penalty and a strong SINR degradation at the receivers. In numerical analysis a metric
to measure the invertibility of a matrix is given by the condition number. In MIMO system this
metric is used to measure how the eigenvalues of a channel matrix spread out and to indicate
multipath richness for a given channel realization. The less spread of the eigenvalues, the larger
the achievable capacity in the high SNR regime. For the matrix H(S ) the condition number is
defined as [33]:

max

min

| ( ( ))|
( ( ))

| ( ( ))|
l

k
l

=
SS
S

H
H

H
(28)

and κ(H(S)) is an indication of the multiplexing gain of a MIMO system. Another definition
of the condition number is given by the product A A-1  for a given non-singular square

matrix A [20] and (28) generalizes that metric for any matrix H(S ) ∈  ℂ|S |×N t  where |S|≤Nt .
If the condition number is small, the matrix H(S ) is said to be well-conditioned which implies
that as κ(H(S))→1 the total achievable sum rate in the MISO systems under ZF-based
beamforming can achieve a large portion of the sum rate of the inter-user interference free
scenario. Problem (4) can be sub-optimally solved by a set of users with the minimum condition
number and such set is formally described as:

:| |
arg min ( ( ) )

tNk k
ÌW =

=
S S

S SH (29)

Another important metric to estimate matrix condition is given by the Demmel condition
number. For such metric several applications in MIMO systems have been proposed in recent
years, e.g., link adaptation, coding, and beamforming [34]. The Demmel condition number can
be seen as the ratio between the total energy of the channels of H(S ) over the magnitude of the
smallest eigenvalue of H̄(S ) in the current channel realization and is given by the following
expression [34]:

min

tr( ( ))( ( ))
( ( ))Dk l

=
SS

S
HH

H (30)

where tr(H̄(S ))= H(S ) F
2 , i.e., the Frobenius norm is related with the overall energy of the

channel. By using (30) the set of users that sub-optimally solves (4) is given by the solution of
the following combinatorial problem:
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6. User selection algorithms

For MU-MIMO BC systems with ZF-based beamforming the optimum solution to the sum rate
maximization problem implies the optimization over the power allocation and user selection
as well as the correct dimension and orientation of the signal subspace used by each selected
user [9]. Since this optimization is performed over several dimensions (time, space, signal
space, power, users) the optimum solution for the MU-MIMO scenario has not been found.
Even when the signal space spans over one dimension, i.e. single-antenna users, the optimum
solution to the sum rate maximization problem (4) in MU-MISO BC systems is given by an
exhaustive search whose computational complexity increases approximately with (K N t). In
order to find a fair trade-off between complexity and performance, a large number of works
have addressed the sum rate maximization problem for ZFBF (e.g., [9], [21], [35] and ZFDP
(e.g., [18], [19]) by designing low-complexity algorithms that find a sub-optimal yet acceptable
solution to (4). The goal of such algorithms is to construct the solution set S  of quasi-orthogonal
users implementing different iterative approaches. Some works in the literature proposed
greedy opportunistic algorithms that exploit the instantaneous channel information. In a
greedy selection each new selected user finds a locally maximum for a given global objective
function so that the final set of users attempt to converge to a close-to-optimal solution. Another
approach to solve (4) is to use channel metrics and reformulate the original problem as an
integer program. In this section we present the principles and characteristics of different user
selection algorithms proposed in the literature. Our aim is to introduce generic structures of
the user selection process and to illustrate under which conditions they can be used to
maximize the sum rate and to reduce computational complexity for ZF-based beamforming.

6.1. Metric-based selection

The objective of the metric-based user selection is to find a set S  of users with spatially quasi-
orthogonal channels such that the profit from beamforming is maximized. User selection
algorithms can be design to relax the original optimization problem (4) by optimizing a
particular channel metric. This kind of optimization may face two main problems: 1) the large
search space L  for the optimum solution, and 2) how to discriminate between metrics of sets
with different cardinality without computing the objective function. Both problems are
partially solved by imposing a constraint in the optimizations problem, i.e., |S|= Nt ∀S⊆Ω
in problem (4) or by operating in the high SNR regime. This yields a search space of size L N t

and metrics that can be easily compared since they are applied over user sets of the same size.
In MU-MISO BC systems with ZF-based precoding and optimal power allocation, authors in
[5] showed that there exist a critical SNR that depends on H(S ) for which ∀P ≤P0 the maximum
sum rate is achieved by a subset S  with cardinality |S|< rank (H(S )). For an operation point
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∀ P > P0 the system achieves full multiplexing diversity, i.e., |S|= rank (H(S )). The metric-
based user selection algorithms solve (4) in two phases. In the first phase S  is selected in order
to optimize a given metric and in the second phase the sum rate is evaluated for the previously
defined set. This means that the user selection and the resource allocation problems are
decoupled in this approach. The cardinality of S  is fixed in the first phase and it may be
modified during the second phase when the sum rate is evaluated. If power allocation is
performed based on water-filling, this might yield a zero power allocation (no data transmis‐
sion) for some users due to the instantaneous value of P0.

In the literature of user selection several algorithms solve problem (4) optimizing the NSP by
iteratively computing the sum of the effective channel gains each iteration. The optimum set
that maximizes the NSP is given by the solution of (9) which is a combinatorial problem that
requires the evaluation of L N t

 matrix product and inversion operations. Therefore, the set S
is found in a greedy fashion by selecting the user that locally maximizes the total sum of
effective channel gains which roughly requires L K =∑k =1

N t -1 (K - k ) evaluations of the metric
f (∙ ). Given S (n - 1) in the nth iteration, the optimum new user i ∈Ω achieves the largest
effective channel gain when its channel is projected onto the orthogonal subspace spanned by
the previously selected users =Sp(H(S(n - 1))). In [10], [21] the authors evaluate iteratively at
the nth iteration the intersection of the null spaces of the previously selected users S (n - 1) with
each new candidate user by means of GSO. Using this technique, it is not necessary to extract
the basis of the subspace spanned by the channel matrix (SVD) or to compute the orthogonal
projector matrix Qi

 at each iteration [19]. Other user selection algorithms based on the NSP
further reduce the required computational complexity by approximating any of the its
alternative forms described in Section 5.1.1. The algorithm proposed in [26] approximates (16)
by using only the correlation coefficient between the users in S (n). The authors in [36] select
users based on metric (17) where each user computes its own projector matrix and the
algorithm approximates the NSP. The optimization of an approximation of the NSP yields a
suboptimal set of users and performance degradation regarding to (8) yet some gains in terms
of complexity are attained. The general structure of this kind of algorithms is presented in Alg.
1 and f (∙ ) is given by any metric defined in Section 5. Notice that the first selected user is the
one with the strongest channel which not necessarily belongs to the optimum set. However,
this criterion simplifies the initialization of S  and does not yield a significant performance
degradation, specially in the large K  regime [21].

Another relevant feature of this generic structure is given by the adjustment of Ω in each
iteration. This is relevant in the large K  regime where the number of operations required to
find the next user is roughly K  which can be computationally demanding. In order to reduce
the total number of metric evaluations, an optimization over Ω can be performed. For instance,
by performing an optimization similar to (25) per iteration for a given ε-orthogonality target
whose optimal value depends on K  and Nt  [37]. The principle behind this optimization is that
the candidate users must satisfy the hyperslab condition Ω(n)= {hi   ∀  i ∈ Ω(n - 1) :  cos θhig

≤ε}
for a given vector g [21]. The metric-based user selection does not guarantee full multiplexing
gain or sum rate maximization and authors in [10], [25] have proposed a second optimization
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once that S  have been found. This is referred in Alg. 1 as Removal Optimization and its objective
is twofold: to discard inactive users that do not receive data and to maximize the achievable
sum rate by optimizing the beamforming weights and powers of the active users.

Alg 1. Generic structure of the Metric-Based User Selection

6.2. Utility-based selection

This class of algorithms perform a joint user selection and resource allocation optimization by
evaluating the global utility function (3) each iteration (e.g., [10], [11], [18], [38], [39]). The
greedy algorithms are highly effective for sum rate maximization and well suited for ZF-based
beamforming. However, they require the evaluation of the power allocation and the achievable
sum rate for each unselected user in every iteration of the algorithm which involves matrix
operations (e.g., SVD or GSO). The algorithm in [18] was extended in [10] by computing an
inverse matrix operation based on the LQ decomposition avoiding the explicit calculation of
the Moore-Penrose pseudo-inverse, and reducing computational complexity. The general
structure of the utility-based user selection is summarized in Alg. 2. Notice that as in Alg. 1,
the set S  is initialized with the user with maximum channel magnitude which may not be part
of the optimum set. This greedy selection does not attempt to maximize the multiplexing
diversity since it will stop the search as soon as the aggregation of a new local optimal user i *

decreases the overall sum rate. In the low SNR regime and for low values of K , such stop
criterion highly improves the rate performance since power is allocated to strong users and
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there exist more degrees of freedom (DoF) at the BS to mitigate inter-users interference. This
approach may face two drawbacks: 1) the achievable fairness at low SNR and low K  regimes
since less users are scheduled; 2) the complexity in evaluating at most L K  times the achievable
sum rate. The fairness issue can be tackled by changing the global utility function, e.g.,
maximizing the weighted sum rate in (3) using the proportional fairness approach [21], [25],
[39]. The complexity problem can be alleviated by exploiting the properties of water-filling in
order to reduce the computational load of some matrix operations. Further complexity gains
can be obtained if the set of candidate users Ω is optimized each iteration, reducing the total
number of sum rate evaluations. This refinement proposed in [10], [18] is called Search Space
Pruning and is based on the fact that if water-filling allocates pi =0 to the ith user in Ω(n) at the
nth iteration, such user cannot achieved a nonzero power allocation in future iterations.

Alg. 2. Generic structure of the Utility-Based User Selection

6.3. User selection via integer optimization

The sum rate maximization formulation in (4) is a combinatorial problem subject to mixed
constraints. Some works in the literature reformulate the original problem similarly to the
metric-based approaches, performing user selection (S ) and resource allocation (wi and
pi ∀ i ∈S  ) as independent processes [25], [26]. The NSP in Section 5.1 can be used to refor‐
mulate the utility-based selection presented in Alg. 1 as an integer program with linear
objective function and linear constraint [26]. Let us consider that for each user i ∈Ω there exists
a function f i that computes the NSP assuming pairwise orthogonality with user
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j ≠ i,  ∀ j∈Ω. By computing metric (23) over all users in Ω the intersection of the projection
onto the null spaces for the ith user is given by:

2 2sin
i ji i j if q

¹
= Õ h hh (32)

where θhih j
 can be calculated from (13). By applying a change of variables over (32) we have

that f̃ i =ai + ∑
j≠i

bij, where ai =2log ( hi ) and bij =2log (sin θhih j
). In this way, the component

related to the channel gains and the one related to the spatial compatibility are decoupled and
they can be used to model a bi-criterion problem [25] or to render the NSP into an integer
problem [26]. The user selection based on the NSP seeks the maximum sum of the effective
channel gains, which can be approximated by ∑i∈S f̃ i subject to |S|= Nt . In order to introduce
such constraint, we define the following binary variables:

ϕi =  {1 if user i is selected
0 otherwise φij =  {1 if users i and j are selected

0 otherwise

and the user selection modeled as an integer program based on the channel norms and
correlation coefficients (13) is given by [26]:
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Notice that the binary programming problem (33) is a reformulation of (24) and in contrast to
the metric-based selection in Section 6.1, the order in which the users are selected has no impact
on the orthogonality of the elements of H(S ). The solution to the user selection problem is given
by the binary variables ϕi so that S ={i ∈Ω:  ϕi =1} and power allocation based on water-filling
is performed over the set of selected users according to the employed precoding scheme. Since
the objective function is convex and the constraints are given by affine functions, this problem
can be solved by the pseudo-dual simplex method [7] for integer programs or by using
standard optimization packages like MATLAB.

7. Numerical examples

In this section we compare the average sum rate achieved when optimal and suboptimal user
selection is performed over different metrics of H(S ). The simulations consider perfect CSIT,
fading channels are generated following a complex Gaussian distribution with unit variance

User Selection and Precoding Techniques for Rate Maximization in Broadcast MISO Systems
http://dx.doi.org/10.5772/58937

43



and the average sum rate is given in (bps/Hz). Since we evaluate system performance via
Shannon capacity expressions in (6) and (7), the results are independent of the specific
implementation on the coding and modulation schemes, which provides us a general design
insight.

The curves displayed in Fig. 3 are obtained by optimally solving the combinatorial problems
introduced in Section 5 whose optimum user sets are employed to evaluate (4) with ZFBF.
Notice that these results are upper bounds of the average sum rate for each metric, which
implies that any greedy user selection algorithm can achieve at most the same performance
for its optimized metric. The sum rate achieved by Sω in (9) has a negligible performance gap

regarding to the optimum set S ⋆ for low values of K , and such gap rapidly vanishes as K →∞
with a cost of matrix product and inversion for each possible set S ⊆  Ω. Due to the properties
of water-filling the sum rate is maximized when the terms bi have larger and uniform values.

For low values of K  there exists a performance gap between S ⋆ and Sω because the probability
that the terms bi have large uniform values is small. As K  grows this probability increases and
the performance gap vanishes. The average sum rate achieved by Sξ in (22) computes a lower

bound of the NSP metric (8) with a performance gap not larger than 1% regarding to S ⋆ for
K =6 and such gap vanishes as K  grows. This result suggest that (21) is a good candidate metric
for user selection since it achieves a good trade-off between complexity and performance. The
fact that δ(H(S)) cannot identify with accuracy the set that maximizes the sum rate is because
this metric only reflects the degradation of the product of the eigenvalues of H̄(S ) with respect
to the channel gains. Consider that for a given channel instance the optimum solution of (27)
yields δ(H(Sδ))=1 which may indicate that H(Sδ) forms an orthogonal basis yet this results
does not provide information regarding the channel magnitudes. Observe that the optimum
channel matrix H(S ⋆) does not achieve perfect ε-orthogonality or pairwise orthogonality
among its components. The sum rate attained with the solution of problems (27), (29), and (31)
degrades as K  grows. This is due to the fact that for large multiuser diversity the probability
of finding a set of users that minimizes the dispersion of the eigenvalues of H̄(S ) increases but
this does not imply that the maximum sum of effective channel gains or transmitted power is
achieved. Metric (23) improves its performance when K →∞ since the probability that H(SΛ)
achieves both large sum of effective channel gains and pairwise uncorrelated channels is a
function of the multiuser diversity. The performance gap between SΛ regarding S ⋆ ranges
from 12% for K =6 to less than 1% for K =100. The advantage of metric (23) is that only the
computation of correlation coefficients in (13) is required avoiding matrix operations. The
performance gap between the solutions of (24) and (9) depends on the spatial resources at the
transmitter since the probability that two independent channels hi and h j are correlated is a
decreasing function of Nt . For the ε-orthogonality optimization in (25), the set S  may be not
unique since two different sets may containing the same maximum correlation coefficient but
their achievable sum rates may be quite different. Due to the fact that channel magnitudes are
neglected, problem (4) is solved without fully exploiting multiuser diversity.
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Figure 3. Average sum rate versus the number of users K  with SNR = 18(dB) and Nt = 4.

In Fig. 4 and Fig. 5 we compare several user selection algorithms that find sub-optimal solution
to (4), namely the metric-based selection using the NSP metric proposed in [21] using GSO,
[19], [35] using SVD, and the NSP approximation based on (23) proposed in [26]. The optimal
solution of (4) is found by exhaustive search subject to |S | = Nt , i.e., maximum multiplexing
gain. In order to highlight the contribution of multiuser diversity we compare performance
with respect to two simplistic user selection approaches, one based on the maximum channel
gain (MCG) criterion (selecting the Nt  users with higher channels norms), and a second
approach performing round robin user scheduling (RRS) policy. We compare the performance
of the metric-based selection in Section 6.1 with two greedy utility-based (sum rate) algorithms
in Section 6.2 [18] and [40], and with the integer linear program (ILP) selection described in
Section 6.3.

In Fig. 4 we compare the average sum rate as a function of the number of users for different
user selection strategies for both precoding techniques. For the case of ZFBF Fig. 4 (a) and
K <10, the solution set of the utility-based selection in [18] is achieved with a cardinality
less than Nt  compared to the optimum selection. This suggest that when K ≈ Nt  is more
efficient  to select  the users in a greedy fashion as described in Section 6.2,  than to per‐
form the selection based on channel metrics. When the number of competing users is large
K ≫ Nt ,  the performance gap between the three user  selection approaches described in
Section 6 decreases and all techniques achieve maximum multiplexing gain. For the large
K  regime,  the  metric-based  selection  achieves  a  performance  close  to  the  utility-based
selection with less computational effort. Moreover, the performance of the NSP approxima‐
tion in [26] converges to one of [19], [21], [35] with more gains in terms of computational
complexity. In the case of ZFDP Fig. 4 (b) all approaches in Section 6 achieve full multiplex‐
ing diversity regardless the regime of K . This is due to the fact that ZFDP can efficiently
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use all spatial resources at the transmitter for the high SNR regime. The utility and metric
based selection techniques achieve the same performance over all  range of  K .  The NSP
approximation metric  in  [26]  achieves more than 95% of  the optimum capacity and the
performance gap reduces as the number of  users increases.  Notice that  the approach in
Section 6.3 optimally solves problem (24) and its performance is an upper bound for the
user  selection in  [26].  The performance of  all  approaches presented in Section 6  is  sub-
optimal, yet they represent different and acceptable trade-offs between sum rate perform‐
ance, computational complexity, and multiplexing gain for different values of K  and the
SNR regime.

In Fig. 5 the average sum rate is a function of the SNR for ZFBF and K =10. The results
show that  for  P < P0 ≈10(dB) the utility-based selection is  more efficient  than the metric-
based  selection  in  the  low  SNR  regime.  In  the  high  SNR  regime  the  performance  gap
between the optimum selection and the approaches in Section 6 is less than 10%. Observe
that even the NSP approximation metric in [26] can efficiently exploit multiuser diversity
and the approaches based exclusively on channel magnitudes (MCG) and random selec‐
tion incur in a large performance degradation. Comparing the performance of the utility-
based versus the metric-based user  selection is  in  general  not  fair  since the former will
optimize  directly  its  utility  function  while  the  latter  attempts  to  reduce  computational
complexity by optimizing a simpler utility function. The performance gap between the two
approaches is  large for  low SRN and K  regimes.  The reason is  that  the former directly
optimizes the set of selected users while the latter indirectly estimates if a given set can
maximize  the  sum  rate.  In  the  high  SNR  regime,  the  gap  between  both  approaches
diminishes and results  in  [18]  show that  the achievable  sum rate  in  both approaches is
proportional to the number spatial resources Nt  at the transmitter.

Figure 4. Average sum rate versus the number of users (K ) with SNR = 18 (dB) and Nt = 4 for (a) ZFBF and (b) ZFDP.
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Figure 5. Average sum rate versus the SNR for the with K = 10, Nt = 4, and ZFBF.

8. Summary

In this chapter, we have presented several metrics and techniques for user selection in
multiuser MISO scenarios. This topic has been object of extensive research over the last years
for different wireless scenarios. Several metrics that evaluate spatial compatibility, matrix
invertibility, pairwise orthogonality, and eigenvalue dispersion were presented and compared
for the sum rate maximization with user selection problem. Results show that the null space
projection and its approximations are the metrics that most efficiently identify the set of users
that maximizes the sum rate for both precoders ZFBF and ZFDP. Since the optimal user
selection for sum rate maximization is a complex combinatorial problem different sub-optimal
selection strategies were presented. The metric-based and utility-based techniques compute
the user selection in a greedy fashion finding close-to-optimal solution. The metric-based
selection was reformulated as an integer program selection which provides an upper bound
of the performance of a metric based on the null space projection. Numerical results show that
depending on the multiuser diversity and SNR regime one strategy of user selection can be
preferred over the others reaching a fair trade-off between performance and complexity.
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1. Introduction

Data traffic over wireless communication networks has experienced a tremendous growth in
the last decade, and it is predicted to exponentially increase in the next decades [1]. Enabling
future wireless networks to fulfill this expectation is a challenging task both due to the scarcity
of radio resources (e.g. spectrum and energy), and also the inherent characteristics of the
wireless transmission medium. Wireless transmission is in general subject to two phenomena:
fading and interference. The former is a consequence of reflectors scattered in the environment
surrounding a transmitter and a receiver such that the receiver observes a superposition of
multiple copies of the transmitted signal. The superposition of the signals can be either
constructive or destructive depending on the phase shift and attenuation of the received signals
from different paths. The randomness of fading may degrade communication quality. Several
effective techniques have been developed to overcome the adverse effects of random fading.
For instance, multiple antennas transmission techniques are proposed to realize spatial
diversity and to improve the performance of wireless systems in the presence of fading [2]. In
addition, in multi-user networks because of the broadcast nature of wireless transmission
medium, each user’s communication is interfered by other users. Inter-user interference can
severely degrade the communication quality and makes communication of different users
interrelated; thus, finding the optimum interference management strategy becomes a chal‐
lenging problem.

Conventional interference management strategies including time-division multiple access
(TDMA) and frequency-division multiple-access (FDMA) avoid the inter-user interference by

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.



allocating orthogonal resources in time and frequency to different users, respectively. Inter‐
ference is consequently avoided at the cost of low spectral efficiency. Thus, it was believed that
the performance of wireless networks is limited by interference in general. However, the
elegant interference alignment concept [3], [4] reveals that with proper transmission signalling
design, different interference signals can in fact be aligned together, such that more radio
resources can be assigned to the desired transmission. For instance, in the case of a multi-user
interference network with more than two source–destination pairs, the interference signals at
each destination can be aligned such that maximally half of the signal space can be left to its
desired signal [4]. Therefore, each user may achieve half of the interference-free transmission
rate no matter how many interferers exist [4]. Although interference alignment can achieve a
larger data rate compared to orthogonal transmission strategies, several challenges should be
addressed to enable the deployment of this technique in future wireless networks [1], [5]. For
instance, to perform interference alignment, normally, global channel state information (CSI)
is required to be perfectly known at all terminals. Clearly, acquiring such channel knowledge
is a challenging problem in practice and proper channel training and channel state feedback
techniques need to be deployed. In addition, since the channels are time-varying proper
adaptive transmission is needed.

To investigate whether the outstanding performance of signal processing algorithms inspired
by interference alignment can be preserved in real environment, practical verifications is
needed. Wireless test-beds (e.g. the ones based on USRP or WARP) can be used as a platform
for the experimental verification of the novel interference management algorithms.

This chapter review recent advances in practical aspects of interference alignment. It also
presents recent test-bed implementations of signal processing algorithms for the realization of
interference alignment. In Section 2 we give a brief overview on the interference alignment
concept. Section 3 presents the structure of a canonical transmitter and receiver to realize
interference alignment, and discuss channel training and channel state feedback for these
systems. A brief review on test-bed implementations of interference alignment solutions is
presented in Section 4. Section 5, introduces hardware and software setup of the test-bed used
in this chapter for implementation of interference alignment. The test-bed implementation of
iterative transceiver design and power control algorithm is presented in Section 6. We discuss
the test-bed implementation of compressed feedback scheme for interference alignment
scheme in Section 7. Finally, Section 8 concludes the chapter.

2. K-user (K>2) interference networks

Consider a K-user (K>2) interference network. Several techniques have been devised for
interference management in multi-user interference networks. Three major approaches to deal
with interference are illustrated in Fig. 1. In Fig. 1 (a) all sources simultaneously transmit their
signals in the same frequency band. Each source applies the conventional single-user coding
technique. At each destination, the desired signal is superimposed by interference signals. The
destination performs decoding by treating the interference signals as noise. This strategy is
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reasonable for cases that the receiver only knows the transmitted codebooks of the intended
source. In the low signal-to-noise ratio (SNR) region, the level of interference can be controlled
by proper power control techniques. However, in the high-SNR regime, inter-user interference
is dominant. Therefore, the power control alone is not sufficient to manage the interference
and this transmission strategy may not lead to a desirable performance.
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Figure 1. Transmission schemes in three-user interference networks: (a) non-orthogonal transmission and decdoing by
treating interference as noise, (b) orthogonal transmission, and (c) interference alignment.

The conventional approach to avoid interference at destinations is to orthogonalize the
transmissions of different users. Each source–destination pair has access to only a portion of
the available channel, as shown in Fig. 1 (b). Although signal reception at each destination
does not directly suffer from inter-user interference, this scheme is not spectrally efficient due
to the fact the resource; i.e. time or bandwidth, are divided among the source–destination pairs.
From Fig. 1 (b), we see that the interference signals span a large dimension of the received
signal space at each destination to ensure orthogonal reception. However, if at each destination
the dimension of the subspace occupied by only the interference signals can be reduced, a
larger interference-free subspace would be left for desired transmission. This can be realized
using a new technique called interference alignment [3].

Specifically, interference alignment for interference networks refers to “a construction of signals
in such a manner that they cast overlapping shadows at the receivers where they constitute interference
while they remain distinguishable at the intended receivers where they are desired” [4]. In general, two
conditions should be satisfied to perform interference alignment technique. First, interference
signals should be aligned at the same subspace, termed interference subspace. Next, we need to
check whether the subspace left for the desired signal, called desired subspace, is independent
from the interference subspace. The conditions are essentially required for the realization of
the interference alignment techniques. An illustrative representation of this concept is shown
in Fig. 1 (c).
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Interference alignment can be realized in different domains such as space (across multiple
antennas [3], [4]), time (exploiting propagation delays [6], [7] or coding across time-varying
channels [4], [8]), frequency (coding across different carriers in frequency-selective channels
[9]), and code (aligning interference in signal levels [10]). Combinations of domains can also
be used e.g. space and frequency, [11]. In the following, we briefly introduce Degrees of Freedom
(DoF) which is a performance measure for wireless networks at high-SNR regime.

2.1. Degrees of freedom region

Consider the K-user interference network in Fig. 1. Source Sk (k ∈ {1, 2,..., K}) intends to send
an independent message wk ∈ Wk to its destination, where Wk denotes the corresponding
message set. The message |wk |  is encoded to a codeword of length N. Thus, the corresponding

code rate is Rk = log |wk |n  where |wk |  denotes the cardinality of |wk | . The rate tuple (R1, R2,...,
RK) is said to be achievable if a sequence of codebooks exists, such that the probability that each
destination decodes its message in error can be arbitrarily small, by choosing long enough
codewords. The capacity region of the network is the closure of the set of all achievable rates.
In Gaussian interference networks where the noise is additive white Gaussian, the capacity
region depends on the transmission powers of sources, the noise powers and channel gains.
Since the exact capacity region is difficult to find, as a starting point one can use the DoF region
to characterize/approximate the capacity/achievable rate region in the high-SNR region (where
interference is the dominant phenomenon that degrades system performance). The DoF region
is defined as follows
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where C(P) denotes the capacity region, and P is the transmission power of each source. The
DoF can be seen as the pre-log factor of the achievable rate and the DoF region describes how
the capacity region expands as transmission power increases.
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Fig. 2: Transmitter and Receiver Structure.

region expands as transmission power increases.

III. PRACTICAL CHALLENGES OF INTERFERENCE ALIGNMENT

The structure of a canonical transmitter and receiver for the implementation of interference align-

ment is shown in Fig. 2. At the transmitter side, there is an encoder which encodes the messages

to the corresponding codewords suitable for transmission over the channel. The transmission can be

enhanced by the adaptation of the transmitted signal according to the received channel state infomation

feedback. Specifically, in a class of communication systems that transmission powers are fixed and a

maximum throughput is desired, the encoder may adapt transmission rate according to the estimate

of the mutual information of the channel (computed by the rate adaptation module). On the other

hand, in another class of systems which desire fixed-rate transmission, power control module should

adjust transmitted power according to the channel state feedback to maintain mutual information of

the channel larger than a certain level. Each transmitter has a beamformer which compute the proper

signal for transmission over the channel according to the interference alignment concept.

At the receiver side, channel estimation module computes the estimation of incoming channel

gains. These channel estimations can be used for recovering the transmitted message and computing

the channel state information feedback signal. The filter module exploits estimated channel gains to

recover the desired signal from interference signals according to the interference alignment concept.

The decoder module decodes the message using an estimate of the incoming channel gain. The

feedback encoder module denoted by ‘f ’ in Fig. 2 computes the feedback signal according to the

estimated channel gains. Also, there is a synchronizer module at the receiver to synchronize the

receiver and the transmitter. In the following, we will explain these parts in more detail.
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region depends on the transmission powers of sources, the noise powers and channel gains.
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interference is the dominant phenomenon that degrades system performance). The DoF region
is defined as follows
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where C(P) denotes the capacity region, and P is the transmission power of each source. The
DoF can be seen as the pre-log factor of the achievable rate and the DoF region describes how
the capacity region expands as transmission power increases.
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3. Practical challenges of interference alignment

The structure of a canonical transmitter and receiver for the implementation of interference
alignment is shown in Fig. 2. At the transmitter side, there is an encoder which encodes the
messages to the corresponding codewords suitable for transmission over the channel. The
transmission can be enhanced by the adaptation of the transmitted signal according to the
received channel state infomation feedback. Specifically, in a class of communication systems
that transmission powers are fixed and a maximum throughput is desired, the encoder may
adapt transmission rate according to the estimate of the mutual information of the channel
(computed by the rate adaptation module). On the other hand, in another class of systems which
desire fixed-rate transmission, power control module should adjust transmitted power accord‐
ing to the channel state feedback to maintain mutual information of the channel larger than a
certain level. Each transmitter has a beamformer which compute the proper signal for trans‐
mission over the channel according to the interference alignment concept.

At the receiver side, channel estimation module computes the estimation of incoming channel
gains. These channel estimations can be used for recovering the transmitted message and
computing the channel state information feedback signal. The filter module exploits estimated
channel gains to recover the desired signal from interference signals according to the interfer‐
ence alignment concept. The decoder module decodes the message using an estimate of the
incoming channel gain. The feedback encoder module denoted by ‘f ’ in Fig. 2 computes the
feedback signal according to the estimated channel gains. Also, there is a synchronizer module
at the receiver to synchronize the receiver and the transmitter. In the following, we will explain
these parts in more detail.

3.1. Channel training for interference alignment

In practice, destinations can acquire CSI through a pilot-based channel training scheme. For
example, consider block fading channel model in which channel gains are constant within one
fading block and change to independent values in the subsequent blocks. The length of each
block coincides with the coherence time of channel denoted as T.

Terminals first need to learn the channels within each fading block, and next use the estimated
channels to perform their transmission. A pilot-assisted interference alignment scheme is
proposed in [12] which perform these tasks. According to this scheme, transmission within
each fading block is conducted in two phases: pilot transmission phase and data transmission
phase. These two phases have the duration of Tτ=αT and Td=(1-α)T, respectively, where α ∈ [K/
T, 1] called channel sharing factor is a design parameter. A larger α leads to more accurate
channel estimation at the expense of less time left for data transmission. The transmission
power of the pilot symbols in general can be different from that of the data symbols. Let P, Pd,
and Pτ denote the average transmission power, the average power of data symbols, and the
average power of pilot symbols, respectively. Source Sl (l ∈ {1,..., K}) sends Tτ known pilot
symbols with power Pτ. Then, the destination Dk (k ∈ {1,..., K}) applies a minimum mean square
error (MMSE) estimator to obtain an estimate of the channel gain. As shown in Fig. 2 this
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channel estimate is used at the receiver filter and the decoder to recover the desired message
[13].

A more accurate estimation of the channel can be obtain by allocating more transmission power
for training symbols which implies that a lower power is left for data transmission. The
achievable rate region by taking into account this noisy CSI is computed in [12]. According to
Proposition 2 in [12], the optimum power allocation which maximizes the achievable rate
region is
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This result recommends that in large networks more power should be allocated to the channel
training instead of the data transmission. The intuition behind this result is that in large
networks the performance loss due to imperfect interference alignment as a consequence of
imperfect CSI becomes more important. Thus, it is recommended to allocate more power to
pilot symbols instead of data symbols to acquire CSI more accurately.

3.2. Channel state information feedback

As we have discussed in the previous section, destinations can acquire CSI through a pilot-
based channel training scheme. The destinations then can send the estimated CSI to the sources
via channel state feedbacks. They can transmit either un-quantized CSI (analog feedback) or
quantized CSI (digital feedback) via feedback channels. In the following, we briefly review
some key results for different type of feedback schemes.

1) Analog Feedback: The destinations can obtain an estimate of the incoming channels according
to the scheme mentioned in Section 3.1. Then, they may transmit the analog value of the
estimated channels over the feedback channel. Let the function f in Fig. 2 to be defined as
f(x)=x, and assume error-free feedback channels. According to Theorem 3 in [12], in a single-
input single-output (SISO) time-varying K-user network with coherence time T, the achievable
sum DoF is
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( ){ }min 1 / / 2, / 8 .d K K T TS = - (5)

This result is achieved when the number of the users selected to be active is

{ }opt min , / 2 .K K T= (6)

This recommends that, in large networks (K > T /2) when no CSI is a priori available at
terminals, first select a subset of the users and next perform channel training and interference
alignment within the set of active users.

2) Digital Feedback: Digital channel state feedback strategies in which each destination quantize
the incoming channels and sends the index of the quantized channel over feedback channels
has been studied in several works (e.g. [14-16]). It is shown that the same DoF as when perfect
CSI is available can be obtained, provided that the destinations a priori know channels and
the feedback signals’ rate is proportional to log P, where P is the transmission power of each
source. That is,

~ log ,fN P (7)

where Nf is the number of feedback bits. It should be noticed that in practice where destinations
do not know incoming channels a priori, part of the radio resources need to be allocated for
channel training and a smaller DoF will be achievable (cf. [12]). This part is discussed in more
detail in section 7.1.

3.3. Iterative interference alignment

In this part we present an iterative algorithm referred to as leakage minimization algorithm and
an extension for it called Max-SINR which both are proposed in [17]. Consider a three-user
multiple-input multiple-output (MIMO) interference network where each terminal is equip‐
ped with M antennas. For presentation simplicity here we assume M to be even. The result
when M is odd is provided in [4]. It has been shown in [4] that the achievable DoF of each
source–destination pair is M/2. To achieve this DoF, the transmitter-side beamformers and
the receiver-side filters should be designed. In the following, we will briefly present the
algorithm proposed in [17] to compute the beamformers and filters. We assume each terminal
can acquire only local channel side information, i.e. knowledge about the channels which are
directly connected to it throughout training of the channel. Destination Dk can obtain Hkl and
source Sk can obtain Hlk, l ∈ {1, 2, 3}, where Hlk is the forward channel from Sk to Dl and HRlk is
the reverse channel from Dl to Sk. The iterative computation of the beamformers and the filters
occur in the training phase. After the convergence of the computed filters and beamformers
to the interference alignment solutions, the data transmission starts. Let Vk denote an M×M/2
transmitter-side beamforming matrix where its columns are the orthogonal basis of the
transmitted signal space of Sk. The transmitted signal of Sk is
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,kk k=x V x (8)

where each element of the M/2×1 vector x̄k  represents an independently encoded Gaussian
codeword with power 2Pk /M. Each codeword is beamformed with the corresponding column
of Vk.

Let Uk be an M×M/2 receiver-side filtering matrix whose columns are the orthogonal basis of
the desired signal subspace at Dk. The filter output of Dk is

* ,k kk =y U y (9)

where yk is the received vector. The transmitter-side beamforming matrices and the receiver-
side filtering matrices should satisfy the following interference alignment conditions:
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If global CSI is available, the beamforming and filtering matrices can be designed such that
these conditions are satisfied. However, with the lack of global CSI if we choose the beam‐
formers and the filters randomly, with high probability only the second condition in (10) will
be satisfied. Consequently, some interference remains at the destinations. The total power of
interference at Dk is

*Tr ,k k k kIF é ù= ë ûU Q U (11)

where

K
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2 j
k kj j j kj

j j k

P
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is the covariance matrix of interference at Dk. Clearly, IFk=0 only if the beamformers and the
filters satisfy conditions in (10). However, Dk can utilize the local channel side information to
minimize this received interference power by optimizing its receiver-side filter. Therefore,
assuming that the beamformers are fixed, the receiver-side filter Uk is the solution of the
following problem:

*

2

, min .
k k k M

kIF
=IU U U (13)
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The solution is given in [17]:

Ukd =νd Qk ,  d =1, ..., M2 , (14)

where Ukd  denotes the dth column of Uk and νd [A] is the eigenvector corresponding to the dth
lowest eigenvalue of A.

To optimize the transmitter-side beamformers the reciprocity of the channels can be exploited
to obtain CSI at sources. For instance, destinations can transmit training sequences over the
reverse channels (channels from destinations to sources) which are separated from the forward
channels (channels from sources to destinations) in time via time-division duplex (TDD). The
reciprocity of the forward and reverse channels is assumed, i.e. Hklr =Hlk* (∀ l, k ∈{1, 2, ..., K }).
For this purpose, the destination Dk performs beamforming and Sk perform filtering in the
reverse direction with matrices Vkd  and Uk , respectively. These matrices can be selected to
perform interference alignment in the reverse direction. Since, the reciprocity holds, if we
choose Ukr =Vk  and Vkr =Uk , the solutions of the interference alignment problem in the reverse
direction are equivalent to those in the forward direction. In a similar way as in the forward
direction, the reverse direction filters are computed as,(Ukr)d =νd Qkr ,  d =1, ..., M2 . (15)

where Qr
k is the covariance matrix of interference at Sk and is computed in a similar way as

in (12) with the reverse direction channels and beamformers. We can set the beamforming
matrices in the forward direction as Vk =Ukr and repeat this optimization procedure until the
beamforming matrices and the receiving filters converge. The convergence of this algorithm
is shown in [17]. Next, the sources beamform their data using the computed beamforming
matrices and the destinations decode their desired signals by applying associated filters. An
extension of this iterative algorithm is proposed in [17] which instead of minimizing leakage
at each destination tries to maximize signal-to-noise-plus-interference ratio (SINR) corre‐
sponding to each srteam. This algorithm is referred to as Max-SINR algorithm in the literature.
According to Max-SINR algorithm, the receiver filtering vector Ukd  instead of the one in (14) is
selected to be a MMSE filter as follows

( )
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where IM/2 is M/2 × M/2 identity matrix and N0 is the noise power. Similarly, the transmitter
beamforming vectors are updated in the reverse transmissions. In the following sections, we
will present test-bed implementation of algorithms which use Max-SINR algorithm for
computing the transmitter and receiver filters.

4. Review on test-bed implementation of interference alignment

The idea of squeezing aligned interference signals into half of the signal space and accessing
the other half of the signal space for desired transmission in an interference network is so
tempting that a large body of works has been done since the introduction of interference
alignment to implement this elegant approach, for instance look at [9], [18-26].

The first implementation of interference alignment is reported in [18]. A hybrid version of
interference alignment combined with the successive interference cancellation (IAC) in a single
carrier narrow-band MIMO wireless local area network (WLAN) is tested in this paper. Several
interference alignment and interference alignment-like approaches are tested in MIMO-OFDM
interference channels in [19]. This paper specifically studies the effects of poor channel
conditions on the performance of interference alignment. Real-time implementation of
different interference alignment scenarios are performed on different test-beds like the ones
in [21-23]. [21] identifies practical issues that degrades the interference alignment performance
such as channel estimation errors or collinearity between the desired signal and interference
subspaces while in [23], in Vienna MIMO test-bed (VMTB), the typical delay is measured.

Implementation of interference alignment in frequency domain over measured channels is
considered in [9] where the different variants of interference alignment are compared with
frequency planning scenarios. The significant superiority of interference alignment perform‐
ance in terms of average sum rate is reported at high SNRs in this paper.

In all previously mentioned papers, the effects of hardware impairments are ignored. In [20],
the effects of such impairments on the performance of interference alignment and coordinated
multi-point1 (CoMP) is investigated on KTH four-multi test-bed and a measurement based
model for signal-to-interference-noise-and-distortion ratio (SINDR) is suggested. Implemen‐
tation of interference alignment with power control and interference alignment with com‐
pressed feedback are also studied on the same test-bed in [24] and [25], respectively. These
two approaches are further explained in the rest of this chapter. Table below summarizes some
of the works that have been done in the test-bed implementation of interference alignment.

1 CoMP is an approach similar to interference alignment with this main difference that in CoMP all the sources know the
information to be transmitted to all destinations.
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V. KTH FOUR-MULTI TEST-BED SETUP

KTH four-multi is a USRP-based wireless communication test-bed consisting of several stationary

and movable multi-antenna nodes. A software framework accompanies the hardware setup of the test-

bed which facilitates the rapid testing of multi-antenna schemes (see http://fourmulti.sourceforge.net/).

In the following, the hardware and software structure of the test-bed is described.

A. Hardware Setup

The current version of the test-bed consists of six nodes where three of them are fixed and take the

role of transmitting sources while the other three are movable receiving destinations. All the nodes

are equipped with two vertically polarized dipole antennas spaced 20 cm apart which is 1.6 times

of the carrier’s wavelength. Twelve Ettus Research USRP N210 (see www.ettus.com) are used to

govern the twelve antennas in the network. The source USRPs are equipped with the standard Ettus

XCVR2450 RF dautherboards while the destination USRPs use custom boards to achieve sufficient

noise figure and dynamic range. The output signal of each source USRP is amplified by a ZRL-

2400LN power amplifier. Two Linux computers control all the USRPs in the network. The network

structure of four-multi test-bed is illustrated in Fig. 3.

The network is designed to work at 2.49 GHz center frequency with 12 MHz bandwidth. Syn-

chronization of the network is performed in three levels, namely time, frequency and transmit-receive

synchronizations. The time and transmit-receive synchronizations are done by means of a pulse-

per-second (PPS) signal (0-5 V, 1 Hz square wave) and a national marine electronics association

(NMEA) signal (an ASCII protocol that provides hour-minute-second time), respectively. Both signals

October 14, 2014 DRAFT

Figure 3. Network structure of four-multi test-bed.

5. KTH four-multi test-bed setup

KTH four-multi is a USRP-based wireless communication test-bed consisting of several
stationary and movable multi-antenna nodes. A software framework accompanies the
hardware setup of the test-bed which facilitates the rapid testing of multi-antenna schemes
(see http://fourmulti.sourceforge.net/). In the following, the hardware and software structure
of the test-bed is described.

5.1. Hardware setup

The current version of the test-bed consists of six nodes where three of them are fixed and take
the role of transmitting sources while the other three are movable receiving destinations. All
the nodes are equipped with two vertically polarized dipole antennas spaced 20 cm apart
which is 1.6 times of the carrier’s wavelength. Twelve Ettus Research USRP N210 (see
www.ettus.com) are used to govern the twelve antennas in the network. The source USRPs
are equipped with the standard Ettus XCVR2450 RF dautherboards while the destination
USRPs use custom boards to achieve sufficient noise figure and dynamic range. The output
signal of each source USRP is amplified by a ZRL-2400LN power amplifier. Two Linux
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V. KTH FOUR-MULTI TEST-BED SETUP

KTH four-multi is a USRP-based wireless communication test-bed consisting of several stationary

and movable multi-antenna nodes. A software framework accompanies the hardware setup of the test-

bed which facilitates the rapid testing of multi-antenna schemes (see http://fourmulti.sourceforge.net/).

In the following, the hardware and software structure of the test-bed is described.

A. Hardware Setup

The current version of the test-bed consists of six nodes where three of them are fixed and take the

role of transmitting sources while the other three are movable receiving destinations. All the nodes

are equipped with two vertically polarized dipole antennas spaced 20 cm apart which is 1.6 times

of the carrier’s wavelength. Twelve Ettus Research USRP N210 (see www.ettus.com) are used to

govern the twelve antennas in the network. The source USRPs are equipped with the standard Ettus

XCVR2450 RF dautherboards while the destination USRPs use custom boards to achieve sufficient

noise figure and dynamic range. The output signal of each source USRP is amplified by a ZRL-

2400LN power amplifier. Two Linux computers control all the USRPs in the network. The network

structure of four-multi test-bed is illustrated in Fig. 3.

The network is designed to work at 2.49 GHz center frequency with 12 MHz bandwidth. Syn-

chronization of the network is performed in three levels, namely time, frequency and transmit-receive

synchronizations. The time and transmit-receive synchronizations are done by means of a pulse-

per-second (PPS) signal (0-5 V, 1 Hz square wave) and a national marine electronics association

(NMEA) signal (an ASCII protocol that provides hour-minute-second time), respectively. Both signals
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5. KTH four-multi test-bed setup

KTH four-multi is a USRP-based wireless communication test-bed consisting of several
stationary and movable multi-antenna nodes. A software framework accompanies the
hardware setup of the test-bed which facilitates the rapid testing of multi-antenna schemes
(see http://fourmulti.sourceforge.net/). In the following, the hardware and software structure
of the test-bed is described.

5.1. Hardware setup

The current version of the test-bed consists of six nodes where three of them are fixed and take
the role of transmitting sources while the other three are movable receiving destinations. All
the nodes are equipped with two vertically polarized dipole antennas spaced 20 cm apart
which is 1.6 times of the carrier’s wavelength. Twelve Ettus Research USRP N210 (see
www.ettus.com) are used to govern the twelve antennas in the network. The source USRPs
are equipped with the standard Ettus XCVR2450 RF dautherboards while the destination
USRPs use custom boards to achieve sufficient noise figure and dynamic range. The output
signal of each source USRP is amplified by a ZRL-2400LN power amplifier. Two Linux
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computers control all the USRPs in the network. The network structure of KTH four-multi test-
bed is illustrated in Fig. 3.

The network is designed to work at 2.49 GHz center frequency with 12 MHz bandwidth.
Synchronization of the network is performed in three levels, namely time, frequency and
transmit-receive synchronizations. The time and transmit-receive synchronizations are done
by means of a pulse-per-second (PPS) signal (0-5 V, 1 Hz square wave) and a national marine
electronics association (NMEA) signal (an ASCII protocol that provides hour-minute-second
time), respectively. Both signals are generated by an EM406A GPS module and distributed
through the network. The frequency synchronization is also performed by helps of 10 MHz
reference clocks (CLK). All the source’s local oscillators are locked to the same clock while a
separate clock is provided for each of the destinations. In a real implementation the same
synchronization would be achieved using common control and synchronization channels
(cellular systems) or from the burst preambles (wireless local area networks). In a system with
interference alignment, transmitter will in any case need some kind of back-haul to provide a
common time reference and disperse scheduling decisions.

5.2. Software setup

The four-multi software framework has been developed in C++(see http://fourmulti.source‐
forge. net/). It runs on two Linux computers separately. One of the computers controls the
three source nodes while the other one controls the three destination nodes connected to them
via Ethernet connections. The sources’ computer generates the transmitted frames and feeds
them to the source nodes while the destinations’ computer process the received frames at the
destination nodes. A TCP/IP connection between the source and the destination computers
provides the feedback links. Backhaul communication among the source nodes is also
implemented by the help of TCP/IP connections between the source computer and the source
nodes.

The framework contains a toolbox for coding and modulation (AMC and OFDM1) which
was used in the implementations of the next two sections. The KTH four-multi Modula‐
tion and coding toolbox includes an LDPC channel encoder/decoder, a QAM modulator/
demodulator  and  an  OFDM  modulator/demodulator.  The  specification  of  these  built-in
functions is summarized in Table 1.

OFDM1 AMC

FFT length 80 Coding rates 1/2, 5/8, 3/4

Cyclic prefix length 12 Codeword length 1520

Number of null subcarriers 42 QAM modulation orders 4, 16, 64, 256

Subcarrier spacing (KHz) 312.5

Table 1. Modulation and coding toolbox specifications.
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6. Test-bed implementation of the iterative transceiver filter design and
power control

We, in this section, first present an iterative algorithm for joint transceiver filter design and
power control proposed in [27] and then explain how this algorithm is implemented on KTH
four-multi test-bed and finally present measurement results.

6.1. Iterative transceiver filter design and power control algorithm

In an interference network, each user can affect the received SINR at its corresponding
destination through the choice of beamforming and receiving filters as well as the transmitting
power. Considering single stream transmissions, the received SINR at the kth destination is
computed as

* * *
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k k k k
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where IFk is given by (11). Given the beamforming and receiving filters, from Equation (18)
the minimum transmitting power required to maintain a fixed rate Rtar,k (assuming that the
interference can be regarded as Gaussian noise) at kth destination can be found as
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where γk =2Rtar ,k −1 is the minimum required SNR in an AWGN channel. The total power of
the interference, IFk which appears in the nominator is a function of transmitting powers at all
the interfering transmitters. It means that increasing the power of one source causes higher
level of interference at non-corresponding destinations and therefore the other sources need
to transmit with higher power as well. In [28], it is shown that if the relation between the powers
Pk, k=1,..., K satisfies a set of conditions then either there is an unique solution for the powers
that can be found iteratively starting from any initial value or no solution exists. It is easy to
prove that Equation (19) meets the conditions in [28] and therefore optimal transmitting
powers can be found distributively after a sufficient number of iterations.

Inspired by Max-SINR algorithm and the aforementioned power control algorithm, an
iterative transceiver design and power control algorithm was proposed in [27]. A brief version
of the algorithm is presented on the next page for the sake of completeness. The algorithm is
composed of three update phases in each iteration such that the receiving filters, transmission
powers and beamforming filters are sequentially updated. The receiving and beamforming
filters are optimized to deliver the maximum SINR at the destinations in the forward com‐
munication direction and at the sources in the reverse direction, respectively according to the
concept of Max-SINR algorithm. On the other hand, in the power update phase, the powers
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are set to the minimum values needed for maintaining a fixed rate communication. The
transmission power is upper bounded by Pmax. This algorithm assumes that accurate CSI is
obtained at terminals. An extensions of the algorithm when terminals have access to only noisy
CSI is proposed in [29].

Algorithm 1 Transceiver Filter Design and Power Control [27]

Initialize:vk(0), Pk(0), k ∈{1, ..., K }, n=1.
repeat

Update receiver filtering vector:

( ){ }( ) arg max SINR , ( 1), ( 1)
kk k k k kn n P n= - -uu u v (20)

Update transmission power:

( ){ }max( ) min ( ), ( 1), ,k k k k kP n n n Pb g= -u v (21)

Reverse the communication direction:{ukr(n−1)=vk(n)
Hijr =H ji* i, j ∈{1, … , K }Pkr(n−1)=PF

Update transmitter beamforming vector:

( ){ }( ) arg max SINR , ( 1), ( 1)
r
k

r r r r r
k k k k kn n P n= - -

u
u u v (22)

Set beamforming vector vk(n)=ukr(n) and n=n + 1
untiln=N

6.2. Transmitted frame structure

The air interface of the network is designed based on OFDM modulation using KTH four-
multi’s modulation and coding toolbox. Coding rate of 1/2 and 16QAM modulation was chosen
for transmitting fixed-rate data streams though the air interface. The transmitted frame
structure is depicted in Fig. 4. In our experiment, each frame consists of 20 payload symbols
and either two or three reference signals (RS) (i.e. pilot symbols). The payload symbols are
concurrently transmitted from all the sources while each stream is beamformed with its
corresponding beamforming filter instructed by Algorithm 1. Although the overhead of pilot
symbols is significant in this case, we note that the number of payload symbols could be larger
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depending on the coherence time of the indoor channel. In the implementation in Section 7
there are in fact thousands of payload symbols with no additional pilots. Thus the overhead
could be reduced to one percent for the environment in Fig. 5.

Three types of RS are employed in the network, which are referred to as channel state information
RS (CSI-RS), demodulation RS (DM-RS) and power RS (P-RS). During the pilot transmission all
the sub-carriers of the OFDM symbol is filled with known QAM symbols. We next explain
each type of these reference signals:
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these reference signals:

• CSI-RS: The received noisy CSI-RS at the destinations are exploited to estimate the corre-

sponding channel matrices to enable execution of Algorithm 1. The CSI-RS are transmitted

orthogonally; i.e., one CSI-RS is transmitted from each transmit antenna in the network while

the other antennas are silent. To enhance the quality of the channel estimations the CSI-RS are

scaled such that the associated QAM symbol has the maximum transmit power Pmax.

• DM-RS: The DM-RS are used to compute the effective channel by taking into account the

transmit and receive filters. Therefore they need to be stream-dedicated and be processed by

the same pre-coder as the payload symbols of the corresponding stream. In this way, their

power is not fixed and is set by the power control algorithm.

• P-RS: Algorithm 1 is constructed to select the minimum possible transmission power to min-

imize the interference at the destinations. This hence reduces the power of DM-RS and may

lead to a poor estimation of cross-channels, which is not favorable. To tackle this problem,

PR-S is introduced where the amplitudes of the DM-RS are scaled after the pre-coder by a

scaling factor α. In each frame, the scaling factor is computed as

α =

√

Pmax

maxk,j Pk,j

, (23)

where Pk,j is the transmit power of the jth sub-carrier of kth source. The destinations therefore

need to get informed about the scaling factor. This is achieved by having node 1 (the master

node) repeat its first DM-RS but now scaled with α. This enables all destinations to make

robust estimate of α (it is assumed that all destinations can hear node 1). The factor α is also

quantized into a discrete set of values to avoid that α introduces estimation errors.
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CSI-RS: The received noisy CSI-RS at the destinations are exploited to estimate the corre‐
sponding channel matrices to enable execution of Algorithm 1. The CSI-RS are transmitted
orthogonally; i.e., one CSI-RS is transmitted from each transmit antenna in the network while
the other antennas are silent. To enhance the quality of the channel estimations the CSI-RS are
scaled such that the associated QAM symbol has the maximum transmit power Pmax.

DM-RS: The DM-RS are used to compute the effective channel by taking into account the
transmit and receive filters. Therefore they need to be stream-dedicated and be processed by
the same pre-coder as the payload symbols of the corresponding stream. In this way, their
power is not fixed and is set by the power control algorithm.

P-RS: Algorithm 1 is constructed to select the minimum possible transmission power to
minimize the interference at the destinations. This hence reduces the power of DM-RS and
may lead to a poor estimation of cross-channels, which is not favorable. To tackle this problem,
P-RS is introduced where the amplitudes of the CSI-RS are scaled after the pre-coder by a
scaling factor α. In each frame, the scaling factor is computed as
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CSI-RS: The received noisy CSI-RS at the destinations are exploited to estimate the corre‐
sponding channel matrices to enable execution of Algorithm 1. The CSI-RS are transmitted
orthogonally; i.e., one CSI-RS is transmitted from each transmit antenna in the network while
the other antennas are silent. To enhance the quality of the channel estimations the CSI-RS are
scaled such that the associated QAM symbol has the maximum transmit power Pmax.

DM-RS: The DM-RS are used to compute the effective channel by taking into account the
transmit and receive filters. Therefore they need to be stream-dedicated and be processed by
the same pre-coder as the payload symbols of the corresponding stream. In this way, their
power is not fixed and is set by the power control algorithm.

P-RS: Algorithm 1 is constructed to select the minimum possible transmission power to
minimize the interference at the destinations. This hence reduces the power of DM-RS and
may lead to a poor estimation of cross-channels, which is not favorable. To tackle this problem,
P-RS is introduced where the amplitudes of the CSI-RS are scaled after the pre-coder by a
scaling factor α. In each frame, the scaling factor is computed as
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where Pk,j is the transmit power of the jth sub-carrier of kth source. The destinations therefore
need to get informed about the scaling factor. This is achieved by having node 1 (the master
node) repeat its first DM-RS but now scaled with α. This enables all destinations to make robust
estimate of α (it is assumed that all destinations can hear node 1). The factor α is also quantized
into a discrete set of values to avoid that α introduces estimation errors.
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C. Measurement results

The test-bed measurement was performed in KTH signal processing department which floor map

is illustrated in Fig. 5. The measurement environment is categorized as an indoor office. In this

experiment only non-line-of-sight (non-LOS) scenarios were investigated by placing source and

destination nodes in the corridor and inside the nearby offices, receptively. The receive antenna gains

also decreased by connecting 10 dB attenuators to them in order to avoid saturation of receive PAs.

The measurement was done in 100 batches. In each batch a random placement of the destination

nodes in the area marked by colored circles in the figure were measured. The signals transmitted

according to two different schemes were measured sequentially in each batch. In the first scheme,

referred to as noPC, the iterative interference alignment was implemented according to [17] for

benchmarking. In the second scheme, referred to as PC, transmission powers and beamforming

filters were computed according to Algorithm 1 and MMSE receiving filters were applied at the

destinations. Each scheme was run with 28 frames inter-spaced 0.15 seconds. The statistics of the

first frames of both schemes were not taken into account since there is no feedback information at

these frames.

High power may push the terminals’ PA to work in their non-linear region. Non-linearities in the

transmit-receive chain degrades the performance of the system by introducing distortion noise into the

system. Distortion noise is usually modeled as a Gaussian noise whose power increases by increasing

the transmission power of the source nodes [30]. In order to make sure that the reduction of transmit

power is not the only cause for the performance improvement, four different levels of transmission

power were tested in noPC scheme that is each 7 frames were transmitted with a different power.

Table II shows the average performance of the two schemes for the 100 measurement batches. In

this measurement the PC scheme’s target SINR γk was set to 18 dB for all the users. The performances

were compared in the sense of bit-error rate (BER) and transmitted power. The table shows that the

PC scheme has the lowest BER, although its average transmit power is much lower than the noPC
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6.3. Measurement results

The test-bed measurement was performed in KTH signal processing department which floor
map is illustrated in Fig. 5. The measurement environment is categorized as an indoor office.
In this experiment only non-line-of-sight (non-LOS) scenarios were investigated by placing
source and destination nodes in the corridor and inside the nearby offices, receptively. The
receive antenna gains also decreased by connecting 10 dB attenuators to them in order to avoid
saturation of receive power amplifiers. The measurement was done in 100 batches. In each
batch a random placement of the destination nodes in the area marked by colored circles in
the figure were measured. The signals transmitted according to two different schemes were
measured sequentially in each batch. In the first scheme, referred to as noPC, the iterative
interference alignment was implemented according to [17] for benchmarking. In the second
scheme, referred to as PC, transmission powers and beamforming filters were computed
according to Algorithm 1 and MMSE receiving filters were applied at the destinations. Each
scheme was run with 28 frames inter-spaced 0.15 seconds. The statistics of the first frames of
both schemes were not taken into account since there is no feedback information at these
frames.
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High power may push the terminals’ power amplifier to work in their non-linear region. Non-
linearities in the transmit-receive chain degrades the performance of the system by introducing
distortion noise into the system. Distortion noise is usually modeled as a Gaussian noise whose
power increases by increasing the transmission power of the source nodes [30]. In order to
make sure that the reduction of transmit power is not the only cause for the performance
improvement, four different levels of transmission power were tested in noPC scheme that is
each 7 frames were transmitted with a different power.

Table 2 shows the average performance of the two schemes for the 100 measurement batches.
In this measurement the PC scheme’s target SINR γk was set to 18 dB for all the users. The
performances were compared in the sense of bit-error rate (BER) and transmitted power. The
table shows that the PC scheme has the lowest BER, although its average transmit power is
much lower than the noPC scheme with the best BER performance.

scheme noPC PC

Average power (dBm) -12.9 -3.4 1.1 7.1 -1

FER 0.6856 0.1700 0.0528 0.0561 0.0071

BER 0.0815 0.0124 0.0020 0.0030 2.2 × 10−4

Average SINR (dB) 10.9 20 24.3 26.7 18.5

Table 3. Measurement results.
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Figure 6. Empirical CDF of SINR. The solid line represents the PC scheme and the dashed lines denote the noPC
scheme with different transmit powers (Ptr).

Empirical cumulative distribution function (CDF) of the received SINR for two schemes is
plotted in Fig 6. This plot reveals the reason for the low BER of PC scheme, despite its low
transmit power. The received SINRs in this scheme are concentrated around the target value
while in the noPC scheme they are distributed over a wider range. Having SINR higher than
the target value while the transmit rate is fixed leads to the waste of energy and on the other
hand SINRs lower than the target increase the probability of error and therefore the BER.
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plotted in Fig 6. This plot reveals the reason for the low BER of PC scheme, despite its low
transmit power. The received SINRs in this scheme are concentrated around the target value
while in the noPC scheme they are distributed over a wider range. Having SINR higher than
the target value while the transmit rate is fixed leads to the waste of energy and on the other
hand SINRs lower than the target increase the probability of error and therefore the BER.
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Power saving gain at each frame is computed as the ratio of the transmit power in noPC scheme
with 7.1 dBm average power and the total power transmitted in the PC scheme with 18 dB
target SINR. Fig. 7 shows the empirical CDF of the power saving gain. As the empirical CDF
implies, implementation of Algorithm 1 in PC scheme leads to at least 4dB gain in 90% of the
measurements. Fig. 7 also shows that in 10% of the measurements gains higher than 13 dB was
observed.

The benefit of power control in the PC scheme is in fact two-fold. By decreasing the transmit
power, while retaining the target SINR, not only less interference is received at the destinations
but also the distortion noise due to transceiver impairments decreases.
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Fig. 7: Emperical CDF of transmit power saving gain.

VII. TEST-BED IMPLEMENTATION OF THE INTERFERENCE ALIGNMENT WITH COMPRESSED

FEEDBACK

In this section we describe the implementation of interference using limited digital feedback (see

Section III-B2). Rather than using a uniform quantizer, we use a modified form of the MIMO matrix

compression of the IEEE802.11ac standard. The propagation scenario and testbed is the same as used

in Section VI i.e. a system with three (K = 3), 2×2 MIMO links. However, the transmission power

is higher than in previous sections and the system is therefore limited by interference and hardware

impairments rather than thermal noise [25], [26]. A second difference from the previously presented

results in Section VI, is the performance criterion. Rather than using bit-error rate (BER) we here

use transmission rate as the criterion. The transmission rate is obtained by probing each link with ten

different coding and modulation schemes (MCS). The rate is determined by finding the MCS with

the highest rate which does not incur any frame errors.

The section is organised as follows. Section VII-A describes the feedback compression of the

channel state information assuming a system with K links and M antennas in each source and

destination node, while the measurement results are presented in Section VII-B.

A. Compression of IEEE802.11ac and adaptation to interference alignment

The feedback scheme described in the standard IEEE802.11ac resembles the feedback method for

slowly time-varying single-user MIMO channels presented in [31]. In this scheme a singular value

decomposition of the MIMO channel H (for a certain sub-carrier) is first performed as

H = WΛF
∗. (24)

October 14, 2014 DRAFT

Figure 7. Emperical CDF of transmit power saving gain.

7. Test-bed implementation of the interference alignment with compressed
feedback

In this section we describe the implementation of interference using limited digital feedback
(see Section 3.2). Rather than using a uniform quantizer, we use a modified form of the MIMO
matrix compression of the IEEE802.11ac standard. The propagation scenario and test-bed is
the same as the one used in Section 6 i.e. a system with three (K=3), 2 × 2 MIMO links. However,
the transmission power is higher than in previous sections and the system is therefore limited
by interference and hardware impairments rather than thermal noise [25], [26]. A second
difference from the previously presented results in Section 6, is the performance criterion.
Rather than using BER we here use transmission rate as the criterion. The transmission rate is
obtained by probing each link with ten different coding and modulation schemes (MCS). The
rate is determined by finding the MCS with the highest rate which does not incur any frame
errors.

The section is organised as follows. Section 7.1 describes the feedback compression of the CSI
assuming a system with K links and M antennas in each source and destination node, while
the measurement results are presented in Section 7.2.
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7.1. Compression of IEEE802.11ac and adaptation to interference alignment

The feedback scheme described in the standard IEEE802.11ac resembles the feedback method
for slowly time-varying single-user MIMO channels presented in [31]. In this scheme a singular
value decomposition (SVD) of the MIMO channel H (for a certain sub-carrier) is first performed
as

* .=H W FL (24)

The destination then feeds back, in compressed form, the complex unitary matrix F and the
real diagonal matrix Λ, while the complex unitary matrix W does not need to be fed back. To
realize this we may imagine that each destination pre-multiplies its received signal with W∗.
The effective channel then becomes H͜=ΛF* which is a channel which can be reconstructed by
the sources. In practice, the destination will not pre-multiply its received signal with W∗, since
almost every receive technique is invariant to such a linear unitary transform.

In the case of centralised interference alignment, knowledge of the channels between all
sources and destinations is required to obtain all the beamformers Vk. We assume here that
sources are connected to a common back-bone for exchange of CSI and synchronization. If we
directly apply the compression scheme presented above for the single-user case so that each
destination Dk, compresses the matrices Hk,l for l ∈ {1,…., K} it is clear that there is no single
unitary matrix to be applied at the destination to transform all involved K channels intoH͜k ,l =Λk ,lFk ,l*  such that all channels can be obtained from the compressed feedback from user k.

To overcome this problem, in the system implementation we have based the feedback from
destination k on the big matrix, H[k] obtained by concatenating the channel matrices Hk,l for
l=1,…, K column-wise. Thus in this case H[k], is computed as,

[ ]
,1 ,, , .k

k k Ké ù= ¼ë ûH H H (25)

Thus destination Dk now feedback a compressed version of the right-hand side eigenvectors
of H[k] i.e. the real diagonal matrix Λ[k] and the complex unitary matrix F[k] of the SVD

( )[ ] [ ] *[ ] [ ] .k k k k=H W L F (26)

The size of matrix Λ[k] is M × M while F[k] is KM × M. Just as in the single-link case we can now
imagine that the destination pre-multiplies its received signal with (W[k])∗. The transmitter side

is then able to obtain knowledge of the effective channel H͜ k =Λ k (F k )*. From this combined
channel the constituent sub-channels can be pulled out from the corresponding columns e.g.

the second channel H͜k ,2 corresponds to columns M+1,..., 2M of H͜ k . The reconstructed channels
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can then be used in place of the actual channels in any transmit beamformer and receive filter
algorithm.

The IEEE 802.11ac feedback compression scheme starts by rotating the phase of the columns
of F[k] in order the last row of this matrix to have real and positive elements. These phase
rotations do not need to be sent to the sources, since these rotations only amount to a phase
rotation of the signals which can be undone at the destination. In the next step, F[k], is multiplied
by a diagonal matrix to have the first column become real and positive as

[ ] [ ]
1,1 1,1(exp( ), ,exp( ),1) .k k

KMj jf f -¼¬ diaF gF (27)

These angles ϕ1,1,…, ϕKM −1,1 are then quantised uniformly, each with bϕ bits. Then, real-valued
Givens rotations are utilised to successively zero out the second to the KM-th element of the
first column of F[k]. For the latter rotations the angles ψ2,1,..., ψKM,1 are used. The angles lie
between 0 and π/2 and are quantised uniformly with bψ bits. This procedure is repeated in a
similar fashion for the remaining columns of F[k]. More details are presented in [31] and [32]
as well as in the Matlab/Octave functions available at http://people.kth.se/∼perz/packV/.

Since we use OFDM there is one H[k] matrix for each user and sub-carrier. In the IEEE 802.11ac
standard, the parameter Ng is defined. This parameter determines the frequency domain
granularity of the feedback. If Ng=1, the feedback of F[k] is done on every sub-carrier. If Ng=2,
the feedback is only done on every other sub-carrier. In the standard, the values 1, 2 and 4 have
been defined for Ng. In our measurements the values 8, 16 and 38 have also been considered,
since this would significantly reduce the number of feedback bits. The angle resolution
parameters bϕ and bψ are defined in the IEEE 802.11ac standard as either bϕ=5 and bψ=7 or bϕ=7
and bψ=9. In the presented results only the latter value pair is used. The total number of bits
required to feed back the F[k] matrix is given by

( )( )( )2
b 2 1 2n KM M M b bf y= - - + (28)

The number of bits can be reduced by a further (K − 1)bϕ bits. We can see this by dividing the
F[k] into sub-matrices of size M × M as

( ) ( ) ( )* * *[ ] [ ] [ ]
1 , , .k k k

K
é ù= ¼ê úë û

F F F (29)

Since the signals from source, l, only propagates through sub-matrix F[k]
l, we may freely multiply

sub-matrices 1,..., K − 1 by one phasor each. By doing so, we may set ϕ1,1,..., ϕ1+(K−2)M,1 to zero, and
thus we do not need to transmit them over the feedback channels. The last sub-matrix can not
be rotated since then the last row of F[k] would no longer be real and positive.
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The elements of Λ[k] are divided by the noise standard deviation. The so obtained value can
be regarded as the SNR of a corresponding stream. The reporting of these SNRs is done
separately per stream, and is done in two steps. In the first step, the average SNR in dB over
the whole frequency band, i.e. for all singular values of the narrowband channels for which
SNR is reported, is fed back to Sk. This value is uniformly quantised with 8 bits in the range
from 10 dB to 53.75 dB. In the second step, the difference in dB between the SNR of the reported
sub-carrier and the average SNR is computed and is uniformly quantised with 4 bits in the
range from 8 dB to 7 dB. In Sk, the SNRs of all the reported sub-carriers are first reconstructed.
Then, linear interpolation (in dB) is deployed to obtain the SNR for all the sub-carriers for
which F[k] is fed back. With these two entities at hand, the channel matrices H[k] are recon‐
structed and used to compute the desired pre-coders. For the sub-carriers where there is no
feedback available, the pre-coding of the nearest reported sub-carrier is utilized, i.e. no matrix
interpolation method is used.

A practical problem which occurred during the early experimentation was that the SNR
sometimes exceeded 53.75 dB. This happened due to the high transmission power and short
range. First this was handled by reporting the maximum value 53.75 dB whenever this
happened. However, this resulted in making the reconstructed channel at the transmitter high-
rank although the estimated channel at the receiver were in fact low-rank-which was very
detrimental to the performance. To circumvent this problem, an offset is subtracted from SNR
values when this condition happens.

7.2. Results

In addition to interference alignment2, we also run the reference scheme single-user MIMO.
In this scheme two spatial streams are transmitted from each source using its two transmitter
antennas. Two versions of the single-user MIMO is used. In one version one source is active
at a time. This version is naturally called TDMA. In another version of single-user MIMO all
links are active at the same time. This scheme will work well if the inter-link interference is
weak. We call this approach full-reuse MIMO. Finally, we also include a scheme called full-reuse
SIMO. In this approach all sources transmit at the same time but using only a single-antenna
at the sources. The difference between this scheme and interference alignment is the beam‐
forming at the sources and the channel state feedback. All other aspects of the signal processing
are identical. The performance of the system were investigated in 43 different locations for
each of the three destination terminals. Half of the locations were in the corridor and half in
the adjacent rooms, see Figure 5. In each location the performance was investigated with the
frequency domain granularity parameter, Ng set sequentially to the values 1, 2, 4, 8, 15, 38. No
person or object was moving in the environment and all schemes were run in rapid sequence
thus making it possible to reliably compare the results. The results are shown in Figure 8. The
dashed lines are the results obtained without the feedback compression while the solid lines
are with compression (although the frequency domain granularity is still applied). The results

2 By interference alignment we are here referring to the modified form of interference alignment known as Max-SINR,
see Section 3.3. However, measurements we have performed have shown that the performance difference between the
original interference alignment and Max-SINR is neglible in our scenario.
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show negligible performance loss from the quantization. However, using a too high frequency
domain granularity, Ng > 8 or 2.5 MHz, do incur some loss. Note that the result for full-reuse
MIMO is very poor showing that the interference is strong. The gain of interference alignment
over the best reference scheme (TDMA MIMO) is 27%. We may also note that interference
alignment provides a gain over full-reuse SIMO which proves that the transmitter beamform‐
ing is making a difference.
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Fig. 8: Measured sum throughput. The dotted line are the results without compression

to provide better FER/BER performance (16QAM code rate 0.5), than an implementation without

power control. The results using the modified IEEE802.11ac feedback scheme, show that interference

aligment can bring an improvement in throughput when considering the loss of bandwidth needed

for feedback of the channel state information even for channels with realistic indoor mobility.
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When the channel is changing the performance of interference alignment will inevitably be
degraded due the channel mismatch between the channel at the feedback time and the channel
at the actual transmission. The amount of degradation depends on the time delay and the level
of movement in the environment. In [26] using measurements we showed that the throughput
of interference alignment dropped 6.4% when two passers-by were walking in the measure‐
ment environment and the feedback delay interval was 23 ms. With this delay interval the
overhead of performing the feedback scheme above with Ng=8 is 2.5%, assuming that the
feedback scheme of IEEE802.11ac is used.

The channel may also change due to the existence of the users at the destinations. This effect
was studied by measuring the performance with and without a user located close to the
destination nodes. The results were obtained using eight destination positions. The perform‐
ance of interference alignment dropped 4.9% while the performance of single-user MIMO was
unaffected.

These results show that interference alignment can still deliver a net performance gain of sum
throughput some 15% over single-user MIMO in a WiFi scenario with three access points and
three users, even when feedback overheads and mobility is taken into account.
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8. Conclusion

We have reviewed the concept of interference alignment, with theoretical results regarding
power and time allocation between training and payload data transmission, and previous
works within experimentation on interference alignment. We further present implementation
efforts addressing the combination of iterative interference alignment and power control and
using compressed channel state feedback based on a modified form of the MU-MIMO feedback
scheme of IEEE802.11ac. Our experimental results show that the iterative interference align‐
ment and power control scheme is able to provide better FER/BER performance (16QAM code
rate 0.5), than an implementation without power control. The results using the modified
IEEE802.11ac feedback scheme, show that interference alignment can bring an improvement
in throughput when considering the loss of bandwidth needed for feedback of the channel
state information even for channels with realistic indoor mobility.
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1. Introduction 7 

The additive and multiplicative noise exists forever in any wireless communication system. 8 
Quality and integrity of any wireless communication systems are defined and limited by 9 
statistical characteristics of the noise and interference, which are caused by an 10 
electromagnetic field of the environment. 11 

The main characteristics of any wireless communication system are deteriorated as a result 12 
of the effect of the additive and multiplicative noise. The effect of addition of noise and 13 
interference to the signal generates an appearance of false information in the case of the 14 
additive noise. For this reason, the parameters of the received signal, which is an additive 15 
mixture of the signal, noise, and interference, differ from the parameters of the transmitted 16 
signal. Stochastic distortions of parameters in the transmitted signal, attributable to 17 
unforeseen changes in instantaneous values of the signal phase and amplitude as a function 18 
of time, can be considered as multiplicative noise. Under stimulus of the multiplicative 19 
noise, false information is a consequence of changed parameters of transmitted signals, for 20 
example, the parameters of transmitted signals are corrupted by the noise and interference. 21 
Thus, the impact of the additive noise and interference may be lowered by an increase in the 22 
signal-to-noise ratio (SNR). However, in the case of the multiplicative noise and 23 
interference, an increase in SNR does not produce any positive effects. 24 

The main functional characteristics of any wireless communication systems are defined by 25 
an application area and are often specific for distinctive types of these systems. In the 26 
majority of cases, the main performance of any wireless communication systems are defined 27 
by some initial characteristics describing a quality of signal processing in the presence of 28 
noise: the precision of signal parameter measurement, the definition of resolution intervals 29 
of the signal parameters, and the probability of error. 30 

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and eproduction in any medium, provided the original work is properly cited.
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The main idea is to use the generalized approach to signal processing (GASP) in noise in 1 
wireless communication systems [1-3]. The generalized approach is based on a seemingly 2 
abstract idea: the introduction of an additional noise source that does not carry any 3 
information about the signal and signal parameters in order to improve the qualitative 4 
performance of wireless communication systems. In other words, we compare statistical 5 
data defining the statistical parameters of the probability distribution densities (pdfs) of 6 
the observed input stochastic samples from two independent frequency time regions – a 7 
"yes" signal is possible in the first region and it is known a priori that a "no" signal is 8 
obtained in the second region. The proposed GASP allows us to formulate a decision-ma-9 
king rule based on the determination of the jointly sufficient statistics of the mean and 10 
variance of the likelihood function (or functional). Classical and modern signal processing 11 
theories allow us to define only the mean of the likelihood function (or functional). 12 
Additional information about the statistical characteristics of the likelihood function (or 13 
functional) leads us to better quality signal detection and definition of signal parameters 14 
in compared with the optimal signal processing algorithms of classical or modern 15 
theories. 16 

Thus, for any wireless communication systems, we have to consider two problems – 17 
analysis and synthesis [8]. The first problem (analysis) – the problem to study a stimulus 18 
of the additive and multiplicative noise on the main principles and performance under the 19 
use of GASP – is an analysis of impact of the additive and multiplicative noise on the 20 
main characteristics of wireless communication systems, the receivers in which are 21 
constructed on the basis of GASP. This problem is very important in practice. This 22 
analysis allows us to define limitations on the use of wireless communication systems and 23 
to quantify the additive and multiplicative noise impact relative to other sources of 24 
interference present in these systems. If we are able to conclude that the presence of the 25 
additive and multiplicative noise is the main factor or one of the main factors limiting the 26 
performance of any wireless communication systems, then the second problem – the 27 
definition of structure and main parameters and characteristics of the generalized detector 28 
or receiver (GD or GR) under a dual stimulus of the additive and multiplicative noise – 29 
the problem of synthesis – arises. 30 

GASP allows us to extend the well-known boundaries of the potential noise immunity set by 31 
classical and modern signal processing theories. Employment of wireless communication 32 
systems, the receivers of which are constructed on the basis of GASP, allows us to obtain 33 
high detection of signals and high accuracy of signal parameter definition with noise 34 
components present compared with that systems, the receivers of which are constructed on 35 
the basis of classical and modern signal processing theories. The optimal and asymptotic 36 
optimal signal processing algorithms of classical and modern theories, for signals with 37 
amplitude-frequency-phase structure characteristics that can be known and unknown a 38 
priori, are components of the signal processing algorithms that are designed on the basis of 39 
GASP. 40 
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In the proposed chapter, we would like to present and discuss the following aspects of 1 
GASP implemented in the direct-sequence code-division multiple access (DS-CDMA) 2 
wireless communication systems: 3 

 The main theoretical statements and brief description; 4 

 Signal processing in DS-CDMA wireless communication systems with optimal 5 
combining and partial cancellation; 6 

 Signal processing in DS-CDMA wireless communication systems with frequency-7 
selective channels; 8 

 Signal processing in DS-CDMA downlink wireless communication systems with fading 9 
channels; 10 

 Summary and discussion. 11 

2. Main functioning principles under employment of GASP in DS-12 
CDMA wireless communication systems 13 

2.1. GR flowchart 14 

The receiver in wireless communication system has an antenna array with the number of 15 
elements equal to M  and each antenna array element receives N  samples during the 16 
sensing time. The signal detection problem can be modeled as the conventional binary 17 
hypothesis test: 18 
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where ][kzi  is the discrete-time received signal at the receiver input; ][kwi  is the discrete-20 
time circularly symmetric complex Gaussian noise with zero mean and variance ,2  i.e.21 

),0(~][ 2CNkwi ; ][khi  is the discrete-time channel coefficients obeying the circularly 22 
symmetric complex Gaussian distribution with zero mean and variance equal to 2

h , i.e.,23 
),0(~][ 2

hi kh CN ; and ][ks  is the discrete-time signal, i.e., the signal to be detected. We 24 
consider the same initial conditions with respect to ][ks as in [4,5]. Throughout this chapter, 25 
the signal ][ks , the channel coefficients ][khi , and the noise ][kwi  are independent between 26 
each other. 27 

We define the 1NM  signal vector Z  that collects all the observed signal samples during 28 
the sensing time: 29 
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where T  denotes a transpose. The data distribution in the complex matrix Z can be 2 
expressed as: 3 
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where sE  is the average signal energy at the receiver input, and I  is the MNMN  identity 5 
matrix. We consider a situation when the signaling scheme is unknown (the receiver has a 6 
total freedom of choosing the signaling strategy) excepting a known power within the limits 7 
of the frequency band of interest. Thus, the receiver should be able to detect a presence of 8 
any possible signals satisfying the power and bandwidth constraints for robust detection of 9 
the signal ][ks  incoming at the receiver input in wireless communication systems. 10 

The generalized receiver (GR) has been constructed based on the generalized approach to 11 
signal processing (GASP) in noise and discussed in numerous journal and conference papers 12 
and some monographs, namely, in [1–21]. GR is considered as a linear combination of the 13 
correlation detector that is optimal in the Neyman-Pearson criterion sense under detection 14 
of signals with known parameters and the energy detector that is optimal in the Neyman-15 
Pearson criterion sense under detection of signals with unknown parameters. The main 16 
functioning principle of GR is a matching between the model signal generated by the local 17 
oscillator in GR and the information signal incoming at the GR input by whole range of 18 
parameters. In this case, the noise component of the GR correlation detector caused by 19 
interaction between the model signal generated by the local oscillator in GR and the input 20 
noise and the random component of the GR energy detector caused by interaction between 21 
the energy of incoming information signal and the input noise are cancelled in the statistical 22 
sense. This GR feature allows us to obtain the better detection performance in comparison 23 
with other classical receivers. 24 

The specific feature of GASP is introduction of additional noise source that does not carry 25 
any information about the signal with the purpose to improve a qualitative signal detection 26 
performance. This additional noise can be considered as the reference noise without any 27 
information about the signal to be detected. The jointly sufficient statistics of the mean and 28 
variance of the likelihood function is obtained in the case of GASP implementation, while 29 
the classical and modern signal processing theories can deliver only a sufficient statistics of 30 
the mean or variance of the likelihood function (no the jointly sufficient statistics of the 31 
mean and variance of the likelihood function). Thus, the implementation of GASP allows us 32 
to obtain more information about the input process or received information signal. Owing to 33 
this fact, an implementation of the receivers constructed based on GASP basis allows us to 34 
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improve the signal detection performance of wireless communication system in comparison 1 
with employment of other conventional receivers. 2 

 3 

Figure 1. GR flowchart. 4 

The GR flowchart is presented in Fig. 1. As we can see from Fig. 1, the GR consists of three 5 
channels: 6 

 the correlation channel – the preliminary filter PF, multipliers 1 and 2, model signal 7 
generator MSG; 8 

 the autocorrelation channel – the preliminary filter PF, the additional filter AF, 9 
multipliers 3 and 4, summator 1; 10 

 the compensation channel – the summators 2 and 3 and accumulator 1. 11 

As follows from Fig. 1, under the hypothesis 1H  (a “yes” signal), the GR correlation channel 12 
generates the signal component ][][mod ksks ii

 caused by interaction between the model signal 13 

(the reference signal at the GR MSG output) and the incoming information signal and the noise 14 
component ][][mod kks ii

  caused by interaction between the model signal ][mod ks i  and the 15 

noise ][ki  (the PF output). Under the hypothesis 1H , the GR autocorrelation channel 16 

generates the information signal energy ][2 ksi  and the random component ][][ kks ii   caused 17 
by interaction between the information signal ][ksi  and the noise ][ki . The main purpose of 18 
the GR compensation channel is to cancel in the statistical sense the GR correlation channel 19 
noise component ][][mod kks ii

  and the GR autocorrelation channel random component 20 

][][ kks ii   between each other based on the same nature of the noise ][ki . 21 
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For description of the GR flowchart we consider the discrete-time processes without loss of 1 
any generality. Evidently, the cancelation between the GR correlation channel noise 2 
component ][][mod kks ii

  and the GR autocorrelation channel random component ][][ kks ii 3 

is possible only based on the same nature of the noise ][ki  satisfying the condition of 4 
equality between the signal model ][mod ks i  and incoming signal ][ksi  over the whole range 5 

of parameters. The condition ][][mod ksks ii
  is the GR main functioning condition. To 6 

satisfy this condition, we are able to define the incoming signal parameters. Naturally, in 7 
practice, signal parameters are random. How we can satisfy the GR main functioning 8 
condition and define the signal parameters in practice if there is no a priori information 9 
about the signal and there is an uncertainty in signal parameters, i.e. information signal 10 
parameters are stohastic, is discussed in detail in [1,3,21]. 11 

Under the hypothesis 0H (a “no” information signal), satisfying the GR main functioning 12 

condition ][][mod ksks ii
 , we obtain only the background noise ][][ 22 kk ii    at the GR 13 

output. Additionally, the practical implementation of the GR decision statistics requires an 14 
estimation of the noise variance 2

w  using the reference noise ][ki  at the AF output. AF is 15 
the reference noise source and the PF bandwidth is matched with the bandwidth of the 16 
information signal ][ksi  to be detected. The threshold apparatus (THRA) device defines the 17 
GR threshold. PF and AF can be considered as the linear systems, for example, as the 18 
bandpass filters, with the impulse responses ][mhPF  and ][mhAF , respectively. For 19 
simplicity of analysis, we assume that these filters have the same amplitude-frequency 20 
characteristics or impulse responses by shape. Moreover, the AF central frequency is 21 
detuned with respect to the PF central frequency on such a value that the information signal 22 
cannot pass through the AF. Thus, the information signal and noise can be appeared at the 23 
PF output and the only noise is appeared at the AF output. If a value of detuning between 24 
the AF and PF central frequencies is more than sf5or4 , where sf  is the signal bandwidth, 25 
the processes at the AF and PF outputs can be considered as the uncorrelated and 26 
independent processes and, in practice, under this condition, the coefficient of correlation 27 
between PF and AF output processes is not more than 0.05 that was confirmed 28 
experimentally in [22,23]. 29 

The processes at the AF and PF outputs present the input stochastic samples from two 30 
independent frequency-time regions. If the noise ][kw  at the PF and AF inputs is Gaussian, 31 
the noise at the PF and AF outputs is Gaussian, too, owing to the fact that PF and AF are the 32 
linear systems and we believe that these linear systems do not change the statistical 33 
parameters of the input process. Thus, the AF can be considered as a reference noise 34 
generator with a priori knowledge a “no” signal (the reference noise sample). A detailed 35 
discussion of the AF and PF can be found in [6,7]. The noise at the PF and AF outputs can be 36 
presented in the following form: 37 
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discussion of the AF and PF can be found in [6,7]. The noise at the PF and AF outputs can be 36 
presented in the following form: 37 
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Under the hypothesis ,1H  the signal at the PF output can be defined as ][][][ kkskx iii   2 
(see Fig. 1), where ][ki  is the observed noise at the PF output and ][][][ kskhks ii  ; ][khi3 
are the channel coefficients indicated here only in a general case. Under the hypothesis 0H4 
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The decision statistics at the GR output presented in [1,3] is extended to the case of antenna 10 
array employment when an adoption of multiple antennas and antenna arrays is effective to 11 
mitigate the negative attenuation and fading effects [4,5]. The GR decision statistics can be 12 
presented in the following form: 13 
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where T
MM NxNxxx ][ 1[,],1[,],0[,],0[ 11  X  is the vector of random process at the 15 

PF output, and GRTHR  is the GR detection threshold. We can rewrite (5) using the vector 16 
form: 17 
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where )]1(),...,0([  NxxX  is the 1M  vector of the random process at the PF output with 19 

elements defined as Tkxkxk M ][ ][,],[][ 1 x ; )]1(,),0([ modmodmod  NssS   is the 1M  20 
vector of the process at the MSG output with the elements defined as ][mod ks  21 

Tksks
M

][ ][,],[ modmod1
 ; ][ )1(,),0(  Nηηη   is the 1M  vector of the random process at 22 

the AF output with the elements defined as T
M kkk ][ ][,],[][ 1  η  and GRTHR  is the GR 23 

detection threshold. 24 

According to GASP and GR structure shown in Fig. 1, the GR test statistics takes the 25 
following form under the hypotheses 1H  and 0H , respectively: 26 
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i i kk   presents the background noise at the GR output that is a 3 

difference between the noise power at the PF and AF outputs. It is important to mention that 4 
the main GR functioning condition is the equality between parameters of the model signal5 

][mod ks
i

 and the signal ][ksi , i.e. ][mod ks
i

][ksi  over all range of parameters and, in 6 
particular, by amplitude. How we can satisfy this condition in practice is discussed in detail 7 
in [1] and [3, Chapter 7, pp 611-621] when there is no a priori information about the signal8 

][ksi . This condition is essential for complete compensation in the statistical sense between 9 
the noise component of the correlation channel ][][2 mod kks ii

 , the GR correlation channel, 10 
caused by interaction between the model signal ][mod ks

i
and noise ][ki , and the random 11 

component of the GR autocorrelation channel ][][2 kks ii  , the GR ED, caused by interaction 12 
between the signal ][ksi  and noise ][ki  [1] and [6, Chapter 3]. The complete matching 13 
between the model signal ][mod ks

i
 and the incoming signal ][ksi , especially by amplitude, is 14 

a very hard problem in practice and only in the ideal case the complete matching is possible. 15 
How the GR detection performance can be deteriorated under mismatching between the 16 
model signal ][mod ks

i
 and the incoming signal ][ksi  is discussed in [24]. Additionally, a 17 

practical implementation of the GR decision statistics requires an estimation of the noise 18 
variance 2

w  using the reference noise ][ki  at the AF output. 19 

The mean GRm
0H  and the variance GRVar

0H  of the test statistics )(XGRT  under the hypothesis 20 

0H  are given in the following form [6, Chapter 3]: 21 

 












.4)(

,0)(E

4
0

0

][

][

0

0

NMTVarVar

Tm

GR
GR

GR
GR

H

H

H

H

X

X
  (8) 22 

2.2. MGF of the GR partial test statistics )( kGRT X  23 

To complete consideration of the GR main functioning principles the moment generating 24 
function (MGF) definition of the GR partial test statistics )( kGRT X  under the main GR 25 
functioning condition ][][mod ksks ii

  and the hypothesis 1H  given by 26 
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is required. We say that the random variable x  has a chi-square distribution with   degree 2 
of freedom if its probability density function (pdf) is determined as 3 

 ,)5.0exp()( 15.0 xcxxp     (10) 4 

where c  is a constant given by [25] 5 
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1
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c   (11) 6 

)(  is the gamma function. The MGF general form for the chi-square distributed random 7 
variable x  is given by [25] 8 
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where ]E[  is the mathematical expectation. At 1 , the constant 10 
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Assume that ][][ 2
1 kkz ii   and ][][ 2

2 kkz ii  . The pdfs for the random variables iz1  and iz212 

are defined by the chi-square 2  distribution law with one degree of freedom [3]: 13 
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Introduce a new random variable iii zzz 21  . The MGF of the random variable iz  is given 16 
using the following formula: 17 
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The MGF of the random variable 1z  is defined in the following form: 1 
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Introducing the variable iwi zlg 1
2 )( 5.0   , we can obtain: 3 
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Based on the definition of the gamma function [26] 5 
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Finally, the MGF of the random variable iz1  is defined as 9 
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The mean and the variance of the random variables iz1 can be determined in the following 11 

form: 12 
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By the analogous way, we can find that the MGF of the random variable iz2  takes the 1 

following form: 2 
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Since M
ii ks 1]}[{   are spatially correlated for i-th antenna array elements, and according to [28], 4 
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where i  is the eigenvalue of the i-th spatial channel of the correlation matrix C  given by 7 
(2). Based on (21), (24), and (25), the MGF of the GD partial decision statistics )( kGRT X  is 8 
determined in the following form: 9 
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Based on (26) and taking into consideration results discussed in [27], the mean and the 11 
variance of the test statistics )(XGRT  under the hypothesis 1H  take the following form, 12 
respectively: 13 
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3. Signal processing with optimal combining and partial cancellation 16 

3.1. Brief review 17 

In this section, we investigate the generalized receiver (GR) under the quadrature subbranch 18 
hybrid selection/maximal-ratio combining (HS/MRC) for 1-D modulations in multipath 19 
fading channel and compare its symbol error rate (SER) performance with that of the 20 
traditional HS/MRC scheme discussed in [29,30]. It is well known that the HS/MRC receiver 21 
selects the L strongest signals from N available diversity branches and coherently combines 22 
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them. In traditional HS/MRC scheme, the strongest L signals are selected according to 1 
signal-envelope amplitude [29–35]. However, some receiver implementations recover 2 
directly the in-phase and quadrature components of the received branch signals. 3 
Furthermore, the optimal maximum likelihood estimation (MLE) of the phase of a diversity 4 
branch signal is implemented by first estimating the in-phase and quadrature branch signal 5 
components and obtaining the signal phase as a derived quantity [36,37]. Other channel-6 
estimation procedures also operate by first estimating the in-phase and quadrature branch 7 
signal components [38–41]. Thus, rather than N available signals, there are 2N available 8 
quadrature branch signal components for combining. In general, the largest 2L of these 2N 9 
quadrature branch signal components will not be the same as the 2L quadrature branch 10 
signal components of the L branch signals having the largest signal envelopes. 11 

In this section, we investigate how much improvement in performance can be achieved 12 
employing the GR with modified HS/MRC, namely, with the quadrature subbranch 13 
HS/MRC and HS/MRC schemes, instead of the conventional HS/MRC combining scheme for 14 
1-D signal modulations in multipath fading channel. At GR discussed in [42], the N 15 
diversity branches are split into 2N in-phase and quadrature subbranches. Then the GR with 16 
HS/MRC scheme is applied to these 2N subbranches. Obtained results show the better 17 
performance is achieved by this quadrature subbranch HS/MRC scheme in comparison with 18 
the traditional HS/MRC scheme for the same value of average signal-to-noise ratio (SNR) 19 
per diversity branch. 20 

Another problem discussed is the problem of partial cancellation factor (PCF) in DS-CDMA 21 
wireless communication system with multipath fading channel. It is well known that the 22 
multiple access interference (MAI) can be efficiently estimated by the partial parallel 23 
interference cancellation (PPIC) procedure and then partially be cancelled out of the 24 
received signal on a stage-by-stage basis for DS-CDMA wireless communication system 25 
[43]. To ensure a high-quality performance, PCF for each PPIC stage needs to be chosen 26 
appropriately, where the PCF should be increased as the reliability of the MAI estimates 27 
improves. There are some papers on the selection of the PCF for a receiver based on the 28 
PPIC. In [44–46], formulas for the optimal PCF were derived through straightforward 29 
analysis based on soft decisions. In contrast, it is very difficult to obtain the optimal PCF for 30 
a receiver based on PPIC with hard decisions owing to their nonlinear character. One 31 
common approach to solve the nonlinear problem is to select an arbitrary PCF for the first 32 
stage and then increase the value for each successive stage, since the MAI estimates may 33 
become more reliable in later stages [43, 47, 48]. This approach is simple, but it might not 34 
provide satisfactory performance. 35 

In this section, we use the Price’s theorem [49, 50] to derive a range of the optimal PCF for 36 
the first stage in PPIC of DS-CDMA wireless communication system with multipath fading 37 
channel employing GR based on GASP [1–3], where the lower and upper boundary values 38 
of the PCF can be explicitly calculated from the processing gain and the number of users of 39 
DS-CDMA wireless communication system in the case of periodic code scenario. Computer 40 
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simulation shows that, using the average of these two boundary values as the PCF for the 1 
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In this section, we describe the multipath fading channel model and provide system models 12 
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systems; carry out the performance analysis obtaining a symbol error rate expression in the 14 
closed-form and define a marginal moment generating function of SNR per symbol of a 15 
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3.2. System model 20 

3.2.1. Multipath fading channel model 21 

Let the transfer function for user k’s channel be 22 
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As we can see from (29), the number of paths is M and the channel power and delay for i-th 24 
channel path are ik ,  and ik , , respectively. 25 

We use two vectors to represent these parameters: 26 

 T
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and 28 
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Let 1 

 Lkkk ,2,1,      (32) 2 

and the channel power is normalized 3 
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Without loss of generality, we may assume that 01, k  for each user and L is the maximum 5 
possible number of paths. When a user’s path number, say 1M , is less than M, we can let all 6 
the elements in ik ,  and ik ,  be zero if the following condition is satisfied 7 

 1 1 .M i M     (34) 8 

We may also assume that the maximum delay is much smaller than the processing gain N 9 
[46]. Before our formulation, we first define a LN  )12(  composite signature matrix kA  in 10 
the following form 11 

 ,1 ,2 ,[ , , , ]k k k k LA a a a     (35) 12 

where k,ia
~  is a vector containing i-th delayed spreading code for user k. It is defined as 13 
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Since a multipath fading channel is involved, the current received bit signal will be 15 
interfered by previous bit signal. As mentioned above, the maximum path delay is much 16 
smaller than the processing gain. The interference will not be severe and for simplicity, we 17 
may ignore this effect. Let us denote the channel gain for multipath fading as 18 

 .k k kh α A   (37) 19 

3.2.2. Selection/maximal-ratio combining 20 

We assume that there are N diversity branches experiencing slow and flat Rayleigh fading, 21 
and all of the fading processes are independent and identically distributed (i.i.d.). During 22 
analysis, we consider only the hypothesis 1H  ”a yes” signal in the input stochastic process. 23 
Then the equivalent received baseband signal for the k-th diversity branch takes the 24 
following form: 25 
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 ( ) ( ) ( ) ( ) ,    1, , ,k k kk
x t h t s t w t k N       (38) 1 

where )( kts   is a 1-D baseband transmitted signal that without loss of generality, is 2 
assumed to be real, )(thk  is the complex channel gain for the k-th branch subjected to 3 
Rayleigh fading, k  is the propagation delay along the k-th path of received signal, and4 

)(twk  is the zero-mean complex AWGN with two-sided power spectral density 20N  with 5 
the dimension HzW . At GR front end, for each diversity branch, the received signal is split 6 
into its in-phase and quadrature signal components. Then, the conventional HS/MRC 7 
scheme is applied over all of these quadrature branches, as shown in Fig.2. 8 

 9 
Figure 2. Block diagram receiver based on GR with quadrature subbranch HS/MRC and HS/MRC 10 
schemes. 11 

We can present )(thk  given by (29)–(37) as i.i.d. complex Gaussian random variables 12 
assuming that each of the L branches experiences the slow and flat Rayleigh fading 13 

 ( ) ( )exp{ ( )} exp{ },k k k k kh t t j t j        (39) 14 

where k  is a Rayleigh random variable and k  is a random variable uniformly distributed 15 
within the limits of the interval )2,0[  . Owing to the fact that the fade amplitudes are 16 
Rayleigh distributed, we can present )(thk  as 17 

 )()()( tjhthth kQkIk    (40) 18 

and )(twk  as 19 

 ( ) ( ) ( ).k kI kQw t w t jw t    (41) 20 
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The in-phase signal component )(txkI  and quadrature signal component )(txkQ  of the 1 
received signal )(txk  are given by 2 

 ( ) ( ) ( ) ( ),IkI k k kx t h t a t w t     (42) 3 

 ( ) ( ) ( ) ( ).Q QkQ k k kx t h t a t w t     (43) 4 

Since ),,1(),( Kkthk   are subjected to i.i.d. Rayleigh fading, we can assume that the in-5 
phase )(thkI  and quadrature )(thkQ  channel gain components are independent zero-mean 6 

Gaussian random variables with the same variance [41] 7 

 2 20.5 ( )[| |],h kE h t    (44) 8 

where ][E  is the mathematical expectation. Further, the in-phase )(tw Ik  and quadrature9 
)(tw Qk  noise components are also the independent zero-mean Gaussian random processes, 10 

each with two-sided power spectral density 05.0 N  with the dimension HzW  [36]. Due to the 11 
independence of the in-phase )(thkI  and quadrature and quadrature )(thkQ  channel gain 12 

components and the in-phase )(tw Ik  and quadrature )(tw Qk  noise components, the 2N 13 

quadrature branch received signal components conditioned on the transmitted signal are i.i.d. 14 

We can reorganize the in-phase and quadrature components of the channel gains kh  and 15 
Gaussian noise )(twk  when Nk ,,1  as kg  and kv , given, respectively by 16 
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The GR output with quadrature subbranch HS/MRC and HS/MRC schemes according to 19 
GASP [2, 3, 6–9] is given by: 20 
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where )()( 22 tvtv
PFAF kk   is the background noise forming at the GR output for the k-th branch;22 

}1,0{kb  and 2L of the kb  equal 1. 23 
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3.2.3. Synchronous DS-CDMA wireless communication system 1 

Consider a synchronous DS-CDMA system employing the GR with K users, the processing 2 

gain N, the number of frame L, the chip duration cT , the bit duration 
R
NT

T c
b   with 3 

information bit encoding rate R. The signature waveform of the user k is given by 4 
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where },...,,{ 21 kNkk aaa  is a random spreading code with each element taking value on6 

N1  equiprobably, )(tp cT  is the unit amplitude rectangular pulse with duration cT . The 7 

baseband signal transmitted by the user k is given by 8 
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where )(tAk  is the transmitted signal amplitude of the user k. The following form can 10 
present the received baseband signal: 11 

 ],0[,)()()()()()()(
1 1

,
1

b

K

k

L

i
bkikk

K

k
kk TttwiTtabtStwtsthtx  

 

  (50) 12 

where taking into account (29)–(37) and (39) and as it was shown in [13] 13 

 )()()()( 2 tAtAthtS kkkkk    (51) 14 

is the received signal amplitude envelope for the user k, )(tw  is the complex Gaussian noise 15 
with zero mean with 16 
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kj  is the coefficient of correlation. Using GR based on the multistage PPIC for DS-CDMA 18 
systems and assuming the user k is the desired user, we can express the corresponding GR 19 
output according to GASP and the main functioning condition of GR expressed by 20 

][][mod ksks ii
  as the first stage of the PPIC GR: 21 
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where )(tsk
  is the model of the signal transmitted by the user k ( ][][mod ksks ii

 ); kτ  is the 2 

delay factor that can be neglected for simplicity of analysis. For this case, we have 3 
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where the first term in (54) is the desired signal; 5 
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is the coefficient of correlation between signature waveforms of the k-th and j-th users; the 7 
third term in (54) 8 
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is the total noise component at the GR output; and the second term in (54) 10 
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is the MAI. The conventional GR makes a decision based on kZ . Thus, MAI is treated as 12 
another noise source. When the number of users is large, MAI will seriously degrade the 13 
system performance. GR with partial interference cancellation, being a multiuser detection 14 
scheme [31], is proposed to alleviate this problem. 15 

Denoting the soft and hard decisions at the GR output for the user k by 16 

 (0) (0)ˆand ( )k k k kb Z b sgn Z    (58) 17 

respectively, the output of the GR with the first PPIC stage with a partial cancellation factor 18 
equal to 1p  can be written by [43] 19 
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where )1(~
kb  denotes the soft decision of user k at the GR output with the first stage of PPIC 2 

and 3 
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is the estimated MAI using a hard decision. 5 

3.3. Performance analysis 6 

3.3.1. Symbol error rate expression 7 

Let kq  denote the instantaneous SNR per symbol of the k-th quadrature branch8 
)2,,1( Nk   at the GR output under quadrature subbranch HS/MRC and HS/MRC 9 

schemes. In line with [3, 46] and (29)–(37) and (39), the instantaneous SNR kq  can be defined 10 
in the following form: 11 
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where bE  is the average symbol energy of the transmitted signal )(ts . 13 

Assume that we choose )1(2 NLL   quadrature branched out of the 2N branches. Then, 14 
the SNR per symbol at the GR output under quadrature subbranch HS/MRC and HS/MRC 15 
schemes may be presented as 16 
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where )(kq  are the ordered instantaneous SNRs kq  and satisfy the following condition 18 

 (1) (2) (2 ).Nq q q     (63) 19 

When NL  , we obtain the MRC, as expected. Using the MGF method discussed in [33, 41], 20 
SER of M-ary pulse amplitude modulation (PAM) system conditioned on MRCQBHSq /  is given 21 
by 22 
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Averaging (64) over MRCQBHSq /  the SER of M-ary PAM system is determined in the 4 
following form: 5 
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where 7 

 )}{exp()( sqEsφ qq    (67) 8 

is the MGF of random variable q, }{qE  is the mathematical expectation of MGF with respect 9 
to SNR per symbol. 10 

A finite-limit integral for the Gaussian Q-function, which is convenient for numerical 11 
integrations, is given by [54] 12 
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The error function can be related to the Gaussian Q-function by 14 
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x

erf x t dt Q x


      (69) 15 

The complementary error function is defined as )(1)( xerfxerfc   so that 16 
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which is convenient for computing values using MATLAB since erfc is a subprogram in 1 
MATLAB but the Gaussian Q-function is not (unless you have a Communications Toolbox). 2 
Note that the Gaussian Q-function is the tabulated function. 3 

Now, let us compare (64) and (68) to obtain the closed form expression for the SER of M-ary 4 
PAM wireless communication system employing the GR with quadrature subbranch 5 
HS/MRC and HS/MRC schemes. We can easily see that taking into account (44), (45), (61), 6 
(62), and (65), the SER of M-ary PAM system employing the GR with quadrature subbranch 7 
HS/MRC and HS/MRC schemes can be defined in the following form 8 
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Thus, we obtain the closed form expression for the SER of M-ary PAM system employing 10 
the GR with quadrature subbranch HS/MRC and HS/MRC schemes that agrees with (8.136) 11 
and (8.138) in [55]. If 2M , the average BER performance of coherent binary phase-shift 12 
keying (BPSK) wireless communication system using the quadrature subbranch HS/MRC 13 
and HS/MRC schemes under GR implementation can be determined in the following form: 14 
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3.3.2. MGF of MRCQBHSq /  16 

Since all of the 2N quadrature branches are i.i.d., the MGF of MRCQBHSq /  takes the following 17 
form [35]: 18 
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where )(qf  and )(qF  are, respectively, the probability density function (pdf) and the 20 
cumulative distribution function (cdf) of q, the SNR per symbol, for each quadrature branch, 21 
and 22 

 



q

dxxfsxqsφ )()exp(),(   (74) 23 

is the marginal moment generating function (MMGF) of SNR per symbol of a single 24 
quadrature branch. 25 
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Since kg  and Nkg  ),,1( Nk   follow the zero-mean Gaussian distribution with the 1 

variance 2
h  given by (44), one can show that kq  and Nkq   follow the Gamma distribution 2 

with pdf given by [49] 3 
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where 5 
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   (76) 6 

is the average SNR per symbol for each diversity branch. The MMGF of SNR per symbol of 7 
a single quadrature branch can be determined in the following form: 8 
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Moreover, the cdf of q becomes 10 

 ( ) 1 (0, ) 1  ,( )qF q φ q erfc
q

      (78) 11 

where )(xerfc  is the complimentary error function. 12 

3.4. PCF determination 13 

3.4.1. AWGN channel 14 

In this section, we determine the PCF at the GR output with the first stage of PPIC. From 15 
[43], the linear minimum mean-square error (MMSE) solution of PCF for the first stage of 16 
PPIC is given by 17 
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where 19 
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is the power of residual MAI plus the total noise component forming at the GR output at the 2 
first stage; 3 
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is the power of true MAI plus the total noise component forming at the GR output (also 5 
called the 0-th stage); 6 
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where ieP ,  is the BER of user i at the corresponding GR output; 10 
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The PCF opt,1p  can be regarded as the normalized correlation between the true MAI plus the 12 
total noise component forming at the GR output and the estimated MAI. Assume that 13 

 K
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is the data set of all users; 1 
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is the correlation coefficient set of random sequences; 3 
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jb  given b and  . Following the derivations in 6 
[43], the expectation terms with hard decisions in (83) can be evaluated based on Price’s 7 
theorem [49] as follows 8 
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and  14 

 444}{ wkkζVar    (92) 15 

is the total background noise variance forming at the GR output taking into account 16 
multipath fading channel; 2

wσ  is the additive Gaussian noise variance forming at the PF and 17 
AF outputs of GR linear tract; the Gaussian Q- function is given by (68). 18 

Although numerical integration in [43, 56] can be adopted for determining the optimal PCF19 
opt,1p  for the first stage based on (83)-(90), it requires huge computational complexity. To 20 

simplify this problem, we assume that the total background noise forming at the GR output 21 
can be considered as a constant factor and may be small enough such that the Q  functions 22 
in (88) and (90) are all constants and (89) can be approximated to zero. That is 23 
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With this, we can rewrite (88) and (90) as follows: 4 
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where 1B  and 2B  are constants. According to assumptions made above, 7 
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With the above results, 6 
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Thus, we can derive a range of opt,1p  as follows 12 
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If the power control is perfect, i.e. 14 

 eiejjii PPAAA  ,
222 and   (107) 15 

and eP  is approximated by the BER of high SNR case, i.e., the )( 1K
NQ  function [58, 59], 16 

(83) can be rewritten as 17 
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It is interesting to see that the lower and upper boundary values can be explicitly calculated 2 
from the processing gain N and the number of users K. 3 

3.4.2. Multipath channel 4 

Based on representation in (37), we can obtain the received signal vector in the following 5 
form: 6 

 
1

( ) ( ) ( ).
K

k k k
k

t A t b t


 x h w   (109) 7 

Introduce the following notation for the correlation coefficient 8 
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jk j k k kk   h h   (110) 9 

In commercial DS-CDMA wireless communication systems, the users’ spreading codes are 10 
often modulated with another code having a very long period. As far as the received signal 11 
is concerned, the spreading code is not periodic. In other words, there will be many possible 12 
spreading codes for each user. If we use the result derived above, we then have to calculate 13 
the optimum PCFs for each possible code and the computational complexity will become 14 
very high. Since the period of the modulating code is usually very long, we can treat the 15 
code chips as independent random variables and approximate the correlation coefficient16 

jk  given by (110) as a Gaussian random variable. In this case, the GR output for the first 17 
stage can be presented in the following form: 18 
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where the background noise )(tk  forming at the GR output is given by (56). 20 

Evaluating the GR output process given by (111), based on the well-known results, for 21 
example, discussed in [60], we can define the BER performance for the user k in the 22 
following form: 23 
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In (112), we assume that the occurrence of probabilities for 1kb  and 1kb  are equal, and 1 
that the error probabilities for 1kb  and 1kb  are also equal. As we can see from (111), 2 
there are three terms. The first term corresponds to the desired user bit. If we let 1kb , it is 3 
a deterministic value. The third term in (111) given by (56) corresponds to the GR 4 
background noise interference which pdf is defined in [3, Chapter 3, pp. 250–263, 324–328]. 5 
The second term in (111) corresponds to the interference from other users and is subjected to 6 
the binomial distribution. Note that correlation coefficients in (111) are small and DS-CDMA 7 
wireless communication systems are usually operated in low SNR environments. The 8 
variance of the second term is then much smaller in comparison with the variance of the 9 
third term. Thus, we can assume that kZ  conditioned on 1kb  can be approximated by 10 
Gaussian distribution, as shown in [3, Chapter 3, pp. 250–263, 324–328] and [13]. Then the 11 
BER performance takes the following form 12 
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where }{LE  denotes the expectation operator over the spreading code set L  and )(l
kM  and14 

)(l
kV  are the expected squared mean and variance of kZ , respectively, given the l-th possible 15 

code in L . Letting 16 
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where jq  is defined in (61), considering jk  as a Gaussian random variable, we obtain 18 
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and the mathematical expectation of variance as 20 
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Note that the expectations in (115) and (116) are operated on interfering user bits and noise 22 
using the correlation coefficient jk  given by (110). The coefficients of ][ )(l

kE VL  are 23 

represented by 24 
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The optimal PCF for the user k can be found as 3 
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Substituting (115)–(119) into (120) and simplifying the result, we obtain the following 5 
equation 6 
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Unlike that in AWGN channel, the result for the aperiodic code scenario is more difficult to 8 
obtain because there are more correlation terms in (114)–(120) to work with. Before 9 
evaluation of the expectation terms in (98), we define some function as follows: 10 

 , ,( , ) ;jk j m k nm n     (122) 11 

 , ,( , ) ;jk j m k nm n      (123) 12 

 , ,( , ) .T
jk j m k nm n  a a    (124) 13 

Thus, (122)–(124) define some relative figures between the m-th channel path of the j-th user 14 
and the n-th channel path of the k-th user. The notation ),( nmjk  denotes the path gain 15 
product, ),( nmjk  is the relative path delay, and ),( nmjk  is the code correlation with the 16 
relative delay ),( nmjk . Expanding (122)–(124), we have seven expectation terms to 17 

evaluate. For purpose of illustration, we show how to evaluate the first term, ][ 2
jkE L  here. 18 

By definition, we have jk  as 19 
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The expectation of jk  over all possible codes can be presented in the following form: 21 
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Introduce the following function 2 
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The coefficient 2B  in (127) is only the normalization constant. Since the spreading codes are 4 
seen as random, only if ),( 11 nmjk  is equal to ),( 22 nmjk  will ),,,( 2211 nmnmGjk  be nonzero. 5 
Consider a specific set of },,,{ 2211 nmnm  such that 6 
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In this case, we have 8 
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At 0 , we have the same result except that the sign of  in (129) is plus. We can conclude 10 
that the function ),,,( 2211 nmnmGjk  in (127) can be written in the following form: 11 
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Using (126), (127), and (129), we can evaluate ][ 2
jkE L  in (117)–(119). The formulations from 13 

the other six expectation terms can be obtained by mathematical transformation that is not 14 
difficult. 15 

We now provide a simple example to show the multipath effect on the optimal PCFs. 16 
Introduce the following notations that are satisfied for all k: 17 

 T T 2 2[0, ]   ;  [ , ]   ;      and     1.k kT       τ a   (131) 18 

Using (131) and taking into consideration that in the case of AWGN channel 19 
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 L   (132) 20 
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at given the l-th possible code in L , we can write for the case of the multipath channel 1 
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Note that the first terms in (133)–(136) correspond to the optimal PCFs in AWGN channel. 6 
Other terms are due to the multipath effect. It is evident to see that if 0  we have the case 7 
of AWGN channel. 8 

3.5. Simulation results 9 
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symbol per diversity branch for various values of 2L and 82 N  is presented in Fig.3. It is 15 
seen that the GR SER performance with quadrature subbranch HS/MRC and HS/MRC 16 
schemes at )4,3(),( NL  achieves virtually the same performance as the GR with traditional 17 
MRC, and that the performance at )4,2(),( NL  is typically less than 0.5 dB in SNR poorer 18 
than that of GR with traditional MRC in [42]. Additionally, a comparison with the 19 
traditional HS/MRC receiver in [29, 30] is made. Advantage of GR implementation in DS-20 
CDMA wireless communication systems is evident. 21 

The average SER of coherent BPSK and 8-PAM signals under processing by GR with 22 
quadrature subbranch HS/MRC and HS/MRC schemes as a function of average SNR per 23 
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symbol per diversity branch for various values of 2N at 42 L  is shown in Fig.4. We note 1 
the substantial benefits of increasing the number of diversity branches N for fixed L. 2 
Comparison with the traditional HS/MRC receiver is made. Advantage of GR 3 
implementation in DS-CDMA wireless communication systems is evident. 4 

 5 
Figure 3. Average SER of coherent BPSK and 8-PAM for GR with quadrature subbranch HS/MRC and 6 
HS/MRC schemes versus the average SNR per symbol per diversity for various values of 2L with7 

82 N . 8 

Comparative analysis of average BER as a function of the average SNR per bit per diversity 9 
branch of coherent BPSK signals employing GR with quadrature subbranch HS/MRC and 10 
HS/MRC schemes and GR with traditional HS/MRC scheme for various values of L with11 

8N  is presented in Fig. 5. To achieve the same value of average SNR per bit per diversity 12 
branch, we should choose 2L quadrature branches for the GR with quadrature subbranch 13 
HS/MRC, HS/MRC schemes, and L diversity branches for the GR with traditional HS/MRC 14 
scheme. Figure 5 demonstrates that the GR BER performance with quadrature subbranch 15 
HS/MRC and HS /MRC schemes is much better than that of the GR with traditional HS/MRC 16 
scheme, about 0.5 dB to 1.2 dB, when L is less than one half N. This difference decreases with 17 
increasing L. This is expected because when NL   we obtain the same performance. Some 18 
discussion of increases in GR complexity and power consumption is in order. We first note 19 
that GR with quadrature subbranch HS/MRC and HS/MRC schemes requires the same 20 
number of antennas as GR with traditional HS/MRC scheme. On the other hand, the former 21 
requires twice as many comparators as the latter, to select the best signals for further 22 
processing. However, GR designs that process the quadrature signal components will require 23 
2L receiver chains for either the GR with quadrature subbranch HS/MRC and HS/MRC 24 
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schemes or the GR with traditional HS/MRC scheme. Such receiver designs will use only a 1 
little additional power, as GR chains consume much more power than the comparators. 2 

 3 

 4 
 5 
Figure 4. Average SER of coherent BPSK and 8-PAM for GR with quadrature subbranch HS/MRC and 6 
HS/MRC schemes versus the average SNR per symbol per diversity for various values of 2N with7 

42 L . 8 

On the other hand, GR designs that implement co-phasing of branch signals without 9 
splitting the branch signals into the quadrature components will require L receiver chains 10 
for GR with traditional HS/MRC scheme and 2L receiver chains for GR with quadrature 11 
subbranch HS/MRC and HS/MRC schemes, with corresponding hardware and power 12 
consumption increases. 13 

3.5.2. Synchronous DS-CDMA wireless communication system 14 

To demonstrate a usefulness of the optimal PCF range given by (108), we performed a 15 
number of simulations for asynchronous DS-CDMA wireless communication system with 16 
perfect power control. In simulations, the random spreading codes with length N 64  17 
were used for each user and the number of users was 40K  [61]. Figure 6 shows the BER 18 
performance of single-stage hard-decision GR based on PPIC for different magnitudes of 19 
SNR and various values of PCF where the optimal PCF for the first stage lies between 0.3169 20 
(lower boundary) and 0.7998 (upper boundary). It can be seen that, for all the SNR cases, the 21 
GR based on PPIC using the average of the lower and upper boundary values, i.e., 0.5584, as 22 
the PCF, has the close BER performance to that using the optimal PCF. Additionally, 23 
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comparison of GR implementation in DS-CDMA systems with the conventional detector 1 
discussed in [43] is presented. 2 

 3 
Figure 5. Comparison of the average BER of coherent BPSK and 8-PAM for GR with quadrature 4 
subbranch HS/MRC and HS/MRC schemes versus the average SNR per symbol per diversity for various 5 
values of 2L with 8N . 6 

These results demonstrate us a great superiority of the GR employment over the 7 
conventional detector in [43]. 8 

Figure 7 shows the BER performance at each stage for the three-stage GR based on the PPIC 9 
using different PCFs at the first stage, i.e., the average value and an arbitrary value. PCFs for 10 
these two three-stage cases are 11 

 )9.0,8.0,7.0(and)9.0,8.0,5584.0(),,( 321 aaa   (137) 12 

respectively. The results demonstrate that the BER performances of GR employed by DS-13 
CDMA systems for the cases using the proposed PCF at the first stage outperform ones of 14 
GR implemented in DS-CDMA system using arbitrary PCF at the first stage. Furthermore, 15 
the GR BER performance at the second stage for the case using the proposed PCF at the first 16 
stage achieves the GR BER performance of the GR comparable to that of the three-stage GR 17 
based on PPIC using an arbitrary PCF at the first stage. Comparison between the AWCN 18 
and multipath channels is also presented in Fig.7. We see that in the case of multipath 19 
channel, the BER performance is deteriorated. This fact can be explained by the additional 20 
correlation terms in (133)–(136). 21 
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 1 
Figure 6. The BER performance of the single-state GR based on PPIC with hard decisions for different 2 
SNRs and PCFs. 3 

 4 
Figure 7. The BER performance at each stage for three-stage GR based on the PPIC with hard decisions 5 
for different PCFs at the first stage, i.e., the average value and an arbitrary value: AWGN and multipath 6 
channels. 7 
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Figure 8 demonstrates the optimal PCF versus the number of users both for the synchronous 1 
AWGN and for the multipath channels. We carry out simulation for the AWGN channel 2 
under the following conditions: the Gold codes, SNR=12 dB, the spreading codes are the 3 
periodic and perfect power control. The multipath channel assumed is a two-ray channel 4 
with the transfer function 5 

 2648.0762.0)(  ZZWk   (138) 6 

for all users. In the case of multipath channel, we employ aperiodic codes, SNR =12 dB, and 7 
perfect power control. 8 

 9 
Figure 8. Optimal PCF versus the number of users: the AWGN and multipath channels. 10 

3.6. Conclusions 11 

The GR performance with quadrature subbranch HS/MRC and HS/MRC schemes for a 1-D 12 
signal modulation in Rayleigh fading was investigated. The SER of M-ary PAM, including 13 
coherent BPSK modulation, was derived. Results show the GR with quadrature subbranch 14 
HS/MRC and HS/MRC schemes performs substantially better the GR with traditional 15 
HS/MRC scheme, particularly, when L is smaller than one half N, and much better the 16 
traditional HS/MRC receiver. We have also derived the optimal PCF range for GR first stage 17 
based on the PPIC, which is employed by DS-CDMA system, with hard decisions in 18 
multipath fading channel. Computer simulation shows that the BER performance of the GR 19 
employed by DS-CDMA wireless communication system with multipath fading channel in 20 
the case of periodic code scenario and using the average of the lower and upper boundary 21 
values is close to that of the GR of the case using the real optimal PCF, whether the SNR is 22 
high or low. It has also been shown that GR employment in DS-CDMA system with 23 
multipath fading channel in the case of periodic code scenario allows us to observe a great 24 
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superiority over the conventional receiver discussed in [43]. The procedure discussed in [43] 1 
is also acceptable for GR employment by DS-CDMA systems. It has also been demonstrated 2 
that the two-stage GR based on PPIC using the proposed PCF at the first stage achieves such 3 
BER performance comparable to that of the three-stage GR based on PPIC using an arbitrary 4 
PCF at the first stage. This means that at the same BER performance, the number of stages 5 
(or complexity) required for the multistage GR based on PPIC could be reduced when the 6 
proposed PCF is used at the first stage. It can be shown that the proposed PCF selection 7 
approach is applicable to multipath fading cases at GR employment in DS-CDMA systems 8 
even if no perfect power control is assumed but this is a subject of future work. We have 9 
also compared the BER performance at the optimal PCF in the case of AWGN and multipath 10 
channels and presented a sensitivity of the BER performance to the values of PCF for both 11 
cases. 12 

4. Signal processing with frequency-selective channels 13 

4.1. Brief review 14 

In this section, we consider and study the GR in DS-CDMA wireless communication system 15 
with frequency-selective channels. We discuss the linear equalization with the finite impulse 16 
response (FIR) beamforming filters and channel estimation and spatially correlation. 17 

4.1.1. Linear equalization and FIR beamforming filters 18 

The use of multiple antennas in wireless communication system attracts significant interest 19 
and attention of researchers. Transmit beamforming has received considerable attention 20 
because of its simplicity and ability to exploit the benefits of multiple transmit antenna [62]. 21 
Information about channel state at the transmitter is generally required for beamforming. At 22 
the present time, an impact of noisy and/or quantized information about channel state is a 23 
pivot of recent research owing to the fact that the perfect channel state information may not 24 
be available at the transmitter [63–65]. In [66], beamforming techniques for DS-CDMA 25 
wireless communication systems used a multicarrier approach to cope with frequency-26 
selective fading were also proposed. We should note, however, that the multicarrier 27 
techniques are not used in single carrier systems. In this section, we investigate the transmit 28 
beamforming for single carrier transmission over frequency-selective fading channels with 29 
the perfect channel state information at the GR. A necessity of equalization at the GR is 30 
generated by the intersymbol interference (ISI) caused by the channel frequency selectivity. 31 
It must be emphasized that the optimum beamforming depends on the equalizer used. As it 32 
is well-known, the linear equalization possesses a low complexity. By this reason, we adopt 33 
the linear equalization. In comparison and in contrast to [67], we consider the more realistic 34 
case of FIR beamforming filters at the GR. Unlike the infinite impulse response case, a 35 
closed-form solution for the FIR beamforming filters at the GR does not seem to exist. 36 
Because of this, we need to calculate the optimum FIR beamforming filters. Numerical 37 
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results show that for typical Global System for Mobile Communications/Enhanced Data 1 
Rates for GSM Evolution (GSM/EDGE) channels the performance of short GR FIR 2 
beamforming filters can be closely approached with infinite impulse response beamforming 3 
at the GR and significant gains over single antenna transmission can be achieved. 4 

4.1.2. Channel estimation and spatial correlation 5 

Under consideration of channel estimation and correlation part, we investigate the 6 
minimum mean square error (MMSE) GR. It takes an error of maximum likelihood (ML) 7 
multiple-input multiple-output (MIMO) channel estimation and GR spatially correlation 8 
into consideration in the computation of MMSE GR and log-likelihood ratio (LLR) of each 9 
coded bit. Our GR analysis and investigation are based on the following statements: 10 

 It is well-known [68–70] that the existing soft-output MMSE vertical Bell Lab Space 11 
Time (V-BLAST) detectors have been designed based on perfect channel estimation. 12 
Unfortunately, the estimated MIMO channel coefficient matrix is noisy and imperfect in 13 
practical application environment, [71,72]. Therefore, these soft-output MMSE V-BLAST 14 
detectors will suffer from performance degradation under practical channel estimation. 15 

 The ML symbol detection scheme is investigated in [72]. It takes into consideration the 16 
channel estimation error under condition that the MIMO channel estimation is 17 
imperfect. MMSE based on V-BLAST symbol detection algorithm addressing the impact 18 
of the channel estimation error is discussed in [73]. However, the channel coding, 19 
decision error propagation compensation, and spatially channel correlation are not 20 
discussed and considered. 21 

In the present section, we derive the MMSE GR for detecting each transmitted symbol and 22 
provide a method to compute the LLR of each coded bit. When compared with the detection 23 
scheme discussed in [73], our simulation results show that the MMSE GR can obtain sizable 24 
performance gain. 25 

4.2. Problem statement and system model 26 

We consider a MIMO DS-CDMA wireless communication system with TN  transmit and 27 

RN  receive antennas. The modulated symbols ][kb  are taken from a scalar symbol alphabet28 
F  such as quadriphase-shift keying (QPSK) or quadrature amplitude modulation (QAM), 29 
and have the following variance 30 

 2 2[ ] 1,| |{ }bσ E b k    (139) 31 

where }{E  denotes the mathematical expectation. The coefficients of the FIR beamforming 32 
filters of length gL  at the transmit antenna tn , Tt Nn 1  are denoted by ][kg

tn , where33 
10  gLk and their energy is normalized to 34 
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The signal transmitted over antenna tn  at time k is given by 2 

 [ ] [ ] [ ],
t tn na k g k b k    (141) 3 

where    denotes a linear discrete-time convolution. The discrete-time received signal at 4 
the receive antenna rn , Rr Nn 1  can be modeled in the following manner 5 
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where ][kw
rn  denotes the spatially and temporally AWGN with zero mean and variance 7 

given by 8 

 2 2
0[ ] 0.5 ,| |{ }

rw nσ E w k N    (143) 9 

where 05.0 N  denotes the two-sided power spectral density of the underlying continuous in 10 
time passband noise process. 11 

The notation ][kh
rtnn , where 10  Lk , represents the overall channel impulse response 12 

between the transmit antenna tn  and the receive antenna rn  of length L. In our model,13 
][kh

rtnn  contains the combined effects of transmit pulse shaping, wireless channel, receive 14 
filtering, and sampling. We assume an existence of block fading model, i.e., the channel is 15 
constant for the duration of at least one data burst before it changes independently to a new 16 
realization. In general, ][kh

rtnn  are spatially and temporally correlated because of 17 

insufficient antenna spacing and transmit/receive filtering, respectively. Substituting (141) 18 
into (142), we obtain 19 

 [ ] [ ] [ ] [ ],
r rr

eq
n nns k h k b k w k     (144) 20 

where the equivalent channel impulse response ][kheqnr  corresponding to the receiving 21 

antenna rn  is defined as 22 
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and has the length 1 geq LLL . Equation (144) shows that the MIMO DS-CDMA wireless 1 

communication system with beamforming can be modeled as an equivalent single-input 2 
multiple-output (SIMO) system. Therefore, the GR can use the same equalization, channel 3 
estimation, and channel tracking techniques as for a single antenna transmission. We 4 
assume that the GR employs receive diversity zero forcing or MMSE linear equalization [74]. 5 

Let us rewrite the main statements and definitions mentioned above in the matrix form for 6 
our convenience in subsequent analysis of channel estimation. Thus, the received signal can 7 
be expressed in the following form: 8 

 
1

,
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k k
k

a


   s Ha w h w   (146) 9 

where T
RNsss ],,,[ 21 s  is the received signal vector; T

TN ],,,[ 21 hhhH   is the TR NN 10 
MIMO channel coefficient matrix with elements ][kh

rtnn  denoting the channel fading 11 
coefficient between the tn -th transmit antenna and the rn -th receive antenna. 12 

We adopt the following GR spatially correlated MIMO channel model 13 

 wHRH r   (147) 14 

with wH  denoting an independent and identically distributed (i.i.d.) matrix with entries 15 
obeying the Gaussian law with zero mean and unit variance, and rR  is the RR NN   receive 16 
array correlation matrix determined by 17 

 .( )Hr r rR R R   (148) 18 

Then, we have 19 

 .{ }H
TE N rHH R   (149) 20 

The channel is considered to be flat fading with coherence time of )( DP NN   MIMO vector 21 
symbols, where PN  symbol intervals are dedicated to pilot matrix pS  and the remaining22 

DN  to data transmission, where T
NTaaa ],,,[ 21 a  is the transmitted complex signal 23 

vector whose element given by (141) is taken from the complex modulation constellation F24 
, because the modulated symbols ][kb  are taken from the scalar symbol alphabet F , such 25 
as QPSK signal, by mapping the coefficient of FIR beamforming filters ][kg

tn  like the coded 26 

bit vector 27 
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be expressed in the following form: 8 
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,
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k k
k

a


   s Ha w h w   (146) 9 

where T
RNsss ],,,[ 21 s  is the received signal vector; T

TN ],,,[ 21 hhhH   is the TR NN 10 
MIMO channel coefficient matrix with elements ][kh

rtnn  denoting the channel fading 11 
coefficient between the tn -th transmit antenna and the rn -th receive antenna. 12 

We adopt the following GR spatially correlated MIMO channel model 13 

 wHRH r   (147) 14 

with wH  denoting an independent and identically distributed (i.i.d.) matrix with entries 15 
obeying the Gaussian law with zero mean and unit variance, and rR  is the RR NN   receive 16 
array correlation matrix determined by 17 

 .( )Hr r rR R R   (148) 18 

Then, we have 19 

 .{ }H
TE N rHH R   (149) 20 

The channel is considered to be flat fading with coherence time of )( DP NN   MIMO vector 21 
symbols, where PN  symbol intervals are dedicated to pilot matrix pS  and the remaining22 

DN  to data transmission, where T
NTaaa ],,,[ 21 a  is the transmitted complex signal 23 

vector whose element given by (141) is taken from the complex modulation constellation F24 
, because the modulated symbols ][kb  are taken from the scalar symbol alphabet F , such 25 
as QPSK signal, by mapping the coefficient of FIR beamforming filters ][kg

tn  like the coded 26 

bit vector 27 
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 TM
nnnn tttt

][ 2log21 ,,, gggg    (150) 1 

to one modulation symbol belonging to F , i.e., F )(map
tt nna g . 2 

Meanwhile, we assume that each transmitted symbol is independently taken from the same 3 
modulation constellation F  and has the same average energy, i.e., 4 

 .{ }
T

H
b NE Eaa I   (151) 5 

Finally, T
RNnww ][ ,,21, w  is the AWGN vector with covariance matrix determined by 6 

 2 .{ }
R

H
w NE σ wK ww I   (152) 7 

TNI  and RNI  are the identity matrices. 8 

4.3. FIR beamforming for GR with linear equalization 9 

According to [75], the unbiased SNR for linear equalization with the optimum infinite 10 
impulse response equalizer filters at the GR back end is given by 11 

 
4

4( ) ,b

e

σ
SNR χ

σ
 g   (153) 12 

where 2
bσ  is given by (139) and the linear equalization error variance 2

eσ  will be defined 13 
below. We note that the assumption of infinite impulse response linear equalization filters at 14 
the GR back end is not a major restriction, since typically FIR linear equalization filters of 15 
length equal to eqF LL 4  can approach closely the performance of infinite impulse response 16 

linear equalization filters. In (153) we consider the constant 0χ for the case of zero forcing 17 
linear equalization and 1χ  for the case of MMSE linear equalization, respectively [74]. In 18 
(153) the beamforming filter vector 19 

 T
gNg LggLggg

T
][ )1()0()1()1()0( 2111  g   (154) 20 

consists of the coefficients of all beamforming filters. 21 

The GR linear equalization error variance defined based on results discussed in [76] is given 22 
by 23 
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where 444and0 bw σσμμ   are valid for the case of zero-forcing linear equalization and for 2 
the case of MMSE linear equalization, respectively. Furthermore, the frequency response3 

}{ )()( khfH eq
n

eq
n rr

G  of the equivalent channel can be defined in the following form 4 

 ( ) ( ) ,
rr

eq H
nnH f f q H g

 
  (156) 5 

where the subscript H means the Hermitian transpose, 6 

 ( ) 1 exp( 2 ) exp[ 2 ( 1)] ,{ }T
eqf j πf j πf L q    (157) 7 

 T
nNnnn rTrrr

][ 21 HHHH    (158) 8 

and 
rt nnH  is a geq LL   column-circulant matrix with the vector TT

Lnnnn grtrt
Lhh ][ 1)1()0(  0  9 

in the first column. Therefore, the GR SNR with the zero-forcing linear equalization and 10 
MMSE linear equalization can be presented in the following form: 11 
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with the gTgT LNLN   matrix 13 

 
1

( ) ( ) ( ) .
R

r r
r

N
H H
n n

n
f f f



 G H d d H   (160) 14 

The optimum beamforming filter vector optg  shall maximize )(gSNR  subject to power 15 

constraint 1ggH . Unfortunately, this optimization problem is not convex, i.e. the standard 16 
tools from convex optimization cannot be applied. Nevertheless, the Lagrangian of the 17 
optimization problem can be formulated in the following form: 18 

 ( ) ( ) ,HL SNR μ g g g g   (161) 19 

where μ  denotes the Lagrange multiplier. The optimum vector optg  has to satisfy the 20 
following equality 21 
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which leads to the nonlinear eigenvalue problem, namely, 2 
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with the eigenvalue μ~ . Unfortunately, (163) does not seem to have a closed-form solution. 4 

Therefore, we use the following gradient algorithm for calculation of the optimum FIR 5 
beamforming filters at the GR, which recursively improves an initial beamforming filter 6 
vector 0g . The main statements of the gradient algorithm are: 7 

1. Let 0i  and initialized the beamforming filter vector with a suitable 0g  satisfying8 

100 ggH . 9 
2. Update the beamforming filter vector 10 
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where iδ  is a suitable adaptation step size. 12 

3. Normalize the beamforming filter vector 13 

 1
1

1 1

.i
i H

i i



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
g

g
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

 
  (165) 14 

4. If εi
H
i ||1 1   gg , go to Step 5, otherwise increment 1 ii  and go to Step 2. 15 

5. 1ig  are the desired beamforming filter vector. 16 

For the termination constant ε  in Step 4 a suitably small value should be chosen, e.g.17 
410ε . Ideally the adaptation step size iδ  should be optimized to maximize the speed of 18 

convergence. Here, we follow [77] and choose iδ  proportional to 1
iλ , where iλ  is the 19 

maximal eigenvalue of the matrix 20 
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  (166) 21 

in iteration i. In particular, we found empirically that 101.0  ii λδ  is a good choice. 22 
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Because of non-convexity of the underlying optimization problem, we cannot guarantee that 1 
the gradient algorithm converges to the global maximum. However, adopting the 2 
initialization procedure explained below, the solution found by this gradient algorithm 3 
seems to be close to optimum, i.e., if gL  is chosen sufficiently large the FIR beamforming 4 
filters obtained with the gradient algorithm approach and the performance of the optimal 5 
infinite impulse response beamforming filters at the GR was discussed in [52]. 6 

We found empirically that a convergence to the optimum or a close to optimum solution is 7 
achieved if the beamforming filter length is gradually increased. If the desired beamforming 8 
filter length is gL , the gradient algorithm is executed gL  times. The beamforming filter 9 
vector is initialized with the normalized all-ones vector of size TN  for the first execution10 

)1( υ  of the gradient algorithm. For the υ -th execution, gLυ 2 , the first )1( υ  11 
beamforming filters coefficients of each antenna are initialized with the optimum 12 
beamforming filter coefficients for that antenna found in the )1( υ -th execution of the 13 
gradient algorithm and the υ -th coefficients are initialized with zero. In each execution step14 
υ , the algorithm requires typically less than 50 iterations to converge, i.e., the overall 15 
complexity of the algorithm are on the order of 50 gL . 16 

4.4. MMSE GR 17 

4.4.1. Channel estimation 18 

It was proved that for ML MIMO channel estimator the optimal pilot matrix minimizing the 19 
mean square estimation error is an orthogonal pilot matrix [71, 72]. Under the use of the 20 
pilot matrix, i.e., 21 

 ,
T

H
p p P P NE NS S I   (167) 22 

where TP NN   and PE  is the energy of each pilot symbol, the estimated channel matrix 23 

can be expressed as [71, 72] HHH ˆ , where 24 

 1)(  PPNEH
pwSH   (168) 25 

is the channel estimation error matrix, which is correlated with the matrix H and with 26 
entries subjected to Gaussian distribution with zero mean and variance  27 

 12 2 ( ) ,h w P Pσ σ E N 
    (169) 28 

which is determined independently of instantaneous channel realization. We can conclude 29 
that Ĥ  is a complex Gaussian matrix with zero mean and covariance matrix 30 
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 2ˆ ˆ ˆ[ ] ( ).{ }
R

H
T h NCov E N σ  rH HH R I   (170) 1 

Let mm hh ,  and ),,2,1(,ˆ
Tm Nm h  denote the m-th column of matrices H, H  and Ĥ , 2 

respectively. Then, by the important properties of complex Gaussian random vector [78] and 3 
with some manipulations, we obtain 4 

 2 2 1ˆ ˆ ( ) ;|{ }
Rm m h m h NE σ σ 

   rh h h R I   (171) 5 
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  (172) 6 

4.4.2. Computation of MMSE GR 7 

Let },,2,1{ Ti Nk   be the index of i-th detected spatial data stream according to the 8 
maximal post-detection SINR ordering rule. Denote jaμ  and 2

jaσ  as the mean and variance 9 

of the signal ja , respectively, which can be determined by a posteriori symbol probability 10 
estimation as in [70]. By performing the soft interference cancellation (SIC) [70] and 11 
considering channel estimation error, the corresponding interference-cancelled received 12 
signal vector iks

~ can be determined in the following form: 13 
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where PFw  is the noise forming at the PF output of GR front end linear system. 15 

Then, conditionally on Ĥ , the MMSE GR output is given as [3, 51] 16 
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  (174) 17 

where AFw  is the reference zero mean Gaussian noise with a priori information a “no” 18 
signal and with the following covariance matrix in a general case [1, 3] 19 

 2 ,{ } { }
R

H H
PF PF AF AF w NE E σ w w w w I   (175) 20 
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because the AF and PF of GR front end linear system do not change the statistical 1 
parameters of input process (Gaussian noise, for example). Thus, according to (173) and 2 
(175), we can write 3 

1
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  (176) 4 

Based on results discussed in the previous Section, it is evidently that jh  is only correlated 5 

with jĥ . Then, we have 6 

 ˆˆ| |{ } { }.H H
j j j j jE E    h h H h h h   (177) 7 

From the basic relationship between the autocorrelation and covariance functions, we have 8 

 ˆ ˆ ˆ ˆ| | | |{ } { } { } { }.H H H
j j j j j j j j j jE Cov E E       h h h h h h h h h h   (178) 9 

Substituting (171) and (172) into (178), we can write 10 

2 4 2 1 4 2 1 2ˆ|{ } ( ) ( ) ( ).
R R R R

H H
j j j h N h h N h h N j j h NE σ σ σ σ σ σ 

            r r rh h h I R I R I h h R I   (179) 11 

Introduce the following notations 12 

 2 1 ,( )
Rh Nσ 

 rΛ R I   (180) 13 

 2 ,
RN hσ Ξ I Λ   (181) 14 
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Substituting (171) and (179) into (176) and taking into consideration (180)–(182), we have 16 
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where the notation mn:H  denotes the submatrix containing the n-th to m-th columns of the 1 
matrix H. 2 

Based on similar manipulations, we can write 3 
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In the root mean-square sense, the second term in (184) representing the GR back end 5 
background noise tends to approach zero. By this reason, finally we can write 6 
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Combining (183) and (185), we obtain the MMSE GR output iY
~ , conditionally on Ĥ . 8 

4.4.3. Computation of LLR 9 

By applying iY
~  to iks

~ , we have the process at the MMSE GR output [13,52,61] ikiik sYZ ~~~
 . 10 

According to the Gaussian approximation of the MMSE GR back end process, we can write 11 

 2 ,
i i i ik k k ka Z μ η     (186) 12 

where 13 

 ikiikikiik E hΞYHhhYμ ˆ~ˆ~~ }{ |)(    (187) 14 

and 22~
kiki PFAFik wwη   is the background noise at the MMSE GR output with zero-mean and 15 

variance 42~ 4 wkη
σσ

i
 . 16 

Therefore, the LLR value of the coded bit λ
ikg  can be approximated as [68, 69] 17 
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where 0
λF and 1

λF denote the modulation constellation symbols subset of F  whose λ -th bit 19 
equals 0 and 1, respectively. 20 
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4.4.4. Remarks 1 

When the channel estimation error is neglected, i.e., 02 hσ  in (180), (181) and (183), the 2 
MMSE GR output given by (174) reduces to that of the modified soft-output MMSE GR, in 3 
which only decision error propagation is considered, [13, 61]. On the other hand, if 4 

RNIRr   and no residual interference cancellation error is assumed the MMSE GR output 5 
given by (174) reduces to that of [50]. For the sake of simplicity, we call this detector as the 6 
conventional soft-output MMSE GR hereafter if this detector is applied in channel coded 7 
MIMO DS-CDMA wireless communication system. Meanwhile, if both decision error 8 
propagation and channel estimation error are neglected, the MMSE GR output given by 9 
(174) reduces to that of the conventional MMSE GR output of [51]. 10 

4.5. SER definition 11 

We continue a discussion of SER formula derivation presented in (61)-(72), subsection 3.3.1. 12 
In the case of M-ary PSK system the exact expression for the SER takes the following form 13 
[79] 14 
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Taking into account (61), (67), and (189), we can write the SER of QPSK system employed 16 
the GR in the following form: 17 
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There is a need to note that a direct comparison of QPSK and BPSK systems on the basis of 19 
average symbol-energy-to-noise-spectral-density ratio indicates that the QPSK is 20 
approximately 3 dB worse than the BPSK. 21 

Another signaling scheme that allows multiple signals to be transmitted using quadrature 22 
carries is the QAM. In this case, the transmitted signal can be presented in the following 23 
form: 24 

 scici
s

k TttfBtfA
T

ta  0,)2sin()2cos(2)( ][    (191) 25 

Contemporary Issues in Wireless Communications126



Book�Title 48 

4.4.4. Remarks 1 

When the channel estimation error is neglected, i.e., 02 hσ  in (180), (181) and (183), the 2 
MMSE GR output given by (174) reduces to that of the modified soft-output MMSE GR, in 3 
which only decision error propagation is considered, [13, 61]. On the other hand, if 4 

RNIRr   and no residual interference cancellation error is assumed the MMSE GR output 5 
given by (174) reduces to that of [50]. For the sake of simplicity, we call this detector as the 6 
conventional soft-output MMSE GR hereafter if this detector is applied in channel coded 7 
MIMO DS-CDMA wireless communication system. Meanwhile, if both decision error 8 
propagation and channel estimation error are neglected, the MMSE GR output given by 9 
(174) reduces to that of the conventional MMSE GR output of [51]. 10 

4.5. SER definition 11 

We continue a discussion of SER formula derivation presented in (61)-(72), subsection 3.3.1. 12 
In the case of M-ary PSK system the exact expression for the SER takes the following form 13 
[79] 14 

 

2

0
2

0

sin
1 exp .

sin

M
b

SER

E
N M

P d





 


 
 
   
 
  

   (189) 15 

Taking into account (61), (67), and (189), we can write the SER of QPSK system employed 16 
the GR in the following form: 17 

 
/ 2

0

1 1 .
2sin

( )M

QBHS MRCSER qP d


 
 



    (190) 18 

There is a need to note that a direct comparison of QPSK and BPSK systems on the basis of 19 
average symbol-energy-to-noise-spectral-density ratio indicates that the QPSK is 20 
approximately 3 dB worse than the BPSK. 21 

Another signaling scheme that allows multiple signals to be transmitted using quadrature 22 
carries is the QAM. In this case, the transmitted signal can be presented in the following 23 
form: 24 

 scici
s

k TttfBtfA
T

ta  0,)2sin()2cos(2)( ][    (191) 25 

Contemporary Issues in Wireless Communications126
 

Signal Processing by Generalized Receiver in DS-CDMA Wireless Communications Systems 49 

where iA  and iB  take on the possible values pMpp )( 1,,3;    with equal 1 
probability, where M is an integer power of 4; sT  is the sampling interval, and cf  is the 2 
carrier frequency. The parameter p can be related to the average symbol energy bE  as given 3 
by 4 
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Taking into consideration a definition of the SER derived in [80] for M-ary QAM system 6 
employed the GR, we obtain 7 
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where )(xQ  is the Gaussian Q-function given by 9 

 21( ) exp( 0.5 ) .
2 x

Q x t dt
π



    (194) 10 

4.6. Simulation results 11 

4.6.1. FIR beamforming and MIMO wireless communication system 12 

For a definition of numerical results using simulation, we consider the typical urban channel 13 
[81] of the GSM/EDGE system as a practical example. As is usually done for GSM/EDGE, the 14 
transmit pulse shape is modeled as a linearized Gaussian minimum-shift keying pulse [82]. 15 
The GR input linear system filter is a square-root raised-cosine filter with roll-off factor 0.3. 16 
Furthermore, we assume 3TN  transmit and 3RN  receive antennas and a maximum 17 
channel length of 5L . The correlation coefficient between all pairs of transmit antennas is 18 

5.0ρ . 19 

Figure 9 shows the average SNR  as a function of the SNR noted by 0NEb  for the GR with 20 
MMSE linear equalization in the cases of FIR (the curves 2 and 3) and infinite impulse 21 
response (the curve 1) beamforming filter, respectively, where bE  denotes the average 22 
received energy per symbol. The curve 5 corresponds to the case for infinite impulse 23 
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response beamforming filter for receiver discussed in [67]. The SNR  was obtained by 1 
averaging the respective SNRs over 1000 independent realizations of the typical urban 2 
channel. For this purpose, in the case of FIR beamforming filter at the GR, the SNR given by 3 
(159) was used and the corresponding beamforming filters at the GR were calculated using 4 
the gradient algorithm discussed in Section 4.3. For infinite impulse response beamforming 5 
filter at the GR the result given in [52] was used. 6 

 7 

 8 
 9 
Figure 9. Average SNR of MMSE linear equalization at the GR for beamforming with FIR and infinite 10 
impulse response filters. The result for single antenna transmission is also indicated (the curve 4). IIR – 11 
infinite impulse response beamforming filter. 12 

For comparison, we also show simulation results with FIR linear equalization filters at the 13 
GR of length LLF 4  for FIR beamforming filters at the GR with 1gL  (the curve 3) 14 
optimized for infinite impulse response linear equalization filters at the GR. These 15 
simulation results confirm that sufficiently long FIR linear equalization filters at the GR 16 
closely approach performance of infinite impulse response linear equalization filters at the 17 
GR, which are necessary for (178) to be valid. As expected, the beamforming with infinite 18 
impulse response beamforming filters at the GR constitutes a natural performance upper 19 
bound for the beamforming with FIR beamforming filters at the GR. However, interestingly, 20 
for the typical urban channel the FIR beamforming filter of length 3gL  (the curve 2) is 21 

Contemporary Issues in Wireless Communications128



Book�Title 50 

response beamforming filter for receiver discussed in [67]. The SNR  was obtained by 1 
averaging the respective SNRs over 1000 independent realizations of the typical urban 2 
channel. For this purpose, in the case of FIR beamforming filter at the GR, the SNR given by 3 
(159) was used and the corresponding beamforming filters at the GR were calculated using 4 
the gradient algorithm discussed in Section 4.3. For infinite impulse response beamforming 5 
filter at the GR the result given in [52] was used. 6 

 7 

 8 
 9 
Figure 9. Average SNR of MMSE linear equalization at the GR for beamforming with FIR and infinite 10 
impulse response filters. The result for single antenna transmission is also indicated (the curve 4). IIR – 11 
infinite impulse response beamforming filter. 12 

For comparison, we also show simulation results with FIR linear equalization filters at the 13 
GR of length LLF 4  for FIR beamforming filters at the GR with 1gL  (the curve 3) 14 
optimized for infinite impulse response linear equalization filters at the GR. These 15 
simulation results confirm that sufficiently long FIR linear equalization filters at the GR 16 
closely approach performance of infinite impulse response linear equalization filters at the 17 
GR, which are necessary for (178) to be valid. As expected, the beamforming with infinite 18 
impulse response beamforming filters at the GR constitutes a natural performance upper 19 
bound for the beamforming with FIR beamforming filters at the GR. However, interestingly, 20 
for the typical urban channel the FIR beamforming filter of length 3gL  (the curve 2) is 21 

Contemporary Issues in Wireless Communications128
 

Signal Processing by Generalized Receiver in DS-CDMA Wireless Communications Systems 51 

sufficient to closely approach the performance of the infinite impulse response beamforming 1 
at the GR (the curve 1). 2 

We note that for high values of 0NEb  even an FIR beamforming filter at the GR of length3 
1gL  achieves a performance gain of more than 4.5 dB compared to single antenna 4 

transmission, i.e. 1 RT NN  (the curve 4). Additional simulations not shown here for 5 
other GSM/EDGE channel profiles have shown that, in general, the FIR beamforming filter 6 
at the GR of length 6gL  is sufficient to closely approach the performance of the infinite 7 
impulse response beamforming at the GR. Thereby, the value of gL  required to approach 8 
the performance of the infinite impulse response beamforming at the GR seems to be 9 
smaller if the channel is less frequency selective. 10 

4.6.2. Channel estimation and spatially correlation 11 

We choose the 0.5 rate Low Density Parity Check (LDPC) code with a block length of 64800 12 
bits, which is also adopted by DVB-S.2 standard [86]. QPSK modulation with Gray mapping 13 
is adopted in 4 RT NN  MIMO system. Meanwhile, we set 12 hσ  RT NN  , and 14 

bP EE  . The channel is generated with coherence time of 85 DP NN  MIMO vector 15 
symbol intervals, and then a LDPC codeword is transmitted via 100 channel coherent time 16 
intervals for QPSK modulation. For GR spatially correlated MIMO channel the GR array 17 
correlation matrix rR  with the following elements is adopted [68] 18 

 

















 

.0015.04527.0)4,1(
;5490.03642.0)4,2()3,1(

;7766.04290.0)4,3()3,2()2,1(
;4,3,2,1,),,(),(,1),(

j
j

j
nmnmnmnn

r

rr

rrr

rrr

R
RR

RRR
RRR

  (195) 19 

The performance comparison, in terms of BER, of the proposed soft-output MMSE GR, the 20 
modified soft-output MMSE GR [83], the conventional soft-output MMSE GR [84], and the 21 
conventional MMSE GR [85] is presented in Fig.10 for spatially independent MIMO channel 22 
and GR receiver spatially correlated MIMO channel. Also, a comparison with the soft-23 
output MMSE V-BLAST detector discussed in [73] is made. The proposed MMSE GR 24 
outperforms all the existing schemes with considerable gain, especially for receiver 25 
correlation MIMO channel scenario. The underlying reason of this improvement is that the 26 
MMSE GR, by taking channel estimation error, decision error propagation and channel 27 
correlation into account, can output more reliable LLR to channel decoder. As channel 28 
estimation error is the dominant factor influencing the system performance under the lower 29 
SNR region, it can observed that the BER of the conventional soft-output MMSE GR [84] is 30 
slightly better than that of the modified soft-output MMSE GR in the case of spatially 31 
independent MIMO channel. 32 
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 1 
Figure 10. BER performance of different detectors under a) spatially independent MIMO channel and 2 
b) receiver spatially correlated MIMO channel. 3 

4.7. Conclusions 4 

In the present section, we have considered the FIR beamforming at the GR with perfect 5 
channel state information for single carrier transmission over frequency-selective fading 6 
channels with zero-forcing linear equalization and GR MMSE linear equalization. We 7 
employed a gradient algorithm for efficient recursive calculation of the FIR beamforming 8 
filters at the GR. Our results show that for typical GSM/EDGE channel profiles short FIR 9 
beamforming filters at the GR suffice to closely approach the performance of optimum 10 
infinite impulse response beamforming at the GR discussed in [52]. This is a significant 11 
result, since in practice, the quantized beamforming filter coefficients have to be fed back 12 
from the receiver to the transmitter, which makes short beamforming filters preferable. 13 

The proposed MMSE GR outperforms all the existing schemes with considerable gain 14 
especially for receiver correlation MIMO channel scenario. The underlying reason of this 15 
improvement is that the MMSE GR, by taking channel estimation error, decision error 16 
propagation, and channel correlation into account, can output more reliable LLR to channel 17 
decoder. As channel estimation error is the dominant factor influencing the system 18 
performance under the lower SNR region, it can observed that the BER of the conventional 19 
soft-output MMSE GR [87] is slightly better than that of the modified soft-output MMSE GR 20 
in the case of spatially independent MIMO channel. 21 
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5. Signal processing with fading channels 1 

5.1. Brief review 2 

It is well known that the DS-CDMA transmission technique allows multiple users to share 3 
the same spectrum range simultaneously. Using DS-CDMA transmission technique in 4 
wireless communication systems, we can reach spectrum efficiency, high system capacity, 5 
robustness against interference, high quality of service (QoS) and so on [88,89]. In DS-6 
CDMA wireless communication systems, the concatenating orthogonal Walsh-Hadamard 7 
(WH) channelization sequences and pseudonoise (PN) random scrambling sequences are 8 
used to generate the orthogonal spreading codes employed by multiple users for 9 
simultaneous signal transmission. There are multipaths in DS-CDMA wireless 10 
communication systems that destroy orthogonality between codes by introducing non-zero 11 
time delays and lead to interference among the transmitted signals in the downlink. One 12 
way to solve this problem is to use the scrambling sequences with the purpose to randomize 13 
signals transmitted by users and inhomogeneous behavior at nonzero time delays. One 14 
technique demonstrating how this problem can be solved is discussed in [90]. 15 

At the present time, the wideband DS-CDMA technique employed by wireless 16 
communication systems attracts a great attention of researchers, in particular, in mobile 17 
communication systems. An important feature of wideband DS-CDMA is an 18 
implementation of complex spreading sequences. The term “complex spreading” was 19 
generated from terminology used in constant to dual-channel spreading [91]. It is shown in 20 
[92-94] that the complex spreading can be realized either by a complex-valued sequence or 21 
by two binary sequences. As was shown in [92], the complex sequences can be 3 dB better 22 
than the binary Gold sequences [95] in the maximum periodic correlation parameters. 23 
Moreover, larger sets are available in complex sequences. Unfortunately, all these sequences 24 
are nonorthogonal and can be characterized as the complex-valued PN spreading 25 
sequences. Lam and Ozluturk investigated in [95] an application area of nonorthogonal 26 
complex sequences in DS-CDMA downlink wireless communication systems. As was 27 
defined in [95], the performance bounds were derived for the DS-CDMA wireless 28 
communication systems with complex signature sequences over the AWGN channels. 29 

In this section, we investigate a generalized receiver (GR) constructed on the basis of GASP 30 
[1-3,6-8]. Using the GR in the DS-CDMA downlink wireless communication system, we 31 
would like to get answers on the following questions: 32 

 Is it possible to maintain the orthogonality between users under GR implementation in 33 
the DS-CDMA downlink wireless communication system? 34 

 Is it possible to reduce the effect of multipath fading and interference from other users 35 
under GR implementation in the DS -CDMA downlink wireless communication 36 
system? 37 
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 What are benefits under GR implementation in DS-CDMA downlink wireless 1 
communication system in comparison with other conventional receivers, for example, 2 
the Rake receiver? 3 

To give answers on these questions we carry out our analysis using, for instance, the 4 
orthogonal 4-phase complex sequences in the DS-CDMA downlink wireless communication 5 
system. These sequences are generated by the unified complex Hadamard transform matrix 6 
discussed in [96], the correlation properties of which are studied in [97], where it is shown 7 
that the unified complex Hadamard transform sequences possess the better autocorrelation 8 
properties in comparison with the WH sequences, which are characterrized by very poor 9 
autocorrelation properties. 10 

The use of orthogonal unified complex Hadamard transform sequences by the transmitter as 11 
channelization spreading codes scrambled by long PN sequences and further processing 12 
these sequences by the GR allows us to maintain the orthogonality between the users, and at 13 
the same time, to reduce the effect of multipath fading and interference from other users. A 14 
coherent GR [6], for example, can be used to combat the adverse effects of short-term 15 
multipath fading in mobile radio propagation environments. Owing to computational 16 
simplicity of the signal-to-interference-plus-noise ratio (SINR) in comparison with the 17 
probability of error, SINR is mostly used for evaluating and selecting code sequences among 18 
several candidates. Therefore, in this section, we investigate the SINR at the GR output 19 
when the unified complex Hadamard transform spreading sequences are generated by 20 
transmitter in the DS-CDMA downlink wireless communication system and compare this 21 
with the SINR at the GR output under transmission of WH real sequences. It is shown that 22 
the SINR at the GR output is independent of the phase offsets between different paths when 23 
the unified complex Hadamard transform spreading sequences are generated by the 24 
transmitter in the DS-CDMA downlink wireless communication system. The SINR at the GR 25 
output of the same system is a function of the squared cosine of path phase offsets under 26 
generation of WH real sequences by the transmitter. Because of this, as a direct result, the bit 27 
error rate (BER) performance of GR employing by the DS-CDMA downlink wireless 28 
communication system when the unified complex Hadamard transform spreading 29 
sequences are generated by the transmitter is better that that of the system with the WH 30 
sequences under Gaussian approximation. Also, we carry out a BER performance 31 
comparison of the DS-CDMA system employing the GR with the same system using then 32 
conventional receiver, for example, the Rake receiver [95]. Comparative analysis shows us a 33 
great superiority in the BER performance under GR employment in the DS-CDMA 34 
downlink wireless communication system over the use of the Rake receiver. 35 

This section is organized as follows. At first, we present some basic definitions of the unified 36 
complex Hadamard transform sequences. Additionally, we study the DS-CDMA downlink 37 
wireless communication system model under the GR employment when the unified 38 
complex Hadamard transform spreading sequences are generated and propagated in a 39 
multipath fading channel. Further, we investigate the SINR performance at the GR output 40 
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when the unified complex Hadamard transform spreading sequences are generated and 1 
compare this with the SINR of the same system using the WH sequences. Computer 2 
simulation and comparison with the Rake receiver are also presented. Some concluding 3 
remarks are given. 4 

5.2. Unified complex Hadamard transform sequences 5 

The considered DS-CDMA downlink wireless communication system uses the orthogonal 6 
unified complex Hadamard transform spreading sequences. These so-called orthogonal 7 
unified complex Hadamard transform sequences are easy to generate. Larger sets of 8 
complex sequences are also available. They are categorized into two groups: the half-9 
spectrum property orthogonal unified complex Hadamard transform spreading sequences 10 
and the non-half-spectrum property orthogonal unified complex Hadamard transform 11 
spreading sequences. Consider briefly how these sequences can be generated and note the 12 
main definitions and remarks discussed in [96, 97]. 13 

A unified complex Hadamard transform matrix A of order nN 2  is a square matrix with 14 
elements 1  and j , and is constructed by [96,97] 15 

 1 1 1 1 11
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n

n ni
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where   denotes the Kronecker product, and 1A  is defined as 17 
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with 19 
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There are 64 different matrices for 1A  satisfying (197) with elements 1  and j , 21 

 21111 2IAAAA     (199) 22 

and 23 
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where   indicates the complex conjugate. Hence, the unified complex Hadamard transform 1 
matrix is orthogonal. Furthermore, the unified complex Hadamard transform matrices 2 
contain a WH transform matrix as a special case, with 3 

 1321  aaa   (201) 4 

in the matrix 1A . 5 

The unified complex Hadamard transform matrices have two categories of 32 basic matrices, 6 
depending on whether 3a  in (197) is imaginary or not [97]. If 3a  is imaginary, the matrix 7 
group is called the half-spectrum property unified complex Hadamard transform. 8 
Otherwise, the group is called the non-half-spectrum property unified complex Hadamard 9 
transform. The unified complex Hadamard transform spreading sequence Nkck ,,1,   is 10 
defined by the k-th row of the unified complex Hadamard transform matrix. It has been 11 
shown in [97] that the non-half-spectrum property unified complex Hadamard transform 12 
sequences have very similarly poor autocorrelation properties as WH sequences, and some 13 
of the half-spectrum property unified complex Hadamard transform sequences exhibit a 14 
reasonable compromise between the autocorrelation and cross-correlation functions. In this 15 
section, we just consider the half-spectrum property unified complex Hadamard transform 16 
sequences, i.e., jja  or3 . 17 

5.3. System model 18 

In this section, we think that to assess accurately the effects of multipath fading and 19 
interference components from other users on the performance of DS-CDMA downlink 20 
wireless communication system it is enough to consider a single-cell environment system 21 
model. In particular, we analyze a complex baseband-equivalent model with the binary 22 
phase-shift keying (BPSK) data and complex signature sequences over a multipath fading 23 
channel for the DS-CDMA downlink wireless communication system. The baseband 24 
representation of the total signal transmitted on the downlink can be presented in the 25 
following form: 26 
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K K
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where K is the number of users; 28 

 )()()( tctbPta kkak k
   (203) 29 

is the transmitted signal of the k-th user; 
kaP  is the power of the k-th transmitted signal; 30 
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is the data signal of the k-th user; 2 

  1,1)( n
kb   (205) 3 

denotes the n-th data bit value of the k-th user; the function )(tpT  is the rectangular pulse of 4 
symbol duration T; )(tck  is the complex spreading signal defined by 5 
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and )(m
kc  denotes the m-th complex chip value of the k-th user. The function )(t  is a chip 7 

waveform that is time-limited to ),0[ cT  with 8 

 2

0

( ) ,
cT

ct dt T    (207) 9 

including the rectangular pulse of duration cT , and cT  is called the chip duration. 10 
Throughout this section, we assume that 11 

 .cT NT   (208) 12 

Power control is assumed to be perfect, and we suppose that the transmitted signal power13 

kaP  is assumed to be known. We also assume 14 

 ( ) ( ) ( ) ,m m m
k kc d a   (209) 15 

where 16 

 }1,1{   with )()( }{  mm ddd   (210) 17 

is the random scrambling code commonly used by all users, and 18 

 }{ )()( m
k

k aa    (211) 19 
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is the user-specific orthogonal unified complex Hadamard transform spreading sequence 1 
with period N. Thus, 2 

 }{ )()( m
k

k cc    (212) 3 

is the random sequence with 4 

 nmccE n
k

m
k 

 ,0}{ )( )()(   (213) 5 

for all k and k , where }{ E  denotes the mathematical expectation. 6 

The final results of our analysis in this section are applicable to the DS-CDMA downlink 7 
wireless communication systems that use long PN scrambling sequences such as m-8 
sequences and Gold sequences [95]. This is because the periods of these long scrambling 9 
codes are much larger than that of the spreading factor N, and have correlation properties 10 
similar to those of the random scrambling sequences. 11 

For instance, at the base station transmitter in mobile communication system, the signals of 12 
all K users are symbol synchronously added before passing through a frequency-selective 13 
multipath-fading channel. The complex baseband-equivalent impulse response of the 14 
multipath channel can be presented in the following form: 15 
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0
( ) exp( ) ( ),

L

l l l
l

h t α jθ δ t τ




    (214) 16 

where L is the number of resolvable propagation paths, and )exp( ll jθα  and lτ  are the 17 
complex fading factor and propagation delay of the l-th path, respectively. Note, lα  may be 18 
Rayleigh-, Rician-, or Nakagami-distributed, depending on a specific channel model. All 19 
random variables in (214) are assumed to be independent for l. The channel parameters, 20 
such as lα , lθ , and lτ  are here assumed to be known in the dispreading and demodulation 21 
process, although in practice, the impulse response of the channel is typically estimated 22 
using the pilot symbol or pilot channel. 23 

Moreover, we assume that the multipaths at the GR input are resolvable and chip-24 
synchronized, i.e., they are spaced, at least one chip duration apart in time and the relative 25 
delays are multiples of the chip duration. Without loss of generality, the resolved paths are 26 
assumed to be numbered such that 27 

 0 1 10 .Lτ τ τ T       (215) 28 

Hence, the baseband complex representation of the signal at the GR input (the input of GR 29 
linear system) of any user is given by 30 
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where )(tw  is the complex background AWGN with zero mean and one-sided power 2 
spectral density 0N . 3 

 4 
Figure 11. GR structure with 1L  fingers. 5 

In order to mitigate the multipath fading effect, the GR with coherent demodulation is 6 
implemented. The GR structure is presented in Fig.11, where the number of fingers is equal 7 
to the number of resolvable paths. 8 

Since the symbols )(n
kb  are i.i.d. from one symbol duration to another and from one user to 9 

another, without loss of generality, we focus our attention on the GR output of the user 0 for 10 
the zero-th transmitted symbol. The complex GR output of the i-th finger of user 0 in 11 
accordance with the GASP in noise [1–3,6–9,11] is 12 
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where )exp()(00 iia jθτtcP   is the model of transmitted signal for user 0, i.e., the reference 14 

signal generated by the GR, [3,6]; iτ  is the delay factor that can be neglected for simplicity 15 
of analysis; )(tη  is the noise forming at the GR AF output given by (4). 16 

The main functioning condition under employment of GR in DS-CDMA wireless 17 
communication systems discussed in detail in Section 2.1 takes the following form 18 
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 ,
k ka aP P   (218)  1 

where 
kaP  is the power of information signal and 

kaP  is the power of model signal (the 2 
reference signal). In practice, we can perform this matching implementing, for example, 3 
tracking systems. These statements and possible ways to solve this problem and how we can 4 
implement all this in practice are discussed in detail in [1–3,6–9,11]. Thus, the following 5 
process, in a general case, is formed at the GR output for k-th user according to 6 
implementation of GASP in DS-CDMA wireless communication systems. 7 

The case 1: a “yes” signal in the input process – 8 

1 1 1

0 0 0
( ) exp( ) ( ) ( ) exp( ) ( )  ( ) exp( ) ( )

( ) exp( ) ( ) ( ) ( ) ( ) exp(

i i i

i i i

k k

T τ T τ T τL L L

k l l k i k l l k i k l l k i
l l lτ τ τ

a a k l l k i k k i k l l

Z a t α jθ a t τ dt ξ t α jθ ξ t τ dt η t α jθ η t τ dt

P P b t α jθ b t τ c t c t τ ξ t α jθ

    
  

  

  

        
  

   

    Re

Re
1

0
) ( ) ( ) exp( ) ( )

i

i

T τ L

k i k l l k i
lτ

ξ t τ η t α jθ η t τ dt
 

 



          


. (219) 9 

The case 2: a “no” signal in the input process – 10 
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where i  is the background noise forming at the GR output. Finally, the GR combiner 12 
output that produces a decision statistic is 13 
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where the selection of the combining weights s'iw  determines the specific diversity-15 
combining technique. 16 

5.4. Performance analysis 17 

5.4.1. SINR at GR output 18 

In this section, we investigate SINR by considering the GR shown in Fig. 11. It follows from 19 
(217)-(221) that the i-th GR finger output for user 0 can be presented in the following form 20 

 
0

(0) ( ) ( )
0 ( ),i i

i a i MUI MP iz TP α b I I t       (222) 21 

Contemporary Issues in Wireless Communications138



Book�Title 60 

 ,
k ka aP P   (218)  1 

where 
kaP  is the power of information signal and 

kaP  is the power of model signal (the 2 
reference signal). In practice, we can perform this matching implementing, for example, 3 
tracking systems. These statements and possible ways to solve this problem and how we can 4 
implement all this in practice are discussed in detail in [1–3,6–9,11]. Thus, the following 5 
process, in a general case, is formed at the GR output for k-th user according to 6 
implementation of GASP in DS-CDMA wireless communication systems. 7 

The case 1: a “yes” signal in the input process – 8 

1 1 1

0 0 0
( ) exp( ) ( ) ( ) exp( ) ( )  ( ) exp( ) ( )

( ) exp( ) ( ) ( ) ( ) ( ) exp(

i i i

i i i

k k

T τ T τ T τL L L

k l l k i k l l k i k l l k i
l l lτ τ τ

a a k l l k i k k i k l l

Z a t α jθ a t τ dt ξ t α jθ ξ t τ dt η t α jθ η t τ dt

P P b t α jθ b t τ c t c t τ ξ t α jθ

    
  

  

  

        
  

   

    Re

Re
1

0
) ( ) ( ) exp( ) ( )

i

i

T τ L

k i k l l k i
lτ

ξ t τ η t α jθ η t τ dt
 

 



          


. (219) 9 

The case 2: a “no” signal in the input process – 10 

 
1 1

0 0
( ) exp( ) ( ) ( ) exp( ) ( ) ,

i i

i i

T τ T τL L

k l l k i k l l k i i
l lτ τ

Z η t α jθ η t τ dt ξ t α jθ ξ t τ dt
  

 

 

        
  

  Re   (220) 11 

where i  is the background noise forming at the GR output. Finally, the GR combiner 12 
output that produces a decision statistic is 13 

 
1

0
,

L

i i
i

Z w z




    (221) 14 

where the selection of the combining weights s'iw  determines the specific diversity-15 
combining technique. 16 

5.4. Performance analysis 17 

5.4.1. SINR at GR output 18 

In this section, we investigate SINR by considering the GR shown in Fig. 11. It follows from 19 
(217)-(221) that the i-th GR finger output for user 0 can be presented in the following form 20 

 
0

(0) ( ) ( )
0 ( ),i i

i a i MUI MP iz TP α b I I t       (222) 21 

Contemporary Issues in Wireless Communications138
 

Signal Processing by Generalized Receiver in DS-CDMA Wireless Communications Systems 61 

where the first term is the signal component; the second term is the multiple-user 1 
interference component determined by 2 
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the third term is the multipath interference component given by 4 

 
1 1

( )
0

0 0,
exp ( ) ( ) ( ) ( ) ;

i

k

i

T τK L
i

MP a l l i k i k i i
k l l i τ

I P α j θ θ b t τ c t τ c t τ dt
 



  

         
  
  Re   (224) 5 

and the fourth term )(ti  is the background noise at the GR output given for a general case 6 
by (7). 7 

We can see that the multiple-user interference component )(i
MUII  and the multipath 8 

interference component )(i
MPI  are due to the interference from the i-th path of other users’ 9 

signals and from the remaining 1L  paths from all users’ signals, respectively. The back-10 
ground noise )(ti  at the GR output is the i.i.d. random process obeying the asymptotic 11 

Gaussian distribution with zero mean and variance of 44 wTσ  [1–3,6–9,11]. 12 

Define a periodic correlation function mkR ,  by 13 
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Then, let 15 

 .l i l cτ τ q T    (226) 16 

With the assumption of chip synchronization, it can be obtained that lq  is an integer and the 17 
multiple-user interference and multipath interference components can be presented in the 18 
following form: 19 
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where 3 
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In the following, we are going to compare the SINR at the GR output in the DS-CDMA 6 
downlink wireless communication system implementing the unified complex Hadamard 7 
transform spreading codes with that at the GR output in the DS-CDMA downlink wireless 8 
communication system using the WH spreading sequences. Note, that under employment of 9 
the orthogonal spreading codes in DS-CDMA downlink wireless communication system, 10 
such as the WH real spreading codes and the orthogonal unified complex Hadamard 11 
transform spreading codes considered in this section, we must take into consideration that 12 
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Consequently, the multiple-user interference component is equal to zero, i.e., 14 
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When the WH spreading codes are used in the DS-CDMA downlink wireless 16 
communication system employing the GR, we can obtain that the multipath interference 17 
component takes the following form: 18 
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Owing to the mutually independent random variables )(n
kb  for 10  Kk , the multipath 20 

interference component )(i
MPI  has zero mean. With regard of (213), it can be easily shown via 21 

straightforward computation that, for the WH spreading sequences we are able to obtain 22 
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where 3 
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In the following, we are going to compare the SINR at the GR output in the DS-CDMA 6 
downlink wireless communication system implementing the unified complex Hadamard 7 
transform spreading codes with that at the GR output in the DS-CDMA downlink wireless 8 
communication system using the WH spreading sequences. Note, that under employment of 9 
the orthogonal spreading codes in DS-CDMA downlink wireless communication system, 10 
such as the WH real spreading codes and the orthogonal unified complex Hadamard 11 
transform spreading codes considered in this section, we must take into consideration that 12 
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Consequently, the multiple-user interference component is equal to zero, i.e., 14 
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When the WH spreading codes are used in the DS-CDMA downlink wireless 16 
communication system employing the GR, we can obtain that the multipath interference 17 
component takes the following form: 18 
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Therefore, the variance of the multipath interference component )(i
MPI  is denoted by 2

W
MPI

σ  1 

and can be determined in the following form: 2 
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Hence, the SINR at the GR i-th finger output for the WH spreading codes is determined in 4 
the following form: 5 
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where 7 
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is the energy per data symbol of the m-th user and the variance 2
wσ  is given by (23). 9 

Similarly, when the unified complex Hadamard transform spreading codes are employed by 10 
the DS-CDMA downlink wireless communication system using the GR, we can obtain that 11 

the multipath interference component )(i
MPI  takes the following form: 12 
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Note that the multipath interference component )(i
MPI  has zero mean. If the half-spectrum 14 

property unified complex Hadamard transform spreading sequences are employed by the 15 
DS-CDMA downlink wireless communication system using the GR, it can be easily shown 16 
from (213) via straightforward computation that 17 
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Hence, the variance of the multipath interference component )(i
MPI  is denoted by 2

H
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σ  and 1 

can be determined in the following form: 2 
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Therefore, the SINR at the GR i-th finger output for the half-spectrum property unified 4 
complex Hadamard transform spreading sequences employed by the DS-CDMA downlink 5 
wireless communication system using the GR is determined by 6 
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5.4.2. GR finger weights 8 

There is a need to note that the interference plus the thermal noise power seen by different 9 
fingers of the GR employed by DS-CDMA downlink wireless communication systems is 10 
different. Assume that the multipath interference signals are uncorrelated from one finger to 11 
another. In this case, the optimal weight in terms of the maximizing SINR at the GR output 12 
is dependent on the multipath interference. This optimal weight is called the modified 13 
maximal ratio combining (MMRC). There is a need to note that for the traditional maximal 14 
ratio combining (MRC) the weights are chosen in the following manner 15 

 .i iw α   (243) 16 

Here, if the MMRC is employed as the combiner, the combining weights for DS-CDMA 17 
downlink wireless communication system using the WH codes and DS-CDMA downlink 18 
wireless communication system with the unified complex Hadamard transform spreading 19 
sequences under employment of the GR are different. This is a direct consequence of the 20 
difference in the SINR values at the GR finger output of the two systems. 21 

For the WH spreading sequences used by the DS-CDMA downlink wireless communication 22 
system employing the GR, MMRC weights take the following form: 23 

 
 

0

2

1 1
2 2 2 4

0, 0

.
1 cos 4

k

a iWH
i L K

l l i a w
l l i k

P α
w

α θ θ E σ
N

 

  


  

  (244) 24 

Contemporary Issues in Wireless Communications142



Book�Title 64 
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sequences under employment of the GR are different. This is a direct consequence of the 20 
difference in the SINR values at the GR finger output of the two systems. 21 

For the WH spreading sequences used by the DS-CDMA downlink wireless communication 22 
system employing the GR, MMRC weights take the following form: 23 

 
 

0

2

1 1
2 2 2 4

0, 0

.
1 cos 4

k

a iWH
i L K

l l i a w
l l i k

P α
w

α θ θ E σ
N

 

  


  

  (244) 24 

Contemporary Issues in Wireless Communications142
 

Signal Processing by Generalized Receiver in DS-CDMA Wireless Communications Systems 65 

For the unified complex Hadamard transform spreading sequences used by the DS-CDMA 1 
downlink wireless communication system employing the GR, MMRC weights have the 2 
following form: 3 

 0

2

1 1
2 2 4

0, 0

.
1 4

2 k

a iH
i L K

l a w
l l i k

P α
w

α E σ
N

 

  


 

  (245) 4 

After the MMRC scheme, the SINR at the GR output is equal to the sum of all fingers’ 5 
SINRs, as in (236) or (242). The use of the unified complex Hadamard transform spreading 6 
sequences in DS-CDMA downlink wireless communication system employing the GR 7 
ensures that the SINR at the GR output is independent of the phase offsets between different 8 
paths. The use of the WH real sequences in DS-CDMA downlink wireless communication 9 
systems employing the GR causes the SINR at the GR output to be related to the squared 10 
cosine of the phase offsets between paths, as seen by comparing (236) and (242). Even 11 
though the average SINR per finger at the GR output in the DS-CDMA downlink wireless 12 
communication system under employment of the WH codes is the same as that at the GR 13 
output in the DS-CDMA downlink wireless communication system under the use of the 14 
unified complex Hadamard transform spreading sequences, owing to 15 

 2cos ( ) 0.5,{ }l iE θ θ    (246) 16 

the SINR distribution over the random variable )(cos2
il θθ   can cause degradation in BER 17 

performance under some conditions. This is analogous to the case of a transmission over flat 18 
Rayleigh fading channels: even when the Rayleigh gain has a mean of 1, the performance is 19 
far worse than in an AWGN channel. 20 

Now, we compare the BER performance of DS-CDMA downlink wireless communication 21 
system employing the GR under the use of the unified complex Hadamard transform 22 
spreading sequences with that of DS-CDMA downlink wireless communication system 23 
employing the GR under the use of the WH real sequences. To analyze the performance of 24 
spreading sequences and the diversity-combining schemes considered, we adopt a Gaussian 25 
approximation approach based on the central limit theorem [99]. The Gaussian 26 
approximation is known not only to give accurate estimations of the probability of error in 27 
the region of practical interest, but also to offer insights into the effects of various sequence 28 
and system parameters and interference sources on the performance of the GR [1–3]. For 29 
simplicity, here we only consider the single finger GR case, i.e., the GR has only one 30 
demodulating finger, and the finger is locked onto an arbitrary path, say, the i-th multipath 31 
component. Under the Gaussian approximation, for the WH spreading sequences a 32 
straightforward derivation based on the decision process indicates that the conditional 33 
symbol error probability (SEP) for a given 34 
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 ),,,( 110  Lθθθθ    (247) 1 

takes the following form 2 
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where )(i
WHSINR  is as in (236), and 4 
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is the error integral. 6 

Averaging (248) with respect to the associated random variables, the average probability of 7 
error may be determined in the following form: 8 

 }{ )(θSEPESEP WH
iθ

WH
i

av    (250) 9 

The averaging may most efficiently be carried out via the Monte Carlo or MatLab 10 
techniques. 11 

Under employment of the unified complex Hadamard transform spreading sequences in the 12 
DS-CDMA downlink wireless communication system using the GR, the Gaussian 13 
approximation leads us to the following form of the conditional SEP: 14 

 ( )( ),H i
i HSEP SINR    (251) 15 

where )(i
HSINR  is as in (242). At this point, we should compare (250) and (251). For this 16 

purpose, we use a procedure proposed in [99]. If any function )(xf  is the convex function 17 
and X is the random variable, then Jensen’s inequality 18 

  }{)( }{ XEfXfE    (252) 19 

is satisfied. To apply Jensen’s inequality, first define 20 

 2cos ( ).l iX θ θ    (253) 21 
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Then since 1,,2,1,0,  Liθi   are uniformly distributed within the limits of the interval1 
)2,0[ π , straightforward calculations give us the following result 2 

 { } 0.5.E X    (254) 3 

Moreover, the function )(xf  here has the following form: 4 
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where 0a  and 0b . Calculating the second derivative of the function )(xf  with respect 6 
to x, we found that )(xf  is a convex function if the following condition is satisfied 7 
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satisfies the inequality (256) and allows applications of Jensen’s inequality successively to 12 
each component in θ  by using (248) and (250). Then we obtain 13 

 ( , ) ,( )avWH i low
i WHSEP SINR    (258) 14 

where 15 

 0

2
( , )

1 1
2 2 4

0, 0

.
1 4

2 k

a ii low
WH L K

l a w
l l i k

E α
SINR

α E σ
N

 

  



 
  (259) 16 

Comparing the results of (258) and (259) for the WH spreading sequences employed by the 17 
DS-CDMA downlink wireless communication system under the use of the GR and the result 18 
of (251) for the unified complex Hadamard transform spreading sequences employed by the 19 
DS-CDMA downlink wireless communication system under the GR use, we found that 20 

Signal Processing by Generalized Receiver in DS-CDMA Wireless Communications Systems
http://dx.doi.org/10.5772/58990

145



Book�Title 68 
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WH HSINR SINR   (260) 1 

Thus, (251) is a lower bound on the SEP when the WH spreading sequences are used in the 2 
DS-CDMA downlink wireless communication system employing the GR if the condition 3 
(257) is satisfied. This result implies that the DS-CDMA downlink wireless communication 4 
system employing the GR with the unified complex Hadamard transform spreading 5 
sequences is more resistant to MAI in comparison with the WH spreading sequences used 6 
by the DS-CDMA downlink wireless communication system employing the GR in the case 7 
where the only finger is selected in the GR. For more fingers and various combining 8 
schemes, although simple closed-form bounds for the SEP of the DS-CDMA downlink 9 
wireless communication system employing the GR with the WH spreading sequences are 10 
difficult to obtain, we believe that the same conclusion can be made under some similar 11 
conditions obtained by using Jensen’s inequality and some intensive calculations. This 12 
conclusion can be verified under discussion of numerical simulations made in the next 13 
section. Furthermore, in view of (58) and (64)–(67), we observe that the DS-CDMA downlink 14 
wireless communication system employing the GR with the unified complex Hadamard 15 
transform spreading sequences can achieve high reliable performance at not only high SNR16 

0NEb , as in the case of the Rake receiver, but at low SNR , too. 17 

5.5. Simulation results 18 

In this section, we compare the BER performance of the DS-CDMA downlink wireless 19 
communication system employing the GR for the cases when the WH spreading sequences 20 
and the unified complex Hadamard transform spreading sequences are used under different 21 
combining schemes for finger weights such as the traditional equal gain combining (EGC), 22 
MRC, and MMRC. Also we present the comparative analysis of BER performance under 23 
employment of the GR and Rake receiver by the DS-CDMA downlink wireless 24 
communication system. Simulations are performed over the Rayleigh, Ricean, and AWGN 25 
channels, respectively. 26 

The spreading sequences of length 64N  are considered, and powers are chosen as 27 

 
0 1 1

1.
Ka a aP P P


      (261) 28 

Unless stated otherwise, the default system under consideration contains 10K  active 29 
users, and the number of paths 4L  in Rayleigh fading multipath channel with 30 

 2 1,   0,  1,   ,  1,{ }lE α l L     (262) 31 

and uses the MMRC technique for the GR. In accordance with Section 5.2, we choose 32 
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 jμjμμ  321 and,,1   (263) 1 

to construct a set of the half-spectrum property unified complex Hadamard transform 2 
spreading sequences. Note that a different sequence assigned to the user-of-interest results 3 
in different BER; the BER in the following examples is an average over the sequence subset. 4 

5.5.1. Effect of GR finger weights 5 

Figure 12 presents different combining techniques in the GR, namely, the traditional EGC, 6 
MRC, and MMRC. Additionally, a comparison of the GR with the Rake receiver is made. 7 
From presented simulation results it is evident that the GR with MMRC technique has a 8 
great superiority over EGC and MRC techniques, especially in the high SNR region. This 9 
phenomenon can be explained by the GR finger weights in (244) and (245), where the effect 10 
of interference is taken into consideration under MMRC technique, but it is not considered 11 
under the traditional EGC and MRC techniques. Additionally, Fig.12 demonstrates a great 12 
superiority under employment of the GR by the DS-CDMA downlink wireless 13 
communication system with the unified complex Hadamard transform spreading sequences 14 
and WH spreading sequences over the implementation of the Rake receiver in the DS-15 
CDMA downlink wireless communication system under the same conditions. 16 

 17 

+ 18 
 19 
Figure 12. BER performance as a function of SNR 0NEb  with different combining techniques in GR 20 
over Rayleigh fading channel )4,10(  LK . 21 
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5.5.2. Effect of different fading channels 1 

Figure 13 shows the BER performance of the DS-CDMA downlink wireless communication 2 
system employing the GR with the unified complex Hadamard transform spreading 3 
sequences and WH spreading sequences over different channels, including the AWGN 4 
channel, Rayleigh fading channel, and Ricean fading channel with the factor 5F . It can be 5 
seen that in all the channels under consideration, the DS-CDMA downlink wireless 6 
communication system employing the GR with the unified complex Hadamard transform 7 
spreading sequences has the better BER performance, especially in the high SNR region. 8 
Also, we can see a great superiority under employment of the GR in the DS-CDMA 9 
downlink wireless communication system with the unified complex Hadamard transform 10 
spreading sequences and WH spreading sequences over the implementation of the Rake 11 
receiver in the DS-CDMA downlink wireless communication system under the same 12 
conditions. 13 

5.5.3. Effect of MAI 14 

To show the effect of MAI, Fig.14 depicts the BER performance of the DS-CDMA downlink 15 
wireless communication system employing the GR with the unified complex Hadamard 16 
transform spreading sequences and WH spreading sequences as a function of the number of 17 
active users K. The BER performance of the DS-CDMA downlink wireless communication 18 
system employing the GR with the unified complex Hadamard transform spreading 19 
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Figure 14. BER performance as a function of the number of users K. Rayleigh fading channel, MMRC, 5 
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real spreading sequences is a function of the squared cosine of path phase offsets. By this 1 
reason, the employment of the orthogonal unified complex Hadamard transform spreading 2 
sequences in the DS-CDMA downlink wireless communication system using the GR 3 
provides the better BER performance with respect to the DS-CDMA downlink wireless 4 
communication system using the GR with the WH real spreading sequences, especially, at 5 
high SNRs. Evaluation of the BER performance demonstrating the benefits of employment 6 
of the unified complex Hadamard transform spreading sequences and MMRC weights in 7 
the GR employed by the DS-CDMA downlink wireless communication system has been 8 
carried out over simulation. Comparative analysis of employment of the GR and Rake 9 
receiver in the DS-CDMA downlink wireless communication system with the orthogonal 10 
unified complex Hadamard transform spreading sequences and the WH real spreading 11 
sequences has been performed over simulation. Comparison showed a great superiority in 12 
favor of the GR. 13 
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1. Introduction

1.1. FSO concepts

1.1.1. What is Free Space Optics (FSO)?

FSO is a line-of-sight technology that uses lasers to provide optical bandwidth connections or
FSO is an optical communication technique that propagate the light in free space means air,
outer space, vacuum, or something similar to wirelessly transmit data for telecommunication
and computer networking. Currently, FSO is capable of up to 2.5 Gbps [1] of data, voice and
video communications through the air, allowing optical connectivity without requiring fiber-
optic cable or securing spectrum licenses. Operate between the 780 – 1600 nm wavelengths
bands and use O/E and E/O converters. FSO requires light, which can be focused by using
either light emitting diodes (LEDs) or lasers (light amplification by stimulated emission of
radiation). The use of lasers is a simple concept similar to optical transmissions using fiber-
optic cables; the only difference is the transmission media. Light travels through air faster than
it does through glass, so it is fair to classify FSO as optical communications at the speed of the
light. FSO communication is considered as an alternative to radio relay link line-of sight (LOS)
communication systems. This chapter is concentrate on ground-to-ground free-space laser
communications. FSO components are contain three stages: transmitter to send of optical
radiation through the atmosphere obeys the Beer-Lamberts`s law, free space transmission
channel where exist the turbulent eddies (cloud, rain, smoke, gases, temperature variations,
fog and aerosol) and receiver to process the received signal. Typical links are between 300 m
and 5 km, although longer distances can be deployed such as 8–11 km are possible depending
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on the speed and required availability. The importance of this chapter is to introduce the FSO
technique step by step.

We will briefly focus on concept of FSO technology in section 1. Section 2 presents an optical
wireless transceiver design and FSO main components and transmission media. Mathematical
model of atmospheric turbulence of FSO is illustrated in section 3. Second part of this study is
a case study to adapt between theoretical and practical parts of FSO technique, where series
of simulations results are demonstrated and analyzed. In section 4, we demonstrate the first
practical part, simulation results and discussion of geometric loss and total attenuation. The
second part of case study explores the optical link budget is presented in section 5. Third part
of case study shows the simulation results of BER and SNR of this proposed work is demon‐
strated in section 6. Section 7 presents some concluding remarks. Finally, we propose some
important questions related to this chapter for self-evaluation.

1.1.2. FSO applications [1,2]

• Telecommunication and computer networking

• Point-to-point LOS links

• Temporary network installation for events or other purpose as disaster recovery

• For communications between spacecraft, including elements of satellite constellation

• Security applications

• Military application: (its potential for low electromagnetic emanation when transferring
sensitive data for air forces)

• Metro network extensions: carriers can deploy FSO to extend existing metropolitan area
fiber rings, to connect new networks, and, in their core infrastructure, to complete SONET
rings.

• Enterprise connectivity: the ease with which FSO links can be installed makes them a natural
for interconnecting local area network segments that are housed in buildings separated by
public streets or other right-of-way property.

• Fiber backup: FSO may also be deployed in redundant links to backup fiber in place of a
second fiber link.

• Backhaul: FSO can be used to carry cellular telephone traffic from antenna towers back to
facilities wired into the public switched telephone network.

• Service acceleration: FSO can be also used to provide instant service to fiber-optic customers
while their fiber infrastructure is being laid.

• Last-Mile access: In today’s cities, more than 95% of the buildings do not have access to the
fiber optic infrastructure due to the development of communication systems after the
metropolitan areas. FSO technology seems a promising solution to the connection of end-
users to the service providers or to other existing networks. Moreover, FSO provides high-
speed connection up to Gbps, which is far more beyond the alternative systems.
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The advantages and disadvantages of FSO are as following [1,2]:

1.1.3. FSO Advantages

• Long distance up to 8 km.

• High bit rates speed rates: the high bandwidth capability of the fiber optic of 2.5 Gbps to 10
Gbps achieved with wavelength division multiplexing (WDM). Modern systems can handle
up to 160 signals and can thus expand a basic 10 Gbit/s system over a signal fiber pair to
over 1.6 Tbit/s.

• Immunity from electromagnetic interference: secure cannot be detected with RF meter or
spectrum analyzer, very narrow and directional beams

• Invisible and eye safe, no health hazards so even a butterfly can fly unscathed through a
beam

• Low bit error rates (BER)

• Absence of side lobes

• Deployment of FSO systems quickly and easily

• No Fresnel zone necessary

• Low maintenance (Practical)

• Lower costs as compared to fiber networks (FSO costs are as low as 1/5 of fiber network
costs).

• License-free long-range operation (in contrast with radio communication)

1.1.4. FSO disadvantages

For terrestrial applications, the principal limiting factors are:

Beam dispersion, atmospheric absorption, rain, fog, snow, interference from background light
sources (including the sun), shadowing, pointing stability in wind, and pollution.

1.1.5. Comparison between FSO vs. fiber optics vs. other technologies

In the future fiber optics replaced by FSO for the following reasons:

• Optics is the study of the behavior and properties of light

• Optical fibers can carry a laser beam for long distances

• Most of the recent large effort of digging up the ground and laying down new fiber has been
directed towards extending the fiber optic backbone to new central offices, and not laying
fiber directly to the customer

• Like fiber, FSO uses lasers to transmit data, but instead of enclosing the data stream in a
glass fiber, it is transmitted through the air.

Free Space Optical Communications — Theory and Practices
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1.2. Light and electromagnetic spectrum

The electromagnetic spectrum is the range of all possible frequencies of electromagnetic
radiation. The "electromagnetic spectrum" of an object has a different meaning, and is instead
the characteristic distribution of electromagnetic radiation emitted or absorbed by that
particular object. The electromagnetic spectrum extends from below the low frequencies used
for modern radio communication to gamma radiation at the short-wavelength (high-frequen‐
cy) end, thereby covering wavelengths from thousands of kilometers down to a fraction of the
size of an atom. The limit for long wavelengths is the size of the universe itself, while it is
thought that the short wavelength limit is in the vicinity of the Planck length, although in
principle the spectrum is infinite and continuous. Most parts of the electromagnetic spectrum
are used in science for spectroscopic and other probing interactions, as ways to study and
characterize matter. In addition, radiation from various parts of the spectrum has found many
other uses for communications and manufacturing (see electromagnetic radiation for more
applications).

Figure 1. The electromagnetic spectrum.

The electromagnetic spectrum as demonstrated in Fig. 1, can be expressed in term of wave‐
length, frequency, or energy. Wavelength (λ), frequency (ν) are related by the expression [3].
The higher the frequency, the higher the energy.

λ=  cν (1)
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Where c is the speed of light (2.998 ×  108 m/ s). The energy of the various components of the
electromagnetic spectrum is given by the expressionE =hν (2)

Where h is Planck`s constant = 6.63×10-34 Joule seconds. The units of wavelength are meters
with the terms microns (denoted μm and equal to 10-6 m) and nanometers (10-9 m) being used
just as frequently. Frequency is measured in Hertz (Hz), with one Hertz being equal to one
cycle of one cycle of sinusoidal wave per second. A commonly used unit of energy is the
electron-volt.

There are several transmission windows that are nearly transparent (attenuation < 0.2 dB/km),
between 780 nm and 1600 nm wavelength range. These windows are located around several
specific center wavelengths:

• 850 nm

Characterized by low attenuation, the 850 nm window is very suitable for FSO operation. In
addition, reliable, high-performance, and inexpensive transmitter and detector components
are generally available and commonly used in today’s service provider networks and trans‐
mission equipment. Highly sensitive silicon avalanche photo diode (APD) detector technology
and advanced vertical cavity surface emitting laser (VCSEL) technology can be used for
operation in this atmospheric window [4].

• 1060 nm

The 1060 nm transmission window shows extremely low attenuation values. However,
transmission components to build FSO system in this wavelength range are very limited and
are typically bulky (e.g. YdYAG solid state lasers). Because this window is not specially used
in telecommunications systems, high-grade transmission components are rare. Semiconductor
lasers especially tuned to the nearby 980 nm wavelength (980 nm pump lasers for fiber
amplifiers) are commercially available. However, the 980 nm wavelength range experiences
atmospheric attenuation of several dB/km even under clear weather conditions.

• 1250 nm

The 1250 nm transmission window offers low attenuation, but transmitters operating in this
wavelength range are rare. Lower power telecommunications grade lasers operating typically
between 1280-1310 nm are commercially available. However, atmospheric attenuation
increases drastically at 1290 nm, making this wavelength only marginally suitable for free
space transmission.

• 1550 nm

The 1550 nm band is well suited for free space transmission due to its low attenuation, as well
as the proliferation of high-quality transmitter and detector components. Components include
very high-speed semiconductor laser technology suitable for WDM operation as well as
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amplifiers (EDFA, SOA) used to boost transmission power. Because of the attenuation
properties and component availability at this range, development of WDM free space optical
systems is feasible.

1.3. Laser principles

A laser is similar in function to an LED, but somewhat different both in how it functions and
in its characteristics. The idea of stimulated emission of radiation originated with Albert
Einstein around 1916. Until that time, physicists had believed that a photon could interact with
an atom only in two ways: The photon could be absorbed and raise the atom to a higher energy
level, or the photon could be emitted by the atom when it dropped into a lower energy level [5].

Figure 2 shows the typical energy diagram (term scheme) of an atom. An electron can be moved
into a higher energy level by energy provided from the outside. As a basic rule, not all
transitions are allowed, and the time that an electron stays in a higher energy state before it
drops to a lower energy level varies. When the electron drops from a higher to a lower level,
energy is released. A radiative transition that involves the emission of a photon in the visible
or infrared spectrum requires a certain amount of energy difference between both energy
levels.

Figure 2. Energy level diagram.

I =  c|Ei - E j | h = 1.2398Ei -  Eh (3)

For ease of understanding, we will describe laser operation by using only two energy levels.
Figure 3 illustrates the different methods of photon interaction [5].
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Figure 3. Understanding laser operation.

There are three possibilities:

• Induced absorption: an incoming photon whose wavelength matches the difference
between the energy levels Ej and Ei can be absorbed by an atom that is in the lower energy
state. After this interaction process, the photon disappears, but its energy is used to raise
the atom to an upper energy level.

• Spontaneous emission: an atom in the upper energy level can spontaneously drop to the
lower level. The energy that is released during this transition takes the form of an emitted
photon. The wavelength of the photon corresponds to the energy difference between the
energy states Ej and Ei. This resembles the process of electron-hole recombination, which
resulted in the emission of a photon in the LED structure. Gas-filled fluorescent lights
operate through spontaneous emission.

• Stimulated emission: an atom in the upper level can drop to the lower level, emitting a
photon with a wavelength corresponding to the energy difference of the transition process.
The actual emission process is induced by an incoming photon whose wavelength matches
the energy transition level of the atom. The stimulated photon will be emitted in phase with
the stimulating photon, which continues to propagate.

When these three processes take place in a media such as a solid-state material or gas-filled
tube, many atoms are involved. If more atoms are in the ground state (or lower excited level)
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than in the upper one, the number of photons entering the material will decrease due to
absorption.

However, if the number of photons in the upper level exceeds the number of photons in the
lower level, a condition called population inversion is created. Laser operation requires the
state of population inversion because under these circumstances, the number of photons
increases as they propagate through the media due to the fact that more photons will encounter
upper-level atoms than will meet lower-level atoms. Keep in mind that upper-level atoms
cause the generation of additional photons, whereas lower-level atoms would absorb photons.
A medium with population inversion has gain and has the characteristics of an amplifier.

A laser is a high-frequency generator, or oscillator. To force the system to oscillate, it needs
amplification, feedback, and a tuning mechanism that establishes the oscillation frequency. In
a radio-frequency system, such feedback can be provided by filtering the output signal with
a frequency filter, connecting the output signal back to the input, and electronically amplifying
the signal before it is coupled back into the input stage. In the case of a laser, the medium
provides the amplification. Therefore, a medium capable of laser operation is often referred to
as active media. For more details about fundamental of FSO technology, readers merely can
refer to reference [5], chapter 2.

1.3.1. Laser diodes

The entire commercial free-space optics industry is focused on using semiconductor lasers
because of their relatively small size, high power, and cost efficiency. Most of these lasers are
also used in fiber optics; therefore, availability is not a problem. From the semiconductor
design point of view, two different laser structures are available: edge emitting lasers and
surface-emitting lasers. With an edge emitter, the light leaves the structure through a small
window of the active layer and parallel to the layer structure. Surface emitters radiate through
a small window perpendicular to the layer structure.

Edge emitters can produce high power. More than 100 milliwatts at modulation speeds higher
than 1 GHz are commercially available in the 850 nm wavelength range. The beam profile of
edge-emitting diodes is not symmetrical. A typical value for this elliptical radiation output
pattern is 20 × 35 degrees. This specific feature can cause a problem when the output power
has to be coupled efficiently into a fiber and external optics such as cylindrical lenses are used
to increase the coupling efficiency. Surface-emitting diodes typically produce less power
output. However, the beam pattern is close to being symmetrical or round. A typical value for
the beam divergence angle is 12 degrees. This feature is beneficial for coupling light into a
(round) optical fiber. Besides discussing basic designs of semiconductor lasers, we will also
provide information regarding WDM laser sources and look into Erbium Doped Fiber
Amplifiers/lasers that have been discussed recently for use in FSO systems.

1.3.2. Basic designs of optical lenses

A lens is a piece of glass or other transparent material that refracts light rays in such a way that
they can form an image. Lenses can be envisioned as a series of tiny refracting prisms, and
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each of these prisms refracts light to produce its own image. When the prisms act together,
they produce an image that can be focused at a single point.

Lenses can be distinguished from one another in terms of their shape and the materials from
which they are made. The shape determines whether the lens is converging or diverging. The
material has a refractive index that determines the refractive properties of the lens. The
horizontal axis of a lens is known as the principal axis. A converging (convex) lens directs
incoming light inward toward the center axis of the beam path. Converging lenses are thicker
across their middle and thinner at their upper and lower edges. When collimated1 (parallel)
light rays enter a converging lens, the light is focused to a point. The point where the light
converges is called the focal point and the distance between the lens and the focal point is
called focal length. A diverging (convex) lens directs incoming rays of light outward away
from the axis of the beam path. Diverging lenses are thinner across their middle and thicker
at their upper and lower edges. Figure 4 illustrates the behavior of converging and diverging
lenses [6].

Figure 4. Converging and diverging lenses.

The focal length (f) of an optical system is a measure of how strongly the system converges or
diverges light. For an optical system in air, it is the distance over which initially collimated
rays are brought to a focus. A system with a shorter focal length has greater optical power than
one with a long focal length; that is, it bends the rays more strongly, bringing them to a focus
in a shorter distance. The focal length f is then given by

1 Make (rays of light or particles) accurately parallel: (as adjective collimated) a collimated electron beam.
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1f =  1u  +  1v (4)

where u is the distance between the light source and the lens, and v is the distance between
the lens and the screen.

1.4. Important definitions

After illustrating the basic concepts of FSO, we return to the important definitions related to
the laser power reduction due to atmospheric channel effects phenomena. These definitions
are considered as the core principle of FSO transmission channel turbulence namely atmos‐
phere, aerosol, absorption, scattering, and radiance etc. Absorption and scattering are related
to the loss and redirection of the transmitted energy. The majority of these definitions will be
discussed in detail in the case study of this chapter (section 4).

An atmosphere is a layer of gases surrounding a planet or other material body material of
sufficient mass that is held in place by the gravity of the body. An atmosphere is more likely
to be retained if the gravity is high and the atmosphere's temperature is low. Earth atmospheric,
which is mostly nitrogen, also contains oxygen used by most organism for respiration and
carbon dioxide used by plants, algae and cyanobacteria for photosynthesis, also protects living
organisms from genetic damage by solar ultraviolet radiation. Another definition of an
atmosphere is the envelope of gases surrounding the earth or another planet.

An aerosol is defined as a colloidal system of solid or liquid particles in a gas. An aerosol
includes both the particles and the suspending gas, which is usually air. This term describes
an aero-solution, clouds of microscopic particles in air. According to the literature, the size
range of aerosol particles to be only from 0.1 to 1 μm another authors indicate that the size of
aerosol is between 0.01 and 10 μm in radius. Another definition of aerosol is extremely-fine
liquid droplets or solid particles that remain suspended in air as fog or smoke.

Fog is a thick cloud of tiny water droplets suspended in the atmosphere at or near the earth's
surface that obscures or restricts visibility (to a greater extent than mist; strictly, reducing
visibility to below 1 km).

Smoke is a visible suspension of carbon or other particles in air, typically one emitted from a
burning substance.

Haze is traditionally an atmospheric phenomenon where dust, smoke and other dry particles
obscure the clarity of the sky.

Dust is a fine powder made up of very small pieces of earth or sand.

Absorption of the light is the decrease in intensity of optical radiation (light) as it passes
through a material medium owing to its interaction with the medium. In the process of
absorption, the energy of the light is converted to different forms of internal energy of the
medium; it may be completely or partially re-emitted by the medium at frequencies other than
the frequency of the absorbed radiation.
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Light scattering is a form of scattering in which light is the form of propagating energy which
is scattered. Light scattering can be thought of as the deflection of a ray from a straight path,
for example by irregularities in the propagation medium, particles, or in the interface between
two media. Deviations from the law of reflection due to irregularities on a surface are also
usually considered to be a form of scattering. When these are considered to be random and
dense enough that their individual effects average out, this kind of scattered reflection is
commonly referred to as diffuse reflection. Scattering has different types as Rayleigh, Mie,
Tyndall, Brillion, and Raman Scattering.

Radiance erasures of the quantity of radiation that passes through or is emitted from a surface
and falls within a given solid angle in a specified direction. Radiance is also used to quantify
emission of neutering and other particles.

Radiance (in Watts): total amount of energy that flows the light source.

Attenuation is the gradual loss in intensity of any kind of flux through a medium. Attenuation
affects the propagation of waves and signals transmission media.

Scintillation is a flash of light produced in a transparent material by the passage of a particle
(an electron, an alpha particle an ion, or a high-energy photon).

The process of scintillation is one of luminescence whereby light of a characteristic spectrum
is emitted following the absorption of radiation. The emitted radiation is usually less energetic
than that absorbed. Scintillation is an inherent molecular property in conjugated and aromatic
organic molecules and arises from their electronic structures. Scintillation also occurs in many
inorganic materials, including salts, gases, and liquids.

1.5. Lasers and eye safety

According to reference [5], certain high-power laser beams used for medical procedures can
damage human skin, but the part of the human body most susceptible to lasers is the eye. Like
sunlight, laser light travels in parallel rays. The human eye focuses such light to a point on the
retina, the layer of cells that responds to light. Like staring directly into the sun, exposure to a
laser beam of sufficient power can cause permanent eye injury.

For that reason, potential eye hazards have attracted considerable attention from standards
writers and regulators. The standards rely on parameters such as laser wavelength, average
power over long intervals, peak power in a pulse, beam intensity, and proximity to the laser.
Laser wavelength is important because only certain wavelengths—between about 400 nm and
1,550 nm—can penetrate the eye with enough intensity to damage the retina. The amount of
power the eye can safely tolerate varies with wavelength. This is dominated by the absorption
of light by water (the primary component in the eye) at different wavelengths.

The vitreous fluid of the eye is transparent to wavelengths of 400—1,400 nm. Thus, the focusing
capability of the eye causes approximately a 100,000-to-1 concentration of the power to be
focused on a small spot of the retina. However, in the far infrared (1,400 nm and higher), such
light is not transmitted by the vitreous fluid, so the power is less likely to be transferred to the
retina. Although damage to the corneal surface is a possibility, the focusing capabilities of the
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eye do not lead to large magnification of power densities. Therefore, much greater power is
required to cause damage. The relevance of this is that lasers deployed in FSO that utilize
wavelengths greater than 1,400 nm are allowed to be approximately 100 times as powerful as
FSO equipment operating at 850 nm and still be considered eye safe. This would be the “killer
app” of FSO except that the photo diode receiver technologies suffer reduced sensitivity at
greater than 1,400 nm, giving back a substantial portion of the gain. Also, lasers that operate
at such wavelengths are more costly and less available. Nevertheless, at least one FSO
manufacturer has overcome these obstacles and currently offers equipment deploying
multiple 1,550 nm lasers.

With respect to infrared radiation, the absorption coefficient at the front part of the eye is much
higher for longer wavelength (> 1,400 nm) than for shorter wavelength. As such, damage from
the ultraviolet radiation of sunlight is more likely than from long wavelength infrared. Eye
response also differs within the range that penetrates the eyeball (400 nm—1,400 nm) because
the eye has a natural aversion response that makes it turn away from a bright visible light, a
response that is not triggered by an (invisible) infrared wavelength longer than 0.7 μm. Infrared
light can also damage the surface of the eye, although the damage threshold is higher than that
for ultraviolet light.

High-power laser pulses pose dangers different from those of lower-power continuous beams.
A single high-power pulse lasting less than a microsecond can cause permanent damage if it
enters the eye. A low-power beam presents danger only for longer-term exposure. Distance
reduces laser power density, thus decreasing the potential for eye hazards.

2. Optical wireless transceiver design

FSO contains three components: transmitter, free space transmitted channel line of sight, and
receiver. Transmitter is considered as an optical source 1-laser diode (LD) or 2-light emitting
diode (2-LED) to transmit of optical radiation through the atmosphere follows the Beer-
Lamberts’s law as indicated in subsection 3.6 Eq. 34.

FSO link is demonstrated as in Fig. 5. The selection of a laser source for FSO applications
depends on various factors. It is important that the transmission wavelength is correlated with
one of the atmospheric windows. As noted earlier, good atmospheric windows are around 850
nm and 1550 nm in the shorter IR wavelength range. In the longer IR spectral range, some
wavelength windows are present between 3–5 micrometers (especially 3.5–3.6 micrometers)
and 8–14 micrometers [5]. However, the availability of suitable light sources in these longer
wavelength ranges is pretty limited at the present moment. In addition, most sources need low
temperature cooling, which limits their use in commercial telecommunication applications.
Other factors that impact the use of a specific light source include the following:

• Price and availability of commercial components

• Transmission power

• Lifetime
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• Modulation capabilities

• Eye safety

• Physical dimensions

• Compatibility with other transmission media such as fiber.

Figure 5. Block diagram of an optical wireless link showing the front end of an optical transmitter and receiver [7].

Electrical input is a network traffic into pulses of invisible light representing 1`s and 0`s. The
transmitter, which consists of two part main parts: an interface circuit and source driver circuit,
converts the input signal to an optical signal suitable for transmission. The drive circuit of the
transmitter transforms the electrical signal to an optical signal by varying the current follow
through the light source. Transmitter function is to project the carefully aimed light pulses into
the air. This optical light source can be of two types:

1. A light-emitting diode (LED) or

2. A laser diode (LD).

The information signal modulates the field generated by the optical source. The modulated
optical field then propagates through a free-space path before arriving at the receiver. In the
receiver side, transmitted data realizes inverse operations i.e., photo detector converts the
optical signal back into an electrical form as indicated in previous figure. In other words, a
receiver at the other end of the link collects the light using lenses and/or mirrors. Received
signal converted back into fiber or cooper and connected to the network. Reverse direction
data transported the same way (full duplex). We can see, anything that can be done in fiber
can be done with FSO.

Equation (5) illustrates the data rate of FSO system:

Data Rate bits sec =  1ɳ Pr photonssec (5)

Where Pr  is a received power, and η is a received power sensitivity of the receiver [photons/
bit].

Small angles – divergence angle and spot size between transmitter and receiver are presented
in Fig. 6.
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1°≈17 mrad  →1 mrad  ≈  0.0573°
θ is a divergence angle between transmitter and receiver FSO units.

Figure 6. Small angles – divergence and spot size between transmitter and receiver.

The geometric path loss for an FSO link depends on the beam-width of the optical transmitter,
the path length (L), and the divergence angle (θ). Transmitter and receiver aperture diameters
are quantifiable parameters, and are usually specified by manufacturer. Table (1) illustrates
the relation of divergence in (mrad), range in (km), and spot diameter in (inches or feet).

Divergence Range Spot Diameter

0.5 mrad 1.0 km ~ 0.5 m (~ 20 in)

2.0 mrad 1.0 km ~ 2.0 m (~ 6.5 ft)

4.0 mrad (~ ¼ deg) 1.0 km ~ 4.0 m (~ 13.0 ft)

Table 1. The divergence, range, and spot diameter.

3. Mathematical model of atmospheric turbulence

The atmospheric attenuation is one of the challenges of the FSO channel, which may lead to
signal loss and link failure. The atmosphere not only attenuates the light wave but also distorts
and bends it. Transmitted power of the emitted signal is highly affected by scattering and
turbulence phenomena. Attenuation is primarily the result of absorption and scattering by
molecules and particles (aerosols) suspended in the atmosphere. Distortion, on the other hand,
is caused by atmospheric turbulence due to index of refraction fluctuations. Attenuation affects
the mean value of the received signal in an optical link whereas distortion results in variation
of the signal around the mean.
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3.1. Aerosol

Aerosols are particles suspended in the atmosphere with different concentrations. They have
diverse nature, shape, and size. Aerosols can vary in distribution, constituents, and concen‐
tration. As a result, the interaction between aerosols and light can have a large dynamic, in
terms of wavelength range of interest and magnitude of the atmospheric scattering itself.
Because most of the aerosols are created at the earth’s surface (e.g., desert dust particles,
human-made industrial particulates, maritime droplets, etc.), the larger concentration of
aerosols is in the boundary layer (a layer up to 2 km above the earth’s surface). Above the
boundary layer, aerosol concentration rapidly decreases. At higher elevations, due to atmos‐
pheric activities and the mixing action of winds, aerosol concentration becomes spatially
uniform and more independent of the geographical location. Scattering is the main interaction
between aerosols and a propagating beam. Because the sizes of the aerosol particles are
comparable to the wavelength of interest in optical communications, Mie scattering theory is
used to describe aerosol scattering [8].

Type Radius (µm) Concentration ( in cm-3)

Air molecules 10-4 1019

Aerosol 10-2 to 1 10 to 103

Fog 1 to 10 10 to 100

Cloud 1 to 10 100 to 300

Raindrops 102 to 104 10-5 to 10-2

Snow 103 to 5×103 N/A

Hail 5×103 to 5×104 N/A

Table 2. Radius ranges for various types of particles.

Such a theory specifies that the scattering coefficient of aerosols is a function of the aerosols,
their size distribution, cross section, density, and wavelength of operation. The different types
of atmospheric constituents' sizes and concentrations of the different types of atmospheric
constituents are listed in Table (2) [7,9].

3.2. Visibility Runway Visual Range (RVR)

Visibility was defined originally for meteorological needs, as a quantity estimated by a human
observer. It defined as (Kruse model) means of the length where an optical signal of 550 nm is
reduced to 0.02 of its original value [10]. However, this estimation is influenced by many
subjective and physical factors. The essential meteorological quantity, namely the transpar‐
ency of the atmosphere, can be measured objectively and it is called the Runway Visual Range
(RVR) or the meteorological optical range [11]. Some values of atmospheric attenuation due
to scattering based on visibility are presented in Table (3).
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Visibility S
(Line of Sight) (km)

λ = 800 nm (dB/km) λ = 2500 nm (dB/km)

0.5 32.5 30.8

0.7 23 21

0.9 18 16

1.1 14.5 12.5

1.3 12 10

1.5 10 8.33

Source:

Table 3. Variation in atmospheric attenuation due scattering based on visibility (data obtained from [7,12]).

When the length difference between the two optical paths varies, the energy passes through
minima and maxima. The visibility V is defined by:

V =  IMax -  IminIMax  +  Imin (6)

The visibility depends on the degree of coherence of the source, on the length difference
between the paths as well as on the location of the detector with respect to the source. The
coherence between the various beams arriving at the detector also depends on the crossed
media: for example the diffusing medium can reduce the coherence. For links referred to as
“in direct sight” links, coherent sources can be used, provided that parasitic reflections do not
interfere with the principal beam, inducing modulations of the detected signal [11].

Low visibility will decrease the effectiveness and availability of FSO systems, and it can occur
during a specific time period within a year or at specific times of the day. Low visibility means
the concentration and size of the particles are higher compared to average visibility. Thus,
scattering and attenuation may be caused more in low visibility conditions [13].

3.3. Atmospheric attenuation

Atmospheric attenuation is defined as the process whereby some or all of the electromagnetic
wave energy is lost when traversing the atmosphere. Thus, atmosphere causes signal degra‐
dation and attenuation in a FSO system link in several ways, including absorption, scattering,
and scintillation. All these effects are varying with time and depend on the current local
conditions and weather. In general, the atmospheric attenuation is given by the following
Beer’s law equation [14]: τ=exp(-βL ), (7)

where,
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τ is the atmospheric attenuation;

β is the total attenuation coefficient and given as

β=βabsβscat; (8)

L is the distance between transmitter and receiver (unit: km);

βabs is the molecular and aerosol absorption, this parameter value is considered as too small
so, we can neglected;

βscat is the molecular and aerosol scattering.

3.3.1. Absorption

Absorption is caused by the beam’s photons colliding with various finely dispersed liquid and
solid particles in the air such as water vapor, dust, ice, and organic molecules. The aerosols
that have the most absorption potential at infrared wavelengths include water, O2, O3, and
CO2 Absorption has the effect of reducing link margin, distance and the availability of the link
[15].

The absorption coefficient depends on the type of gas molecules, and on their concentration.
Molecular absorption is a selective phenomenon which results in the spectral transmission of
the atmosphere presenting transparent zones, called atmospheric transmission windows [11],
shown in Fig. 7, which allows specific frequencies of light to pass through it. These windows
occur at various wavelengths. The Atmospheric windows due to absorption are created by
atmospheric gases, but neither nitrogen nor oxygen, which are two of the most abundant gases,
contribute to absorption in the infrared part of the spectrum [7].

It is possible to calculate absorption coefficients from the concentration of the particle and the
effective cross section such as [16,17]:

βabs =  αabsNabs 1km  (9)

Where:αabs :  is the effective cross section of the absorption particles [km2].Nabs: is the concentration of the absorption particles [1/km3].

An absorption lines at visible and near infrared wavelengths are narrow and generally well
separated. Thus, absorption can generally be neglected at wavelength of interest for free space
laser communication. Another reason for ignoring absorption effect is to select wavelengths
that fall inside the transmittance windows in the absorption spectrum [18].
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Figure 7. Atmospheric transmittance window with absortion contribution.

3.3.2. Scattering

Scattering is defined as the dispersal of a beam of radiation into a range of directions as a result
of physical interactions. When a particle intercepts an electromagnetic wave, part of the wave’s
energy is removed by the particle and re-radiated into a solid angle centered at it. The scattered
light is polarized, and of the same wavelength as the incident wavelength, which means that
there is no loss of energy to the particle [10].

There are three main types of scattering: (1) Rayleigh scattering, (2) Mie scattering, and (3) non-
selective scattering. Figure 8 illustrates the patterns of Rayleigh, Mie and non-Selective
scattering.

Figure 8. Patterns of Rayleigh, Mie and Non-selective scattering.

Contemporary Issues in Wireless Communications176



Figure 7. Atmospheric transmittance window with absortion contribution.

3.3.2. Scattering

Scattering is defined as the dispersal of a beam of radiation into a range of directions as a result
of physical interactions. When a particle intercepts an electromagnetic wave, part of the wave’s
energy is removed by the particle and re-radiated into a solid angle centered at it. The scattered
light is polarized, and of the same wavelength as the incident wavelength, which means that
there is no loss of energy to the particle [10].

There are three main types of scattering: (1) Rayleigh scattering, (2) Mie scattering, and (3) non-
selective scattering. Figure 8 illustrates the patterns of Rayleigh, Mie and non-Selective
scattering.

Figure 8. Patterns of Rayleigh, Mie and Non-selective scattering.

Contemporary Issues in Wireless Communications176

The scattering effect depends on the characteristic size parameter x0, such as thatx0 =  2πr /  λ, where, r  is the size of the aerosol particle encountered during propagation [19].
If x0< <  1, the backward lobe becomes larger and the side lobes disappear as shown in Fig.
8 [20] and the scattering process is termed as Rayleigh scattering. If x0 ≈  1,  the backward lobe
is symmetrical with the forward lobe as shown in Fig. 8 and then it is Mie scattering. Forx0> >  1,   the particle presents a large forward lobe and small side lobes that start to appear
as shown in Fig. 8 [20] and the scattering process is termed as non-selective scattering. The
scattering process for different scattering particles present in the atmosphere is summarized
in Table (4) [21]. It is possible to calculate the scattering coefficients from the concentration of
the particles and the effective cross section such as [16]:βscat =  αscatNscat 1 / km (10)

Where:βscat : is either Rayleigh (molecular) βm or Mie (aerosols) βa scattering.αscat : is a cross-section parameters [km2].Nscat : is a particle concentration [1 / km3].
The total scattering can be written as:βscat =  βm +  βa 1 / km  (11)

Type of particles Radius (µm) Size parameter (Xo) Scattering regime

Air molecules 0.0001 0.00074 Rayleigh

Haze particles 0.01 - 1 0.074 – 7.4 Rayleigh - Mie

Fog droplets 1 - 20 7.4 – 147.8 Mie - Geometrical

Rain droplets 100 - 1000 740 - 7400 Geometrical

Snow flakes 1000 - 5000 7400 - 37000 Geometrical

Table 4. Typical atmospheric scattering parameters, with size parameter.

3.3.2.1. Rayleigh (molecular) scattering

Rayleigh scattering refers to scattering by molecular and atmospheric gases of sizes much less
than the incident light wavelength. The Rayleigh scattering coefficient is given by [16]:βm=  αmNm 1 / km (12)

Where:
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αm: is the Rayleigh scattering cross-section [km2].Nm: is the number density of air molecules [1 / km3].
Rayleigh scattering cross section is inversely proportional to fourth power of the wavelength
of incident beam (λ -4) as the following relationship:

αm=  8π 3(n 2 - 1)23N 2λ 4 km2  (13)

Where:n: is the index of refraction.λ: is the incident light wavelength [m].N : is the volumetric density of the molecules [1 / km3].
The result is that Rayleigh scattering is negligible in the infrared waveband because Rayleigh
scattering is primarily significant in the ultraviolet to visible wave range [10].

3.3.2.2. MIE (Aerosol) scattering

Mie scattering occurs when the particle diameter is equal or larger than one-tenth the incident
laser beam wavelength, see Table 4. Mie scattering is the main cause of attenuation at laser
wavelength of interest for FSO communication at terrestrial altitude. Transmitted optical
beams in free space are attenuated most by the fog and haze droplets mainly due to dominance
of Mie scattering effect in the wavelength band of interest in FSO (0.5 μm – 2 μm). This makes
fog and haze a keys contributor to optical power/irradiance attenuation. The attenuation levels
are too high and obviously are not desirable [22].

The attenuation due to Mie scattering can reach values of hundreds of dB/km [19,23] (with the
highest contribution arising from fog). The Mie scattering coefficient expressed as follows [10]:βa=  αaNa 1 / km (14)

Where:αa: is the Mie scattering cross-section [km2].Na: is the number density of air particles [1 / km3].
An aerosol’s concentration, composition and dimension distribution vary temporally and
spatially varying, so it is difficult to predict attenuation by aerosols. Although their concen‐
tration is closely related to the optical visibility, there is no single particle dimension distribu‐
tion for a given visibility [24]. Due to the fact that the visibility is an easily obtainable parameter,
either from airport or weather data, the scattering coefficient βa can be expressed according to
visibility and wavelength by the following expression [11]:
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βa=  ( 3.91V )( 0.55μλ )i (15)

Where:V : is the visibility (Visual Range) km .λ: is the incident laser beam wavelength  μm .i: is the size distribution of the scattering particles which typically varies from 0.7 to 1.6
corresponding to visibility conditions from poor to excellent.

Where: i =  1.6 for  V  >  50 km.i =  1.3 for  6 km ≤  V  ≤  50 km.i =  0.585 V 1/3 for  V  <  6 km.
Since we are neglecting the absorption attenuation at wavelength of interest and Rayleigh
scattering at terrestrial altitude and according to Eq. 8 and Eq. 11 then:βscat =  βa (16)

The atmospheric attenuation  τ is given as:τ=exp (-βaL ) (17)

The atmospheric attenuation in dB,  τ can be calculated as follows:τ=4.3429βaL  dB (18)

3.3.2.3. Rain

Rain is formed by water vapor contained in the atmosphere. It consists of water droplets whose
form and number are variable in time and space. Their form depends on their size: they are
considered as spheres until a radius of 1 mm and beyond that as oblate spheroids: flattened
ellipsoids of revolution [11].

Rainfall effects on FSO systems:

Scattering due to rainfall is called non-selective scattering, this is because the radius of
raindrops (100 – 1000 μm) is significantly larger than the wavelength of typical FSO systems.
The laser is able to pass through the raindrop particle, with less scattering effect occurring. The
haze particles are very small and stay longer in the atmosphere, but the rain particles are very
large and stay shorter in the atmosphere. This is the primary reason that attenuation via rain
is less than haze [24]. An interesting point to note is that RF wireless technologies that use

Free Space Optical Communications — Theory and Practices
http://dx.doi.org/10.5772/58884

179



frequencies above approximately 10 GHz are adversely impacted by rain and little impacted
by fog. This is because of the closer match of RF wavelengths to the radius of raindrops, both
being larger than the moisture droplets in fog [14]. The rain scattering coefficient can be
calculated using Stroke Law [25]:

βrain scat =  πa 2NaQscat( aλ ) (19)

Where:

a: is the radius of raindrop, (cm).Na :  is the rain drop distribution, (cm-3).Qscat : is the scattering efficiency.

The raindrop distribution Na can be calculated using equation following:

Na= R1.33(πa 3)V a  (20)

Where:

R: is the rainfall rate (cm/s),

Va: is the limit speed precipitation.

Limiting speed of raindrop [25] is also given as:

Va = 2a 2ρg9η (21)

Where:ρ: is water density, (ρ=1 g / cm3 ).g : is gravitational constant, g =  980 cm / sec2.η: is viscosity of air, η=  1.8 * 10 -4g / cm.sec.
The rain attenuation can be calculated by using Beer's law as:τ=exp (-βrain scat L ) (22)

For more details about several weather conditions and the corresponding visibility at various
wavelengths readers can refer to references [26,27].
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3.4. Turbulence

Clear air turbulence phenomena affect the propagation of optical beam by both spatial and
temporal random fluctuations of refractive index due to temperature, pressure, and wind
variations along the optical propagation path [28,29]. Atmospheric turbulence primary causes
phase shifts of the propagating optical signals resulting in distortions in the wave front. These
distortions, referred to as optical aberrations, also cause intensity distortions, referred to as
scintillation. Moisture, aerosols, temperature and pressure changes produce refractive index
variations in the air by causing random variations in density. These variations are referred to
as eddies and have a lens effect on light passing through them. When a plane wave passes
through these eddies, parts of it are refracted randomly causing a distorted wave front with
the combined effects of variation of intensity across the wave front and warping of the isophase
surface [30]. The refractive index can be described by the following relationship [31]:

n - 1 ≈79× PT  (23)

Where:P :   is the atmospheric pressure in mbar .T : is the temperature in Kelvin K .

If the size of the turbulence eddies are larger than the beam diameter, the whole laser beam
bends, as shown in Fig. 9. If the sizes of the turbulence eddies are smaller than the beam
diameter and so the laser beam bends, they become distorted as in Fig. 10. Small variations in
the arrival time of various components of the beam wave front produce constructive and
destructive interference and result in temporal fluctuations in the laser beam intensity at the
receiver see Fig. 10.

Figure 9. Laser beam Wander Due to turbulence cells that are larger than the beam diameter.

3.4.1. Refractive index structure

Refractive index structure parameter Cn2 is the most significant parameter that determines the
turbulence strength. Clearly, Cn2 depends on the geographical location, altitude, and time of
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day. Close to ground, there is the largest gradient of temperature associated with the largest
values of atmospheric pressure (and air density). Therefore, one should expect larger valuesCn2 at sea level. As the altitude increases, the temperature gradient decreases and so the air

density with the result of smaller values of Cn2 [8].

In applications that envision a horizontal path even over a reasonably long distance, one can
assume Cn2 to be practically constant. Typical value of Cn2 for a weak turbulence at ground level

can be as little as 10-17m-2/3, while for a strong turbulence it can be up to 10-13m-2/3 or larger.
However, a number of parametric models have been formulated to describe the Cn2 profile and
among those, one of the more used models is the Hufnagel-Valley [32] given by:

 Cn2(h )=0.00594(υ / 27)2(10-5h )10ex p (- h1000 )+2.7×10-16exp ( - h1500 )+Aoexp ( - h100 ) (24)

Where:h : is the altitude in m].v: is the wind speed at high altitude m/ s .A0: is the turbulence strength at the ground level, Ao=1.7×10-14m-2/3.
The most important variable in its change is the wind and altitude. Turbulence has three main
effects ; scintillation, beam wander and beam spreading.

3.4.2. Scintillation

Scintillation may be the most noticeable one for FSO systems. Light traveling through scintil‐
lation will experience intensity fluctuations, even over relatively short propagation paths. The
scintillation index, σi2 describes such intensity fluctuation as the normalized variance of the
intensity fluctuations given by [8,14]:

Figure 10. Scintillation or fluctuations in beam intensity at the receiver due to turbulence cells that is smaller than the
beam diameter.
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σi2= (I - I )2I 2 = I 2I 2 - 1 (25)

Where:I =  | E | 2: is the signal irradiance (or intensity).

The strength of scintillation can be measured in terms of the variance of the beam amplitude
or irradiance σi given by the following:

σi2=1.23Cn2k 7/6L 11/6 (26)

Where Cn2 is the refractive index structure, k =  2π / λ is the wave number (an expression
suggests that longer wavelengths experience a smaller variance), and l  is the link range (m).

Where the Eq. 26 is valid for the condition of weak turbulence mathematically corresponding
to σi2<1. Expressions of lognormal field amplitude variance depend on: the nature of the
electromagnetic wave traveling in the turbulence and on the link geometry [8].

3.4.3. Beam spreading

Beam spreading describes the broadening of the beam size at a target beyond the expected
limit due to diffraction as the beam propagates in the turbulent atmosphere. Here, we describe
the case of beam spreading for a Gaussian beam, at a distance l  from the source, when the
turbulence is present. Then one can write the irradiance of the beam averaged in time as [33]:

I (l , r)= 2Poπωeff2 (l ) exp( -2r 2ωeff2 (l ) ) (27)

Where:Po: is total beam power in Wr :   is the radial distance from the beam center

The beam will experience a degradation in quality with a consequence that the average beam
waist in time will be ωeff (l)>ω(l). To quantify the amount of beam spreading, describes the
effective beam waist average as:

ωeff (l)2=ω(l)2(1 + T ) (28)

Where:ω(l) :  is the beam waist that after propagation distance L  is given by:
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ω(l)2= ωo2 + ( 2Lkωo )2  (m2) (29)

In which ωo is the initial beam waist at L =  0,  T :   is the additional spreading of the beam
caused by the turbulence. As seen in other turbulence figure of merits, T  depends on the
strength of turbulence and beam path. Particularly, T for horizontal path, one gets:

T =1.33σi2Λ 5/6 (30)

While the parameter Λ is given by:

Λ= 2Lkω 2(l )  (31)

The effective waist, ωeff (l), describes the variation of the beam irradiance averaged over long
term.

As seen in other turbulence figure of merits, ωeff (l)2 depends on the turbulence strength and
beam path. Evidently, due to the fact that ωeff (l)>ω(l) beam will experience a loss that at beam
center will be equal:

L BE  =20 log10(ω(l) /ωeff (l)) (32)

3.5. Geometric Losses (GL)

The geometric path loss for an FSO link depends on the beam-width of the optical transmitter θ, its path length L  and the area of the receiver aperture Ar . The transmitter power, Pt  is spread
over an area of π(Lθ)2 / 4. The geometric path loss for an FSO link depends on the beam-width
of the optical transmitter θ, its path length L and the area of the receiver aperture Ar. The
transmitter power, Pr is spread over an area of π(Lθ)2/4. Geometric loss is the ratio of the surface
area of the receiver aperture to the surface area of the transmitter beam at the receiver. Since
the transmit beams spread constantly with increasing range at a rate determined by the
divergence, geometric loss depends primarily on the divergence as well as the range and can
be determined by the formula stated as [2]:

geometric loss= d22d1 + (Lθ) 2 (33)

Where:

d2 is the diameter receiver aperture (unit: m);
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d1 is the diameter transmitter aperture (unit: m);

θ is the beam divergence (unit: mrad);

L is the link range (unit: m).

Geometric path loss is present for all FSO links and must always be taken into consideration
in the planning of any link. This loss is a fixed value for a specific FSO deployment scenario;
it does not vary with time, unlike the loss due to rain attenuation, fog, haze or scintillation.

3.6. Total attenuation

Atmospheric attenuation of FSO system is typically dominated by haze, fog and is also
dependent on rain. The total attenuation is a combination of atmospheric attenuation in the
atmosphere and geometric loss. Total attenuation for FSO system is actually very simple at a
high level (leaving out optical efficiencies, detector noises, etc.). The total attenuation is given
by the following [34]:

PrPt = d22d1 + (Lθ) ×exp(-βL ),  (34)

where,

Pt is the transmitted power (unit: mW);

Pr is the received power (unit: mW);

θ is the beam divergence (unit: mrad);

β is the total scattering coefficient (unit: km-1).

According to Eq. (34), the variables which can be controlled are the aperture size, the beam
divergence and the link range. The scattering coefficient is uncontrollable in an outdoor
environment. In real atmospheric situations, for availabilities at 99.9% or better, the system
designer can choose to use huge transmitter laser powers, design large receiver apertures,
design small transmitter apertures and employ small beam divergence. Another variable that
can control is link range, which must be of a short distance to ensure that the atmospheric
attenuation is not dominant in the total attenuation [35].

The strength of scintillation can be measured in terms of the variance of the beam amplitude
or irradiance σi given by the following:

σ12=1.23Cn2k 7/6L 11/6 (35)

Here, k=2π/λ is the wave number and this expression suggests that longer wavelengths
experience a smaller variance, and Cn2 is a refractive index structure parameter. Equation (35)
is valid for the condition of weak turbulence mathematically corresponding to σi2<1. Expres‐
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sions of lognormal field amplitude variance depend on the nature of the electromagnetic wave
traveling in the turbulence and on the link geometry.

In this chapter, we do not take into account the atmospheric turbulence, because its influence
in Yemeni climate could be negligible. That means the effect of the turbulence is too small
contrary to visibility and geometric loss. Therefore, we have taken into account only the total
attenuation depending on visibility, and geometric loss.

An FSO communication system is influenced by atmospheric attenuation, which limits their
performance and reliability. The atmospheric attenuated by fog, haze, rainfall, and scintillation
has a harmful effect on FSO system. The majority of the scattering occurred on the laser beam
is Mie scattering. This scattering is due to the fog and haze aerosols existed at the atmosphere
and can be calculated through visibility. FSO attenuation at thick fog can reach values of
hundreds dB. Thick fog reduces the visibility range to less than 50 m, and it can affect on the
performance of FSO link for distances. The rain scattering (non-selective scattering) is inde‐
pendent on wavelength, and it does not introduce significant attenuation in wireless infrared
links, it affects mainly on microwave and radio systems that transmit energy at longer
wavelengths. There are three effects on turbulence: scintillation, laser beam spreading and
laser beam wander. Scintillation is due to variation in the refractive index of air. If the light is
traveled by scintillation, it will experience intensity fluctuations. The geometric loss depends
on FSO components design such as beam divergence, aperture diameter of both transmitter
and receiver. The total attenuation depends on atmospheric attenuation and geometric loss.
To reduce total attenuation, the effect of geometric loss and atmospheric attenuation is small,
as FSO system must be designed. The following section explores the simulation results of
geometric loss and total attenuations for Yemeni climate.

3.7. Optical link budget

To calculate the FSO link budget several parameters taken into account as geometric loss, link
margin, received power and bit error rate. The received power should be grater less the
transmitted power from the source and equal the transmitted power minus total loss. In the
basic free-space channel the optical field generated at the transmitter propagates only with

an associated beam spreading loss. For this system the performance can be determined directly
from the power flow. The signal power received PRx [W] depends on the transmit power PTx

[W], transmit and receive antenna gains GTx, GRx, and the total loss [36]Pr  = Pt + GTx + GRx - total loss (36)

Table (5) shows the values of transmitted output power for diffuse and tracked topology (Data
obtained from [7]).

In the indicated reference, they presented an expression to calculate the link distance L
achievable from direct line propagation:
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L =  Pt ArT1T22πPrm(1 - cos ∅) (37)

Here, Pt  represent the optical output power from the transmitter (in mW), Ar  is the active area
of the photodetector, T1 is the transmittivity of the transmitter filter, T2 is the transmittivity of
the filter at the receiver, Prm is the optical power required (in mW) to obtain a specific carrier-
to-noise ratio at the receiver, and ∅ is the half angle of the energy related by optical source.
From this expression, they calculate achievable distances (depending on the FOV), which in
their case covered a range of between 10 and 20 m.

3.8. BER and SNR

Both SNR and BER are used to assess the quality of communication systems. BER performance
depends on the average received power, the scintillation strength, and the receiver noise. With
an appropriate design of aperture averaging, the received optical power could be increased
and the effect of the scintillation can be dumped. With turbulence, the SNR is expressed as
follows [37]:

SNR=  (0.31Cn2k 76  l 116 )-1 (38)

For FSO links with an on off keying modulation scheme in BER can be written as

BER=  exp(-SNR / 2)(2πSNR)0.5 (39)

In our model, we have assumed that the surface area of the photo detector is large enough so
that the effective SNR includes the beam spreading effect, thus the effective SNR is defined as

Data Bit
Rate (Mbps)

Optical Power
(Diffuse System)

Optical Power
(Tracked System)

Optical Power
(Cellular System)

0.1 3 ×10-2 W 6 ×10-7 W 3 ×10-3 W

0.5 6×10-2 W 8×10-7 W 5.8 ×10-3 W

1 8 ×10-2 W 1×10-6 W 8×10-3 W

5 1×10-1 W 3 ×10-6 W 1×10-2 W

10 2.5 ×10-1 W 6×10-6 W 2×10-2 W

50 6 ×10-1 W 9×10-6 W 3×10-2 W

Table 5. Values of transmitted output power for diffuse and tracked topology from [7].
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SNReff =  SNR
1 + 1.33σi2 2lkω(l )2

5 6 (40)

The performance and reliability of FSO communication systems are affected and limited by
atmospheric attenuation. It has a harmful effect by haze, rainfall, fog, and scintillation has a
harmful effect of FSO system. The majority of the scattering occurred to the laser beam is due
to the Mie scattering. This scattering is due to the fog and haze aerosols existed at the atmos‐
phere. This scattering is calculated through visibility. FSO attenuation at thick fog can reach
values of hundreds dB. Thick fog reduces the visibility range to less than 50 m, and it can affect
on the performance of FSO link for distances as small. The rain scattering (non-selective
scattering) is wavelength independent and it does not introduce a significant attenuation in
wireless IR links, it affect mainly on microwave and radio systems that transmit energy at
longer wavelengths.

There are three effects on turbulence: scintillation, laser beam spreading and laser beam
wander. Scintillation is due to variation in the refractive index structure of air, so if the light
traveling through scintillation, it will experience intensity fluctuations. The Geometric loss
depends on FSO components design such as beam divergence, aperture diameter of both
transmitter and receiver. The total attenuation depends on atmospheric attenuation and
Geometric loss. In order to reduce total attenuation, FSO system must be designed so that the
effect of geometric loss and atmospheric attenuation is small.

4. Practical part: Case study

In this chapter, we will take Yemeni climate as a case study to study and analyze the practical
part of FSO system by series of simulations obtained results.

4.1. Simulation results and discussion of geometric loss and total attenuation

4.1.1. Geometric loss

This part illustrates the effects of geometric loss on the performance of FSO system. We
calculated the value of geometric loss using Eq. (33) assuming that the link range is 1 km and
beam divergence is 1 mrad at two different designs, which are considered as particular design
specifications shown in Table 6, due to particular implementation especially based on the
existing product available in the industry [38,39].

design diameter of transmitter aperture diameter of receiver aperture

design 1 8 cm 10 cm

design 2 3.5 cm 7 cm

Table 6. Diameters of transmitter and receiver aperture of an FSO system.
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There are a number of parameters that control geometric loss: transmission range, the diameter
of transmitter and receiver apertures and laser beam divergence. These parameters also
contribute to the design of FSO system, so that it is suitable during bad weather conditions.

Figure 11. Geometric loss (dB) versus link range (km).

Figure 12. Geometric loss (dB) versus divergence angle (mrad).
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Figure 11 shows the geometric loss versus link range using the values presented in Table 6 and
divergence angle is about 0.025 mrad. The link range is in the range of 0.5 to 5.0 km. Geometric
loss is proportional to link range, which shows that the link range increases with the increases
of geometric loss. As demonstrated in Fig. 11 the geometric loss is 1.3 dB at 0.5 km for design
1 and -3.4 dB for design 2. While at the distance of 5km the geometric loss for design 1 reaches
8.2 dB and 7.2 dB for design 2. Figure 12 illustrates the geometric loss versus the divergence
angle. The divergence angle is in the range of 0.025 to 0.07 mrad. Geometric loss is proportional
to divergence angle, which suggest that when the divergence angle increases, geometric loss
enhances. For a 0.025 mrad divergence angle, the geometric loss is about 1.93 dB for design 1
and -10.5 dB for design 2. For a 0.07 mrad divergence angle, the geometric loss is about 4.6 dB
for design 1 and -5.6 dB for design 2. That means by using a small divergence angle of laser
beam in FSO systems, geometric loss effect is minimized.

Figure 13 demonstrates the geometric loss versus the transmitter aperture diameter using the
values presented in Table 1, divergence angle is about 0.025 mrad and the link range is 1 km.
The transmitter aperture diameter is in the range of 2 to 22 cm. This figure shows that the
transmitter aperture diameter rises with increases of the geometric loss. For transmitter
aperture diameter of 2 cm, the geometric loss is about -7 dB for design 1 and -3.87 dB for design
2. For the transmitter aperture diameter of 20 cm, the geometric loss is about 7.7 dB for design
1 and 10.2 dB for design 2. That means the small transmitter aperture diameter is suggested
to minimize in the geometric loss effect on FSO systems.

Figure 13. Geometric loss (dB) versus transmitter aperture diameter (m).

Figure 14 indicates the geometric loss versus the receiver aperture diameter using the values
presented in Table 7, divergence angle is about 0.025 mrad and the link range is 1 km. When

Contemporary Issues in Wireless Communications190



Figure 11 shows the geometric loss versus link range using the values presented in Table 6 and
divergence angle is about 0.025 mrad. The link range is in the range of 0.5 to 5.0 km. Geometric
loss is proportional to link range, which shows that the link range increases with the increases
of geometric loss. As demonstrated in Fig. 11 the geometric loss is 1.3 dB at 0.5 km for design
1 and -3.4 dB for design 2. While at the distance of 5km the geometric loss for design 1 reaches
8.2 dB and 7.2 dB for design 2. Figure 12 illustrates the geometric loss versus the divergence
angle. The divergence angle is in the range of 0.025 to 0.07 mrad. Geometric loss is proportional
to divergence angle, which suggest that when the divergence angle increases, geometric loss
enhances. For a 0.025 mrad divergence angle, the geometric loss is about 1.93 dB for design 1
and -10.5 dB for design 2. For a 0.07 mrad divergence angle, the geometric loss is about 4.6 dB
for design 1 and -5.6 dB for design 2. That means by using a small divergence angle of laser
beam in FSO systems, geometric loss effect is minimized.

Figure 13 demonstrates the geometric loss versus the transmitter aperture diameter using the
values presented in Table 1, divergence angle is about 0.025 mrad and the link range is 1 km.
The transmitter aperture diameter is in the range of 2 to 22 cm. This figure shows that the
transmitter aperture diameter rises with increases of the geometric loss. For transmitter
aperture diameter of 2 cm, the geometric loss is about -7 dB for design 1 and -3.87 dB for design
2. For the transmitter aperture diameter of 20 cm, the geometric loss is about 7.7 dB for design
1 and 10.2 dB for design 2. That means the small transmitter aperture diameter is suggested
to minimize in the geometric loss effect on FSO systems.

Figure 13. Geometric loss (dB) versus transmitter aperture diameter (m).

Figure 14 indicates the geometric loss versus the receiver aperture diameter using the values
presented in Table 7, divergence angle is about 0.025 mrad and the link range is 1 km. When
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the receiver aperture diameter increases, the geometric loss decreases. For receiver aperture
diameter of 2 cm, the geometric loss is about 14.4 dB for design 1 and 9.5 dB for design 2. For
the receiver aperture diameter of 20 cm, the geometric loss is about -5.6 dB for design 1 and
-10.5 dB for design 2.

Figure 14. Geometric loss (dB) versus receiver aperture diameter (m).

That is to say that the large receiver aperture diameter will be used to reduce the geometric
loss effect on the FSO systems. The results of geometric losses with design parameters are
presented in Table 7. We note that the geometric loss at low values for receiver aperture
diameter is high compared to the upper values. Because the aperture diameter of receiver is
smaller than aperture diameter of transmitter. At a result, the aperture diameter of transmitter
must be smaller than at the receiver side.

design parameters

geometric loss/dB

design 1 design 2

from to from to

link range 1.3 8.2 -3.4 7.2

divergence angle 1.93 4.6 -10.5 -5.6

receiver aperture diameter 14.8 -5.2 10.4 -9.8

transmitter aperture diameter -6 7.2 -2.9 10.3

Table 7. Results of geometric loss with design parameters.
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4.1.2. Total attenuation

Total attenuation depends on attenuation resulted from hazy and rainy days and geometric
loss. The attenuation in hazy days depends on visibility, while during rainy days it would be
determined by rainfall rate. Visibility range changes with the quantity and density of particles,
such as fog, haze and dust attached to air. The higher the density of these particles is, the less
visibility is and total attenuation increases. The density of these particles is not fixed. It keeps
varying with time and place as well as rainfall. The quantity and density of these particles are
unpredictable, and visibility and rainfall rate are also uncontrollable. Thus, they are all not
part of FSO design.

We can control the value of geometric loss, because it depends on fixed parameters such as
transmitter diameter and receiver apertures, transmission range, and beam divergence. During
the design of FSO system, geometric loss must be at minimum to reduce the effect of total
attenuation on FSO system. In this part, we used design 2 as demonstrated in Table 6 to
calculate total attenuation because this design geometric loss is less as described above in
Section 4.1.1.

4.1.2.1. Total attenuation during hazy days

Figure 15 shows total attenuation at low visibility. We used Eq. (8) to plot Fig. 15. Here, we
assume that link range is 1 km. When visibility is 0.8 km, total attenuations are 31.8, 31 and
26.4 dB at wavelengths of 780, 850 and 1550 nm, respectively. And when visibility is 5 km, total
attenuation are 16.8, 16.4, and 15.4 dB for wavelengths of 780, 850 and 1550 nm, respectively.
It is suggested that the more visibility is the least effects of total attenuations on FSO perform‐
ance.

Figure 15. Total attenuation (dB) versus low visibility (km).
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Figure 16 indicates the total attenuation versus average visibility. When visibility is 6.4 km,
total attenuation is 15.96, 15.8 and 14.9 dB at wavelengths of 780, 850 and 1550 nm, respectively.
Note that when visibility is 9.7 km, total attenuation are of 15.39, 15.28 and 14.7 dB at wave‐
lengths of 780, 850 and 1550 nm, respectively. Based on the previously mentioned, we conclude
that total attenuation at wavelength 1550 nm is less than that at wavelengths of 780 and 850
nm. Therefore, to reduce the effect of total attenuation during hazy days, we use the wave‐
length of 1550 nm.

Figure 16. Total attenuation (dB) versus average visibility (km).

Figure 17. Total attenuation (dB) versus link range (km).
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Figure 17 represents total attenuation versus link range. From this figure, we found that total
attenuation directly proportions with link range. When link range is 0.5 km, total attenuation
is 17.3, 16.9 and 14.6 dB at wavelengths of 780, 850 and 1550 nm, respectively. In addition,
when link range is 5 km, total attenuation becomes 115.0, 111.8 and 88.4 dB at wavelengths of
780, 850 and 1550 nm, respectively. Therefore, to reduce the effect of total attenuation on FSO,
the distance between the transmitter and receiver shall be small. Figure 18 shows the relation‐
ship between total attenuation and laser beam divergence for three wavelengths. With
increasing the beam divergence, the total attenuations are increased for three cases as dem‐
onstrated in Fig. 18.

Figure 18. Total attenuation (dB) versus laser beam divergence (mrad).

That means when the beam divergence at 1 mrad the total attenuations 32, 31, and 26 for
wavelengths 780, 850, and 1550 nm, respectively. While at beam divergence of 10 mrad, we
noticed that the total attenuation was increased 51.1, 50.8, and 46 dB for three previously
indicated wavelengths. Therefore, to reduce atmospheric attenuation, the beam divergence
should be small in accordance with the previous results. Table 8 shows the results of total
attenuation for design parameters at hazy days.

4.1.2.2. Total attenuation in rainy days

Figure 19 shows the total attenuation versus rainfall rate. It can be seen obviously that the
influence of attenuation on transmission of FSO systems is more prominent during heavy
rainfall compared to moderate and light rainfall. Figure 20 indicates the total attenuation
versus link range. The atmospheric attenuation is proportional to link range, which showed
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that when the link range increases, the total attenuation would increase as well. The results of

total attenuation for design parameters at rainy days are presented in Table 9.

Figure 19. Total attenuation (dB) versus rainfall rate (mm/hr).

parameters wavelength
total attenuation/dB

from to

low visibility

780 nm 31.8 16.8

850 nm 31 16.4

1550 nm 26.4 15.4

average visibility

780 nm 15.96 15.3

850 nm 15.8 15.3

1550 nm 14.9 14.7

link range

780 nm 17.3 115

850 nm 16.9 111.8

1550 nm 14.6 88.4

beam divergence

780 nm 32 51.6

850 nm 31 50.8

1550 nm 26 46

Table 8. Results of total attenuation for design parameters at hazy days.
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Figure 20. Total attenuation (dB) versus link range (km).

rainfall
total attenuation/dB

from to

rainfall rate

light 14.3 14.46

moderate 14.5 14.67

heavy 14.71 14.98

link range

light 15.1 15.5

moderate 15.4 16.8

heavy 15.6 20

Table 9. Results of total attenuation for design parameters at rainy days parameters.

4.2. Simulation results and discussion of haze effects on FSO in Sana'a, Aden, and Taiz cities

In this section, we study the effect of atmospheric attenuation and scattering coefficient on the
performance of FSO system in environment of Sana'a, Aden and Taiz cities.

4.2.1. Sana'a city

Low visibility range for Sana'a city in Fig. 21 extends from 0.3 to 6 km. Scattering coefficient
at low visibility of 0.3 km is 11.37, 10.99 and 8.69 km-1 for wavelengths of 780, 850 and 1550
nm, respectively. The scattering coefficient of 6 km low visibility is 0.45, 0.41 and 0.21 km-1 for
wavelengths of 780, 850, and 1550, respectively.
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Figure 21. Scattering coefficient (km−1) versus low Visibility for Sana'a city (km).

Figure 22. Atmospheric attenuation (dB) versus low visibility (km) for Sana'a City.

Figure 22 shows that the atmospheric attenuation versus low visibility in Sana'a city. At low
visibility of 0.3 km, atmospheric attenuation is 49.4 dB, 47.7 dB and 37.7 dB for wavelengths
of 780, 850 and 1550 nm, respectively. For 6 km low visibility, the atmospheric attenuation is
about 2 dB, 1.8 dB and 0.94 dB for wavelengths of 780, 850 and 1550 nm, respectively.
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4.2.2. Aden city

Low visibility range in Fig. 23 extends from 0.05 to 6 km for Aden city. Scattering coefficient
at low visibility 0.05 km is 44.8, 43.8 and 37.6 km-1 for wavelengths of 780, 850 and 1550 nm,
respectively. The scattering coefficient of 6 km low visibility is 0.45, 0.41 and 0.22 km-1 for
wavelengths 780, 850, and 1550 nm, respectively.

Figure 23. Scattering coefficient (km-1) versus low visibility (km) for Aden city.

Figure 24 shows that the atmospheric attenuation versus low visibility for Aden city. At low
visibility of 0.05 km, atmospheric attenuation is 194.4, 190.2 and 163.5 dB for wavelengths 780,
850 and 1550 nm, respectively. For 6 km low visibility, the atmospheric attenuation is about
1.95, 1.8 and 0.94 dB for wavelengths of 780, 850 and 1550 nm, respectively.

4.2.3. Taiz city

Low visibility range in Fig. 25 extends from 0.05 to 4 km for Taiz city. Scattering coefficient at
low visibility 0.05 km is 44.8, 43.8 and 37.6 km-1 for wavelengths of 780, 850 and 1550 nm,
respectively. The scattering coefficient of 4 km low visibility is 0.7, 0.65 and 0.37 km-1 for
wavelengths of 780, 850, and 1550 nm, respectively. Figure 26 shows that the atmospheric
attenuation versus low visibility for Taiz city. At low visibility of 0.05 km, atmospheric
attenuation is 194.4, 190.2 and 163.5 dB for wavelengths of 780, 850 and 1550 nm, respectively.
For 4 km low visibility, the atmospheric attenuation is about 3.1, 2.8 and 1.6 dB for wavelengths
of 780, 850 and 1550 nm, respectively. Table 10 shows the results of scattering coefficient and
atmospheric attenuation at low visibility for Sana'a, Aden and Taiz Cities. The results show
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that with increasing the wavelength, in consequence the scattering coefficient and atmospheric
attenuation decreased for the three cases were studied in this paper.

Figure 25. Scattering coefficient (km−1) versus low versus low visibility (km) for Taiz city.

Figure 24. Atmospheric attenuation (dB) versus low visibility (km) for Aden city.
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Figure 26. Atmospheric attenuation (dB) versus low visibility (km) for Taiz city.

city wavelength
scattering coefficient/km-1 atmospheric attenuation/dB

from to from to

Sana'a

780 nm 11.37 0.45 49.4 2

850 nm 10.99 0.41 47.7 1.8

1550 nm 8.69 0.21 37.7 0.94

Aden

780 nm 44. 8 0.45 194.4 1.95

850 nm 43.8 0.41 190.2 1.8

1550 nm 37.6 0.22 163.5 0.94

Taiz

780 nm 44.8 0.7 194.4 3.1

850 nm 43.8 0.65 190.2 2.8

1550 nm 37.6 0.37 163.5 1.6

Table 10. Results of scattering coefficient and atmospheric attenuation at low visibility for Sana'a, Aden and Taiz cities.

5. Optical link budget

After illustrating the geometric loss, total attenuation, and haze effects on the FSO in Sana'a,
Aden and Taiz cities, we return to the link budget of FSO systems. This section concentrates
on received power versus low and average visibility, and link range. Table 11 illustrates the
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After illustrating the geometric loss, total attenuation, and haze effects on the FSO in Sana'a,
Aden and Taiz cities, we return to the link budget of FSO systems. This section concentrates
on received power versus low and average visibility, and link range. Table 11 illustrates the

Contemporary Issues in Wireless Communications200

main FSO link parameters. We note that all the given values in the following table are
presumed to calculate the received power for three cases as presented in Figs. 27−29.

parameters description

wavelength (λ) 780, 850, 1550 nm

transmit power (P tx) 23.52 dB

beam divergence 1 mrad

visibility 5 km

Table 11. Optical link budget parameters.

The results presented in Fig. 27 show the relationship between received power for three
different wavelengths and low visibility. As seen in Fig. 27, received power increases with the
increment of low visibility. We note that the obtained received power at the wavelength of
1550 nm is the best as compared to the other two. For example, the received power curve for
the wavelength of 1550 nm increases from −67 dBm at the distance of 0.6 km to –27 dBm at the
distance of 5 km. However, we note that the receiving power is reduced for other two
wavelengths of 780 and 850 nm. As shown in Fig. 28, the received power at wavelength of 1550
nm shows the best compared to other two wavelengths. While the received powers at the
wavelengths of 780 and 850 nm are, lower.

Figure 27. Received power (dBm) versus low visibility (km).
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Figure 28. Received power (dBm) versus average visibility (km).

Figure 29. Received power (dBm) versus link range (km).

Figure 29 shows the received power versus the link range. As the link range between trans‐
mission and receiver increases, the received power decreases. At the distance of 0.5 km, the
received power for the wavelength of 1550 nm is of –20.3 dBm where for the others two are of
–21.7 dBm. However, in the distance of 5 km, the received power reaches –36 dBm for
wavelength of 780 nm and –34.1 dB for the wavelength of 850 nm. For three study cases, the
study was done to improve the efficiency of FSO systems, the wavelength of 1550 nm for three
cases must be used and the distance between transmitter and receiver should be reduced.
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6. Simulation results of BER and SNR

The data was taken from the Civil Aviation and Meteorology Authority and the Yemeni
Meteorological Service. The work includes the analysis of these real data. The purpose here is
to discuss the relationship for calculating the variance, SNR, and BER for a range of parameters.
We used the wavelengths of 850, 1000, and 1550 nm. Particular attention was given to the 1550
nm wavelength since it is commonly used as the 3rd window of optical communication
backbone links. Moreover, being significantly bigger than visible wavelengths, the human
retina in particular and the components of the eye in general are less sensitive to the 1550 nm
wavelength. Thus, this wavelength is appropriate for eye safety.

Figure 30 illustrates the log intensity fluctuations versus the link range between transmitter
and receiver for three values of wavelengths. The log intensity fluctuation depends on the
wavelength and increases with the propagation distance. As the transmission range increases
the variance (atmospheric turbulence) increases too. For a 2000 m transmission range, the
variance is about 0.17 for the wavelength of 850 nm, 0.12 for 1000 nm, and 0.075 for 1550 nm.
For a 4000 m transmission range, the variance is about 0.56 for 850 nm, 0.42 for 1000 nm, and
0.25 for 1550 nm. These results show that the use of a wavelength of 1550 nm can reduce the
variance “atmospheric turbulence” effect on the FSO systems [37].

Figure 30. Intensity fluctuations against transmission range.

Figure 31 indicates the comparison between the beam spreading on a distance l from the
transmitter in case of atmospheric turbulence and in case without atmospheric turbulence. The
spot size of the beam at the transmitter (with the distance l  = 0) equals 0.008 m. At the distance
200 m, the spot size of the beam is ω (l) = 0.015 m in case of absent turbulence and ωeff (l) =
0.015 m in case of turbulences. At the distance 5000 m, the ω (l) = 0.31 m and ωeff (l) = 0.33 m.
From the above results, we conclude that the expansion of the spot size of the beam depends
on the distance between sender and receiver as indicated on Fig.32, and on the atmospheric
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turbulence along the transmission range as indicated on Fig. 33. The higher the turbulence is,
the greater the expansion of the beam size is. Figure 34 shows the SNR versus the transmission
range of 0 to 4500 m. As the link range between the transmitter and receiver increases, the SNR
decreases. This means that the increment of link range is able to decrease the transmission
quality and efficiency of FSO systems. At a low range of 200 m, the SNR is about 74 dB for 850
nm, 77 dB for 1000 nm, and 82 dB for 1550 nm. For 4000 m, the SNR is about 18 dB for 850 nm,
21 dB for 1000 nm, and 26 dB for 1550 nm.

Figure 31. Beam spreading versus transmission range.

Figure 32. Waist of beam with turbulence versus scintillation.

Contemporary Issues in Wireless Communications204



turbulence along the transmission range as indicated on Fig. 33. The higher the turbulence is,
the greater the expansion of the beam size is. Figure 34 shows the SNR versus the transmission
range of 0 to 4500 m. As the link range between the transmitter and receiver increases, the SNR
decreases. This means that the increment of link range is able to decrease the transmission
quality and efficiency of FSO systems. At a low range of 200 m, the SNR is about 74 dB for 850
nm, 77 dB for 1000 nm, and 82 dB for 1550 nm. For 4000 m, the SNR is about 18 dB for 850 nm,
21 dB for 1000 nm, and 26 dB for 1550 nm.

Figure 31. Beam spreading versus transmission range.

Figure 32. Waist of beam with turbulence versus scintillation.

Contemporary Issues in Wireless Communications204

Figure 33. SNR versus transmission range.

Figure 34 shows the BER versus the transmission range. As the link range between transmis‐
sion and receiver increases, the BER increases too. At 2500 m link range, the BER is about 10–

4 for 850 nm, 10–6 for 1000 nm, and 10–9 for 1550 nm. At 4000 m, the BER is 10–2 for 850 nm, 10–

3 for 1000 nm, and 10–4 for 1550 nm. If we want an acceptable communication BER of 10–9, the
maximum link range between transmitter and receiver should be about 1600 m for 850 nm,
1900 m for 1000 nm, and 2500 m for 1550 nm.

Figure 34. BER versus transmission range.
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Figure 35. SNR with and without turbulence, SNRref and SNR, respectively, versus transmission range.

Figure 35 indicates SNR versus expansion of the beam size resulting from air turbulence. For
a beam size of ωeff (l) = 0.015 m, the SNR = 64 dB and SNReff = 62 dB, but for ωeff (l) = 0.33 m, the
SNR = 4.7 dB and SNReff = 3.4 dB. From these results, we conclude that when the beam expands,
the loss in terms of the beam intensity increases. This leads to the decrease in the SNR value,
and therefore the BER increases as indicated in Fig. 36. For a spot size of 0.015 m, the BER =
10–115, and when the spot size of the beam is 0.33 m, the BER increases up to 10–5 approximately.
From the results above, we conclude that the narrow beam shows a limited effect of the
atmospheric turbulence on the intensity.

Figure 37 shows the BER versus link range between transmitter and receiver. This figure
graphically represents the BER as a function of the irradiance variance. For 3500 m, BER is
10–6 for the SNR and 10–5 for the SNReff. For an irradiance variance 0.05 the BER 10–6 for the
SNR and 10–5 for the SNReff. From the results obtained, we conclude that to improve the
performance of the FSO transmission systems, it is recommended to shorten the link range
between transmitter and receiver. Another improvement of the signal quality offered by the
FSO systems includes using the 1550 nm wavelength. The SNR of FSO systems with 1550 nm
wavelength is higher than that corresponding to 1000 and 850 nm wavelengths. To reduce the
atmospheric turbulence effects on FSO systems, we suggest using the 1550 nm wavelength.
Moreover, for the 1550 nm wavelength, the allowable power is largely higher compared to
smaller wavelengths (about 50 times compared to 850 nm). This shows that the system operates
well during heavier attenuation of the atmosphere since we can safely increase power at the
source.
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Figure 36. BER versus waist of beam with turbulence.

Figure 37. BER versus transmission range for SNR and SNReff.

7. Summary

Recently, telecommunication and computer networking are moving toward optics communi‐
cation. Because the light is the hasten medium to transmit, the huge information, it’s cost
effective, flexibility, quick deployment, and the promise of optical bandwidth.

FSO is considered as alternative choice that can be employed as a reliable solution to broadband
short distance applications. However, mobile operators are planning to use this technology to
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short distance links. In this chapter, we briefly introduced the concepts of FSO technology,
mathematical approach of this technique. Practical part, we take the climate effects for
deployment of FSO in Yemeni territorial as a case study. We have studied in detail the total
attenuation influencing FSO systems. The total attenuation in this case study depends on two
parameters: scattering and geometric losses. This work was concentrated on two different
designs as demonstrated in Table 6. These results showed that when the link range, divergence
angle, and transmitter aperture were increasing, the geometric loss increased too. But, we
found that geometric loss decreased with the increasing of the receiver aperture diameter. Total
attenuation also increased with increasing of the distance link, low visibility, and with
decreasing of the wavelength. It was also shown that the effect of rainfall on the FSO system
performance was so small that we can neglect it. In general, FSO performance was bad in Taiz
at the low visibility compared to Sana'a and Aden. However, in the average visibility, the FSO
performance was effective in three cities.

We concentrate on the scintillation effects on the performance of FSO links. The analysis was
carried out for the variance, SNR, and BER in the environment of Yemen. Scintillation for the
Yemeni environment is wavelength and distance dependent. The wavelength of 1550 nm
turned out to be interesting since it is less sensitive to atmospheric turbulence and harmless
to the human eye. The results indicate that the performance of the FSO system is good during
the worst conditions in Yemen. To improve the transmission efficiency of FSO systems, the
wavelength of 1550 nm must be used and the distance between transmitter and receiver must
be reduced. To achieve a BER of 10–9 during air turbulence, the distance between transmitter
and receiver should be 2600 m. Thus, the FSO system may be applied in Yemeni territorial
efficiently even in case of the presence of air turbulence.

8. Important questions related to this chapter for self-evaluation:

1. What is free-space optical communication?

2. What is the maximum speed can FSO products offer?

3. What are the operating wavelengths of FSO systems?

4. What are the FSO technology applications?

5. Do you need a license to operate FSO system?

6. What are the advantages and disadvantages of FSO technology?

7. What is the recommended distance of the FSO link?

8. What is the different between FSO and fiber-optics?

9. Is FSO safe for eyes and human body?

10. Is FSO transmission secure?

11. Can FSO systems operate through windows glass?

12. Is the sunlight influence on FSO link?
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13. What about the climate effect on FSO performance?

14. In figure 5, what is meant by free space and how to calculate its losses?

15. Physically, discuss the Beer`s law.

16. Calculate the antenna gain for FSO product if the wavelength is 1550 nm?

17. What is meant by divergence angle?

18. How to connect the FSO links to the network?

19. Is FSO characterized as cost effective and why?

20. Is FSO only deployed on rooftops?

21. What are the advantages of using infrared communication instead of other radio relay
links line of sight (LOS)?

22. What are the transmitted power recommended for FSO products?

23. Could you design an FSO link and calculate the link budget?

24. Calculate the received power of FSO link demonstrated in figure 6?

25. What is meant by focal length?

26. If the observer is looking at a telecommunication tower of 20 meter high at a distance of
120 m and the distance between the optical center of the eye lens and fovea is of 17 mm.

a. Graphical represent of the eye looking at a tower.

b. calculate the size of retinal image of the tower (h) that’s reflected primarily in the area
of the fovea.

answer: h=2.83 mm

1. What happens if a bird or an micro airplane flies through the transmitted beam?

2. Using MATLAB, Could you write the code of figure 33 and display all the curves?

3. What is meant by BER, MSE, SNR, and PSNR?

4. Is FSO technology suitable to transmit information from the earth to the satellite?
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Additional information is available at the end of the chapter
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1. Introduction

Although nowadays wireless networks are a regular and familiar framework for sharing
information among devices, the way in which these nets are organized and managed is
evolving day by day due to the requirements of the scenarios in which they are deployed. Since
those first experiments carried out by the WECA (Wireless Ethernet Compatibility) association
in late 90s, the application areas and use cases in where wireless communications are applied
has been changing.

Many of the wireless networks that we use daily at home, at the office or when se use a cellular
are based on those first approaches, in which an Access Point is needed to have connectivity.
These setups are called ‘Infrastructure Mode’ and use a fixed and wired backbone to address
information from the source AP to the destination AP. But in some situations these networks
are limited by their own nature due to their need for an AP, a base station, some routers or
switches and so on. It is in these scenarios where a ‘’Infrastructure-less Mode’’ can overcome
these drawbacks, allowing the nodes of a network to routing and forwarding information for
other nodes, without relying on centralized administrator. These types of networks are called
wireless ad hoc networks [1].

Now, if we have into consideration the current trends in technology, it can be said that mobility
and ubiquity are common characteristics to all the new gadgets launched to the market. Users
want to be online anytime and everywhere and to obtain information from all the surrounding
elements. Then, we talk about Mobile Ad hoc Networks (MANETs), that is, wireless networks
with a dynamic shape, a shifting number of nodes, a defined bandwidth and other character‐

© 2014 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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istics, where the nodes can be any kind of devices with communications and networking
capability that communicate with each other without a centralized coordinator [2]. In this
scenario, each node can play the role of a router, hosting the network topology dynamically,
because as it was mentioned above, the shape and the topology of the net can change as well
as the nodes on it. The main characteristics of MANETs can be summarized as follows [3]:

• Dynamic topologies: network topology can change quickly due to the nodes can move freely
in the net.

• Bandwidth constrains: compare with wired networks, the capacity of a MANET is relatively
small and also it is sensitive to interferences, noise, and signal fading effect.

• Energy constrains: although many of the nodes can be plugged to the power line or they
can be equipped with big batteries, some of them use small power supplies, so during the
network design it is necessary to consider how to save power in order to assure the stability
and longevity of the network.

• Limited physical security: although the decentralized nature of MANETs provides robust‐
ness against the single points of failure, these nets must be protected against eavesdropping,
spoofing, and the injection of malicious data attacks.

In this context, thanks to the rapid increase and improvement of the mobile computing a wide
set of wireless devices have proliferated, making possible that traditional hardware as digital
cameras, thermostats, cooking ovens or washing machines are provided with communications
and computing functionalities so they can be part of a MANET. This new paradigm is known
as Internet of Things [4], that is, a scenario in which all the objects beyond computers, mobiles
or touch screens have the ability of generating, sharing and processing information in a
pervasive manner [5]. With all of this, technologies must have evolved to new standards,
architectures, protocols, hardware, services and facilities that will make possible a control of
the way in with all the nodes access to the net to share their information.

One scenario that represents perfectly the characteristics and it is a perfect case of study of
MANETs is the Vehicular Ad hoc Networks (VANETs), a subset of MANETs, which creates
wireless networks between vehicles [6]. In a VANET each vehicle is a moving node which
creates wireless networks with surrounding vehicles [7], thanks to the On-Board Unit (OBU),
a hardware with communications and computing capabilities that allows drivers to receive
information about events that can affect his driving. Then, the main function of the OBU is to
exchange information with other vehicles or Road Side Units (RSUs), elements located at the
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infrastructure that act as gateways between the VANET and other networks or agents as Traffic
Management Centers (TMC). These centers are placed far away the VANET and play an
important role in the applications developed in the area of VANETs, coordinating the infor‐
mation that is shared among VANETs that are deployed in different geographical areas.

In VANETs they can be distinguish two types of links: vehicular-to-vehicular communication
(V2V), based on an Ad hoc architecture, vehicles exchange directly messages without a central
coordinator; and vehicle-to-infrastructure or infrastructure-to-vehicle (V2I or I2V), where the
messages are shared between the vehicles and the RSUs. VANETs are designed for a huge
range of cooperative applications, that is, services that provide information to the drivers
thanks to the data shared among all the vehicles on the net. These can be safety and non-safety
applications, which allow several added services as infotainment, traffic management, toll
payment, and geographical based services and so on [8]. That is, VANETs make possible to
deploy applications that help to improving the transport services and traffic conditions using
collaborative systems based on V2X Ad hoc networks.

Internet

TMC

RSU

RSU

V2I

V2V

Figure 2. Vehicular Ad hoc Network Scenario

This introduces the definition of Intelligent Transport Systems, where each vehicle is a sender,
a receiver and a router at the same time, so it can broadcast the information to the VANET,
which uses this information to provide these safety and non-safety services to the drivers. The
OBU is the hardware in charge of processing these data and it also enables these short range
wireless ad hoc networks (the coverage area is around 300 meters) but it also must dispose
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other systems that permit to report position information such as Global Positioning System
(GPS) or a Differential Global Positioning System (DGPS) receiver if more accuracy position
information is required. This information is quite important because most of the services that
are available in a VANET depend on the geographical position of the source and the destina‐
tion. Table 1 presents a classification of ITS applications that can be deployed using the VANET
architecture [9].

Category Applications Uses cases

Active safety applications
Cooperative driving
assistance applications

Emergency vehicle warning
Slow vehicle indication
Intersection collision warning
Motorcycle approaching indication
Emergency electronic brake lights
Wrong way driving warning
Stationary vehicle - accident
Stationary vehicle - vehicle problem
Traffic condition warning
Signal violation warning
Roadwork warning
Collision risk warning

Efficiency applications
Traffic management
Road monitoring

Regulatory / contextual speed limits notification
Traffic light optimal speed advisory
Enhance routing
Road conditions sensing (rain, visibility, wind, hazardous
location, road adhesion)

Infotainment applications
Contextual information
Entertainment

Point of Interest notification
Automatic access control and parking management
ITS local electronic commerce
Media downloading
Insurance and financial services
Fleet management
Loading zone management

Table 1. ITS applications on VANETs

These applications can be deployed on urban or motorway scenarios, each one with its own
particularities. In an urban scenario, many of the times there is not line of sight between the
nodes so fading and communication disruptions are frequents. In a motorway, the high density
of vehicles can overload the radio channels in which the VANETs work. Yes, although maybe
users are not aware about that, the radio spectrum (the physical interface used by wireless
communications networks) is a limited resource that it must be shared among all OBUs and
RSUs that shape the VANET. Commonly, ISM (Industrial Scientific Medical) radio bands with
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frequency ranges 2.40–2.4835 GHz and 5.15–5.875 GHz are used by wireless networks for
license-free communications [10]. The definition of these standards is crucial in order to attend
the increase on the demand of the spectrum channels and to make possible that different
networks can coexist in the same radio band.

Although WLAN (IEEE 802.11a/b/g/n) could be the technology used in VANETs, most of the
applications included at Table 1 require time-critical communications, a continuous handover
among different RSU in V2I/I2V links, and as these standards use CSMA (Carrier Sense
Multiple Access), so many of the nodes cannot have success in channel access due to the high
density of some scenarios. Due to the limitations of these standards in mobile scenarios as
VANETs, a new extension has been developed: IEEE 802.11p, designed specifically for
vehicular environment in which high reliability and low delay characteristics are mandatory.
This new standard, known as Dedicated Short Range Communication (DSRC) uses the
physical layer of IEEE 802.11a working on the 5.9 GHz band and quality of service enhance‐
ments of IEEE 802.11e. Network and transport layers are in the scope of WAVE (Wireless
Access in the Vehicular Environment) standard which defines the protocols and services that
support multi-channel wireless connectivity between IEEE 802.11 Wireless Access in Vehicular
Environments devices [11].

Once the access to the medium is defined under the frame of the IEEE 802.11p standard, in a
situation in which many nodes have information to transmit to different destinations in a
network that is geographically distributed, it is quite important to determine the protocols that
allow to organize the addressing of the information and to assure that all the nodes have the
chance of transmitting and receiving data. The nature of MANETs, and specifically of VANETs
implies that the maintenance, management and routing task of the network must be done by
all the nodes, making these kind of networks more difficult or more complex to other wireless
networks. Therefore, advances techniques of management and arrangement should be applied
to organize the network and assure its effective implementation and its fairness and reliability
for all the nodes.

In the next sections of these chapter are analyzed the main techniques used to disseminate data
in VANETs, with an special emphasis in clustering, a control scheme that can take into
consideration the speed and distance difference among neighboring nodes in the VANET to
group them in order to assure a stable cluster structure and then enhance the stability of the
network topology.

2. Data dissemination algorithms

Data dissemination in VANETs has recently received considerable attention. Due to the unique
characteristics of VANET, the implementation of reliable data dissemination among vehicles
has encountered many challenges. Information dissemination in VANETs provides drivers a
way to be aware in real-time of everything that is happening in their surroundings. A wide
range of information can be disseminated, including traffic and road conditions, closure and
detour information, incident information, emergency alerts, and driver advisories.
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Information dissemination schemes in VANETs are commonly categorized into two different
groups, according to the type of ITS application: safety and non-safety. During the last years,
research community has focused their studies more on safety applications which are highly
demanding in terms of message delay and present a challenging field of study. Although in
safety applications the frequency of messages is low, the message delay is a key factor because
a safety message, e.g., an emergency vehicle warning, has to reach a maximum number of
nodes in a given area within a very short time interval, because after this time interval, the
message essentially becomes useless.

However, in non-safety applications the message delay loses importance since the message
could be useful for a longer time interval, even up to several minutes, e.g., for disseminating
traffic road conditions. On the other hand, the frequency of these messages is much higher in
this type of applications.

Therefore, data dissemination in VANET is a challenge for the deployment of cooperative
services and applications because the dissemination routing protocol has to be suitable both
for safety and non-safety applications, and it also has to be aware of the vehicular environment
challenges as the high mobility of nodes and the extremely dynamic network topology.
Therefore, the design of an efficient information dissemination routing protocol for VANETs
is very crucial.

The function of a routing protocol in Ad-Hoc network is to establish routes between different
nodes and the main requirement is to achieve minimal communication time with minimum
consumption of network resources. The main reasons that make so difficult the design of these
routing protocols are the highly dynamic nature of VANETs due to the high mobility of the
nodes, and the need to operate efficiently with limited resources, such as network bandwidth.
Moreover, routing protocols in VANETs, and generally in every Ad-hoc Networks, are not so
good in scalability due to frequently changing network topology, lack of predefined infra‐
structure and limited radio communication range. In the literature, four categories of dissem‐
ination routing protocols for VANETs which are presented: position-based, broadcast, geocast
and cluster-based.

Broadcast routing is commonly used in ITS applications in VANETS because it guarantees that
every vehicle will receive the message. The simplest way to implement a broadcast service is
flooding in which each node re-broadcasts messages to all of its neighbors except the one it
got this message from. Flooding performs relatively well for a limited small number of vehicles
and is easy to be implemented. Furthermore, this protocol is very reliable in safety applications
but it consumes high bandwidth and resources, and it can also provoke a broadcast storm
when the number of nodes in the network increases. If multi-hop communications are
implemented as each node receives and broadcasts the message almost at the same time, this
routing protocol generates contentions and collisions and high bandwidth consumption.

However, there are many studies where they use broadcast, but they design an approach to
avoid broadcast storm. In [12], Yang et. al propose a V2V communication protocol for
Cooperative Collision Warning application. In this approach when a vehicle has an incident,
it becomes an abnormal vehicle (AV) and starts broadcasting periodically Emergency Warning
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Messages (EWMs), with its geographical position, speed and direction to its surrounding
vehicles. If this incident provokes that more vehicles have to stop and, therefore, they become
also AV, only one of them is going to send the EWMs to avoid the broadcast storm. In [13],
Ferrari et. al use broadcasting protocol with multi-hop communication but to avoid the
broadcast storm not every vehicle forward the received messages, only the farthest vehicles
from the source forward it.

Figure 3. Broadcasting routing protocol

In the position-based routing protocol the forwarding dissemination decisions are based on
location information. This approach makes sense because in VANETs the movements of the
vehicles are usually restricted in just bidirectional movements constrained along roads and
streets, and the geographical location information of vehicles is taken from street maps, traffic
models or even more prevalent navigational systems on-board the vehicles. This protocol is
commonly used with multi-hop communications and therefore, nodes usually forward the
packet to a node that is geographically closest to the destination. The main advantages of this
routing protocol are:

• It does not require routing tables

• Traffic overhead may be small

• Supports delivery of packets to a geographical area, called geocasting

For example, as it is shown in Figure 4, if one vehicle has an accident the information will be
only be necessary for the vehicles that are behind the damaged vehicle, not for the ones that
are not going to drive again though the point the accident has happened.

However, to use this location-based routing protocol in a built-up city environment is very
challenging, due to vehicles are distributed in an irregularly way because they usually are
more concentrated on some principal roads than others and the road patterns define their
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mobility and add difficulty in the signal reception because of the radio obstacles such as high-
rise buildings which may lead VANETs unconnected. Furthermore, in general, topology-based
routing protocols are considered not to scale in networks with more than several hundred
nodes [14].

In order to position-based routing protocol could work, vehicles should send periodically
beacon messages to announce their position and enable other nodes to maintain a one-hop
neighbor table. This approach is scalable and resilient to topology changes since it does not
need routing discovery and maintenance; however, periodic beaconing creates a lot of
congestion in the network [15]. This beaconing frequency can be configured according to
different scenarios or traffic situations, but if this beaconing frequency is not enough the
inaccuracy of position information is higher and a neighbor selected as a next hop may no
longer be in transmission range implying to a significant decrease in the packet delivery rate.

Therefore, the key ideas we have to take into account to select one position-based routing
protocol are:

• Loop-freedom: routing protocols should be inherently loop-free and should avoid recovery
strategies using timeouts of old packets and memorizing packets that have been seen before

• Distributed operation

• Path strategy

• Metrics

• Memorization

• Guaranteed delivery

• Scalability

• Robustness

Figure 4. Position-based routing protocol
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There are three different kinds of position-based protocols which are restricted directional
flooding, greedy and hierarchical routing protocols. The most used routing position-based
protocol is the greedy in which they use forwarding to route packets from a source to the
destination. This strategy do not establish and maintain the routes between the source and the
destination; on the other hand, a source node define the approximate position of the destination
and add this data in the data packet and selects the next hop depending on the optimization
criteria of the algorithm; for example, as it is shown in Figure 5, one criteria could be the closest
neighbor to the destination [16],[17]. In the same way, each intermediate node selects a next
hop node until the packet reaches the destination, as it is shown in Figure 4 Position-based
routing protocol.

Figure 5. Greedy routing protocol

The main characteristics of Greedy algorithms are:

• Loop free

• Localized information

• Single path strategy

• Metric: Hop count

• No memory

• No guarantee of delivery

• Scalable

• Somewhat robust

In restricted directional flooding, the sender will broadcast the packet to all single hop
neighbors towards the destination. The node which receives the packet checks whether it is
within the set of nodes that should forward the packet (according to the used criteria). If it is,
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it will forward the packet. Otherwise the packet will be dropped. In restricted directional
flooding, instead of selecting a single node as the next hop, several nodes participate in
forwarding the packet in order to increase the probability of finding the shortest path and to
be robust against the failure of individual nodes and position inaccuracy.

Figure 6. Restricted directional flooding routing protocol

The main characteristics of Restricted Directional Flooding are:

• Not loop free

• Localized operation

• Path strategy: flooding / multipath

• Metric: Hop count

• Memory

• No guarantee of delivery

• Not scalable

• Not robust

The third forwarding strategy is to form a hierarchy in order to scale to a large number of
mobile nodes. This strategy tries to reduce the complexity of the information each vehicle has
to handle and also improves the scalability of the network. The two main strategies used to
combine nodes location and hierarchical network structures are the zone-based routing and
the dominating set routing [18].

Geocast routing is a location-based routing but in a multicast way, so each message is broad‐
casted to every vehicle inside a defined area. In Figure 7 it is shown that the defined area are
the vehicles which receive the yellow messages. Geocast can be implemented with a multicast
service by simply defining the multicast group to be the certain geographic region.
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Figure 7. Geocast routing protocol

Most geocast routing methods are based on directed flooding, which tries to limit the message
overhead and network congestion of simple flooding by defining a forwarding zone and
restricting the flooding inside it. With this routing protocol we consume less network resources
than broadcast routing but we also guarantee that every vehicle will receive the message.
However, we continue having the broadcast storm problem unless we only use one-hop
communications. Geocast routing is divided into three types which are: Routing with simple
flooding, direct flooding and no flooding [19].

The Geocast routing based on simple flooding was not created for geocast routing but it is used
as a basic unit and for the comparison with other protocols. In this method, the source vehicle
delivers the packet to all other nodes in the network and all receivers have to check whether
they are within the destination area. This is a very straightforward approach but is not a well-
organized approach. In this approach, information of location is not used.

In the Geocast routing based on direct flooding the packet is forwarded to a defining region
called “forwarding zone”. In this approach a packet is only forwarded to forwarding zone by
the source node and not to all nodes in the network. In other words, this protocol is based on
flooding but avoids flooding the whole network by defining a forwarding zone, and therefore,
outside the forwarding zone the packet is discarded. There are two types of forwarding zone,
the first one is the rectangular forwarding zone and the other one is distance-based forwarding
zone.

The Geocast routing without Flooding is a simple geocast routing protocol that uses a regular
unicast routing protocol between the sender and the destination region. Inside the destination
region, flooding can be used, as well as any other routing protocol that can be independent of
the protocol used outside the destination region, but the main difference is that it does not use
flooding outside the forwarding zone.
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But the most used routing protocol for vehicular environment is the cluster-based, where
vehicles are grouped into different clusters according to some parameters. These parameters
differ from one algorithm to another and are the key factor to build stable clusters. Some of
those parameters could be the location, speed or inter-vehicle distance. Other parameters, as
the IEEE 802.11p wireless coverage area of each vehicle, could affect in the size of clusters
which could vary from one cluster to another in the same network depending on the location
of nodes.

Therefore, clusters are virtual groups selected by a clustering algorithm where at least there is
Cluster Head (CH) and some Cluster Members (CMs). The main advantage of cluster-based
solution is that it can achieve good scalability for large networks, but, on the other hand, the
delay and overhead involved in the formation and maintenance of clusters has to be taken into
consideration.

The highway, urban, city and intersection scenarios require different characteristics for
selection of CHs and for formation of clusters.

Figure 8. Clustering routing protocol

The cluster-based routing solution could be designed in three different ways depending on
how vehicles discover the CH. It could be in a proactive, reactive or hybrid way. In the
proactive solution beacon messages are constantly broadcast and flooded among vehicles since
every vehicle should maintain updated their neighbor table to know which the next hop node
toward a certain destination is. The advantage of the proactive routing protocols is that there
is no route discovery since route to the destination is maintained in the background and is
always available upon lookup. Despite its good property of providing low latency for real-
time applications, the periodically beacon sending for the maintenance of the neighbor table
requires a significant part of the available bandwidth, especially in highly mobile VANETs.

In the reactive approach the configuration phase is initiated by the vehicle because it starts a
communication when it needs to communicate with another vehicle. It maintains only the
routes that are currently in use, thereby reducing the burden on the network. Reactive routings
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always available upon lookup. Despite its good property of providing low latency for real-
time applications, the periodically beacon sending for the maintenance of the neighbor table
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In the reactive approach the configuration phase is initiated by the vehicle because it starts a
communication when it needs to communicate with another vehicle. It maintains only the
routes that are currently in use, thereby reducing the burden on the network. Reactive routings
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typically have a route discovery phase where query packets are flooded into the network in
search of a path. The phase completes when a route is found.

In a mixed approach vehicles also send periodic proactive beacon messages to have the
neighbor table updated but they are also able to create a new communications on demand
when they need to send any message to another vehicle.

To sum up, it is not very obvious which is best routing protocol for data dissemination in
VANETs because it depends on application and the characteristics of the scenario like the
position of the vehicles, speed, direction of movement, potential communication duration and
potential number of communication neighbours, among others. Therefore, research commun‐
ity should continue researching on the development of new dissemination data routing
protocols.

3. Clustering algorithms

Clustering is a technique for grouping vehicles in the geographical vicinity together, making
the network more robust and scalable. Under a cluster structure from Figure 9, vehicles may
be assigned a different status or function, such as cluster head (CH), gateway (GV), or cluster
member (CM). A CH normally serves as a local coordinator for its cluster, performing intra-
cluster transmission arrangement, data forwarding, and so on. A GV is a non-CH vehicle with
inter-cluster links, so it can access neighboring clusters and forward information between
clusters an RSUs. A CM is usually called an ordinary vehicle, which is a non-CH vehicle
without any inter-cluster links.

Cluster-based solutions may be a realistic approach in supporting reliable and scalable multi-
hop communication for VANETs [20]. Clustering has been shown to effectively reduce data
congestion [26], and can support Quality of service (QoS) requirements [21] for both delay-
tolerant (e.g. road/weather information) and delay-intolerant (e.g. safety messages). According
to [22] clustering provides three basic benefits.

• Spatial reuse of network resources.

• Emergence of a virtual backbone.

• Improved network stability and scalability from the viewpoint of regular CMs.

Clustering can be done in a centralized or decentralized way. In centralized way, RSU elect
CHs and forms clusters based on periodic message. As a fixed infrastructure, the RSU should
be fully utilized to collect information and use this information to perform central control. It
acts as backbone of all data transmissions. However, it does not work in network where there
are no RSUs. Decentralized clustering is based on the ”hello message” exchange between the
vehicle and it forms clusters and elects its CHs. Additionally, most protocols only use peer to
peer communication to gather and transmit information, so those data can hardly be converged
and processed in centralization. This is further discussed in detail in coming section.
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3.1. Infrastructure centric clustering

Infrastructure based clustering is a centralized clustering where it gathers information from
all the vehicles in the road, including speed, direction, positions, and further traffic related
information. Infrastructure divides vehicles in the road into different cluster groups, it
coordinates in the election of CH, routing of packets and allocation of the channel to its CMs.
As a fixed infrastructure, it computes the collected information to perform central control.
Moreover, using V2V clustering some algorithms require additional devices for computation
to fulfill the aim, which will raise the vehicles cost and reduce the feasibility of algorithms.

CLUSTER HEAD (CH)
CLUSTER MEMBER (CM)
GATEWAY

ROAD SIDE 
UNIT(RSU)

(a) Highway Scenario

(b)  City Scenario

Figure 9. (a) Highway and (b) City scenario.
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Infrastructure based clustering is used to solve the above-mentioned shortcomings and to
achieve high stability. Overall, the amount of data to be sent is comparatively small (the
position, speed, direction of each vehicle), but the communication reliability is vital.

Some approaches shown in Table 2 uses infrastructure for centralized channel allocation in
order to reduce channel allotment time and control overhead. It can be seen infrastructure
divides the spectrum allocated to a particular area into prefixed overlapping spatial clusters.
The medium in each cluster is divided into time slots and each time slot is allocated to a vehicle
in accordance to the priority of the message and availability of the time slot. However, due to
centralized allotment the reliability and fairness is lowered. In another approach, infrastruc‐
ture allocates channels to the moving vehicles based on their clusters and enables channel reuse
in non-adjacent clusters. The infrastructure broadcast is heard by all the neighboring vehicles
in the infrastructure region and this solves the issue of hidden/exposed vehicles. Furthermore,
broadcast helps to avoid contention and results in efficient utilization of the allocated band‐
width. The lack of contention for channel acquisition and priority list at the infrastructure
allows the protocol to ensure predictable delivery of safety messages. Nevertheless, these types
of algorithms may not scale at high density and would not function in ad hoc mode in regions
where there are no infrastructures.

Protocols CH election
Cluster

Formation
MAC Scenario Simulator Pros Cons

CMAC [23] RSU is CH
Speed, relative
distance and

direction.
FDMA Highway

MOVE,
SUMO and

NS-2

Predictable
and reliable.

Density not considered.
Require RSUs. Low

bandwidth utilization in
sparse traffic

Ranjeet
Singh
[24]

RSU is CH
for all

clusters

Static cluster
formation

TDMA Intersections NCTUns
End to End

delay is
reduced.

Require RSUs all time.
Reliability lowered in
high speed scenarios.

Table 2. Comparison between various infrastructures based protocols.

Vehicular motion are confined to strait jacket roads and travels at high velocity and the enter/
exit infrastructure area in short interim’s of time. At a given period of time, the total number
of vehicles in an infrastructure area can vary significantly from a small density of vehicles to
a large density of vehicles in a very short interim of time. Algorithms must be distributed or
should require partial infrastructure assistance with an efficient hand-off from one infrastruc‐
ture to another to meet these attributes. The vehicular movement is predetermined to road
structure and directional antenna would be suitable for communication via infrastructures.
The vehicle broadcast radio frequencies with transmission channels, each one considered as a
common medium over which two neighboring vehicles cannot transmit simultaneously
because a transmission collision occurs. So, in order to efficiently share the medium, MAC
protocol is needed and is beset by contention delay. However, a protocol must ensure that
safety messages are delivered within a prescribed time frame. The protocol must not suffer
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without the hidden/exposed terminal or deafness problem to ensure reliable message delivery.
Although the infrastructure is an extra, it will be furnished on the highways extensively and
applied in VANET in the near future. Therefore, compared with great and lifelong benefit, the
infrastructures expense is of trifling importance at all. The efficient cluster based MAC and
routing protocols can provide a more stable communication than a solution using V2V
clustering. The optimum protocol should that take the advantages of fixed infrastructure and
optimize the problem.

3.2. V2V based clustering

V2V based clustering is a decentralized clustering where clusters are formed based on
communication between vehicles. Additionally, the CH election will be based on V2V
communication. There are several advantages of using V2V-centric clustering as compared
with the infrastructure-centric VANETs. V2V-centric clustering can avoid the short commu‐
nication link period, high frequent hand-offs, fast channel fading, etc., that are caused by the
high relative-speed difference between the fixed infrastructure and the fast-moving vehicles.
Finally, the V2V-centric clustering performs better in active safety applications, which only
requires exchanging messages among one hop vehicles within their transmission range.

V2V communications are expected to significantly improve transportation safety and mobility
on the road. Several applications of V2V communications have been identified, from safety
and warning applications, up to traffic control and driver assistance applications. In infra‐
structure centric clustering, all the communications is done via the infrastructure which causes
a lot of control overhead and additional delay. Furthermore, it would be very cost intensive
to build an infrastructure based communication all along the road structure. The V2V based
clustering technique avoids the use of stationary base stations by building up VANETs, where
all vehicles in a common transmission radius can exchange messages. However, CH selection
carried out through V2V communications has some shortcomings, e.g., highly complex
protocols, large computation and communication cost, need of additional devices and so on.
Another important issue is that the connection between two adjacent CHs may be lost due to
vehicles high speed, which drastically reduces the link quality. The hidden terminal problem
where two vehicles are outside of each other’s transmission radius, but both attempt to
transmit to a vehicle that is within the radius of both. This issue is likely in pure V2V scenarios
where there is no centralized communication system. The result of the hidden terminal
problem is data collisions. By enabling vehicles to transmit/receive messages with each other
via V2V as well as with infrastructure communications, VANETs could contribute to more
safer and congestion free roads by providing correct and timely message to neighboring
vehicles and other related departments.

3.3. Clustering in layers

Clustering can simplify essential functions like bandwidth utilization, routing, and channel
access. In MAC layer, it can provide a fairer and reliable channel access to all vehicles in
network. This can lead to increase in the reliability of packets and scalability of the network.
In network layer, clustering for routing can find the closest vehicles to intended destination.

Contemporary Issues in Wireless Communications228



without the hidden/exposed terminal or deafness problem to ensure reliable message delivery.
Although the infrastructure is an extra, it will be furnished on the highways extensively and
applied in VANET in the near future. Therefore, compared with great and lifelong benefit, the
infrastructures expense is of trifling importance at all. The efficient cluster based MAC and
routing protocols can provide a more stable communication than a solution using V2V
clustering. The optimum protocol should that take the advantages of fixed infrastructure and
optimize the problem.

3.2. V2V based clustering

V2V based clustering is a decentralized clustering where clusters are formed based on
communication between vehicles. Additionally, the CH election will be based on V2V
communication. There are several advantages of using V2V-centric clustering as compared
with the infrastructure-centric VANETs. V2V-centric clustering can avoid the short commu‐
nication link period, high frequent hand-offs, fast channel fading, etc., that are caused by the
high relative-speed difference between the fixed infrastructure and the fast-moving vehicles.
Finally, the V2V-centric clustering performs better in active safety applications, which only
requires exchanging messages among one hop vehicles within their transmission range.

V2V communications are expected to significantly improve transportation safety and mobility
on the road. Several applications of V2V communications have been identified, from safety
and warning applications, up to traffic control and driver assistance applications. In infra‐
structure centric clustering, all the communications is done via the infrastructure which causes
a lot of control overhead and additional delay. Furthermore, it would be very cost intensive
to build an infrastructure based communication all along the road structure. The V2V based
clustering technique avoids the use of stationary base stations by building up VANETs, where
all vehicles in a common transmission radius can exchange messages. However, CH selection
carried out through V2V communications has some shortcomings, e.g., highly complex
protocols, large computation and communication cost, need of additional devices and so on.
Another important issue is that the connection between two adjacent CHs may be lost due to
vehicles high speed, which drastically reduces the link quality. The hidden terminal problem
where two vehicles are outside of each other’s transmission radius, but both attempt to
transmit to a vehicle that is within the radius of both. This issue is likely in pure V2V scenarios
where there is no centralized communication system. The result of the hidden terminal
problem is data collisions. By enabling vehicles to transmit/receive messages with each other
via V2V as well as with infrastructure communications, VANETs could contribute to more
safer and congestion free roads by providing correct and timely message to neighboring
vehicles and other related departments.

3.3. Clustering in layers

Clustering can simplify essential functions like bandwidth utilization, routing, and channel
access. In MAC layer, it can provide a fairer and reliable channel access to all vehicles in
network. This can lead to increase in the reliability of packets and scalability of the network.
In network layer, clustering for routing can find the closest vehicles to intended destination.

Contemporary Issues in Wireless Communications228

Furthermore, it reduces the number of broadcast and flooding messages in the network. In
addition, the overhead for clustering is reduced if the same scheme is used for MAC and
routing.

3.3.1. Clustering in MAC layer

Introducing a cluster scheme already on the MAC layer additionally provides the possibility
of a fairer medium access. When clustering applied in VANETs, it brings interesting research
point such as broadcast storm that occurs when several vehicles are passing at a specific region
at the same time, causing network congestion, packet collisions and delays in the medium
access layer. A cluster-based MAC scheme is needed in V2V communication to overcome the
lack of specialized hardware for infrastructure and the mobility to support network stability
and channel utilization. In this case the CH can take over the responsibility to assign bandwidth
to the CMs and therefore even QoS support can be improved. As the bandwidth can be
assigned centrally fewer collisions have to be expected which consequently increases the
reliability.

Many researchers have proposed cluster based multi-channel medium access control protocols
to improve the performance and reliability of VANETs. In these protocols, clustering is used
to limit channel contention and provide fair channel access within the cluster. On the other
hand, multi-channel is used to increase the network capacity by the spatial reuse of the network
resources and reduce the effect of the hidden terminal problem. Moreover, to optimize the
communication range and the cluster size is very difficult especially in a highly dynamic
environment such as VANETs. However, in order to overcome this situation some approaches
divide the service area into a set of region units, and limit the number of vehicles in each region
unit for the contentions of radio channels. Each region unit is then associated with a non-
overlapping radio channel pool. Since the number of vehicles in each region unit is limited,
the contention period is reduced and the throughput is increased. However, these types of
approach have low bandwidth utilization in case of sparse traffic. Some of clustering algo‐
rithms try to minimize the total number of clusters by creating hierarchical clusters with a
diameter of at most four hops. In this section of the chapter, we compare well known cluster
based MAC protocols in Table 3.

The MAC layer is divided into different cycles and each cycle is divided into contention based
or contention free. In the current literature, several MAC protocols have been proposed to
VANETs. Some of the well-known MAC protocols are ADHOC MAC [32], SDMA [33], VeMAC
[34], DMMAC [35], STDMA [36], VeSOMAC [37] etc. These protocols are proposed for various
scenarios and have many drawbacks such as hidden terminal problem, time unbounded,
unreliability etc. There is a need for new MAC protocol in VANETs that can provide mobility
(i.e., the MAC protocol should support vehicles to leave and join inter-vehicle communications
at high speed), delay bounded (i.e., the communication must be delay bounded and real-time),
scalability (i.e., VANET should scale itself according to the number of vehicles present),
bandwidth efficiency (i.e., the radio resource should be utilized in an efficient and fair manner),
cost (i.e., for cost-efficient and reliable communications, VANET should be fully decentral‐
ized), and fairness (i.e., every vehicle should get a fair chance to get the radio channel).The
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Protocol CH Election
Cluster

Formation
MAC Scenario Simulator Pros Cons

HCA
[25]

Maximum number
of messages

received from
cluster relays is the

CH.

Maximal
distance

between a
CH and CM is

two hops.

TDMA City
OMNeT++,

SUMO
End to End delay

reduced.

Overhead and
packet loss is

increased.
Do not consider the

direction of
movement.

Zaydoun
[26]

Vehicle nearer to
middle of the

cluster is the CH.
Not Specified TDMA City

C++ with
graphical
interface.

Support both
safety and non-

safety
applications.

Not suitable for
high traffic.

High overhead.

Xi Zhang
[27]

No reception of a
message longer
than a particular
time units from a
CH, then it elects

itself as CH.

RSS >
threshold.

TDMA
in CMs-

CHs,
CSMA/C

A
CHs-
CHs

Highway
Simone

2000

Reduces data-
congestion and
supports safety

messages.

High overhead and
complex algorithm.

Require two
transceivers

CBMAC
[28]

CH is based on
waiting period of
Hello messages to

neighbors.

Undecided
state to CM

based on
reception of

one CH
messages.

TDMA City

I-V
Communic

ation
Based

on
Traffic

Modeling.

Minimizes the
hidden terminal

problem.

Does not select a
stable CH during

initial CH election.

RCM
[29]

No CH

Geographical
area. Vehicles

are assigned to
different

channel pools.

TDMA Highway A. law el al

Reduced
contention and
throughput is

increased.

Low bandwidth
utilization in sparse

scenarios.

TCMAC
[30]

Lane weight,
average distance,

maximum number
of neighbors, and
average distance

level.

Not specified TDMA Highway Ns-3

Channel
utilization,

scalability, avoids
hidden terminal

problem, decreases
collisions and
packet drops.

Cannot be used for
safety applications,

it is delay
intolerant.

CFIVC
[31]

Random after
relaying one

packet to ordinary
node.

According to
speed.

CDMA,
MCSCD

MA

Not
simulated

Not
simulated

Avoids data
collisions.

It neglects any
condition that

might affect the
maximum speed
achievable by the

vehicle nodes.

Table 3. Comparison between various cluster based MAC protocols.
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challenge of successfully deploying VANET services is to ensure timely and reliable data
delivery for mobile vehicles.

3.3.2. Clustering in network layer

In network layer clustering, a virtual network infrastructure must be created through the
clustering of vehicles sharing similar characteristics in order to provide scalability. Routing
protocols for VANETs mostly based on periodical broadcast messages to reveal their positions
and traffic information to neighbors. Nevertheless, deterioration of routing performance is
anticipated in urban areas due to high density of vehicles in the network. Basically, excessive
broadcast messages as well as broadcast overhead may increase, resulting packet losses (due
to collision) and significant routing performance deterioration. Information transfer or
dissemination needs multi hop communications. When exchanging information between
vehicles, there are network issues that must be addressed, including the hidden terminal
problem, high density, high node mobility, and data rate limitations.

In multi-hop data forwarding method, the key problem is selecting the relay/CH for data
routing. Most of the relay/CH selection method presented is more suitable for highway
scenarios. In a city environment, the widely adopted method is the store-carry-forward
scheme. Reactive protocols find routes on-demand. If a node wants to communicate with a
node to which it has no route, the routing protocol will try to establish the shortest route
between them. Here there is significant delay in determining the route. Proactive (table-driven)
protocol, which is based on the exchange of control packets and it is continuously updating
the reachability information in the routing table, so routes are immediately available when
requested but there is high overhead in maintaining updated periodic routing tables and also
maintains the routes that are not going to be used. Hybrid protocol is combination of proactive
and reactive protocol. It is also known as cluster based routing. It is a convenient way for
developing efficient routing scheme in VANETs. In Table 4 we compare between various
cluster based routing protocols proposed in VANETs.

Protocols Cluster or CH Scenario Simulator Pros Cons

TMRC [38]
Direction of vehicle

after crossing the
intersection

Intersection NCTUns
Computed optimal length of

cluster in an intersection.
Cluster overheads and
delays are increased.

RMAC
[39]

Speed, location, and
direction

Highway Ns-2
Stable and less cluster

reconfigurations
Collisions and

unreliable.

VWCA
[40]

Number of neighbors,
the direction, the
entropy, and the

distrust value
parameters

Not simulated
Not

simulated
Predictability and reliability

is increased.
Volatility of dynamic
transmission range
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Protocols Cluster or CH Scenario Simulator Pros Cons

MOBIC
[41]

Variance of relative
mobility with each of

its neighbour’s.
Random Ns-2

Reduces the cluster
reconfiguration by delaying

re-clustering for a certain
period of time. To avoid

accidental contacts between
CHs.

Few neighbour nodes
move differently, the
method still results in

dramatic increase in the
variance.

AMACAD
[42]

Relative distance,
speed between

neighbour’s and
distance between

vehicle and
destination.

Urban
Java

JDeveloper
10G

Increases the cluster and CH
lifetime.

Problem with knowing
the final destination a

priori as drivers usually
do not use navigation

system for known
routes.

MCDRIVE
[43]

First vehicle in the
direction is elected as

CH
Intersections NCTUns

Cluster stability is improved
in intersections.

Increased overhead and
delay.

APROVE
[44]

Minimum distance
and minimum relative
velocity between each

CH and its CMs.

Highway
Ns-2,

VanetMobiSi
m

Cluster overhead and
re affiliation are reduced

It doesn’t consider
destination of vehicles.
Not mention about CH

election. Not suitable for
intersections

ALM [45]
Variance in relative

mobility
Box topology

SUMO,
SIDE/

SMURPH

Considers relative mobility
to increase stability.

No direction of
movement and position
is considered for cluster

formation. Overhead
increased.

DBC [46]

Connection graph
density, link quality,

traffic conditions,
node reputation and

movement prediction.

Urban

JiST/
SWANS++

VanetMobiSi
m

Suitable for both sparse and
dense traffic.

The destination of
vehicles, speed of

vehicles is not taken into
account that increases

the overhead.

Maslekar [47]
Location and direction

of vehicles.
Intersections NCTUns

Cluster stability is improved
in intersections

Overhead and delay
increased.

Maslekar [48]

The direction which
the vehicle will take

after crossing
intersection. The CH is
at the front of cluster.

Intersections NCTUns

Improved the influence of
overtaking within the

clusters. accurate density
estimation within the

clusters.

Overhead and delay
increased.

Table 4. Comparison between various cluster based routing protocols.
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3.4. CH election

CH selection is important to increase protocol reliability, scalability and delay. In some of CH
selection algorithms proposed takes into account the destination of vehicles, including the
current location, speed, direction, relative destination and final destination of vehicles as
parameter to arrange the clusters. Many researchers have proposed CH election scheme based
on ID. Each node is assigned a unique ID, and the node with the lowest ID in its two-hop
neighborhood is elected to be the CH. Some algorithms calculate these ID based on the variance
of relative mobility of a mobile node with each of its neighbors, where a small value of variance
indicates the mobile node is moving relatively less than its neighborhood. Additionally, other
approaches consider vehicles having a longer trip are more qualified for being elected as CHs.

A vehicle, which would travel longer time, is assigned higher priority; hence, at the very
beginning of starting its travel, the expected travel time of a vehicle is calculated and an‐
nounced using its desired driving speed and the geographic information system once its driver
sets the destination. Te stability of the system is improved by electing the vehicles having a
longer trip as the CHs. Furthermore, to avoid elected CHs losing connectivity with their
neighbors very soon, the eligibility of a vehicle should decrease quickly when its velocity has
big difference from the average speed. Thus, a vehicle with large speed deviation is assigned
lower priority.

Another type of CH election scheme is based on connectivity level (estimating graph density),
link quality (SNR), relative node position and the prediction of this position in the future, and
node reputation. The vehicle which is near to that anchor point is elected as CH. Furthermore,
some approaches assign generic weight to vehicles based on the position and other set of
vehicle parameters like connectivity, mobility, RSS etc. The vehicle with the highest weight is
elected as the CH amongst the neighbors. However, since the vehicles are highly dynamic in
nature the position of the vehicles change very fast and hence may induce a computational
overhead in calculating the weight associated with the vehicles.

In some of the clustering algorithm first vehicle entering into the cluster region is initialized
as the CH. It changes from CH to CM due to the discovery of a closer CH, or until the last
member of the cluster passes the intersection. However, CH stability is reduced due to distance
between vehicle to intersection and due to different directions of vehicles. In some other
schemes, the CH selection should resemble like a natural model of location references. CH re-
election only occurs when two CHs move within range of one another for a certain contention
interval. When a CM moves out of range of its CH, it joins any current CH in its neighborhood,
or forms a new cluster. However, in the case in which few neighbor nodes move differently,
the method still results in dramatic increase in the variance.

3.5. Cluster formation

Cluster formation is really important to avoid cluster reconfigurations. Some of the cluster
formation techniques are based on position based clustering. In these types of protocols, each
road is divided into cells and in each cell some anchor points are defined. The cluster structure
is determined by the geographic position of the vehicle. Another type of position based
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algorithm is based on hierarchical and geographical data collection and dissemination
mechanism. The cluster formation is based on the position of the vehicles at a particular
segment instead of the individual positions. However, this type of protocols incurs more
overheads for V2V and V2I communication. In some other approaches, each vehicle entering
into the network collects the neighbor vehicles information, assuming precedence to each
vehicle and polls each vehicle individually (according to precedence) to check whether it is
CH or not and then joins the cluster. Also every vehicle in the network collects 2-hop neighbor’s
information along with 1-hop neighbor’s information from the CH through periodic polling.
These two information collection leads to more overhead in V2V communication.

Some clustering algorithms estimate the future mobility of nodes predicting the probability
that the current neighborhood of a mobile node will remain the same. The drawback of the
prediction method is the lack of accuracy in some cases. In some of clustering algorithms, the
clusters are formed based on mobility metric and the signal power detected at the receiving
vehicles on the same directed pathway. Through such method this type of protocol helps in
forming stable clusters. However, it does not consider the losses prevalent in the wireless
channel. In practical scenario effects of multi path fading are bound to affect the cluster
formation method and thus the stability. These effects of multi path fading are taken into
account in the density based clustering algorithm. The cluster formation is based on the weight
metric which takes into consideration the link quality and the traffic conditions. It can be seen
that the stability is improved compared to other approaches.

In some clustering approaches considers the behavior of the vehicles, using the speed and
direction parameters.

The cluster formation is based on direction of vehicle at the approaching intersection. In other
approach, cluster is formed based on distance and direction of vehicle it takes after crossing
the junction. Some of the research enforces a weight cluster mechanism with a backup
manager. These algorithms operate in similar way. Algorithms consider the position, direction,
speed and range of the nodes to perform the algorithm. On the other hand, some takes into
consideration the number of neighbors based on the dynamic transmission range, the direction
of vehicles, the entropy, and the distrust value parameters. They works with an adaptive
allocation of transmission range (AATR) technique, where hello messages and density of traffic
around vehicles are used to adaptively adjust the transmission range among them. The
destination of the vehicles is used as a parameter to arrange clusters.

In some approaches, the cluster formation interval is constant, which implies a synchronous
creation of clusters. This does not allow for effective cluster reorganization. The directional
based clustering algorithm are based on the following mobility metrics (a) moving direction
(b) leadership duration (c) projected distance variation of all the neighboring vehicles over
time. In practical scenario effects of multi path fading are bound to affect the cluster formation
method and thus the stability. Some approaches take into account the destination of the
vehicles to arrange the clusters and implements an efficient message mechanism to respond
in real time and avoid global re-clustering. There might be a problem with knowing the final
destination a priori as drivers usually do not use navigation system for known routes. Some
algorithms are proposed for calculating the density of vehicles in a particular region around
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the junction. Moreover, other algorithms groups vehicles into clusters based on the competitive
learning Hebb neural network. A suitable solution to prolong the cluster lifetime, stability,
fairness, avoid congestion and overhead considering the vehicular behavior is essential.

3.6. Challenges of clustering

One of the numerous challenges clustering algorithms in VANETs is the mobile and dense
communication topology. The main problem in clustering is the control overhead introduced
to elect the CH and to maintain a stable cluster. The cluster structure assures the scalability of
VANETs, where high mobility of the moving vehicles within the road causes lots of challenges
to face. Location services might not provide the needed accuracy everywhere or will not be
available at all so more work is needed on location independent clustering solutions. Providing
highly accurate digital maps that are needed by some solutions presents a challenging task
and could slow down the implementation so advantages and disadvantages of map based
solutions should be researched.

In many papers the correlations between the transmission range and the VANETs density,
packet transmit rate, packet size, data rate and channel conditions have been researched.
However, the different network simulators should also be evaluated and presented with all
the relevant parameters including MAC, transmission range, packet size, bit rate etc. Since
each vehicle in the VANET has its own view of the network density and channel conditions,
finding the optimal network parameters is difficult. The research should focus to the optimi‐
zation of cluster size and transmission range that maintains a high VANET stability and
reliability, increases the life time of a connection link, and at the same time decreases the time
required for a safety message to reach its intended destination. Presented clustering protocols
are designed for different aims e.g. overhead minimization, fast cluster creation, cluster
stability, etc. The most important parameter among them is the cluster stability. Their tradeoffs
and effects between them should also be analyzed and presented.

The vehicles with relatively high mobility, can pose difficulties for flat networks stability. Many
of the presented protocols use metrics derived from the same input parameters where among
them position and radio signal strength(RSS) are the most important. More research effort
should be put in defining and ranking the aims that clusters and clustering protocols should
try to achieve. One of the goals is to optimize the mean number of created clusters and the
number of CHs at each time step.

For performance evaluations of clustering protocols common parameters used are cluster
stability, CH election, cluster size, cluster delay, cluster reconfiguration and cluster overhead
etc. These terms are quite generic so their definition and explanation with VANET specifics is
needed to provide consistency between different researches. More focus should be put on
evaluation of those common parameters to highlight the most useful ones, merge similar ones
etc. This would help researchers to concentrate their research on extending and designing the
most prospective ones. Fair comparison of different clustering protocols is a hard task due to
non-existent standard testing procedures and scenarios so more work and standardization is
needed in this area. The characteristics of different scenarios of VANETs and different
parameters are explained in detail in later sections.
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3.7. Scenarios

In highway scenarios, it is widely recognized that traffic generally follow a platoon pattern
according to traffic flow theory. Vehicles in a platoon generally move with similar velocities
and are likely to sustain a stable wireless communication in clusters. The clusters are inde‐
pendently controlled and dynamically reconfigured as the vehicles moving. Congestion can
occur in highways during an accident so the clustered protocols should be designed to
effectively reduce data congestion in high density scenarios, and satisfying QoS requirements.
Furthermore, the design of cluster protocol should also consider the market penetration of
vehicles enabled with OBU´s. In some cases, there can be a large number of vehicles in road
that are not enabled with OBU´s. This creates a large gap between vehicles and resulting in
poor communication. The future clustering protocols should consider all the characteristics of
highway scenarios.

A large number of the available cluster based MAC and routing protocols are purposed for
highway environments and does not address the various requirements of the city and urban
traffic environments. In city environments, intersections play important roles for information
exchange. The vehicle that crosses the intersection before actually receiving a message is
defined as the unstable vehicle. As the intersection area is comparatively small and the
probability of change of direction is very high, it will be risky to choose an unstable vehicle as
the CH from these clusters. Moreover, during rush hours of day intersections are usually the
bottlenecks.

Vehicles in intersection can take any of the direction Straight (S), Right (R), Left (L) and U-Turn
(U) respectively. All the incoming vehicles of two road segments of intersection may be blocked
by the red signal, whereas vehicles on the other two road segments flow until the green signal
is on. When a vehicle crosses the intersection without having another vehicle arrive at the
intersection, a disconnection may occur. Such a situation arises only when a fleet of vehicles
has crossed the intersection and when another fleet of vehicles has not been arrived at the
intersection. Based on the motion of vehicles, some approaches form clusters S, R, L and U on
a particular lane. The created clusters consist of vehicles moving in the same direction. Within
the same cluster the vehicles communicate with each other and elect a CH that is responsible
for calculating the number of vehicles in its cluster. This information will help to avoid constant
cluster reconfigurations and overhead by creating another cluster.

For intersection collision avoidance, the amount of traffic generated by vehicles can be
determined by a number of factors such as the cluster size, the number of intersection per
cluster, the number of vehicles per intersection per cluster, the size of messages, and the
transmission interval.

3.8. Cluster size

The size of the cluster is a crucial parameter. To optimize the cluster size is very difficult
especially in a highly mobile environment such as VANETs. One of the goals of optimal
protocol is to optimize the number of CMs to decrease the end to end delay of messages. If the
cluster size is decreased, the channel contention within each cluster decreases. However, the
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number of CHs is increased, so that the resulting virtual network formed by these CHs will
become more complex. There is then a tradeoff between the cluster size and the number of
CHs. Cluster size is variable according to vehicle density, speed and required minimum
bandwidth or QoS where parameters can be predefined or provided on the fly from vehicle
sensors and application profiles.

The cluster size can be controlled by a predefined transmission range between a CH and its
CMs. Optimal cluster size and hence the transmission range that maintains a high VANET
reliability, stability and scalability, increases the life time of a communication link, and at the
same time reduces the end to end delay for a safety message to reach its intended destination.
Optimal cluster size is both related to the radio transmission power and vehicle traffic density.
Therefore, cluster size may limit radio efficiency and throughput. For the cluster protocols, we
have so far assumed that transmission power is fixed and is uniform across the VANET. There
are different methods to reduce the cluster size by reducing transmission power. There is
different power control protocols proposed but most of them are oscillating because of the fast
varying vehicles densities in VANETs. Selection of optimal power control algorithm and
vehicular densities will reduce the end to end delay, reliability and fairness.

Optimal cluster size is also determined by the correlation between spatial reuse of the medium
(which leads to small numbers) and end to end delay minimization (which lead to large
numbers). Other parameters also apply, such as geographical area and power consumption.

3.9. Stability

Stable clusters are important for a reliable and efficient information exchange. Stable clustering
techniques decrease the control overhead of cluster reconfigurations and led to an efficient
hierarchical VANET topology. The main condition for stability is the duration of residence´s
times of a cluster and its CHs. Stability is also defined by long CH lifetime, and long CM
lifetime.

3.9.1. Cluster stability

Cluster stability is based on the selection of suitable CMs to ensure greater cluster lifetimes by
reducing cluster re-configuration events. Cluster stability also depends on the different vehicle
densities. To be able to form stable clusters of one hop vehicles, vehicular movements should
be taken in to account. Speed and location data transfer is a usual procedure in most of the
cluster-based routing protocols. Nevertheless, this needs two additional communication
rounds (for speed, location and relative stability data transfer) and stationary assumption of
vehicles prior to cluster creation. Cluster stability can be defined as the average number of
cluster changes throughout the simulation and the percentage of time in which vehicles were
CMs, represented as association time. In practical environment effects of multi path fading are
bound to affect the cluster creation method and thus stability. In some cases, nodes in cluster
are linked to cluster rather than CH. This increase furthers the cluster stability.
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3.9.2. CH stability

The time during which a node is in the state of a CH determines stability. It is the mean time
duration of the nodes, remaining its leadership role as CHs. Long CH lifetime implies, few
changes and good stability. The information is disseminated by groups enhancing the
communication delay, reliability, low data delivery and congestion issues, making the
vehicular networks accurate and efficient. CH stability can be affected by different factors such
as merging, distance between CHs, exit from the road etc. In VANETs, merging collisions can
happen among vehicles moving in the same direction due to acceleration or deceleration, it is
more likely to occur among vehicles moving in opposite directions (approaching each other)
or between a vehicle and a stationary RSU since they approach each other with a much higher
relative velocity as compared to vehicles moving in the same direction. The high mobility of
the shifting nodes within the networks causes lots of challenges to face and affects stability.

If vehicles are changing their state very often in intersection scenarios and stay only for short
times in the CH state, CH stability is low. In some of intersection based approaches the first
vehicle to enter the intersection region in a particular direction is elected as CH to improve
stability. Furthermore, some cluster-based routing algorithms, the selection of CH are based
on willingness factor which defines the relative stability of a node. CH stability is also based
on the threshold distance between the two CHs. Optimal distance between two CHs should
be obtained.

3.9.3. Cluster delay

Cluster delay means the time required for sending one message from source to destination (it
can be here from CM to the RSU or vice versa). The delay parameter is very crucial for safety
applications. The end to end delay can be minimized by selecting proper cluster size, selection
of proper MAC protocol to reduce the channel access time, selection of stable CH nearer to the
RSU, a selection of proper routing algorithm between CH transmissions. The number of the
formed clusters is important to reduce the end to end delay for message transmission.

3.9.4. Cluster reconfiguration

The frequent cluster reconfiguration generates tremendous communication load, which
significantly reduces available bandwidth for message dissemination. Cluster reconfiguration
is needed in some cases when the CH leaves the group or numbers of CMs are below the
threshold or the distance between two CH is below the threshold. In some approaches, if the
distance between two CH nodes is detected less than the particular threshold, the cluster with
fewer CMs is dismissed to reduce communication overheads while it’s CMs join other clusters.
One can expect that a larger dismiss threshold leads to a higher rate of CH changes and higher
probability of cluster reconfiguration. The threshold determines the rate of cluster reconfigu‐
ration, and also, depends on the radio transmission range and vehicular densities. Larger
transmission provides longer distance for CHs to detect each other, and therefore, more
frequent cluster reconfigurations occur. Additionally, some algorithm elects backup CH to
avoid cluster reconfigurations. However, most of the protocols are not fit for different traffic
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situations. The aim should be to design protocol with less cluster reconfiguration in various
scenarios.

3.9.5. Cluster throughput

Data rate transfer that gives the total number of received packets at the destination out of total
transmitted packets. An access collision happens when two or more CHs within two hops of
each other attempt to acquire the same available time slot.

3.9.6. Cluster overhead

Clustering requires explicit clustering-related information exchanged between node pairs.
Clusters cannot be formed or maintained by non-clustering-related messages, such as routing
information or data packets. The main challenge in clustering is the communication overhead
introduced to formation and maintenance of a stable cluster, and elects its stable CH. Most of
the recently proposed protocols discuss mainly on how CHs are selected. The control overhead
for the creation and reconfigurations of clusters have not been considered completely. There
have been not many papers that analyze analytically the control overhead incurred in
hierarchical routing. Furthermore, the overhead is bound by a constant per vehicle per time
step, avoiding expensive re-clustering chain reactions; hence, this overhead increases with the
number of nodes. Since a CH acts as a coordinator in a cluster, if it is absent for any reason,
the clustering architecture has to be reconfigured; this will significantly increase the message
overhead.

Communication complexity represents the total amount of clustering-related message
exchanged for the cluster formation. For clustering schemes with ripple effect, the communi‐
cation complexity for the re-clustering in the cluster maintenance phase may be the same as
that in the cluster formation phase. But for those with no ripple effect, the communication
complexity of re-clustering should be much lower. From analysis of different clustering
protocols, we believe that a more efficient way to form a stable network structure, with reduced
overhead, are that a vehicle should be associated to a cluster and not to a CH. Indeed, replacing
CH is considered only as an incremental update and does not require a whole reconfiguration
of the cluster structure; this will definitively increase the lifetime of the clustering architecture.
The resulting clusters are stable and exhibit long average CM duration, long average CH
duration, and low average rate of CH changes. The cluster creation and maintenance overhead
should be calculated to be compared with non-clustering algorithms in terms of the reliability,
fairness, and scalability of the algorithms. By optimizing cluster stability, cluster reconfigura‐
tion, number of clusters and cluster size can reduce the overhead caused in clustering.

4. Conclusions

In this chapter, we have surveyed in-depth of the challenges of reliable communication for
cooperative ad hoc networks especially VANETS. First we have provided state of the art of ad
hoc networks and various types of ad hoc networks.
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In a scenario where nodes are moving fast and the topology of the network is changing
continuously, the big challenge is to keep connected all the nodes and give all of the them
resources to transmit and receive information in real time. In VANETs, dissemination algo‐
rithms provide to the drivers mechanisms to be aware in real-time of events that are happening
in their surroundings: traffic and road conditions, closure and detour information, incident
information, emergency alerts, and driver advisories. Clustering is an approach that divides
the nodes of the network in groups of vehicles according to common characteristics as their
position or speed, in order to create a more robust and scalable network. This structure can be
a realistic approach to support reliable and scalable multihop communications in a mobile
network as a VANET

This chapter focused on identifying the research trend of the cluster based MAC and routing
techniques that have been recently proposed for V2I and V2V communications. Furthermore,
we discussed the advantages and disadvantages of various MAC protocols that have been
developed recently. Moreover, we have presented a comprehensive review of the cluster based
routing protocols for inter-vehicle and vehicle-to-infrastructure communication. Cluster based
routing protocol is the most appropriate technique for developing reliable, scalable and
predictable routing protocols in VANETs. However, due to the distinctive attributes of V2V
and V2I communications, it raises several open issues and areas for research, such as fairer
usage of network resources and channel access. Because of varying vehicle density and varying
speed of vehicles makes communication reliability, a challenging issue.

Our research group is focusing on developing data dissemination and cluster based protocols
by identifying common characteristics and parameters to improve cluster lifetime, communi‐
cation link among vehicles, and channel access. We have also discussed some important issues
that must be addressed for safety and non-safety applications. Future protocols need to
effectively consider these problems while fully exploiting the distinctive distributive and ad
hoc nature of these networks to meet real time applications.
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