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Preface 

Ultra-Wideband (UWB) is one of the most promising technologies due to its tolerance 
to multi-path fading, low possibility of interception and high-bit rate capabilities; its 
main applications include imaging systems, vehicular radar systems, and communica-
tions and measurement systems. Following the power constraint and the extremely 
wide bandwidth of UWB, a fundamental issue arises, that is how to manage the mul-
tiple-user access with efficient utilization of bandwidth, support the QoS requirements 
of multimedia applications and provide coexistence with the existing users. This book 
has identified few issues as the previous one and covers several research areas includ-
ing Low noise amplifier (LNA), ADC architectures, UWB filter, high power UWB am-
plifiers, and UWB low cost transceiver.  

Mutli-Band OFDM (MB-OFDM) and Direct-Sequence UWB (DS-UWB) are two main 
proposals for UWB. Due to incompatiblity of these two proposals, UWB faces huge 
difficulties in commercialization. On the other hand, Impulse Radio UWB (IR-UWB) 
has been a hot research area in academia. This book explores UWB RF transceiver 
architectures, including MB-OFDM UWB, DS-UWB and IR-UWB. In fact, the use of 
microwave frequencies (3.1–10.6 GHz) for UWB is a subject of intensive research. 
However, the use of a millimeter-wave carrier for UWB communication is another 
promising approach as it enables the design of compact and low-cost wireless trans-
ceivers , as it is explained in this book. 

The investigation of nonlinear distortions of UWB signals runs across considerable dif-
ficulties which is shown in chapter 1. This chapter provides a solution as well. The 
presented solution allows observing nonlinear transformation products of UWB signal 
against the background of a continuous spectrum of a test signal.  

Chapter 2 explains low sampling rate time acquisition schemes and channel estimation 
algorithms for UWB signals. 

A novel Received Response (RR) sequence is presented in chapter 3 to resolve the ISI 
problem. 

Chapter 4 presents a genetic algorithm (GA) based equalization approach for direct 
sequence ultra-wideband (DS-UWB) wireless communication systems to combat the 
inter-symbol interference (ISI). 



XII      Preface

Some recent trends in designing advanced phase-unaware detectors (PUDs) are dis-
cussed in chapter 5.  These PUDs have created much attention among academic and 
industrial research communities due to the recent advances in both algorithm and im-
plementation issues. 

A low power 3-5 GHz IR-UWB transceiver architecture is presented in chapter 6 with 
maximum data rate of 100 Mb/s. 

Super regenerative receivers are a promising alternative in emerging fields such as 
wireless sensor networks and medical applications. In chapter 7, the suitability of su-
per regenerative receivers in ultra wideband impulse radio (UWB IR) communications 
has been analyzed. 

Chapter 8 presents a fully integrated, single-chip IR-UWB transceiver with ADC in 
90nm CMOS for a typical short-range wireless communication application. A novel 
pulse-injection-locking method is used for receiver clock synchronization in the re-
ceiver demodulation, leading to significant power reduction by eliminating the high-
power oversampling ADC and mixer. The complete transceiver could achieve a max-
imum data rate of 500Mbps, through a 10cm distance, consuming 0.18nJ/bit. 

Synchronization issue which includes timing synchronization and frequency synchro-
nization is inevitable in all wireless communication receiver systems and it plays the 
key role for the system performance.  Chapter 9 provides a comprehensive review of 
the algorithms and architectures for timing and frequency synchronization by consid-
ering the real application or implementation. 

Designing frequency synthesizers for UWB MB-OFDM alliance applications faces par-
ticularly stringent challenges and performance criteria.  Chapter 10 focuses the current 
state of the art in frequency synthesis for UWB MBOA applications. 

Commercial GaN discrete transistors and MMICs can be used in constructions of high 
power UWB amplifiers. Chapter 11 is devoted to considering the developmental pro-
cess in the technology of GaN microwave power transistors and MMICs and to 
demonstrate the prospects for the development of this technology as an industrial 
standard in the nearest future. 

In chapter 12, a method for improving out-of-band characteristics of a wideband 
bandpass filter has been presented, which is suitable for the compact UWB wireless 
modules. The module consists of an LTCC substrate, integrated circuits, chip compo-
nents, a shield, and the passive components embedded in the LTCC substrate (e.g. the 
bandpass filter, coupler and balun).  

A number of calibration methods as well as a number of generic error compensation 
methods based on the processing of the ADC output are presented in chapter 13. 

Chapter 14 defines the cross-layer strategy for a distributed multiuser resource alloca-
tion scheme under QoS requirements in MB-OFDM systems. 

Preface XI 

In order to reconcile medical and non-medical applications requirements, an adaptive 
error controlling mechanism in the form of hybrid ARQ (H-ARQ) has been presented
in chapter 15. Such error-controlling system adapts the channel conditions which can 
optimize the throughput, latency and reliability according to the application specifica-
tion and channel conditions.  

The extension of UWB technology to the optical access network has been discussed in
chapter 16. Radio-over-fibre configuration permits the transmission of UWB signals in
their native format through fibre-to-the-home (FTTH) access networks. 

The principle and the design of six-port 60 GHz transceivers are presented in chapter 
17 to be used in future millimeter-wave UWB WLAN.

I hope that this book serves as a comprehensive reference for graduate students and
that it will be useful as a learning tool for research in this exciting field.

Mohammad A. Matin 
North South University

Bangladesh
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Measurements of the Nonlinearity of the  
Ultra Wideband Signals Transformation 

Edward Semyonov1 and Anton Loschilov2 
1Tomsk State University of Control Systems and Radioelectronics 

2R&D Company Sibtronika, Ltd. 
Russian Federation 

1. Introduction 
The linearity is one of the more difficult challenges of receiver in ultra wideband (UWB) 
communication systems (Green & Roy, 2003). When testing UWB receivers, one should 
use UWB signals as nonlinear signal distortion caused by a device dependant on the 
waveform of a signal. 
The investigation of nonlinear distortions of UWB signals run across considerable 
difficulties. They are caused by a continuous spectrum of UWB signals. In this case, it is 
impossible to observe harmonics or intermodulation products. 
In addition, application of UWB signals practically has no alternative in subsurface radars. 
However, such radars remain linear today. It can be explained by the same reason as stated 
above (difficulties in observing nonlinear transformation products). The same situation can 
be observed in reflectometry of wire transmission lines. 
Lately Agilent Technologies Company has been using X-parameters (Verspecht, 1996; 
Verspecht & Root, 2006) in Advanced Design System (ADS) and PNA-X measuring devices. 
It is assumed that object characteristics depend only on the first harmonic of test signal and 
dc bias. Therefore, X-parameters are adequate only when narrow-band test signals are used. 
The methods described, which allow using the UWB test signals, have some failings. 
There is a method, which allows identifying parameters of nonlinear object model by 
means of testing the object by pulse signal with level sweep (Sobhy et al., 1996). However, 
such model includes recursive (or nonrecursive) filter and the order of this filter is 
prespecified. Therefore, if complexity of the object transfer function is not limited, the 
method is not suitable. 
The equivalent gain concept (Arnstein, 1979; Arnstein et al., 1992; Chen et al., 1996) implies 
finding the difference between the object response and the test signal. In this case it is 
required that the effective width of the test-signal spectrum should be inside the horizontal 
segment of the frequency response of the object under test. Otherwise, it is necessary to 
compensate linear distortions of the test signal produced by the object. In practice, this 
compensation can be accomplished only for time-independent linear distortions with simple 
frequency dependence. 
The problem of observing nonlinear transformation products of UWB signals can be solved 
by using the test signal with local null (or nulls) of spectrum (E. Semyonov, 2002, 2004; 
Lipshitz et al., 2002) or by means of rejection of narrow frequency band in the test-signal 
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spectrum (Snezko & Werner, 1997). In this case, it is possible to observe only nonlinear 
transformation products adjacent to nulls. 
In the given work, we consider some examples and peculiarities of practical use of our 
method, which allows observing nonlinear transformation products of UWB signal against 
the background of a continuous spectrum of a test signal. The advantages of methods 
proposed (including experimental results) in comparison with the analysis of harmonics and 
intermodulation products are shown. 

2. Method of nonlinear objects testing using ultra wideband signals 
The essence of our method (E. Semyonov, 2005; E. Semyonov & A. Semyonov, 2007) is the 
following. The object linearly transforms signals if 

 u(t) = h(t)  x(t), (1) 

where h(t) is the impulse response of the object and the equality sign indicates the identity 
for x(t). 
When investigating nonlinearity transformation of narrowband signals, usually there are 
points or intervals of observed frequency band for which 

 
(ω) 0
(ω) 0

X
U

 
 

, (2) 

where X(ω) and U(ω) are the spectra of the test signal and the object response, respectively. 
In this case there is no necessity to place emphasis on identity (1) for x(t). Indeed, if (2) holds 
at least for some ω, then it is clear that transformation of signal by an object is nonlinear, 
even if we take into consideration just one test impact. 
Ultra wideband signals have usually a continuous spectrum. Here we can establish the 
nonlinearity of signals transformation using several test impact. The equality (1) should be 
held for all impacts (i.e., it should be identical for х(t)), otherwise the transformation of 
signals is nonlinear. Thus, at least two test signals with different waveforms and/or 
amplitudes are required. 
The receiver is assumed to have two (reference and measurement) channels that process, 
respectively, the test signals generated at the generator output and the object responses. 
Here there is no need to use test signals with prescribed waveforms. (In particular, 
nonlinear signal distortions in the generator are acceptable.) This circumstance enables us to 
investigate, for example, the nonlinearity of signal transformation in communications 
systems using the fragments of real signals transmitted in these systems (including signals 
with nonoverlapping spectra). Test signals can be realizations of a random process. 
Nonlinearity characteristic is defined by the following relationship 

  21
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2
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where F is the Fourier transform; F−1 is the inverse Fourier transform; Su is the nonlinear 
operator of the measurement channel that changes the time function of the object response 
at the input of the receiver’s measurement channel to the time function at the output of 
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this channel; Sx is the nonlinear operator of the reference channel; u1(t) and u2(t) are the 
object responses to signals x1(t) and x2(t), respectively; and the asterisk designates 
convolution. 
When an object transforms signals linearly, and the receiver’s channels are linear, ε*(t) ≡ 0. If 
ε*(t) ≠ 0 at least for some values of time t, signals transformation by the object is nonlinear. 
The method of nonlinear time domain reflectometry is known (Bryant, 2007), in which the 
series of test signals are used as well. However, only “changing the one or more pulse 
transmission parameter values” (such as dc bias and amplitude) is considered. The 
waveform of test signal remains invariable. In some cases, such restriction in a choice of test 
signals is inappropriate. The maximum amplitude of a nonlinear echo is usually observed at 
the maximum difference between amplitudes of test signals. Thus, small amplitude of the 
second test signal is desirable, but without energy decrease of that signal. Therefore, the 
waveform of the second test signal should differ from the waveform of the first. In addition, 
under this method (Bryant, 2007) only echo signals are registered. (The test signals 
generated at the generator output are not registered.) In this case, small nonlinearity of the 
generator should be ensured. 

3. Modelling nonlinear distortion of ultra wideband signals.  
Virtual nonlinear impulse network analyzer 
It is important to predict nonlinear distortions of signals in UWB communication and radar 
systems at design stage. 
The task of investigation of nonlinear signals distortions should not be confused with the 
tasks of investigation of nonlinear objects characteristics, synthesis of nonlinear objects 
models and identifications of parameters of these models. Even if we have such models, we 
still know nothing about nonlinearity of transformation of concrete signals made by an 
object. Having a nonlinear model of an object, it is possible to compute its response to quite 
arbitrary (including UWB) signals. However, in this case it is not clear, whether the 
transformation of signal’s waveform is caused by linear or nonlinear distortions. In fact, the 
investigation of nonlinear signals distortions should answer this question. Such 
investigation can be carried out for the experimentally registered signals or for signals 
calculated at a modeling stage. 
Separately we note the following. Modeling nonlinear objects responses is invariably 
associated with using nonlinear models of these objects. However, the nonlinear 
distortions of signals can be selected by linear means. Moreover, a use of linear means of 
selection of nonlinear distortions is preferable because such means do not introduce 
additional nonlinear distortions to object response. As an example, we will mention the 
measurement of total harmonic distortion by the rejection of the first harmonic with linear 
band-stop filter. 
If nonlinearity characteristic (3) is obtained in computer-aided design (CAD) systems as a 
result of modeling, then there are some peculiarities. First, we can choose the linear receiver 
for which Sx, u(x) = x. In this case, the nonlinearity characteristic (3) is expressed as 

  
 

21
1 1

2
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( ) ( ) ( )
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method, which allows observing nonlinear transformation products of UWB signal against 
the background of a continuous spectrum of a test signal. The advantages of methods 
proposed (including experimental results) in comparison with the analysis of harmonics and 
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The essence of our method (E. Semyonov, 2005; E. Semyonov & A. Semyonov, 2007) is the 
following. The object linearly transforms signals if 

 u(t) = h(t)  x(t), (1) 

where h(t) is the impulse response of the object and the equality sign indicates the identity 
for x(t). 
When investigating nonlinearity transformation of narrowband signals, usually there are 
points or intervals of observed frequency band for which 
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where X(ω) and U(ω) are the spectra of the test signal and the object response, respectively. 
In this case there is no necessity to place emphasis on identity (1) for x(t). Indeed, if (2) holds 
at least for some ω, then it is clear that transformation of signal by an object is nonlinear, 
even if we take into consideration just one test impact. 
Ultra wideband signals have usually a continuous spectrum. Here we can establish the 
nonlinearity of signals transformation using several test impact. The equality (1) should be 
held for all impacts (i.e., it should be identical for х(t)), otherwise the transformation of 
signals is nonlinear. Thus, at least two test signals with different waveforms and/or 
amplitudes are required. 
The receiver is assumed to have two (reference and measurement) channels that process, 
respectively, the test signals generated at the generator output and the object responses. 
Here there is no need to use test signals with prescribed waveforms. (In particular, 
nonlinear signal distortions in the generator are acceptable.) This circumstance enables us to 
investigate, for example, the nonlinearity of signal transformation in communications 
systems using the fragments of real signals transmitted in these systems (including signals 
with nonoverlapping spectra). Test signals can be realizations of a random process. 
Nonlinearity characteristic is defined by the following relationship 
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where F is the Fourier transform; F−1 is the inverse Fourier transform; Su is the nonlinear 
operator of the measurement channel that changes the time function of the object response 
at the input of the receiver’s measurement channel to the time function at the output of 
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this channel; Sx is the nonlinear operator of the reference channel; u1(t) and u2(t) are the 
object responses to signals x1(t) and x2(t), respectively; and the asterisk designates 
convolution. 
When an object transforms signals linearly, and the receiver’s channels are linear, ε*(t) ≡ 0. If 
ε*(t) ≠ 0 at least for some values of time t, signals transformation by the object is nonlinear. 
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generated at the generator output are not registered.) In this case, small nonlinearity of the 
generator should be ensured. 
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band-stop filter. 
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result of modeling, then there are some peculiarities. First, we can choose the linear receiver 
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Secondly, the object responses are computed also by CAD system (using SPICE or harmonic 
balance simulator). Let's express it by the formula u(t) = S[x(t)], where S is the nonlinear 
operator reflecting the signal’s transformation by object under study. Substituting this 
formula into (4), we obtain 
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Thirdly, the signal x2(t) can be simply shaped by CAD tools as result of a linear 
transformation of signal x1(t): 

 x2(t) = h1(t)  x1(t), (6) 

where h1(t) is the impulse response of linear filter. Having substituted formula (6) into (5), 
we obtain (after transformation) 
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In fact, F−1{1/F[h1(t)]} is the impulse response h⎯1(t) of some filter, which satisfies to the 
condition h⎯1(t)  h1(t) = δ(t), where δ(t) is the Dirac delta function. Therefore, we will 
represent expression (7) in the form: 

      1 1 1 1( ) ( ) ( )t S x t h t S h t x t        . (8) 

Thus, the used CAD systems should contain: generator of test signal x1(t), nonlinear 
simulator (based on SPICE or harmonic balance method), linear filters with impulse 
responses h1(t) and h⎯1(t) and delay lines for superposition of object’s responses to first and 
second test signal (these responses are consecutive). 
We have developed the virtual nonlinear impulse network analyzer (Semyonov et al., 2009). 
“Virtual analyzer” means analyzer that is placed in the developed scheme just as other 
library elements. Currently its version made for AWR Design Environment. The devices for 
nonlinear time domain reflection (TDR_N) and transmission (TDT_N) measurements are 
made separate (Fig. 1a). Each device contains two control points, one of which allows the 
user to display the response of object and the other – the nonlinearity characteristic. 
 

 
Fig. 1. Impulse time-domain transfer nonlinearity characteristic measurement device 
(TDT_N) and nonlinear time-domain reflectometer (TDR_N) (a); transmission line with 
linear (R1) and nonlinear (VD1 и R2) discontinuities (b) 

(a) (b) 
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Fig. 2. The results of tests of the transmission line shown in Fig. 1b by virtual nonlinear 
reflectometer 

Fig 1b shows the example of using developed virtual nonlinear reflectometer. It is a fragment 
of a window of AWR Design Environment. The transmission line with linear and nonlinear 
discontinuities has been used as the device under test (DUT). Fig. 2 shows the testing results of 
this line (thin curve is the response of network; thick curve is the nonlinearity characteristic). 
The extremum of nonlinearity characteristic is observed only at the moment that corresponds 
to the response of nonlinear discontinuity. Let's draw our special attention to the fact that 
nonlinearity characteristic does not contain the marks of any linear discontinuities. 

4. Baseband nonlinear reflectometer R4-I-01. Wire transmission  
lines sounding 
We have designed a baseband pulsed vector network analyzer R4-I-01 (Fig. 3a) which uses 
the considered investigation method of the nonlinearity of the signal's transformation 
(Loschilov et al., 2009). The device works under control of the ImpulseM 2.0 software 
(Fig. 3b). 
 

 
Fig. 3. Baseband pulsed vector network analyzer R4-I-01 (a) and screenshot of the main 
window of ImpulseM 2.0 software (b). Thin curve shows the response Su[u1(t)] of the 
network which shown in Fig. 1b, thick curve shows the nonlinearity characteristic ε*(t) for 
this network 

(a) 

(b) 
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The device is designed for network analysis in a frequency range 0…25 MHz including wire 
transmission lines. The amplitude of a test signal can be set up within 0.1…5 V. The 
minimum pulse width is 10 ns. The detection of nonlinear discontinuities in transmission 
lines is possible for distance up to 400 m. 
The device includes an arbitrary waveform generator (AWG), a two-channel analog-to-
digital converter (ADC), a delay line and a hub for universal serial bus (USB). AWG and 
ADC are connected to the computer with installed software ImpulseM (through USB-hub). 
The registration of real obtained test signals and object responses by two-channel ADC 
permits nonlinear distortions of test signals by the generator. The delay line allows 
separating an incident and reflected wave. 
An averaging of last observations of test signals Sx[x1, 2(t)] and object responses Su[u1, 2(t)] can 
be used for noise reduction. The “Averaging” window in the main window of ImpulseM 
software (Fig. 3b) determines how many observations are averaged. The averaged signals 
are used for the calculation of nonlinearity characteristic by means of formula (3). The 
averaged object response Su[u1(t)] and the nonlinearity characteristic ε*(t) are displayed on 
the graph (Fig. 3b). 
Concerning wire transmission lines, the linear reflectometry with baseband pulse test 
signals allows to determine the presence of discontinuities in a transmission line, a distance 
from them and a type of their impedance. However, we cannot determine the nonlinearity 
of discontinuities. Nonlinear elements are (for example) semiconductor elements and defects 
of a transmission lines such as metal-oxide-metal (MOM) contacts. To investigate the 
nonlinearity of signals transformation by discontinuities in a transmission line, one usually 
use a sinusoidal test signals. However, in this case we have no information about the 
distance from nonlinear discontinuities. Therefore, the use of baseband pulse test signals for 
the investigation of signals transformation nonlinearity by discontinuities in wire 
transmission lines is interesting. 
For example, Fig. 3b shows the response Su[u1(t)] (thin curve) and the nonlinearity 
characteristic ε*(t) (thick curve) of network shown in Fig. 1b. The nonlinearity characteristic 
has extremum close to the response of nonlinear discontinuity. Outside of this 
neighborhood (including the neighborhood of the response of linear discontinuity) 
extremums of the nonlinearity characteristic are absent. It is possible to recognize the nature 
of discontinuities (linear or nonlinear) by means of the nonlinearity characteristic (3). Such   

 

 
Fig. 4. Usual echo (a) and nonlinear echo (b) of metal-oxide-metal contact 
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possibility still remains even if the responses of discontinuities are identical (thin curve in 
Fig. 3b). The nonlinear response has small width. Therefore, it is possible to measure the 
distance from nonlinear discontinuity. 
The comparison of Fig. 2 and 3b shows that results of modeling by virtual nonlinear 
reflectometer correlate with experimental results quite well. 
Other nonlinear object, which can be in wire transmission lines, is metal-oxide-metal 
contact. Fig. 4 shows the example of detection of such contacts by means of device R4-I-01. 
We investigated the contact between the steel needle and the oxide coated steel plate. This 
contact was connected as a short circuit to the end of segment of TRP-0.4 cable. The length of 
the segment was 230 m. Fig. 4a shows the usual echo and Fig. 4b shows the nonlinearity 
characteristic (nonlinear echo). The MOM-contact is easily detected and its nonlinear nature 
is determined definitely. 
In addition, we note the advantage of objects detection based on the nonlinearity 
characteristic. 
In the presence of distributed deformations of a line, the response of this line looks like “a 
noise”. For imitation of this quite possible situation, we use unshielded TRP-0.4 cable, which 
has been winded into a coil. As discontinuity, we used the BAT46 Shottky diode, which has 
been connected in parallel to the cable. The distance between the measuring device and the 
diode was 230 m. Fig. 5 shows the response (a) and the nonlinearity characteristic (b) of this 
network. 
The amplitude of the diode response is approximately equal to the amplitude of the response 
from the distributed deformations of the cable (Fig. 5a). On the contrary, the nonlinearity 
characteristic has the clear-cut extremum corresponding to an echo-signal from the diode. 
 

 
Fig. 5. The response (a) and the nonlinearity characteristic (b) of the BAT46 Shottky diode 
connected as a parallel discontinuity to the TRP-0.4 cable with distributed deformations 

Thus, if the object under test has nonlinear properties, then an object detection based on the 
nonlinearity characteristic is preferable. 

5. Sounding of objects by low-frequency signals with an ultra-wide relative 
width of spectrum 
Selective detection of substances with use of their nonlinear properties is of interest. For this, 
the field should influence an object material. Concerning a metal, it means that the use of 
low-frequency signals is needed. 
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We've done the experimental investigations of 10-mm-dia, 1-mm-thick low-carbon-steel and 
aluminum disks (E. Semyonov & A. Semyonov, 2007). The objects were placed above the 
inductor coils with the diameter of 10 mm and at the distance of 2.5 mm from their end 
surfaces. 
Test signal x1(t) was used in the form 

 
 

up

upup

up
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( )
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f tf t
x t

f t f t
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     
, (9) 

where fup = 24 kHz is the upper frequency limit of the spectrum of signal x1(t). The 
amplitude spectrum of test signal x2(t) was analogous to the amplitude spectrum of signal 
x1(t), and the phase spectrum of the former signal differed from the phase spectrum of x1(t) 
by a value that had a quadratic frequency dependence: 

 X2() = X1()exp(jd2||), (10) 

where d2 is the coefficient that determines a decrease in the amplitude of signal x2(t) and an 
increase in the duration of this signal relative to the corresponding parameters of signal 
x1(t). The maximum voltage of pulse x1(t) applied to the transmitting coil with a resistance of 
6.3 Ω was 28 V. 
To compare the proposed nonlinearity characteristic and the nonlinearity characteristic that 
was obtained via determination of intermodulation products, a two-frequency (16 and 18 kHz) 
test signal was used. Its amplitude was equal to the amplitude of signal x1(t). The necessary 
frequency resolution was achieved through selection of the duration of the two-frequency 
signal such that its value was much greater than the duration of signal x1(t). At a level of 0.1 of 
the amplitude of the two-frequency signal, its duration was 3.9 ms. Accordingly, the energy of 
the two-frequency signal was greater than the energy of signal x1(t). 
 

 
Fig. 6. Normalized response Su[u1(t)] (curve 1) and nonlinearity characteristic ε*(t) (curve 2) 
of a low-carbon-steel object (a) and an aluminum object (b) 

For the low-carbon-steel and aluminum objects, responses Su[u1(t)] and nonlinearity 
characteristic ε*(t) are shown in Figs. 6a and 6b, where the responses of the objects and 
nonlinearity characteristics are normalized to amplitude u1max of response Su[u1(t)] of the 
low-carbon-steel object. 
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We see a significant nonlinearity of signals transformation by a low-carbon-steel object, 
while attributes of the nonlinearity of signal transformation performed by an aluminum 
object were not found. Hence, the proposed nonlinearity characteristic of signals 
transformation can be used to obtain additional classification attributes of an object. 
When the low-carbon-steel object was sensed by a two-frequency test signal with an 
amplitude equal to the amplitude of x1(t), the normalized amplitude of the sum of 
intermodulation products in the object response was 2.2%. This value is 7 times less than the 
normalized amplitude of nonlinearity characteristic ε*(t) that was obtained for this object, 
although both the sum of intermodulation products and ε*(t) can be interpreted as the 
residuals of the linear equation used to approximate nonlinear transformation. 
Fig. 7 additionally shows this relationship (for low-carbon-steel object). Curve 1 shows the 
amplitude spectrum Ε*(f) of the nonlinearity characteristic ε*(t). This spectrum is normalized 
to the maximum U1

max of the amplitude spectrum of the response to the signal x1(t). Curve 2 
shows the intermodulation products UIM(f) in the response to the two-frequency signal 
(spectral components of the test signal are rejected). This spectrum is normalized to the 
maximum Us

max of the amplitude spectrum of the response to the two-frequency signal. All 
test signals had the same amplitudes. It is clear that the normalized components of the 
amplitude spectrum of the nonlinearity characteristic ε*(t) is considerably greater than the 
normalized intermodulation products. 
 

 
Fig. 7. The amplitude spectrum Ε*(f) of the nonlinearity characteristic ε*(t) (curve 1) and 
the intermodulation products UIM(f) in the response to the two-frequency signal (curve 2) 

This fact means substantial increase of detection range of nonlinear detectors and radars 
using the considered method. 

6. Problems of creation of nonlinear reflectometer with picosecond duration 
of test signals 
If an upper frequency of measuring device exceeds 1 GHz, the formation of a pair of test 
signals with different forms has considerable difficulties. The upper frequency of up-to-date 
arbitrary waveform generators is about 10 GHz and they are very expensive. We consider 
the approach to solve this problem by using analog shaping of signals by passive circuits. 
The example of sounding of Schottky diode by the 300 ps impulse is described here. 
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where fup = 24 kHz is the upper frequency limit of the spectrum of signal x1(t). The 
amplitude spectrum of test signal x2(t) was analogous to the amplitude spectrum of signal 
x1(t), and the phase spectrum of the former signal differed from the phase spectrum of x1(t) 
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Fig. 6. Normalized response Su[u1(t)] (curve 1) and nonlinearity characteristic ε*(t) (curve 2) 
of a low-carbon-steel object (a) and an aluminum object (b) 

For the low-carbon-steel and aluminum objects, responses Su[u1(t)] and nonlinearity 
characteristic ε*(t) are shown in Figs. 6a and 6b, where the responses of the objects and 
nonlinearity characteristics are normalized to amplitude u1max of response Su[u1(t)] of the 
low-carbon-steel object. 
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Fig. 7. The amplitude spectrum Ε*(f) of the nonlinearity characteristic ε*(t) (curve 1) and 
the intermodulation products UIM(f) in the response to the two-frequency signal (curve 2) 
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An experimental setup for investigating the characteristics of nonlinear circuits using the 
considered method of nonlinear reflectometry was developed. Fig. 8 shows block diagram 
of the experimental setup. 
 

 
Fig. 8. Block diagram of the experimental setup 

 

 
Fig. 9. Examples of waveforms: 1 – G5-84 output waveform; 2 – second step shaper output 
waveform; 3 – experimental setup output waveform (incident wave); 4 – signal measured on 
channel 2 (reflected wave) 

The experimental setup works as follows. The computer sets the parameters of a test signal, 
transfers the settings to the generator G5-84 and run generation. Fast voltage step from 
generator G5-84 comes to the input of the second step shaper, where forms an additional 
voltage step, delayed relative to the first step at some time T and processed by a linear 
circuit. After that the signal comes into a directional coupler - impulse shaper, which 
differentiates the input pair of steps and produces a sequence of pulses arriving at the object 
under test. An incident component of the test signal comes to the first channel of the 
sampling oscilloscope. The signal reflected from the DUT comes to the second channel of the 
sampling oscilloscope. The sampling oscilloscope registers the incident and reflected pulses, 
and transmits the data to the computer. 
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Fig. 9 shows some examples of waveforms at the inputs/outputs of blocks of the 
experimental setup. 
The waveforms are presented at the matched mode on the output of the experimental setup. 
Fig. 9. shows the initial voltage step (curve 1) produced by the pulse generator G5-84 (the 
pulse width is much larger than the observation window). After processing by the second 
step shaper, the signal has additional voltage step with oscillations at the front (curve 2). 
Directional coupler - impulse shaper performs three functions: the differentiation of the 
initial signal (curve 3); the directional separation of the signal reflected from DUT (curve 4); 
the transfer of the incident signal to the first channel of sampling oscilloscope (curve 2). All 
signals are normalized to the amplitude ugmax of the pulse generator output signal. 
The experimental investigations were performed with the use of the designed setup. Two 
types of objects were investigated: a linear object (the 38 Ω chip resistor) and a nonlinear 
object in which the microwave Schottky diode HSMS-8202 and the 51 Ω chip resistor were 
connected in parallel. For both objects, linear and nonlinear reflectograms were measured. 
Fig. 10 shows the results of the experimental investigations. 
 

  
Fig. 10. Experimentally registered linear reflectograms Su[u1(t)] (a) and nonlinear 
reflectograms *(t) (b). Curve 1 – linear object; curve 2 – nonlinear object. All signals are 
normalized to the amplitude of signal Su[u1(t)] 

As seen from Fig. 10a, measured reflectograms of linear (curve 1) and nonlinear objects 
(curve 2) have similar forms and amplitudes. (A negative polarity of the responses indicates 
that the impedance of objects is lower than 50 Ω.) Comparison of the responses cannot 
indicate nonlinear properties of any objects. 
As seen from Fig. 10b, the results obtained by nonlinear reflectometry is different for linear 
and nonlinear objects. Nonlinear objects trace (curve 2) has a pronounced extremum in the 
neighborhood of 1.1 ns, whereas in the trace of a linear object (curve 1) there are no 
extremums greater than the noise level. Extremum time position corresponds to the point of 
connection with a nonlinear element. 
The experimental investigations performed illustrate that nonlinear reflectometry can be 
effectively realized at the width of incident and reflected pulses about 300 ps.  

7. Measurement of nonlinearity of ultra wideband receivers 
The considered method permits nonlinear distortions of test signals by the generator. 
Therefore, if the channel between the generator and the receiver is linear, then we measure 
nonlinear signals distortions only by the receiver (E. Semyonov & A. Semyonov, 2007).  

0 1 2 3 t, ns 

−0.2

0

1

2 
−0.4

−0.6

(b) 

*(t)/u1max 
0.2

0 1 2 3 
−1.0 

−0.5 

0 

1 2 

t, ns

(a)

Su[u1(t)]/u1max 
0.5 



 
 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 

 

12

An experimental setup for investigating the characteristics of nonlinear circuits using the 
considered method of nonlinear reflectometry was developed. Fig. 8 shows block diagram 
of the experimental setup. 
 

 
Fig. 8. Block diagram of the experimental setup 

 

 
Fig. 9. Examples of waveforms: 1 – G5-84 output waveform; 2 – second step shaper output 
waveform; 3 – experimental setup output waveform (incident wave); 4 – signal measured on 
channel 2 (reflected wave) 

The experimental setup works as follows. The computer sets the parameters of a test signal, 
transfers the settings to the generator G5-84 and run generation. Fast voltage step from 
generator G5-84 comes to the input of the second step shaper, where forms an additional 
voltage step, delayed relative to the first step at some time T and processed by a linear 
circuit. After that the signal comes into a directional coupler - impulse shaper, which 
differentiates the input pair of steps and produces a sequence of pulses arriving at the object 
under test. An incident component of the test signal comes to the first channel of the 
sampling oscilloscope. The signal reflected from the DUT comes to the second channel of the 
sampling oscilloscope. The sampling oscilloscope registers the incident and reflected pulses, 
and transmits the data to the computer. 

0 2 4 6 8
−0.5

0

0.5

1.0

1.5

2.0

t, ns

1 
2

3 4

2.5
Su[u(t)]/ugmax

refl.inc.

G5-84
pulse generator 

Second step 
shaper 

Directional coupler - 
impulse shaper DUT 

Tektronix 11801B
sampling oscilloscope 

SD-24
sampling head 

ch 1              ch 2 

Computer 

 
Measurements of the Nonlinearity of the Ultra Wideband Signals Transformation 

 

13 

Fig. 9 shows some examples of waveforms at the inputs/outputs of blocks of the 
experimental setup. 
The waveforms are presented at the matched mode on the output of the experimental setup. 
Fig. 9. shows the initial voltage step (curve 1) produced by the pulse generator G5-84 (the 
pulse width is much larger than the observation window). After processing by the second 
step shaper, the signal has additional voltage step with oscillations at the front (curve 2). 
Directional coupler - impulse shaper performs three functions: the differentiation of the 
initial signal (curve 3); the directional separation of the signal reflected from DUT (curve 4); 
the transfer of the incident signal to the first channel of sampling oscilloscope (curve 2). All 
signals are normalized to the amplitude ugmax of the pulse generator output signal. 
The experimental investigations were performed with the use of the designed setup. Two 
types of objects were investigated: a linear object (the 38 Ω chip resistor) and a nonlinear 
object in which the microwave Schottky diode HSMS-8202 and the 51 Ω chip resistor were 
connected in parallel. For both objects, linear and nonlinear reflectograms were measured. 
Fig. 10 shows the results of the experimental investigations. 
 

  
Fig. 10. Experimentally registered linear reflectograms Su[u1(t)] (a) and nonlinear 
reflectograms *(t) (b). Curve 1 – linear object; curve 2 – nonlinear object. All signals are 
normalized to the amplitude of signal Su[u1(t)] 

As seen from Fig. 10a, measured reflectograms of linear (curve 1) and nonlinear objects 
(curve 2) have similar forms and amplitudes. (A negative polarity of the responses indicates 
that the impedance of objects is lower than 50 Ω.) Comparison of the responses cannot 
indicate nonlinear properties of any objects. 
As seen from Fig. 10b, the results obtained by nonlinear reflectometry is different for linear 
and nonlinear objects. Nonlinear objects trace (curve 2) has a pronounced extremum in the 
neighborhood of 1.1 ns, whereas in the trace of a linear object (curve 1) there are no 
extremums greater than the noise level. Extremum time position corresponds to the point of 
connection with a nonlinear element. 
The experimental investigations performed illustrate that nonlinear reflectometry can be 
effectively realized at the width of incident and reflected pulses about 300 ps.  

7. Measurement of nonlinearity of ultra wideband receivers 
The considered method permits nonlinear distortions of test signals by the generator. 
Therefore, if the channel between the generator and the receiver is linear, then we measure 
nonlinear signals distortions only by the receiver (E. Semyonov & A. Semyonov, 2007).  

0 1 2 3 t, ns 

−0.2

0

1

2 
−0.4

−0.6

(b) 

*(t)/u1max 
0.2

0 1 2 3 
−1.0 

−0.5 

0 

1 2 

t, ns

(a)

Su[u1(t)]/u1max 
0.5 



 
 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 

 

14

In this case 

 u1, 2(t) = h(t)  x1, 2(t), (11) 
where h(t) is the impulse response of this channel. If the impulse response h(t) is Dirac delta 
function then u1(t) = x1(t) and u2(t) = x2(t). In this case ε(t) ≡ 0 even if transformation of 
signals by the receiver is nonlinear. Therefore it is necessary to choose h(t) so that the signals 
u1(t) and x1(t) would have different waveforms and/or amplitudes. (The same apply to 
signals u2(t) and x2 (t).) 
To use the nonlinearity characteristic (3) the receiver should be two-channel. However, quite 
often it is required to investigate the single-channel receiver (or the separate channel of the 
multichannel receiver). In this case the same channel of the receiver should register signals 
x1, 2(t) and u1, 2(t) (which are the result of transformation of signals x1, 2(t) according to (11)). 
This is possible, if signals u1, 2(t) come to the same point in which signals x1, 2(t) are 
registered (similarly how it occurs in reflectometers). 
Thus, the channel between the generator and the receiver should contain a delay line (for 
consecutive transmission of x1, 2(t) and u1, 2(t) to receiver’s input) and a linear filter which 
provides some difference between the waveforms of signals u1, 2(t) and x1, 2(t). 
If we have a single-channel receiver, then Sx = Su = Sr, where Sr is the operator of the 
investigated single-channel receiver. Therefore, the formula (3) will become: 

  21
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If equality (11) holds and ε*(t) ≠ 0 at least for some values of time t, Sr is nonlinear. (The 
receiver distorts the signals nonlinearly.) 
Fig. 11a shows the nonlinearity of transformation of baseband pulse by the Tektronix 
TDS1012B oscilloscope. Here are shown: signal Sr[u1(t)] (curve 1) and nonlinearity 
characteristic (curve 2). Both curves are normalized to amplitude u1max of signal Sr[u1(t)]. At 
the same amplitude of the test signal the harmonic distortion has been measured. Fig. 11b 
shows the results of this measurement. (The frequency of test signal xs(t) is 50 MHz.) Let us 
notice that the amplitude of the nonlinearity characteristic of baseband pulse’s 
transformation (1%) is 5 times more than total harmonic distortion (0.2%). 
 

 
Fig. 11. Receiver-registered baseband pulse (Sr[u1(t)], curve 1) and nonlinearity characteristic 
(ε*(t), curve 2) (a). Spectrum module |F{Sr[xs(t)]}| of the receiver-registered sinusoidal signal 
(b). (Spectrum is normalized to the amplitude of the first harmonic Xsmax.) 
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This example illustrates special importance of linearity in UWB receivers. Besides, it is clear 
that for UWB receivers testing one should use UWB signals. In nonlinear radars and 
nonlinear reflectometers such measurements are necessary to observe the nonlinear 
response of the object against the background of nonlinear distortions in the receiver 
(E. Semyonov & A. Semyonov, 2007). 

8. Conclusion 
The considered method is effective for the following tasks. 
1. Investigation of devices (for example, receivers) for ultra wideband communication 

systems (including design stage). 
2. Detection of imperfect contacts and other nonlinear elements in wire transmission lines. 
3. Remote and selective detection of substances with the use of their nonlinear properties. 
The main advantages of the considered approach are listed below. 
1. Real signals transmitted in UWB systems can be used as test signals. 
2. Nonlinear signal distortions in the generator are acceptable. 
3. Measurement of distance from nonlinear discontinuity is possible. 
4. Nonlinear response is several times greater than the response to sinusoidal or two-

frequency signal. 
The designed devices and measuring setups show high efficiency for frequency ranges with 
various upper frequency limits (from 20 kHz to 20 GHz). 
The developed virtual analyzers provide corresponding investigations of devices and 
systems at design stage. 
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Internet access, and future-generation mobile communication systems (Karaoguz, 2001;
Stoica et al., 2005). Two of the most critical challenges in the implementation of UWB systems
are the timing acquisition and channel estimation. The difficulty in them arises from UWB
signals being the ultra short low-duty-cycle pulses operating at very low power density. The
Rake receiver (Turin, 1980) as a prevalent receiver structure for UWB systems utilizes the high
diversity in order to effectively capture signal energy spread over multiple paths and boost the
received signal-to-noise ratio (SNR). However, to perform maximal ratio combining (MRC),
the Rake receiver needs the timing information of the received signal and the knowledge of
the channel parameters, namely, gains and tap delays. Timing errors as small as fractions of
a nanosecond could seriously degrade the system performance (Lovelace & Townsend, 2002;
Tian & Giannakis, 2005). Thus, accurate timing acquisition and channel estimation is very
essentially for UWB systems.
Many research efforts have been devoted to the timing acquisition and channel estimation of
UWB signals. However, most reported methods suffer from the restrictive assumptions, such
as, demanding a high sampling rates, a set of high precision time-delay systems or invoking
a line search, which severally limits their usages. In this chapter, we are focusing on the low
sampling rate time acquisition schemes and channel estimation algorithms of UWB signals.
First, we develop a novel optimum data-aided (DA) timing offset estimator that utilizes only
symbol-rate samples to achieve the channel delay spread scale timing acquisition. For this
purpose, we exploit the statistical properties of the power delay profile of the received signals
to design a set of the templates to ensure the effective multipath energy capture at any time.
Second, we propose a novel optimum data-aided channel estimation scheme that only relies
on frame-level sampling rate data to derive channel parameter estimates from the received
waveform. The simulations are provided to demonstrate the effectiveness of the proposed
approach.
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2. The channel model

From the channel model described in (Foerster, 2003), the impulse response of the channel is

h(t) = X
N

∑
n=1

K(n)

∑
k=1

αnkδ(t − Tn − τnk) (1)

where X is the log-normal shadowing effect. N and K(n) represent the total number of the
clusters, and the number of the rays in the nth cluster, respectively. Tn is the time delay of
the nth cluster relative to a reference at the receiver, and τnk is the delay of the kth multipath
component in the nth cluster relative to Tn . From (Foerster, 2003), the multipath channel
coefficient αnk can be expressed as αnk = pnkβnk where pnk assumes either +1 or −1 with
equal probability, and βnk > 0 has log-normal distribution.
The power delay profile (the mean square values of {β2

nk}) is exponential decay with respect
to {Tn} and {τnk} , i.e.,

�β2
nk� = �β2

00� exp(−Tn

Γ
) exp(− τnk

γ
) (2)

where �β2
00� is the average power gain of the first multipath in the first cluster. Γ and γ are

power-delay time constants for the clusters and the rays, respectively.
The model (1) is employed to generate the impulse responses of the propagation channels in
our simulation. For simplicity, an equivalent representation of (1) is

h(t) =
L−1

∑
l=0

αlδ(t − τl) (3)

where L represents the total number of the multipaths, αl includes log-normal shadowing
and multipath channel coefficients, and τl denotes the delay of the lth multipath relative to
the reference at the receiver. Without loss of generality, we assume τ0 < τ1 < · · · < τL−1 .
Moreover, the channel only allows to change from burst to burst but remains invariant (i.e.,
{αl , τl}L−1

l=0 are constants) over one transmission burst.

3. Low sampling rate time acquisition schemes

One of the most acute challenges in realizing the potentials of the UWB systems is to develop
the time acquisition scheme which relies only on symbol-rate samples. Such a low sampling
rate time acquisition scheme can greatly lower the implementation complexity. In addition,
the difficulty in UWB synchronization also arises from UWB signals being the ultrashort
low-duty-cycle pulses operating at very low power density. Timing errors as small as fractions
of a nanosecond could seriously degrade the system performance (Lovelace & Townsend,
2002; Tian & Giannakis, 2005).
A number of timing algorithms are reported for UWB systems recently. Some of the
timing algorithms(Tian & Giannakis, 2005; Yang & Giannakis, 2005; Carbonelli & Mengali,
2006; He & Tepedelenlioglui, 2008) involve the sliding correlation that usually used in
traditional narrowband systems. However, these approaches inevitably require a searching
procedure and are inherently time-consuming. Too long synchronization time will affect
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symbol detection. Furthermore, implementation of such techniques demands very fast
and expensive A/D converters and therefore will result in high power consumption.
Another approach (Carbonelli & Mengali, 2005; Furusawa et al., 2008; Cheng & Guan, 2008;
Sasaki et al., 2010) is to synchronize UWB signals through the energy detector. The merits
of using energy detectors are that the design of timing acquisition scheme could benefit
from the statistical properties of the power delay profile of the received signals. Unlike
the received UWB waveforms which is unknown to receivers due to the pulse distortions,
the statistical properties of the power delay profile are invariant. Furthermore, as shown
in (Carbonelli & Mengali, 2005), an energy collection based receiver can produce a low
complexity, low cost and low power consumption solution at the cost of reduced channel
spectral efficiency.
In this section, a novel optimum data-aided timing offset estimator that only relies on
symbol-rate samples for frame-level timing acquisition is derived. For this purpose, we
exploit the statistical properties of the power delay profile of the received signals to design
a set of the templates to ensure the effective multipath energy capture at any time. We show
that the frame-level timing offset acquisition can be transformed into an equivalent amplitude
estimation problem. Thus, utilizing the symbol-rate samples extracted by our templates and
the ML principle, we obtain channel-dependent amplitude estimates and optimum timing
offset estimates.

3.1 The signal model
During the acquisition stage, a training sequence is transmitted. Each UWB symbol
is transmitted over a time-interval of Ts seconds that is subdivided into Nf equal size
frame-intervals of length Tf . A single frame contains exactly one data modulated ultrashort
pulse p(t) of duration Tp . And the transmitted waveform during the acquisition has the form
as

s(t) =
√

Ef

NNf−1

∑
j=0

d[j]Nds
p(t − jTf − a� j

Nf
��) (4)

where {dl}Nds−1
l=0 with dl ∈ {±1} is the DS sequence. The time shift � is chosen to be Th/2

with Th being the delay spread of the channel. The assumption that there is no inter-frame
interference suggests Th ≤ Tf . For the simplicity, we assume Th = Tf and derive the
acquisition algorithm. Our scheme can easily be extended to the case where Tf ≥ Th . The
training sequence {an}N−1

n=0 is designed as

{0, 0, 0, · · · 0︸ ︷︷ ︸
n=0,1,··· ,N0−1

1, 0, 1, 0, · · · 1, 0︸ ︷︷ ︸
n=N0,N0+1,··· ,N−1

} , (5)

i.e., the first N0 consecutive symbols are chosen to be 0 , and the rest symbols alternately switch
between 1 and 0 .
The transmitted signal propagates through an L-path fading channel as shown in (3). Using
the first arriving time τ0 , we define the relative time delay of each multipath as τl,0 = τl−τ0
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symbol detection. Furthermore, implementation of such techniques demands very fast
and expensive A/D converters and therefore will result in high power consumption.
Another approach (Carbonelli & Mengali, 2005; Furusawa et al., 2008; Cheng & Guan, 2008;
Sasaki et al., 2010) is to synchronize UWB signals through the energy detector. The merits
of using energy detectors are that the design of timing acquisition scheme could benefit
from the statistical properties of the power delay profile of the received signals. Unlike
the received UWB waveforms which is unknown to receivers due to the pulse distortions,
the statistical properties of the power delay profile are invariant. Furthermore, as shown
in (Carbonelli & Mengali, 2005), an energy collection based receiver can produce a low
complexity, low cost and low power consumption solution at the cost of reduced channel
spectral efficiency.
In this section, a novel optimum data-aided timing offset estimator that only relies on
symbol-rate samples for frame-level timing acquisition is derived. For this purpose, we
exploit the statistical properties of the power delay profile of the received signals to design
a set of the templates to ensure the effective multipath energy capture at any time. We show
that the frame-level timing offset acquisition can be transformed into an equivalent amplitude
estimation problem. Thus, utilizing the symbol-rate samples extracted by our templates and
the ML principle, we obtain channel-dependent amplitude estimates and optimum timing
offset estimates.

3.1 The signal model
During the acquisition stage, a training sequence is transmitted. Each UWB symbol
is transmitted over a time-interval of Ts seconds that is subdivided into Nf equal size
frame-intervals of length Tf . A single frame contains exactly one data modulated ultrashort
pulse p(t) of duration Tp . And the transmitted waveform during the acquisition has the form
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The transmitted signal propagates through an L-path fading channel as shown in (3). Using
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Fig. 1. The block diagram of acquisition approach.

for 1≤ l≤ L − 1 . Thus the received signal is

r(t) =
√

Ef

NNf−1

∑
j=0

d[j]Nds
pR(t− jTf−a� j

Nf
�Δ−τ0)+n(t) (6)

where n(t) is the zero-mean additive white Gaussian noise (AWGN) with double-side power
spectral density σ2

n/2 and pR(t) = ∑L−1
l=0 αl p(t− τl,0) represents the convolution of the channel

impulse response (3) with the transmitted pulse p(t) .
The timing information of the received signal is contained in the delay τ0 which can be
decomposed as

τ0 = nsTs + nfTf + ξ (7)

with ns = � τ0
Ts
� , nf = � τ0−nsTs

Tf
� and ξ ∈ [0 , Tf) .

In the next section, we present an DA timing acquisition scheme based on the following
assumptions: 1) There is no interframe interference, i.e., τL−1,0 ≤ Tf . 2) The channel is
assumed to be quasi-static, i.e., the channel is constant over a block duration. 3) Since the
symbol-level timing offset ns can be estimated from the symbol-rate samples through the
traditional estimation approach, we assumed ns = 0 . In this chapter, we focus on acquiring
timing with frame-level resolution, which relies on only symbol-rate samples.

3.2 Analysis of symbol-rate sampled data Y0[n]
As shown in Fig. 1, the received signal (6) first passes through a square-law detector. Then,
the resultant output is separately correlated with the pre-devised templates W0(t), W1(t) and
W2(t) , and sampled at nTs which yields {Y0[n]}N−1

n=1 , {Y1[n]}N−1
n=1 and {Y2[n]}N−1

n=1 . Utilizing
these samples, we derive an optimal timing offset estimator n̂f .
In view of (6), the output of the square-law detector is

R(t) = r2(t) = (rs(t) + n(t))2 = r2
s (t) + m(t)

= Ef

NNf−1

∑
j=0

p2
R(t − jTf − a� j

Nf
�� − τ0) + m(t) (8)
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where m(t) = 2rs(t)n(t) + n2(t) . When the template W(t) is employed, the symbol rate
sampled data Y[n] is

Y[n] =
� Ts

0
R(t + nTs)W(t)dt . (9)

Now we derive the decomposition of Y0[n], i.e., the symbol-rate samples when the template
W0(t) defined as

W0(t) =
Nf−1

∑
k=0

w(t − kTf) , w(t) =

⎧⎪⎨
⎪⎩

1, 0 ≤ t < Tf
2

−1, Tf
2 ≤ t < Tf

0, others
(10)

is employed. Substituting W0(t) for W(t) in (9), we obtain symbol-rate sampled data Y0[n] .
Recalling (5), we can derive the following proposition of Y0[n] .

Proposition 1: 1) For 1≤n<N0, Y0[n] can be expressed as

Y0[n] = Nf Iξ,0 + M0[n] , (11)

2) For N0 ≤ n ≤ N − 1, Y0[n] can be represented as

Y0[n] =

⎧⎪⎨
⎪⎩

(2Ψ−Nf)Iξ,an−1+M0[n], ξ ∈ [0, Tη)

(2Ψ−Nf+1)Iξ,an−1+M0[n], ξ ∈ [Tη , Tη+
Tf
2 )

(2Ψ−Nf+2)Iξ,an−1+M0[n], ξ ∈ [Tη+
Tf
2 , Tf)

(12)

where Ψ � nf − 1
2 �, � ∈ [− 1

2 , 1
2 ] and Tη ∈ [ Tf

4 , Tf
2 ] . M0[n] is the sampled noise, and Iξ,an

is
defined as

Iξ,an � Ef

� Tf

0

2

∑
m=0

p2
R(t + mTf − an�− ξ)w(t)dt . (13)

We prove the Proposition 1 and the fact that the sampled noise M0[n] can be approximated by
a zero mean Gaussian variable in (Xu et al., 2009) in Appendix A and Appendix B respectively.
There are some remarks on the Proposition 1:
1) The fact of an−1 ∈ {0, 1} suggests that Iξ,an−1 in (12) is equal to either Iξ,0 or Iξ,1 .
Furthermore, Iξ,0 and Iξ,1 satisfy Iξ,1 = −Iξ,0 whose proof is contained in Fact 1 of Appendix I.
2) Equation (12) suggests that the decomposition of Y0[n] varies when ξ falls in different
subintervals, so correctly estimating nf need to determine to which region ξ belongs.
3) Fact 2 of Appendix A which states

�
Iξ,0 > 0 , ξ ∈ [0 , Tη)

�
[Tη +

Tf
2 , Tf]

Iξ,0 < 0 , ξ ∈ [Tη , Tη +
Tf
2 )

(14)

suggests that it is possible to utilize the sign of Iξ,0 to determine to which subinterval ξ

belongs. However, when Iξ,0>0 , ξ could belong to either [0, Tη) or [Tη+
Tf
2 , Tf) . To resolve

this difficulty, we introduce the second template W1(t) in the next section.
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symbol-level timing offset ns can be estimated from the symbol-rate samples through the
traditional estimation approach, we assumed ns = 0 . In this chapter, we focus on acquiring
timing with frame-level resolution, which relies on only symbol-rate samples.

3.2 Analysis of symbol-rate sampled data Y0[n]
As shown in Fig. 1, the received signal (6) first passes through a square-law detector. Then,
the resultant output is separately correlated with the pre-devised templates W0(t), W1(t) and
W2(t) , and sampled at nTs which yields {Y0[n]}N−1

n=1 , {Y1[n]}N−1
n=1 and {Y2[n]}N−1

n=1 . Utilizing
these samples, we derive an optimal timing offset estimator n̂f .
In view of (6), the output of the square-law detector is

R(t) = r2(t) = (rs(t) + n(t))2 = r2
s (t) + m(t)

= Ef

NNf−1

∑
j=0

p2
R(t − jTf − a� j

Nf
�� − τ0) + m(t) (8)
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where m(t) = 2rs(t)n(t) + n2(t) . When the template W(t) is employed, the symbol rate
sampled data Y[n] is

Y[n] =
� Ts

0
R(t + nTs)W(t)dt . (9)

Now we derive the decomposition of Y0[n], i.e., the symbol-rate samples when the template
W0(t) defined as

W0(t) =
Nf−1

∑
k=0

w(t − kTf) , w(t) =

⎧⎪⎨
⎪⎩

1, 0 ≤ t < Tf
2

−1, Tf
2 ≤ t < Tf

0, others
(10)

is employed. Substituting W0(t) for W(t) in (9), we obtain symbol-rate sampled data Y0[n] .
Recalling (5), we can derive the following proposition of Y0[n] .

Proposition 1: 1) For 1≤n<N0, Y0[n] can be expressed as

Y0[n] = Nf Iξ,0 + M0[n] , (11)

2) For N0 ≤ n ≤ N − 1, Y0[n] can be represented as

Y0[n] =

⎧⎪⎨
⎪⎩

(2Ψ−Nf)Iξ,an−1+M0[n], ξ ∈ [0, Tη)

(2Ψ−Nf+1)Iξ,an−1+M0[n], ξ ∈ [Tη , Tη+
Tf
2 )

(2Ψ−Nf+2)Iξ,an−1+M0[n], ξ ∈ [Tη+
Tf
2 , Tf)

(12)

where Ψ � nf − 1
2 �, � ∈ [− 1

2 , 1
2 ] and Tη ∈ [ Tf

4 , Tf
2 ] . M0[n] is the sampled noise, and Iξ,an

is
defined as

Iξ,an � Ef

� Tf

0

2

∑
m=0

p2
R(t + mTf − an�− ξ)w(t)dt . (13)

We prove the Proposition 1 and the fact that the sampled noise M0[n] can be approximated by
a zero mean Gaussian variable in (Xu et al., 2009) in Appendix A and Appendix B respectively.
There are some remarks on the Proposition 1:
1) The fact of an−1 ∈ {0, 1} suggests that Iξ,an−1 in (12) is equal to either Iξ,0 or Iξ,1 .
Furthermore, Iξ,0 and Iξ,1 satisfy Iξ,1 = −Iξ,0 whose proof is contained in Fact 1 of Appendix I.
2) Equation (12) suggests that the decomposition of Y0[n] varies when ξ falls in different
subintervals, so correctly estimating nf need to determine to which region ξ belongs.
3) Fact 2 of Appendix A which states

�
Iξ,0 > 0 , ξ ∈ [0 , Tη)

�
[Tη +

Tf
2 , Tf]

Iξ,0 < 0 , ξ ∈ [Tη , Tη +
Tf
2 )

(14)

suggests that it is possible to utilize the sign of Iξ,0 to determine to which subinterval ξ

belongs. However, when Iξ,0>0 , ξ could belong to either [0, Tη) or [Tη+
Tf
2 , Tf) . To resolve

this difficulty, we introduce the second template W1(t) in the next section.
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3.3 Analysis of symbol-rate sampled data Y1[n]
The symbol-rate sampled data Y1[n] is obtained when the template W1(t) is employed. W1(t)
is a delayed version of W0(t) with the delayed time Td where Td ∈ [0 , Tf

2 ] . Our simulations
show that we obtain the similar performance for the different choices of Td . For the simplicity,
we choose Td = Tf

4 for the derivation. Thus, we have

Y1[n] =
� Ts+

Tf
4

Tf
4

R(t + nTs)W0(t − Tf
4
)dt

=
� Ts

0
R(t + nTs +

Tf
4
)W0(t)dt . (15)

Then we can derive the following proposition of Y1[n] .
Proposition 2: 1) For 1≤n<N0, Y1[n] can be expressed as

Y1[n] = Nf Jξ,0 + M0[n] . (16)

2) For N0 ≤ n ≤ N − 1, Y1[n] can be decomposed as

Y1[n] =

⎧⎪⎨
⎪⎩

(2Ψ−Nf−1)Jξ,an−1+M1[n], ξ∈ [0, Tη− Tf
4 )

(2Ψ−Nf)Jξ,an−1+M1[n], ξ∈ [Tη− Tf
4 , Tη+

Tf
4 )

(2Ψ−Nf+1)Jξ,an−1+M1[n], ξ∈ [Tη+
Tf
4 , Tf)

(17)

where Jξ,0 satisfies �
Jξ,0 < 0 , ξ ∈ [0 , Tη − Tf

4 )
�
[Tη +

Tf
4 , Tf)

Jξ,0 > 0 , ξ ∈ [Tη − Tf
4 , Tη + Tf

4 ) .
(18)

Equation (14) and (18) suggest that the signs of Iξ,0 and Jξ,0 can be utilized jointly to determine
the range of ξ , which is summarized as follows:
Proposition 3: ξ ∈ [0, Tf] defined in (7) satisfies

1. If Iξ,0>0 and Jξ,0>0, then ξ ∈ ( Tη − Tf
4 , Tη ) .

2. If Iξ,0<0 and Jξ,0>0, then ξ ∈ ( Tη , Tη +
Tf
4 ) .

3. If Iξ,0<0 and Jξ,0<0, then ξ ∈ ( Tη +
Tf
4 , Tη +

Tf
2 ) .

4. If Iξ,0>0 and Jξ,0<0, then ξ∈ (0, Tη− Tf
4 ) ∪ (Tη+

Tf
2 , Tf) .

The last case of Proposition 3 suggests that using the signs of Iξ,0 and Jξ,0 is not enough to
determine whether we have ξ ∈ ( 0 , Tη − Tf

4 ) or ξ ∈ ( Tη + Tf
2 , Tf ) . To resolve this difficulty,

the third template W2(t) is introduced. W2(t) is an auxiliary template and is defined as

W2(t) =
Nf−1

∑
k=0

v(t−kTf), v(t) =

⎧⎨
⎩

1, Tf−2Tυ ≤ t<Tf−Tυ

−1, Tf−Tυ≤ t<Tf
0, others

(19)

where Tυ ∈ (0 , Tf/10] . Similar to the proof of (14), we can prove that in this case, either
Kξ,0 > 0 for 0 < ξ < Tη − Tf

4 or Kξ,0 < 0 for Tη + Tf
4 < ξ < Tf is valid, which yields the

information to determine which region ξ belongs to.
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3.4 The computation of the optimal timing offset estimator n̂f
To seek the estimate of nf, we first compute the optimal estimates of Iξ,0 and Jξ,0 using (11) and
(16). Then, we use the estimate Îξ,0 , Ĵξ,0 and Proposition 3 to determine the region to which
ξ belongs. The estimate Ψ̂ therefore can be derived using the proper decompositions of (12)
and (17). Finally, recalling the definition in (12) Ψ=nf− �

2 with �∈ [− 1
2 , 1

2 ] , we obtain n̂f=[Ψ̂] ,
where [·] stands for the round operation.
According to the signs of Îξ,0 and Ĵξ,0 , we summarize the ML estimate Ψ̂ as follow:
Proposition 4:

• When Îξ,0>0 and Ĵξ,0>0, Ψ̂= 1
A

N−1
∑

n=N0

[Zn+Nf(I2
ξ,0+ J2

ξ,0)] .

• When Îξ,0<0 and Ĵξ,0>0, Ψ̂= 1
A

N−1
∑

n=N0

[Zn+(Nf−1)I2
ξ,0+Nf J2

ξ,0] .

• When Îξ,0<0 and Ĵξ,0<0, Ψ̂= 1
A

N−1
∑

n=N0

[Zn+(Nf−1)(I2
ξ,0+ J2

ξ,0)] .

• When Îξ,0>0 and Ĵξ,0<0 ,

Ψ̂ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1
A

N−1
∑

n=N0

[Zn+Nf I2
ξ,0+(Nf+1)J2

ξ,0] , K̂ξ,0>0

1
A

N−1
∑

n=N0

[Zn+(Nf − 2)I2
ξ,0+(Nf − 1)J2

ξ,0] , K̂ξ,0<0

where A � 2(N− N0)(I2
ξ,0+ J2

ξ,0) and Zn � Y0[n]Iξ,an−1+Y1[n]Jξ,an−1 . The procedures of

computing the optimal ML estimate Ψ̂ in Proposition 4 are identical. Therefore, we only
present the computation steps when Îξ,0 > 0 and Ĵξ,0 > 0 .
1) Utilizing (11) and (16), we obtain the ML estimates

Îξ,0 =
1

(N0−1)Nf

N0−1

∑
n=1

Y0[n], Ĵξ,0=
1

(N0−1)Nf

N0−1

∑
n=1

Y1[n] . (20)

2) From 1) of Proposition 3, it follows Tη − Tf
4 < ξ < Tη when Îξ,0 > 0 and Ĵξ,0 > 0 .

3) According to the region of ξ, we can select the right equations from (12) and (17) as

Y0[n] = (2Ψ − Nf)Iξ,an−1 + M0[n] (21)

Y1[n] = (2Ψ − Nf)Jξ,an−1 + M1[n] . (22)

Thus the log-likelihood function ln p(y ; Ψ, Iξ,an−1, Jξ,an−1) is

N−1

∑
n=N0

�
[Y0[n]−(2Ψ−Nf)Iξ,an−1]

2+[Y1[n]−(2Ψ−Nf)Jξ,an−1]
2
�

.

It follows the ML estimate Ψ̂= 1
A∑N−1

n=N0
[Zn+Nf(I2

ξ,0+ J2
ξ,0)] .

3.5 Simulation
In this section, computer simulations are performed. We use the second-order derivative of
the Gaussian pulse to represent the UWB pulse. The propagation channels are generated

23
Low Sampling Rate Time Acquisition Schemes
and Channel Estimation Algorithms of Ultra-Wideband Signals



6 Will-be-set-by-IN-TECH

3.3 Analysis of symbol-rate sampled data Y1[n]
The symbol-rate sampled data Y1[n] is obtained when the template W1(t) is employed. W1(t)
is a delayed version of W0(t) with the delayed time Td where Td ∈ [0 , Tf

2 ] . Our simulations
show that we obtain the similar performance for the different choices of Td . For the simplicity,
we choose Td = Tf

4 for the derivation. Thus, we have

Y1[n] =
� Ts+

Tf
4

Tf
4

R(t + nTs)W0(t − Tf
4
)dt

=
� Ts

0
R(t + nTs +

Tf
4
)W0(t)dt . (15)

Then we can derive the following proposition of Y1[n] .
Proposition 2: 1) For 1≤n<N0, Y1[n] can be expressed as

Y1[n] = Nf Jξ,0 + M0[n] . (16)

2) For N0 ≤ n ≤ N − 1, Y1[n] can be decomposed as

Y1[n] =

⎧⎪⎨
⎪⎩

(2Ψ−Nf−1)Jξ,an−1+M1[n], ξ∈ [0, Tη− Tf
4 )

(2Ψ−Nf)Jξ,an−1+M1[n], ξ∈ [Tη− Tf
4 , Tη+

Tf
4 )

(2Ψ−Nf+1)Jξ,an−1+M1[n], ξ∈ [Tη+
Tf
4 , Tf)

(17)

where Jξ,0 satisfies �
Jξ,0 < 0 , ξ ∈ [0 , Tη − Tf

4 )
�
[Tη +

Tf
4 , Tf)

Jξ,0 > 0 , ξ ∈ [Tη − Tf
4 , Tη + Tf

4 ) .
(18)

Equation (14) and (18) suggest that the signs of Iξ,0 and Jξ,0 can be utilized jointly to determine
the range of ξ , which is summarized as follows:
Proposition 3: ξ ∈ [0, Tf] defined in (7) satisfies

1. If Iξ,0>0 and Jξ,0>0, then ξ ∈ ( Tη − Tf
4 , Tη ) .

2. If Iξ,0<0 and Jξ,0>0, then ξ ∈ ( Tη , Tη +
Tf
4 ) .

3. If Iξ,0<0 and Jξ,0<0, then ξ ∈ ( Tη +
Tf
4 , Tη +

Tf
2 ) .

4. If Iξ,0>0 and Jξ,0<0, then ξ∈ (0, Tη− Tf
4 ) ∪ (Tη+

Tf
2 , Tf) .

The last case of Proposition 3 suggests that using the signs of Iξ,0 and Jξ,0 is not enough to
determine whether we have ξ ∈ ( 0 , Tη − Tf

4 ) or ξ ∈ ( Tη + Tf
2 , Tf ) . To resolve this difficulty,

the third template W2(t) is introduced. W2(t) is an auxiliary template and is defined as

W2(t) =
Nf−1

∑
k=0

v(t−kTf), v(t) =

⎧⎨
⎩

1, Tf−2Tυ ≤ t<Tf−Tυ

−1, Tf−Tυ≤ t<Tf
0, others

(19)

where Tυ ∈ (0 , Tf/10] . Similar to the proof of (14), we can prove that in this case, either
Kξ,0 > 0 for 0 < ξ < Tη − Tf

4 or Kξ,0 < 0 for Tη + Tf
4 < ξ < Tf is valid, which yields the

information to determine which region ξ belongs to.
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3.4 The computation of the optimal timing offset estimator n̂f
To seek the estimate of nf, we first compute the optimal estimates of Iξ,0 and Jξ,0 using (11) and
(16). Then, we use the estimate Îξ,0 , Ĵξ,0 and Proposition 3 to determine the region to which
ξ belongs. The estimate Ψ̂ therefore can be derived using the proper decompositions of (12)
and (17). Finally, recalling the definition in (12) Ψ=nf− �

2 with �∈ [− 1
2 , 1

2 ] , we obtain n̂f=[Ψ̂] ,
where [·] stands for the round operation.
According to the signs of Îξ,0 and Ĵξ,0 , we summarize the ML estimate Ψ̂ as follow:
Proposition 4:

• When Îξ,0>0 and Ĵξ,0>0, Ψ̂= 1
A

N−1
∑

n=N0

[Zn+Nf(I2
ξ,0+ J2

ξ,0)] .

• When Îξ,0<0 and Ĵξ,0>0, Ψ̂= 1
A

N−1
∑

n=N0

[Zn+(Nf−1)I2
ξ,0+Nf J2

ξ,0] .

• When Îξ,0<0 and Ĵξ,0<0, Ψ̂= 1
A

N−1
∑

n=N0

[Zn+(Nf−1)(I2
ξ,0+ J2

ξ,0)] .

• When Îξ,0>0 and Ĵξ,0<0 ,

Ψ̂ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1
A

N−1
∑

n=N0

[Zn+Nf I2
ξ,0+(Nf+1)J2

ξ,0] , K̂ξ,0>0

1
A

N−1
∑

n=N0

[Zn+(Nf − 2)I2
ξ,0+(Nf − 1)J2

ξ,0] , K̂ξ,0<0

where A � 2(N− N0)(I2
ξ,0+ J2

ξ,0) and Zn � Y0[n]Iξ,an−1+Y1[n]Jξ,an−1 . The procedures of

computing the optimal ML estimate Ψ̂ in Proposition 4 are identical. Therefore, we only
present the computation steps when Îξ,0 > 0 and Ĵξ,0 > 0 .
1) Utilizing (11) and (16), we obtain the ML estimates

Îξ,0 =
1

(N0−1)Nf

N0−1

∑
n=1

Y0[n], Ĵξ,0=
1

(N0−1)Nf

N0−1

∑
n=1

Y1[n] . (20)

2) From 1) of Proposition 3, it follows Tη − Tf
4 < ξ < Tη when Îξ,0 > 0 and Ĵξ,0 > 0 .

3) According to the region of ξ, we can select the right equations from (12) and (17) as

Y0[n] = (2Ψ − Nf)Iξ,an−1 + M0[n] (21)

Y1[n] = (2Ψ − Nf)Jξ,an−1 + M1[n] . (22)

Thus the log-likelihood function ln p(y ; Ψ, Iξ,an−1, Jξ,an−1) is

N−1

∑
n=N0

�
[Y0[n]−(2Ψ−Nf)Iξ,an−1]

2+[Y1[n]−(2Ψ−Nf)Jξ,an−1]
2
�

.

It follows the ML estimate Ψ̂= 1
A∑N−1

n=N0
[Zn+Nf(I2

ξ,0+ J2
ξ,0)] .

3.5 Simulation
In this section, computer simulations are performed. We use the second-order derivative of
the Gaussian pulse to represent the UWB pulse. The propagation channels are generated
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by the channel model CM2 described in (Foerster, 2003) . Other parameters are selected as
follows: Tp = 1ns, Nf = 25, Tf = 100ns, Tυ = Tf/10 and the transmitted distance d = 4m.
In all the simulations, we assume that nf and ξ are uniformly distributed over [0, Nf − 1]
and [0, Tf] respectively. To evaluate the effect of the estimate n̂f on the bit-error-rates (BERs)
performance, we assume there is an optimal channel estimator at the receiver to obtain the
perfect template for tracking and coherent demodulation. The signal-to-noise ratios (SNRs)
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in all figures are computed through Es/σ2
n where Es is the energy spread over each symbol at

the transmitter and σ2
n is the power spectral density of the noise.

In Fig. 2 present the normalized mean-square error (MSE:E{|(n̂f − nf)/Nf|2}) of the proposed
algorithm in contrast to the approach using noisy template proposed in (Tian & Giannakis,
2005) . The figure shows that the proposed algorithm (blue curve) outperforms that
in (Tian & Giannakis, 2005) (red curve) when the SNR is larger than 10dB. For both algorithms,
the acquisition performance improves with an increase in the length of training symbols N ,
as illustrated by the performance gap among N = 12 and N = 30. Fig. 3 illustrates the BER
performance for the both algorithms. The BERs corresponding to perfect timing (green curve)
and no timing (Magenta curve) are also plotted for comparisons.

4. Low sampling rate channel estimation algorithms

The channel estimation of UWB systems is essential to effectively capture signal energy spread
over multiple paths and boost the received signal-to-noise ratio (SNR). The low sampling
rate channel estimation algorithms have the merits that can greatly lower the implementation
complexity and reduce the costs. However, the development of low sampling rate channel
estimation algorithms is extremely challenging. This is primarily due to the facts that the
propagation models of UWB signals are frequency selective and far more complex than
traditional radio transmission channels.
Classical approaches to this problem are using the maximum likelihood (ML) method or
approximating the solutions of the ML problem. The main drawback of these approaches
is that the computational complexity could be prohibitive since the number of parameters to
be estimated in a realistic UWB channel is very high (Lottici et al., 2002). Other approaches
reported are the minimum mean-squared error schemes which have the reduced complexity
at the cost of performance (Yang & Giannakis, 2004). Furthermore, sampling rate of the
received UWB signal is not feasible with state-of-the-art analog-to-digital converters (ADC)
technology. Since UWB channels exhibit clusters (Cramer et al., 2002), a cluster-based channel
estimation method is proposed in (Carbonelli & Mitra, 2007). Different methods such as
subspace approach (Xu & Liu, 2003), first-order cyclostationary-based method (Wang & Yang,
2004) and compressed sensing based method (Paredes et al., 2007; Shi et al., 2010) proposed
for UWB channel estimation are too complex to be implemented in actual systems.
In this section, we develop a novel optimum data-aided channel estimation scheme that
only relies on frame-level sampling rate data to derive channel parameter estimates from the
received waveform. To begin with, we introduce a set of especially devised templates for
the channel estimation. The received signal is separately correlated with these pre-devised
templates and sampled at frame-level rate. We show that each frame-level rate sample of
any given template can be decomposed to a sum of a frequency-domain channel parameter
and a noise sample. The computation of time-domain channel parameter estimates proceeds
through the following two steps: In step one, for each fixed template, we utilize the samples
gathered at this template and the maximum likelihood criterion to compute the ML estimates
of the frequency-domain channel parameters of these samples. In step two, utilizing the
computed frequency-domain channel parameters, we can compute the time-domain channel
parameters via inverse fast transform (IFFT). As demonstrated in the simulation example,
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by the channel model CM2 described in (Foerster, 2003) . Other parameters are selected as
follows: Tp = 1ns, Nf = 25, Tf = 100ns, Tυ = Tf/10 and the transmitted distance d = 4m.
In all the simulations, we assume that nf and ξ are uniformly distributed over [0, Nf − 1]
and [0, Tf] respectively. To evaluate the effect of the estimate n̂f on the bit-error-rates (BERs)
performance, we assume there is an optimal channel estimator at the receiver to obtain the
perfect template for tracking and coherent demodulation. The signal-to-noise ratios (SNRs)
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in all figures are computed through Es/σ2
n where Es is the energy spread over each symbol at

the transmitter and σ2
n is the power spectral density of the noise.

In Fig. 2 present the normalized mean-square error (MSE:E{|(n̂f − nf)/Nf|2}) of the proposed
algorithm in contrast to the approach using noisy template proposed in (Tian & Giannakis,
2005) . The figure shows that the proposed algorithm (blue curve) outperforms that
in (Tian & Giannakis, 2005) (red curve) when the SNR is larger than 10dB. For both algorithms,
the acquisition performance improves with an increase in the length of training symbols N ,
as illustrated by the performance gap among N = 12 and N = 30. Fig. 3 illustrates the BER
performance for the both algorithms. The BERs corresponding to perfect timing (green curve)
and no timing (Magenta curve) are also plotted for comparisons.

4. Low sampling rate channel estimation algorithms

The channel estimation of UWB systems is essential to effectively capture signal energy spread
over multiple paths and boost the received signal-to-noise ratio (SNR). The low sampling
rate channel estimation algorithms have the merits that can greatly lower the implementation
complexity and reduce the costs. However, the development of low sampling rate channel
estimation algorithms is extremely challenging. This is primarily due to the facts that the
propagation models of UWB signals are frequency selective and far more complex than
traditional radio transmission channels.
Classical approaches to this problem are using the maximum likelihood (ML) method or
approximating the solutions of the ML problem. The main drawback of these approaches
is that the computational complexity could be prohibitive since the number of parameters to
be estimated in a realistic UWB channel is very high (Lottici et al., 2002). Other approaches
reported are the minimum mean-squared error schemes which have the reduced complexity
at the cost of performance (Yang & Giannakis, 2004). Furthermore, sampling rate of the
received UWB signal is not feasible with state-of-the-art analog-to-digital converters (ADC)
technology. Since UWB channels exhibit clusters (Cramer et al., 2002), a cluster-based channel
estimation method is proposed in (Carbonelli & Mitra, 2007). Different methods such as
subspace approach (Xu & Liu, 2003), first-order cyclostationary-based method (Wang & Yang,
2004) and compressed sensing based method (Paredes et al., 2007; Shi et al., 2010) proposed
for UWB channel estimation are too complex to be implemented in actual systems.
In this section, we develop a novel optimum data-aided channel estimation scheme that
only relies on frame-level sampling rate data to derive channel parameter estimates from the
received waveform. To begin with, we introduce a set of especially devised templates for
the channel estimation. The received signal is separately correlated with these pre-devised
templates and sampled at frame-level rate. We show that each frame-level rate sample of
any given template can be decomposed to a sum of a frequency-domain channel parameter
and a noise sample. The computation of time-domain channel parameter estimates proceeds
through the following two steps: In step one, for each fixed template, we utilize the samples
gathered at this template and the maximum likelihood criterion to compute the ML estimates
of the frequency-domain channel parameters of these samples. In step two, utilizing the
computed frequency-domain channel parameters, we can compute the time-domain channel
parameters via inverse fast transform (IFFT). As demonstrated in the simulation example,
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when the training time is fixed, more templates used for the channel estimation yield the
better (BER) performance.

4.1 The signal model
During the channel estimation process, a training sequence is transmitted. Each UWB
symbol is transmitted over a time-interval of Ts seconds that is subdivided into Nf equal size
frame-intervals of length Tf , i.e., Ts = NfTf . A frame is divided into Nc chips with each of
duration Tc , i.e., Tf = NcTc . A single frame contains exactly one data modulated ultrashort
pulse p(t) (so-called monocycle) of duration Tp which satisfies Tp ≤ Tc . The pulse p(t)
normalized to satisfy

∫
p(t)2dt = 1 can be Gaussian, Rayleigh or other. Then the waveform

for the training sequence can be written as

s(t) =
√

Ef

Ns−1

∑
n=0

Nf−1

∑
j=0

bn p(t − nTs − jTf) (23)

where Ef represents the energy spread over one frame and Ns is the length of the training
sequence; bn denotes data, which is equal to 1 during training phase.
Our goal is to derive the estimate of the channel parameter sequence h = [h0, h1, · · · , hL−1] .
Since from the assumption L is unknown, we define a Nc-length sequence p as

p = [h0, h1, · · · , hL−1, hL, hL+1, · · · , hNc−1] (24)

where hl = 0 for l ≥ L . The transmitted signal propagates through an L-path fading channel
as shown in (3). Thus the received signal is

r(t) =
√

Ef

Ns−1

∑
n=0

Nf−1

∑
j=0

Nc−1

∑
l=0

hl p(t − nTs − jTf − l Tc) + n(t) (25)

where n(t) is the zero-mean additive white Gaussian noise (AWGN) with double-side power
spectral density σ2

n/2 .
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4.2 The choices of templates
In this section, a novel channel estimation method that relies on symbal-level samples is
derived. As shown in Fig. 4, the received signal (25) is separately correlated with the
pre-devised templates W0(t), W1(t), · · · , WS(t), and sampled at nTm where sampling period
Tm is on the order of Tf . Let Yi[n] denote the n-th sample corresponding to the template Wi(t) ,
that is,

Yi[n] =
∫ Tm

0
r(t + nTm)Wi(t)dt (26)

with i = 0, 1, · · · , S . Utilizing these samples, we derive the ML estimate of the channel
parameter sequence p in (24).
First we introduce a set of S + 1 templates used for the channel estimation. The number S is
chosen as a positive integer factor of Nc/2 by assuming that Nc which represents the number
of chips Tc in each frame is an even number. That is, we have Nc = 2SM with M also being
defined as a positive integer factor of Nc/2 . The i-th template is defined as

Wi(t) =
√

Ef

No−1

∑
k=0

ωik
No

[p(t − kTc) + p(t − Tf − kTc)] (27)

with No = 2S = Nc/M , ωik
No

= e−j 2πik
No and i ∈ {0, 1, · · · , S} . The duration of each template

Wi(t) is equal to the sampling period Tm which can be expressed as

Tm = (Nc + No)Tc = Tf + NoTc . (28)

4.3 The computation of the channel parameter sequence p
In this section, we derive the channel estimation scheme that only relies on frame-level
sampling rate data. To begin with, let us introduce some notations. Recalling the equation
No = Nc/M following (27), we divide the Nc-length sequence p into M blocks each of size
No . Therefore, equation (24) becomes

p = [h0, h1, · · · , hm, · · · , hM−1] (29)

where the m-th block hm is defined as

hm = [hmNo hmNo+1 · · · hmNo+No−1] (30)

with m ∈ {0, 1, · · · , M−1} . Let Fi denote the No-length coefficient sequence of the i-th
template Wi(t) in (27), i.e.,

Fi = [ω0
No

ωi
No

ω2i
No

· · · ω
(No−1)i
No

] . (31)

The discrete Fourier transform (DFT) of the No-length sequence hm =
[hmNo hmNo+1 · · · hmNo+No−1] is denoted as

Hm = [H0
m, H1

m, · · · , Hi
m, · · · , HNo−1

m ] (32)
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when the training time is fixed, more templates used for the channel estimation yield the
better (BER) performance.

4.1 The signal model
During the channel estimation process, a training sequence is transmitted. Each UWB
symbol is transmitted over a time-interval of Ts seconds that is subdivided into Nf equal size
frame-intervals of length Tf , i.e., Ts = NfTf . A frame is divided into Nc chips with each of
duration Tc , i.e., Tf = NcTc . A single frame contains exactly one data modulated ultrashort
pulse p(t) (so-called monocycle) of duration Tp which satisfies Tp ≤ Tc . The pulse p(t)
normalized to satisfy

∫
p(t)2dt = 1 can be Gaussian, Rayleigh or other. Then the waveform

for the training sequence can be written as
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j=0

bn p(t − nTs − jTf) (23)

where Ef represents the energy spread over one frame and Ns is the length of the training
sequence; bn denotes data, which is equal to 1 during training phase.
Our goal is to derive the estimate of the channel parameter sequence h = [h0, h1, · · · , hL−1] .
Since from the assumption L is unknown, we define a Nc-length sequence p as

p = [h0, h1, · · · , hL−1, hL, hL+1, · · · , hNc−1] (24)

where hl = 0 for l ≥ L . The transmitted signal propagates through an L-path fading channel
as shown in (3). Thus the received signal is

r(t) =
√

Ef

Ns−1

∑
n=0

Nf−1

∑
j=0

Nc−1

∑
l=0

hl p(t − nTs − jTf − l Tc) + n(t) (25)

where n(t) is the zero-mean additive white Gaussian noise (AWGN) with double-side power
spectral density σ2

n/2 .
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4.2 The choices of templates
In this section, a novel channel estimation method that relies on symbal-level samples is
derived. As shown in Fig. 4, the received signal (25) is separately correlated with the
pre-devised templates W0(t), W1(t), · · · , WS(t), and sampled at nTm where sampling period
Tm is on the order of Tf . Let Yi[n] denote the n-th sample corresponding to the template Wi(t) ,
that is,

Yi[n] =
∫ Tm

0
r(t + nTm)Wi(t)dt (26)

with i = 0, 1, · · · , S . Utilizing these samples, we derive the ML estimate of the channel
parameter sequence p in (24).
First we introduce a set of S + 1 templates used for the channel estimation. The number S is
chosen as a positive integer factor of Nc/2 by assuming that Nc which represents the number
of chips Tc in each frame is an even number. That is, we have Nc = 2SM with M also being
defined as a positive integer factor of Nc/2 . The i-th template is defined as

Wi(t) =
√

Ef

No−1

∑
k=0

ωik
No

[p(t − kTc) + p(t − Tf − kTc)] (27)

with No = 2S = Nc/M , ωik
No

= e−j 2πik
No and i ∈ {0, 1, · · · , S} . The duration of each template

Wi(t) is equal to the sampling period Tm which can be expressed as

Tm = (Nc + No)Tc = Tf + NoTc . (28)

4.3 The computation of the channel parameter sequence p
In this section, we derive the channel estimation scheme that only relies on frame-level
sampling rate data. To begin with, let us introduce some notations. Recalling the equation
No = Nc/M following (27), we divide the Nc-length sequence p into M blocks each of size
No . Therefore, equation (24) becomes

p = [h0, h1, · · · , hm, · · · , hM−1] (29)

where the m-th block hm is defined as

hm = [hmNo hmNo+1 · · · hmNo+No−1] (30)

with m ∈ {0, 1, · · · , M−1} . Let Fi denote the No-length coefficient sequence of the i-th
template Wi(t) in (27), i.e.,

Fi = [ω0
No

ωi
No

ω2i
No

· · · ω
(No−1)i
No

] . (31)

The discrete Fourier transform (DFT) of the No-length sequence hm =
[hmNo hmNo+1 · · · hmNo+No−1] is denoted as

Hm = [H0
m, H1

m, · · · , Hi
m, · · · , HNo−1

m ] (32)
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where the frequency-domain channel parameter Hi
m is

Hi
m = Fih

T
m =

No−1

∑
k=0

ωik
No

hmNo+k (33)

with m ∈ {0, 1, · · · , M − 1} and i ∈ {0, 1, · · · , S} .
Our channel estimation algorithm proceeds through the following two steps.

Step 1: Utilizing the set of frame-level samples {Yi[n]}N
n=1 generated from the i-th template,

we compute the ML estimates of the frequency-domain channel parameters {Hi
m}M

m=1 for
i∈{0, 1, · · · , S} . To do this, we show that the samples {Yi[n]}N−1

n=0 from the i-th template has
the following decomposition.

Proposition 1: Every sample in the set {Yi[n]}N−1
n=0 can be decomposed into the sum of a

frequency-domain channel parameter and a noise sample, that is,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Yi[qM] = 2Ef Hi
0 + Zi[qM]

Yi[qM + 1] = 2Ef Hi
1 + Zi[qM + 1]

...
Yi[qM + m] = 2EfHi

m + Zi[qM + m]
...

Yi[qM + M − 1] = 2Ef Hi
M−1 + Zi[qM + M − 1]

(34)

where Zi[n] represents the noise sample. The parameter q belongs to the set {0, 1, · · · , Q − 1}
with Q = � N

M � .
Performing ML estimation to the (m + 1)-th equation in (34) for q = 0, 1, · · · , Q − 1, we can
compute the ML estimate Ĥi

m for the frequency-domain channel parameter Hi
m as

Ĥi
m =

1
2EfQ

Q−1

∑
q=0

Yi[qM + m] (35)

with m ∈ {0, 1, · · · , M − 1} and i ∈ {0, 1, · · · , S} .

Step 2: Utilizing the computed frequency-domain channel parameters {Ĥi
m}S

i=0 from the
Step 1, we derive the estimate of the time-domain channel sequence hm for m ∈ {0, 1, · · · , M−
1} . From the symmetry of the DFT, the time-domain channel parameter sequence hm =
[hmNo hmNo+1 · · · hmNo+No−1] is a real valued sequence, which suggests that the DFT of hm
satisfies

HNo−i
m = (Hi

m)
∗ (36)

with i ∈ {0, 1, · · · , S} and S = No/2 .
Utilizing equation (36), we obtain the estimate for the No-point DFT of hm as

Ĥm = [Ĥ0
m, Ĥ1

m, · · · , ĤS
m, (ĤS−1

m )∗, · · · , (Ĥ2
m)

∗, (Ĥ1
m)

∗] (37)
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The estimate of the time-domain channel parameter ĥm can be compute via No-point IFFT. In
view of equation (29), the estimated channel parameter sequence p in (24) is given by

p̂ = [ĥ0, ĥ1, · · · , ĥM−1] . (38)
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Fig. 5. MSE performance of the algorithm proposed in (Wang & Ge, 2007) and the proposed
algorithm with different number of templates (S = 4 , 8 ,16), when the length of the training
sequence Ns is 30 .

4.4 Simulation
In this section, computer simulations are performed to test the proposed algorithm. The
propagation channels are generated by the channel model CM 4 described in (Foerster, 2003) .
We choose the second-order derivative of the Gaussian pulse as the transmitted pulse with
duration Tp = 1ns. Other parameters are selected as follows: Tf = 64ns, Tc = 1ns, Nc = 64
and Nf = 24 .
Fig. 5 presents the normalized mean-square error (MSE) of our channel estimation algorithm
with different number of templates (S = 4 , 8 , 16) when the length of the training sequence
Ns is 30 . As a comparison, we also plot the MSE curve of the approach in (Wang & Ge, 2007)
which needs chip-level sampling rate. Fig. 6 illustrates the bit-error-rates (BERs) performance
for the both algorithms. The BERs corresponding to the perfect channel estimation (Perfect
CE) is also plotted for comparisons. From these figures, the MSE and BER performances of
our algorithm improve as the number of templates increases. In particular, as shown in Fig. 5
and Fig. 6, the MSE and BER performances of our algorithm that relies only on the frame-level
sampling period Tf = 64ns is comparable to that of the approach proposed in (Wang & Ge,
2007) which requires chip-level sampling period Tc = 1ns.
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where the frequency-domain channel parameter Hi
m is

Hi
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hmNo+k (33)

with m ∈ {0, 1, · · · , M − 1} and i ∈ {0, 1, · · · , S} .
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m=1 for
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the following decomposition.

Proposition 1: Every sample in the set {Yi[n]}N−1
n=0 can be decomposed into the sum of a

frequency-domain channel parameter and a noise sample, that is,

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Yi[qM] = 2Ef Hi
0 + Zi[qM]

Yi[qM + 1] = 2Ef Hi
1 + Zi[qM + 1]

...
Yi[qM + m] = 2EfHi

m + Zi[qM + m]
...

Yi[qM + M − 1] = 2Ef Hi
M−1 + Zi[qM + M − 1]

(34)
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with m ∈ {0, 1, · · · , M − 1} and i ∈ {0, 1, · · · , S} .
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i=0 from the
Step 1, we derive the estimate of the time-domain channel sequence hm for m ∈ {0, 1, · · · , M−
1} . From the symmetry of the DFT, the time-domain channel parameter sequence hm =
[hmNo hmNo+1 · · · hmNo+No−1] is a real valued sequence, which suggests that the DFT of hm
satisfies

HNo−i
m = (Hi
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with i ∈ {0, 1, · · · , S} and S = No/2 .
Utilizing equation (36), we obtain the estimate for the No-point DFT of hm as
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The estimate of the time-domain channel parameter ĥm can be compute via No-point IFFT. In
view of equation (29), the estimated channel parameter sequence p in (24) is given by

p̂ = [ĥ0, ĥ1, · · · , ĥM−1] . (38)
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4.4 Simulation
In this section, computer simulations are performed to test the proposed algorithm. The
propagation channels are generated by the channel model CM 4 described in (Foerster, 2003) .
We choose the second-order derivative of the Gaussian pulse as the transmitted pulse with
duration Tp = 1ns. Other parameters are selected as follows: Tf = 64ns, Tc = 1ns, Nc = 64
and Nf = 24 .
Fig. 5 presents the normalized mean-square error (MSE) of our channel estimation algorithm
with different number of templates (S = 4 , 8 , 16) when the length of the training sequence
Ns is 30 . As a comparison, we also plot the MSE curve of the approach in (Wang & Ge, 2007)
which needs chip-level sampling rate. Fig. 6 illustrates the bit-error-rates (BERs) performance
for the both algorithms. The BERs corresponding to the perfect channel estimation (Perfect
CE) is also plotted for comparisons. From these figures, the MSE and BER performances of
our algorithm improve as the number of templates increases. In particular, as shown in Fig. 5
and Fig. 6, the MSE and BER performances of our algorithm that relies only on the frame-level
sampling period Tf = 64ns is comparable to that of the approach proposed in (Wang & Ge,
2007) which requires chip-level sampling period Tc = 1ns.
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Fig. 6. BER performance of Perfect CE, the algorithm proposed in (Wang & Ge, 2007) and the
proposed algorithm with different number of templates (S = 4 , 8 ,16), when the length of the
training sequence Ns is 30 .

5. Conclusion

In this chapter, we are focusing on the low sampling rate time acquisition schemes and channel
estimation algorithms of UWB signals. First, we develop a novel optimum data-aided (DA)
timing offset estimator that utilizes only symbol-rate samples to achieve the channel delay
spread scale timing acquisition. For this purpose, we exploit the statistical properties of
the power delay profile of the received signals to design a set of the templates to ensure
the effective multipath energy capture at any time. Second, we propose a novel optimum
data-aided channel estimation scheme that only relies on frame-level sampling rate data to
derive channel parameter estimates from the received waveform.
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5. Conclusion

In this chapter, we are focusing on the low sampling rate time acquisition schemes and channel
estimation algorithms of UWB signals. First, we develop a novel optimum data-aided (DA)
timing offset estimator that utilizes only symbol-rate samples to achieve the channel delay
spread scale timing acquisition. For this purpose, we exploit the statistical properties of
the power delay profile of the received signals to design a set of the templates to ensure
the effective multipath energy capture at any time. Second, we propose a novel optimum
data-aided channel estimation scheme that only relies on frame-level sampling rate data to
derive channel parameter estimates from the received waveform.
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1. Introduction  

The demand for a large capacity, high-reliability and high-quality has recently increased 
in communication systems such as wireless LAN. As a system for this demand, Spread 
Spectrum (SS) system and Orthogonal Frequency Division Multiplexing (OFDM) system 
have been studied [1], [2]. Various communication systems are used by the usage for a 
wireless communication and Ultra Wideband (UWB) has attracted much attention as an 
indoor short range high-speed wireless communication in the next-generation. Frequency 
band used of UWB communication is larger than that of a conventional SS 
communication, and the UWB communication system has high-speed transmission rate 
[3], [4]. 
UWB communication has high resolution for multipath to use nano-order pulses, assuming 
a lot of paths delayed by walls and obstacles in an indoor environment. Furthermore, due to 
a long delay-path exists, it has known to cause Inter-Symbol Interference (ISI) that 
influences a next demodulated signal, and the performance of receiver is degraded. 
In UWB communications, there is a DS/UWB system applied Direct Sequence (DS) method 
as one of SS modulated methods. When a binary sequence such as M sequence is adopted as 
a code sequence, its sequence may cause complicated ISI by a multipath environment. Then, 
to improve Signal-to-Noise Ratio (SNR), a selective RAKE reception method is adopted at a 
receiver. A selective RAKE reception method can gather peaks of scattered various signals 
for one peak [5]-[7]. However, when an interference is too large by a multipath 
environment, it is difficult to gather receive energy efficiently. 
In this chapter, to resolve the ISI problem caused by a multipath environment, a novel 
Received Response (RR) sequence that has better properties than a M sequence is proposed, 
and its generation method is shown. The RR sequence is generated by using estimated 
channel information at a transmitter. Furthermore, the properties of the RR sequence are 
evaluated for the number of pulses of the RR sequence and the number of RAKE fingers in 
UWB system, and the effectiveness of RR sequence is shown. 
The main contents of this chapter are presented in the below Sections. The explanation of 
the DS/UWB system and the RR sequence is presented in Section 2. The explanation of the 
generation method of the RR sequence will be explained in Section 3. In Section 4, 
simulation conditions and results are shown and discussed. Conclusion of this chapter is 
presented in Section 5. Refferences are added in Section 6. 
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2. DS/UWB and Received Response sequence 
A Direct Sequence Spread Spectrum (DS/SS) system, in which the bandwidth is spread by 
using extremely short duration pulses, has high resolution for paths. A DS/UWB system is 
applied UWB to DS/SS system. Only short duration pulse is used, that system is basically 
the same one as DS/SS. In a UWB system, a method for getting large SNR is needed to 
secure reliability of communication at a receiver though power spectrum density of 
transmitted signals is less than noise level. However, due to transmitting signals are 
reflected by walls and obstacles and ISI is caused by long delayed multipath in a UWB 
receiver. Therefore, for multipath in wideband signal, RAKE reception method has been 
known, which separates paths from an output of Matched Filter (MF) of received signals in 
some interval and gathers them as path diversity. 
When signals continue in one code sequence, a multipath environment causes complicated 
ISI. Therefore, when such a binary code sequence as a conventional M sequence is used 
under a multipath environment, the received energy can not be gathered efficiently if RAKE 
reception method is used at a receiver. 
In this chapter, we propose Received Response (RR) sequence that the time which signals 
dare not to be transmitted is made, and ternary sequence of +1, 0, -1 is used. In using RR 
sequence, channel information is estimated at a transmitter, and the ISI component known 
from channel information is used. Then a generation interval of chip and polarity are 
adjusted, and the delayed chips are composed chips of dominant wave. Therefore, it is 
possible to made high level peaks from these signal components. 

3. A generation method of RR sequence 
At a transmitter, RR sequence can be generated in the following procedure (A), (B) and (C). 

a. A pulse of UWB and an estimated impulse response are convoluted. Then an ideal 
received response is obtained before passing of a MF. 

b. From the ideal received response like Figure 1, the biggest response is decided as a 
dominant wave. Then two components of  “An estimated position of a selective 
RAKE finger” and “A polarity of the response of an estimated position (±1)” are 
obtained within a code length.  

c. Its estimated position and polarity are corresponded, and RR sequence is 
generated.  

Furthermore, the position of a selective RAKE finger and the polarity are corresponded with 
information of Proc. (B), that is, with RR sequence. The shorter an interval of estimated 
position of a selective RAKE finger, the better the performance.  In this chapter, we 
determine that the interval is one-tenth a chip time. 
As an example of using an impulse response of a Non Line of Site (NLOS) environment 
more than 10 meters in a multipath channel model (named as CM4) adopted 
IEEE802.15.3a [8], 6RR sequence is generated. Information estimated position of the 6 
RAKE fingers is obtained in Figure 1, then Figure 2 shows 6RR sequence of 6 pulses (a 
code length of 15[ns] is assumed here). If the number of pulse for RR sequence is changed, 
it had better change the number of information estimated position of the selective RAKE 
finger in Proc. (B). 
Next, a construction and effect of RR sequence is shown using a simplistic ideal received 
response and RR sequence obtained from its response. Figure 3 shows a received response 
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and an example RR sequence (4RR sequence is assumed here for simplicity) obtained from 
its response. Then using 4RR sequence that showed in Figure 3, Figure 4 shows a combined 
transmitting signal after passing multipath channel and before passing a matched filter 
when RR sequence is transmitted actually. 
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Fig. 1. An example of an ideal received response under the CM4 environment  
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Fig. 3. An example of an ideal received response and RR sequence 

In Figure 4, when (I) component is paid attention as a dominant wave, it can be confirmed 
that 2nd, 3rd and 4th pulse of (I) component combined with each 1st pulse of components 
except (I) component delayed from dominant wave (where (II), (III) and (IV) components 
are shown). The delayed components emphasize the pulse of (I) component on In-phase, 
and besides the 4th pulse of (I) component is combined with the 3rd pulse of (III) 
component on In-phase except 1st pulse of (IV) component. This cause is to be combined on 
In-phase accidentally by the type of received response, and to be combine reversed phase 
too. These can be similarly said even other components. For example, when (III) component 
is paid attention, it can be confirmed that 1st, 2nd and 4th pulse of (III) component 
combined with each 3rd pulse of components except (III) component. The components 
except (III) emphasize the pulse of (III) component on In-phase. 
By intentionally combining delayed components with received signals like emphasizing 
each other, when RR sequence is transmitted instead of a code sequence like simple M 
sequence, components at finger positions selecting RAKE can be emphasized and properties 
of receiver can be improved. In this example, although the simple example is showed, the 
actual selecting paths for the selective RAKE reception are selected sequentially from large 
one in many paths. Therefore, combining signals is large, and properties of receiver are 
improved greatly. 

4. Simulation results 
By the MF reception, the Bit Error Rate (BER) characteristics of proposed RR sequence are 
compared with that of conventional M sequence. Then BER characteristics when the number 
of RAKE finger is changed are shown in the selective RAKE reception. For the selective 
RAKE reception method, a LMS RAKE reception method [9] that has an effect in a channel 
existing ISI is adopted. For the channel, CM4 of NLOS environment and CM1 of LOS 
environment [8] are adopted.  
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To compare superiority or inferiority of the BER characteristics for digital communication 
method, the BER characteristics are compared and discussed by using Eb/N0. And Eb 
originally shows received bit energy at the receiver. However Eb is greatly changed by the 
various channels in UWB systems. So that, when the channel is changed, the BER 
characteristics are not compared correctly. Therefore in this chapter, in the between 
transmitter and receiver, as the received energy when a only dominant wave arrived in the 
receiver under a channel condition having no delayed wave, that is to say,  Eb’ of 
transmission output, BER characteristics are compared and discussed by using Eb’/N0. By 
using Eb’, Eb’ is not changed for the change of the channel models, so the superiority or 
inferiority of BER characteristics can be compared. 

4.1 Comparisons of characteristics for the number of transmitted pulses 
To confirm the effect of RR sequence of receiving performance against multipath 
environments, by using the BER characteristics in the MF reception, RR sequence is 
compared with M sequence that is used as spread sequence of a conventional DS system. 
And the effect is confirmed when the number of pulses is changed.  
Figure 5 shows an example of an ideal received response under the CM1 environment 
(LOS environment). Table 1 shows the specification of simulations 1. Figure 6 (1) - (5) 
shows the transmitted sequences adopting the channel of CM4 in which the received 
response like Figure 1 can be obtained. And Figure 7 shows its BER characteristics. Then 
Figure 8 (1)-(5) shows the transmitted sequences adopting the channel of CM1 in which 
the received response like Figure 5 can be obtained. And Figure 9 shows its BER 
characteristics. 
At first, in Figure 7 of the BER characteristics adopting CM4, as the number of pulses in RR 
sequence is increased to 6RR sequence using 6 pulses, the good BER characteristics can be 
obtained. However, when the number of pulses is increased to 15RR sequence using 15 
pulses from 6RR sequence, the BER characteristics becomes degraded. From the above, it 
can be confirmed that the suitable number of the pulses exists by the channel model in RR 
sequences. In this case, 6RR sequence is the best number of the pulses in CM4 using this 
simulation. And 6RR sequence is best though 5RR sequence and 7RR sequence aren’t shown 
here. When 6RR sequence is compared with M sequence of the code length 15, it is shown 
that the BER characteristic is improved greatly in 6RR sequence. 
Next, in Figure 9 of the BER characteristics adopting CM1, 3RR sequence using 3 pulses 
becomes the good BER characteristic. And 3RR sequence is best though 2RR sequence and 
4RR sequence aren’t shown here. Furthermore, if the number of pulses is increased more 
than 3 pulses, it is confirmed that the BER characteristics is so degraded. As this reason, in 
CM1, the 3 higher paths occupy the greater part of the energy in the whole received 
response, therefore, it is considered that the best characteristic is obtained by generating 
RR sequence using the information of the 3 higher paths. And even if the number of 
pulses is increased by using the information of paths after them, it is considered that the 
great change of the characteristics is not appeared because the energy of the rest received 
paths is small. 
Thus, the energy of received response in CM4 can be scattered not only a dominant wave 
but also delayed waves. Therefore, if RR sequence is generated, it is possible to compose 
delayed waves like emphasizing the received signal. However, using many pulses might 
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negatively affect the receiving performance by complicated ISI components, so it is 
supposed that the suitable number of pulses exists. On the other hand, as CM1 has a few 
delayed waves and has a few ISI components, too, the RR sequence is generated by using 
the information of paths in which the energy of the received response is large, even though 
the pulses are increased by using the information of paths after them, the interference 
components are not occurred in CM1, which is different from CM4, and the change of the 
BER characteristics is little in CM1. 
The suitable number of pulses for the smallest BER is changed by the channel models like as 
6RR sequence in CM4 and 3RR sequence CM1 used in this section. 
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To compare superiority or inferiority of the BER characteristics for digital communication 
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(1) 1 pulse sequence under the CM4 environment 
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(2) 4RR sequence under the CM4 environment 
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(3) 6RR sequence under the CM4 environment 
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(4) 15RR sequence under the CM4 environment 
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(5) M sequence under the CM4 environment 

Fig. 6. Transmitted sequences under the CM4 environment 
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Fig. 7. BER characteristics of MF reception under the CM4 environment 

 
A Proposal of Received Response Code Sequence in DS/UWB 

 

43 

 

-1 .5

-1

-0 .5

0

0 .5

1

1 .5

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Time[ns]

V
o
lt
a
g
e
[V

]

 
(1) 1 pulse sequence under the CM1 environment 
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(2) 3RR sequence under the CM1 environment 
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(1) 1 pulse sequence under the CM1 environment 
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(3) 6RR sequence under the CM1 environment 
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(4) 13RR sequence under the CM1 environment 
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Fig. 8. Transmitted sequences under the CM1 environment 
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Fig. 9. BER characteristics of MF reception under the CM1 environment 
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4.2 Comparisons of characteristics for the number of selective RAKE fingers 
Under CM4 and CM1 environments, receiving performance for the number of RAKE fingers 
when RR sequence is combined with LMS-RAKE reception system [9] is discussed by using 
the BER characteristics. Table 2 shows the specification of simulations 2. Figure 10 shows the 
BER characteristics when 6RR sequence is used under the CM4 environment. Figure 11 
shows the BER characteristics when 3RR sequence is used under the CM1 environment. In 
this section the BER characteristics using M sequence also is shows for comparison. In each 
figure, the curve that the number of RAKE fingers is one means that it is the same results 
with the MF reception. 
At first, in Figure 10 of the BER characteristics adopting CM4, as the number of RAKE 
fingers of 6RR sequence and M sequence is increased, it can be confirmed that the BER 
characteristics are improved. And an amount of improvement becomes small as the number 
of RAKE fingers of the combined system is increased. When the number of RAKE fingers is 
increased from 10 to 20 in 6RR sequence, the BER characteristics are improved only a little. 
The BER characteristics are saturated. On the other hand, when the number of RAKE fingers 
is 20 in M sequence, the BER characteristics are not yet saturated. Therefore, it is necessary 
to increase more the number of RAKE fingers. From the above, the number of RAKE fingers 
of 6RR sequence has fewer than that of M sequence, so that, the BER characteristics can be 
improved to a saturated condition. In other words, the energy scattering under the 
multipath environment is captured efficiently by using RR sequence, and the almost part of 
the scattering energy can be captured with about 10 fingers. 
Next, the BER characteristics under CM1 environment in Figure 11 show similar with that of 
Figure 10. Even in the case of M sequence, the property approaching the saturated condition 
is shown according to increment of the number of RAKE fingers. Additionally when BER 
characteristics of the case of 20 fingers in 3RR sequence, which is approaching the saturated 
condition, is compared with that in M sequence, the difference of the performance of 3 [dB] 
can be obtained, that is, the difference of performance between 3RR sequence and M 
sequence is shown by using the LMS-RAKE reception method. 
Consequently, RR sequence has better performances than that of M sequence in the number 
of a few RAKE fingers. And RR sequence can be approach the saturated condition of the 
BER characteristics. Therefore, a circuit scale in the receiver is reduced by using RR 
sequence, and a cost of the system can be reduced. 
 

 
 

Table 2. Specification of simulations 2 

 
A Proposal of Received Response Code Sequence in DS/UWB 

 

47 

 

1 .0E-04

1 .0E-03

1 .0E-02

1 .0E-01

1 .0E+00

-14 -12 -10 -8 -6 -4 -2 0 2 4

Eb'/N0[dB]

B
E

R

6RR f ing .=1
6RR f ing .=10
6RR f ing .=20
M seq. f ing .=1
M seq. f ing .=10
M seq. f ing .=20
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5. Conclusions 
In this chapter, in order to solve the ISI problem caused by the multipath environments, we 
have proposed the received response sequence (ternary code sequence) in DS/UWB 
which is generated by using the channel information of the multipath environment, and 
have shown the generating method. By using the proposed sequence, it has been shown 
that the BER characteristics have been improved greater than that of M sequence in a 
conventional sequence when the number of pulses has been selected properly. And the 
receiving energy has been captured efficiently even if the number of selective RAKE 
fingers has been a few. Therefore, the circuit scale in the receiver has become small and 
the cost of the system can be reduced. 
For further studies, it will be necessary that the effectiveness of the received response is 
discussed by using a pilot signal which is estimated the channel information in the 
transmitter practically. 
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1. Introduction

Ultra-wideband (UWB) systems operate in the 3.1 ∼ 10.6GHz spectrum allowed by
the Federal Communications Commission (FCC) on an unlicensed basis. The ultrawide
bandwidth and ultralow transmission power density (-41.25 dBm/MHz for indoor
applications) make UWB technology attractive for high-speed, short-range (e.g.,indoor)
wireless communications Cai et al. (2006). UWB signal generations for the high-speed,
short-range networking is in support of a variety of potential low-cost, low-power multimedia
transport applications in home and enterprise environments. Typical scenario is provisioning
wireless data connectivity between desktop PC and associated peripherals like keyboard,
mouse, printer, etc. Additional driver applications relates to streaming of digital media
content between consumer electronics appliances such as TV sets, VCRs, audio CD/DVD and
MP3 players Roy et al. (2004).
In an impulse-based DS-UWB system, the transmitted data bit is spread over multiple
consecutive pulses of very low power density and ultra-short duration. This introduces
resolvable multipath components having differential delays in the order of nanoseconds.
Thus, the performance of a DS-UWB system is significantly degraded by the inter-chip
interference (ICI) and inter-symbol interference (ISI) due to multipath propagation Liu &
Elmirghani (2007).
In a frequency-selective fading channel, a RAKE receiver can be used to exploit multipath
diversity by combining constructively the monocycles received from the resolvable paths.
Maximum ratio combining (MRC)-RAKE is optimum when the disturbance to the desired
signal is sourced only from additive white Gaussian noise (AWGN), therefore it has
low computational complexity. However, the presence of multipath fading, ISI, and/or
narrowband interference (NBI) degrades the system performance severely Sato & Ohtsuki
(2005). The maximum likelihood detection (MLD) is optimal in such a frequency selective
channel environment as UWB channel but its computational complexity grows exponentially
with the constellation size and the number of RAKE fingers.
The high computational complexity of MLD motivates research for suboptimal receivers with
reduced complexity such as linear and non-linear equalizers. In Kaligineedi & Bhargava
(2006), performance of non-linear frequency domain equalization schemes viz. decision
feedback equalization (DFE) and iterative DFE for DS-UWB systems were studied. Eslami
et al in Eslami & Dong (2005) presented the performance of joint RAKE and minimum mean
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5. Conclusions 
In this chapter, in order to solve the ISI problem caused by the multipath environments, we 
have proposed the received response sequence (ternary code sequence) in DS/UWB 
which is generated by using the channel information of the multipath environment, and 
have shown the generating method. By using the proposed sequence, it has been shown 
that the BER characteristics have been improved greater than that of M sequence in a 
conventional sequence when the number of pulses has been selected properly. And the 
receiving energy has been captured efficiently even if the number of selective RAKE 
fingers has been a few. Therefore, the circuit scale in the receiver has become small and 
the cost of the system can be reduced. 
For further studies, it will be necessary that the effectiveness of the received response is 
discussed by using a pilot signal which is estimated the channel information in the 
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1. Introduction

Ultra-wideband (UWB) systems operate in the 3.1 ∼ 10.6GHz spectrum allowed by
the Federal Communications Commission (FCC) on an unlicensed basis. The ultrawide
bandwidth and ultralow transmission power density (-41.25 dBm/MHz for indoor
applications) make UWB technology attractive for high-speed, short-range (e.g.,indoor)
wireless communications Cai et al. (2006). UWB signal generations for the high-speed,
short-range networking is in support of a variety of potential low-cost, low-power multimedia
transport applications in home and enterprise environments. Typical scenario is provisioning
wireless data connectivity between desktop PC and associated peripherals like keyboard,
mouse, printer, etc. Additional driver applications relates to streaming of digital media
content between consumer electronics appliances such as TV sets, VCRs, audio CD/DVD and
MP3 players Roy et al. (2004).
In an impulse-based DS-UWB system, the transmitted data bit is spread over multiple
consecutive pulses of very low power density and ultra-short duration. This introduces
resolvable multipath components having differential delays in the order of nanoseconds.
Thus, the performance of a DS-UWB system is significantly degraded by the inter-chip
interference (ICI) and inter-symbol interference (ISI) due to multipath propagation Liu &
Elmirghani (2007).
In a frequency-selective fading channel, a RAKE receiver can be used to exploit multipath
diversity by combining constructively the monocycles received from the resolvable paths.
Maximum ratio combining (MRC)-RAKE is optimum when the disturbance to the desired
signal is sourced only from additive white Gaussian noise (AWGN), therefore it has
low computational complexity. However, the presence of multipath fading, ISI, and/or
narrowband interference (NBI) degrades the system performance severely Sato & Ohtsuki
(2005). The maximum likelihood detection (MLD) is optimal in such a frequency selective
channel environment as UWB channel but its computational complexity grows exponentially
with the constellation size and the number of RAKE fingers.
The high computational complexity of MLD motivates research for suboptimal receivers with
reduced complexity such as linear and non-linear equalizers. In Kaligineedi & Bhargava
(2006), performance of non-linear frequency domain equalization schemes viz. decision
feedback equalization (DFE) and iterative DFE for DS-UWB systems were studied. Eslami
et al in Eslami & Dong (2005) presented the performance of joint RAKE and minimum mean
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square error (MMSE) equalizer receiver for UWB communication systems. Parihar et al in
two different papers, Parihar et al. (2005) and Parihar et al. (2007) gave thorough analysis of
linear and non-linear equalizers for DS-UWB systems considering two different modulation
techniques, binary phase shift keying (BPSK) and 4-ary bi-orthogonal keying (4BOK).
Known channel state information (CSI) has been assumed in previous work but practically
this is not feasible, because the wireless environment is always changing. Channel estimation
is of particular importance in future broadband wireless networks since high data-rate
transmissions lead to severe frequency-selective channel fading, which necessitates the use
of channel estimation/equalization techniques to combat significant the ISI Sun & Li (2007).
Lots of research work has been done on channel estimation techniques using both the training
based and blind approaches. In Sato & Ohtsuki (2005), Mielczarek et al. (2003) and Chu
et al. (2008), the pilot-aided channel estimation were carried out. Sato and Ohtsuki in
Sato & Ohtsuki (2005) used data-aided approach based on using known pilot symbols to
estimate the channel impulse response. The sliding window (SW) and successive cancellation
(SC) algorithms were proposed in Mielczarek et al. (2003). Chu et al. also proposed
a pilot-channel-assisted log-likelihood-ratio selective combining (PCA-LLR-SC) scheme for
UWB systems in Chu et al. (2008). In another set of data-aided approaches based on maximum
likelihood (ML) scheme, Wang, Xu, Ji & Zhang (2008) proposes a ML approach to channel
estimation using a data-aided simplified ML channel estimation algorithm. In Lottici et al.
(2002), Lottici et al. proposed data-aided (DA) and non-data aided (NDA) scenarios based
on the ML criterion. Frequency domain channel estimation were reported in Takanashi et al.
(2008) where an iterative frequency domain channel estimation technique was proposed for
multiple-input multiple-output (MIMO)-UWB communication systems.
The genetic algorithm (GA) works on the Darwinian principle of natural selection called
"survival of the fittest". GA possesses an intrinsic flexibility and freedom to choose desirable
optima according to design specifications. GA presumes that the potential solution of any
problem is an individual and can be represented by a set of parameters regarded as the
genes of a chromosome and can be structured by a string of values in binary form Man et al.
(1999). GA is a well studied and effective search technique used in lots of work in CDMA
communication systems as can be found in Erguin & Hacioglu (2000); Yen & Hanzo (2001)
and Al-Sawafi (2004). In Erguin & Hacioglu (2000), a hybrid approach that employs a GA
and multistage detector for the multiuser detection in CDMA system was proposed. Yen
and Hanzo in Yen & Hanzo (2001) applied GA as a joint channel estimation and multiuser
symbol detection in synchronous CDMA systems. A micro GA was developed in Al-Sawafi
(2004) as a multiuser detection technique in CDMA system. GA has also been applied to
UWB communication systems in Gezici et al. (2005); Wang et al. (2004) and Wang, Yang & Wu
(2008). In Gezici et al. (2005), a GA-based iterative finger selection scheme, which depends on
the direct evaluation of the objective function, was proposed. T.Wang et al in Wang et al. (2004)
formulated an optimization problem aiming to reduce multiband jam interference power on
UWB THSS IR system with 2-PPM which belongs to the class of nonlinear combinational
optimization. UWB pulse design method was carried out in Wang, Yang & Wu (2008) using
the GA optimization. However, to the best of our knowledge, no work has been done, using
GA for channel equalization with pilot-aided channel estimation in DS-UWB communication
systems.
In this chapter, we propose an equalization approach using GA in DS-UWB wireless
communication, where GA is combined with a RAKE receiver to combat the ISI due to the
frequency selective nature of UWB channels for high data rate transmission. We also compare
our proposed RAKE-GA equalization approach with the MMSE based linear equalization
approach and the optimal MLD approach to demonstrate a trade-off between performance
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and computational complexity. Moreover, we employ a data aided approach to estimate the
channel amplitudes and delays using a sliding window method, which has lower complexity
than ML based channel estimation methods Sato & Ohtsuki (2005).
Simulation results show that the proposed GA based structure significantly outperforms
the RAKE and RAKE-MMSE receivers. It also provides a very close bit error rate
(BER) performance to the optimal RAKE-MLD approach, while requiring a much lower
computational complexity. The impact of the number of RAKE fingers on the RAKE-GA
algorithm and the speed of convergence in terms of the BER against the number of generations
are investigated by simulation, while the number of training overhead, that is the percentage
of pilot symbols size compared to the number of transmitted data, is also presented with a
plot of BER against the number of training symbols.
Section 2 is the system model. We propose a RAKE-GA equalization approach in Section 3.
The data-aided channel estimation for all the receivers are presented in Section 4. Section
5 presents the computational complexity of the RAKE-GA. Simulation results are shown in
Section 6. Section 7 draws the conclusion.

2. System model

2.1 Transmit signal
The transmit signal for the DS-UWB can be expressed as

x (t) =
√

Ec

∞

∑
k=−∞

dkvTR (t − kTs) . (1)

where the transmit pulse vTR (t), is generated by using the ternary orthogonal code sequence
as specified in the IEEE standard ? due to its orthogonality and is of the form given in (2). Ec

is the energy per transmitted pulse, dk ∈ {±1} is the kth transmit symbol, Ts is the interval
of one symbol or frame time, each frame is subdivided into Nc equally spaced chips giving
Ts = NcTc.

vTR (t) =
Nc−1

∑
i=0

big (t − iTc) . (2)

where bi ∈ {−1, 0, 1} is the ith component of the spreading code, Tc is the chip width, g (t)
represents the transmitted monocycle waveform which is normalized to have unit energy and
Nc is the length of the spreading code sequence.

2.2 Channel model
According to Molisch & Foerster (2003), a reliable channel model, which captures the
important characteristics of the channel, is a vital prerequisite for system design. Toward
this end, the IEEE 802.15.3a task group has evaluated a number of popular indoor channel
models to determine which model best fits the important characteristics from realistic channel
measurements using UWB waveforms. The goal of the channel model is to capture the
multipath characteristics of typical environments where IEEE 802.15.3a devices are expected
to operate. The model should be relatively simple to use in order to allow PHY proposers
to use the model and, in a timely manner, evaluate the performance of their PHY in typical
operational environments.
A log-normal distribution rather than a Rayleigh distribution for the multipath gain
magnitude is used because the log-normal distribution fits the measurement data better. In
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addition, independent fading is assumed for each cluster as well as each ray within the cluster.
Therefore, channel impulse response of this model expressed in a simpler form is given as:

h (t) =
Ltot

∑
l=1

hlδ (t − τl) . (3)

where Ltot is the total number of paths, τl (= lTc) is the delay of the lth path component and
hl is the lth path gain Foerster (2003).

2.3 Receive signal
The receive signal r (t), which is the convolution of the transmit signal in (1) with the channel
impulse responses given in (3) and the addition of noise is shown in (4) as

r (t) = x (t) ∗ h (t) + n (t) =
√

Ec

∞

∑
k=−∞

dkvTR

Ltot

∑
l=1

hl

(
t − kTf − τl

)
+ n (t) . (4)

where n (t) is the additive white Gaussian noise (AWGN) with zero mean and a variance of
σ2, ∗ denotes the convolution operator.

3. RAKE-GA based equalization for DS-UWB systems

In this section, we present an equalization approach for DS-UWB systems by using GA.
The block diagram of the GA based equalization approach is shown in Fig. 1, where the
blocks in the dashed boxing are the initialization of the GA based equalization using RAKE
demodulator. The GA is then employed to equalize the output signals from the RAKE
demodulator. Compared to the optimal MLD receiver, the proposed RAKE-GA receiver has
much lower computational complexity and negligible performance degradation.

Fig. 1. RAKE-GA for DS-UWB system

52 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation Genetic Algorithm based Equalizer for Ultra-Wideband Wireless Communication Systems 5

3.1 Initialization of RAKE-GA
It is well known that a good initial value is critical in GA based algorithms. For DS-UWB
systems, the performance of GA only receiver without proper initialization is even worse
than RAKE receiver only due to the frequency selective nature of UWB channels. To this end
we obtained our initial population for the GA optimization from the RAKE soft estimates so
as to improve the BER performance of our system. A typical RAKE receiver is composed of
several correlators followed by a linear combiner, as shown in Fig. 1. The signal received
at the RAKE receiver is correlated with delayed versions of the reference pulse, which is the
ternary orthogonal spreading sequence, multiplied by the tap weights, the output signals are
then combined linearly Siriwongpairat & Liu (2008).
MRC-RAKE combiner, which uses the strongest estimated fingers to select the received
signal at the delay times τf l (l = 0, ..., L − 1)?, was employed in this work. Perfect chip
synchronization between the transmitter and the receiver is assumed. The lth correlator’s

output y f l
k of the RAKE receiver for the kth desired symbol is given by

y f l
k =

∫ (k+1)Ts+τf l

kTf +τf l

r (t) vTR

(
t − kTs − τf l

)
dt. (5)

Expression (5) in vector notation is expressed as shown in (6)

yk =
√

Esdkh + ik + nk. (6)

where yk =
[
y f 1

k , ...y f L
k

]T
, h =

[
h f 1, ...h f L

]T
, ik =

[
i f
k , ...i f L

k

]T
with i f L

k denoting ISI of the kth

symbol for the lth correlator and nk =
[
n f

k , ...n f L
k

]T
with n f L

k being the noise component of the

kth symbol for the lth correlator. L is the number of RAKE fingers. Es = NcEc which is the
energy per symbol. The Selective RAKE receiver output with MRC technique is expressed as

d̃k = fl̃Tyk. (7)

where fl̃ = [γ̃1, ..., γ̃L]
T is the finger weights of the RAKE receiver estimated from the channel

taps, γ̃l = ĥ f l where ĥ f l=
[
ĥ f 1, ...ĥ f L

]T
are the channel estimates. The results obtained in (7),

which are soft estimates are used as initialization of GA optimization in the following section.
The decision function is used to determine the estimated received data as follows:

d̂k = sign
(
d̃k
)

(8)

3.2 RAKE-GA
The Theory of GA
Despite the intuitive appeal and the symmetry of GAs, it is crucial that we back these fuzzy
feelings and speculations about GAs using cold, mathematical facts. The schemata theory
will help us to do this.The schemata theory and their net effect of reproduction and genetic
operators on building blocks contained within the population for the GA are discussed below
Goldberg (1989).
Schema Theory
The design methodology of the GA relies heavily on Holland’s notion of schemata. It simply
states that schemata are sets of strings that have one or more features in common. A schema
is built by introducing a “don’t care” symbol, “#,” into the alphabet of genes, i.e., #1101#0. A
schema represents all strings (a hyperplane or subset of the search space), which match it on
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all positions other than “#.” It is clear that every schema matches exactly 2‘ strings, where “r”
is the number of don’t care symbols, “#,” in the schema template. For example, the set of the
schema #1101#0 is {1110110, 1110100, 0110110, 0110100} Tang et al. (1996).
Effect of Selection
Since a schema represents a set of strings, we can associate a fitness value f (S, t) with schema
“S, ” and the average fitness of the schema. f (S, t) is then determined by all the matched
strings in the population. Using proportional selection in the reproduction phase as was done
in our RAKE-GA algorithm, we can estimate the number of matched strings of a schema “S”
in the next generation.
Let ζ (S, t)be the number of strings matched by schema “S” at current generation. The
probability of its selection (in a single string selection) is equal to f (S, t)/F(t). where F(t)
is the average fitness of the current population. The expected number of occurrences of S in
the next generation is

ζ (S, t + 1) = ζ (S, t)× f (S, t)
F (t)

(9)

Let

ε = ( f (S, t)− F (t)) /F (t) (10)

If ε > 0, it means that the schema has an above-average fitness and vice versa.
Substituting (10) into (9) and it shows that an “above average” schema receives an
exponentially increasing number of strings in the next generations as presented in (11)

ζ (S, t) = ζ (S, 0) (1 + ε)t (11)

Effect on Crossover
During the evolution of a GA, the genetic operations are disruptive to current schemata;
therefore, their effects should be considered. Assuming that the length of the chromosome is
P, which is the number of individuals within a population and scattered crossover is applied,
in general, a crossover point is selected uniformly among P − 1 possible positions.
This implies that the probability of destruction of a schema S is

pd (S) =
σ (S)
P − 1

(12)

or the probability of a schema survival is

ps (S) = 1 − σ (S)
P − 1

(13)

where σ is the defining length of the schema S, defined as the distance between the outermost
fixed positions. It defines the compactness of information contained in a schema. For example,
the defining length of #OOO# is 2, while the defining length of 1#OO# is 3.
Assuming the operation rate of crossover is pc, the probability of a schema survival is:

ps (S) ≥ 1 − pc.
σ (S)
P − 1

(14)

Effect of Mutation
If the bit mutation probability is pm, then the probability of a single bit survival is 1 − pm .
Defining the order of schema S (denoted by o(S)) as the number of fixed positions (i.e.,
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positions with 0 or 1) present in the schema, the probability of a schema S surviving a mutation
(i.e., sequence of one-bit mutations) is

ps (S) = (1 − pm)
o(S) (15)

Since pm � 1, this probability can be approximated by:

ps (S) ≈ 1 − o (S) .pm (16)

Schema Growth Equation
Combining the effect of selection, crossover, and mutation, we have a new form of the
reproductive schema growth equation:

ζ (S, t + 1) ≥ ζ (S, t) .
f (S, t)
F (t)

�
1 − pc.

σ (S)
P − 1

− o (S) .pm

�
(17)

Based on (17), it can be concluded that a high average fitness value alone is not sufficient for
a high growth rate. Indeed, short, low-order, above-average schemata receive exponentially
increasing trials in subsequent generations of a GA Tang et al. (1996).
Iterations of GA

• Initialization of Population: An initial random population was generated by using
the soft estimates output of the RAKE receiver as the input to our GA. This was then
converted to binary 0 and 1 from the soft estimates obtained from our RAKE receiver. The
chromosomes fitness values are evaluated as discussed below.

• Fitness Function Evaluation: A fitness value is used to reflect the degree of goodness of
the chromosome for the problem which would be highly related with its objective value
Man et al. (1999). The fitness values of individuals within the population of our GA was
evaluated before implementing the GA operations. The GA refine the specified population
which consists of the chromosomes, through the selection, reproduction, crossover and
mutation operations. The GA minimizes the fitness function in terms of the distance
measure criteria. The probability density function of yk in (6) conditioned on h and d is

p (y| h,d) =
1�

2πσ2
e
�M/2 × exp

⎧
⎨
⎩− 1

2œ2
e

M

∑
k=1

�
yk −

Ltot

∑
l=1

hld (k − l)

�2
⎫
⎬
⎭ (18)

The joint ML estimate of h and d are obtained by maximizing p (y|h, d) over h and d jointly.
Equivalently, the ML solution is the minimum of the cost function ? . The minimum of the
cost function is evaluated to obtain estimate of the transmitted signal, d̂

J =
���fl̃Te

��� (19)

where e = [e1, ...,eM] , ek =
�

yk − ∑Ltot
l=1 hld (k − l)

�
and k = 1 − M

where all the terms are as defined in the section for initialization of RAKE-GA . An optimal
solution is computationally expensive and so suboptimal solution like GA was adopted for
estimating the data, d̂, while data-aided channel estimation approach was used in obtaining
the channel estimates, ĥ. The GA evaluated the fitness values of individuals by minimizing
the cost function in (19).

• Proportional fitness scaling was used to convert the raw fitness score returned by the
objective function to values in a range that is suitable for the selection function. It makes
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all positions other than “#.” It is clear that every schema matches exactly 2‘ strings, where “r”
is the number of don’t care symbols, “#,” in the schema template. For example, the set of the
schema #1101#0 is {1110110, 1110100, 0110110, 0110100} Tang et al. (1996).
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“S, ” and the average fitness of the schema. f (S, t) is then determined by all the matched
strings in the population. Using proportional selection in the reproduction phase as was done
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Let ζ (S, t)be the number of strings matched by schema “S” at current generation. The
probability of its selection (in a single string selection) is equal to f (S, t)/F(t). where F(t)
is the average fitness of the current population. The expected number of occurrences of S in
the next generation is

ζ (S, t + 1) = ζ (S, t)× f (S, t)
F (t)

(9)

Let

ε = ( f (S, t)− F (t)) /F (t) (10)

If ε > 0, it means that the schema has an above-average fitness and vice versa.
Substituting (10) into (9) and it shows that an “above average” schema receives an
exponentially increasing number of strings in the next generations as presented in (11)

ζ (S, t) = ζ (S, 0) (1 + ε)t (11)

Effect on Crossover
During the evolution of a GA, the genetic operations are disruptive to current schemata;
therefore, their effects should be considered. Assuming that the length of the chromosome is
P, which is the number of individuals within a population and scattered crossover is applied,
in general, a crossover point is selected uniformly among P − 1 possible positions.
This implies that the probability of destruction of a schema S is

pd (S) =
σ (S)
P − 1

(12)

or the probability of a schema survival is

ps (S) = 1 − σ (S)
P − 1

(13)

where σ is the defining length of the schema S, defined as the distance between the outermost
fixed positions. It defines the compactness of information contained in a schema. For example,
the defining length of #OOO# is 2, while the defining length of 1#OO# is 3.
Assuming the operation rate of crossover is pc, the probability of a schema survival is:

ps (S) ≥ 1 − pc.
σ (S)
P − 1

(14)

Effect of Mutation
If the bit mutation probability is pm, then the probability of a single bit survival is 1 − pm .
Defining the order of schema S (denoted by o(S)) as the number of fixed positions (i.e.,
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positions with 0 or 1) present in the schema, the probability of a schema S surviving a mutation
(i.e., sequence of one-bit mutations) is

ps (S) = (1 − pm)
o(S) (15)

Since pm � 1, this probability can be approximated by:

ps (S) ≈ 1 − o (S) .pm (16)

Schema Growth Equation
Combining the effect of selection, crossover, and mutation, we have a new form of the
reproductive schema growth equation:

ζ (S, t + 1) ≥ ζ (S, t) .
f (S, t)
F (t)
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1 − pc.

σ (S)
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− o (S) .pm
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(17)

Based on (17), it can be concluded that a high average fitness value alone is not sufficient for
a high growth rate. Indeed, short, low-order, above-average schemata receive exponentially
increasing trials in subsequent generations of a GA Tang et al. (1996).
Iterations of GA

• Initialization of Population: An initial random population was generated by using
the soft estimates output of the RAKE receiver as the input to our GA. This was then
converted to binary 0 and 1 from the soft estimates obtained from our RAKE receiver. The
chromosomes fitness values are evaluated as discussed below.

• Fitness Function Evaluation: A fitness value is used to reflect the degree of goodness of
the chromosome for the problem which would be highly related with its objective value
Man et al. (1999). The fitness values of individuals within the population of our GA was
evaluated before implementing the GA operations. The GA refine the specified population
which consists of the chromosomes, through the selection, reproduction, crossover and
mutation operations. The GA minimizes the fitness function in terms of the distance
measure criteria. The probability density function of yk in (6) conditioned on h and d is

p (y| h,d) =
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2πσ2
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�M/2 × exp

⎧
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The joint ML estimate of h and d are obtained by maximizing p (y|h, d) over h and d jointly.
Equivalently, the ML solution is the minimum of the cost function ? . The minimum of the
cost function is evaluated to obtain estimate of the transmitted signal, d̂

J =
���fl̃Te

��� (19)

where e = [e1, ...,eM] , ek =
�

yk − ∑Ltot
l=1 hld (k − l)

�
and k = 1 − M

where all the terms are as defined in the section for initialization of RAKE-GA . An optimal
solution is computationally expensive and so suboptimal solution like GA was adopted for
estimating the data, d̂, while data-aided channel estimation approach was used in obtaining
the channel estimates, ĥ. The GA evaluated the fitness values of individuals by minimizing
the cost function in (19).

• Proportional fitness scaling was used to convert the raw fitness score returned by the
objective function to values in a range that is suitable for the selection function. It makes
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the expectation proportional to the raw fitness scores. This is advantageous when the raw
scores are in good range. When the objective values vary a little, all individuals have
approximately the same chance of reproduction.

• Stochastic selection now chooses parents for the next generation based on their scaled
values from the fitness scaling function. It lays out a line in which each parent corresponds
to a section of the line of length proportional to its scaled value. There is a movement along
the line in steps of equal size. At each step, a parent is allocated from the section it lands
on. The first step is a uniform random number less than the step size. A certain elites are
now chosen which are guaranteed to survive to the next generation.

• Scattered crossover combines two parents to form a child for the next generation. It creates
a random binary vector, rv, then selects the genes where the vector is a 1 from the first
parent, P1 and the genes where the vector is a 0 from the second parent, P2 and combines
the genes to form the child. This is illustrated in (20)

P1 = [1010010100]

P2 = [0101101011]

bv = [1100100101]

child = [1001001110] (20)

• Gaussian mutation was used provides genetic diversity and enable the GA to search a
broader space, by making small random changes in the individuals in the population. It
adds a random number from a Gaussian distribution with mean zero to each vector entry
of an individual. The variance of this distribution is determined by the parameters scale
and shrink.

The scale parameter determines the variance at the first generation, that is, it controls
the standard deviation of the mutation and it is given by standard deviation = scale ×
(v (2)− v (1)) , where scale = 0 ∼ 10, v is the vector of initial range used to generate the
initial population. The initial range is a 2-by-1 vector v = 0; 1.

The shrink parameter controls how the variance shrinks as generations go by. That is, it
controls the rate at which the average amount of mutation decreases and the variance at

the gth generation G is given by vark = vark−1

(
1 − shrink. k

G

)
, where shrink = −1 ∼ 3. If

the shrink parameter is 0, the variance is constant, if the shrink is 1, the variance shrinks
to 0 linearly as the last generation is reached and a negative value of shrink causes the
variance to grow MATLAB (2007).

• Stopping criteria determines what causes the algorithm to terminate. Our algorithm was
terminated when the refining of the chromosomes using the operators had been done G
times, which is the number of generations.

The RAKE-GA receiver was proposed to reduce the high computational complexity of the
RAKE-MLD receiver which is an optimum receiver in a frequency selective channel like UWB.
In the MLD scheme, in which the whole search space of possible solutions are utilized, the soft
estimate output, of the RAKE receiver is also used as the input to the MLD receiver. The MLD
detector searches through all the possible solutions of data bits,

(
M, 2M)

and the one close
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in distance to the transmitted data based on the distance measure criteria is chosen. The cost
function for the RAKE-MLD is also presented in expression (19) thereby making the MLD to
spend longer simulation time and even to be more computationally complex.

4. Channel estimation

In this work, a data-aided approach used in Lottici et al. (2002) was also implemented in
estimating the channel impulse response. The sliding window correlator method Li et al.
(2003); Mielczarek et al. (2003) was used in estimating the channel gains and delays so as to
reduce the high computational complexity of the ML approach. A data-aided approach for
channel estimation is employed in this work and this implies that the transmitted signal,
x(t), is known to the receiver. The ML channel estimation has a very good performance
but it is too complicated to be implemented in UWB systems which usually require low
complexity receivers Siriwongpairat & Liu (2008). B known pilot symbols are sent for the
training dt

k, (k = 1, 2..., B) in order to estimate the channel. The RAKE receiver gave an output
during the training is presented as (21).

yLest
k =

∫ (k+1)Tf +τf l

kTf +τf l

rt (t) vTR

(
t − kTf − τf l

)
dt. (21)

where yLest
k =

[
y1

k , y2
k , ..., yLest

k

]T
, rt(t) is the received training signal for the kth pilot symbol, Lest

is the number of paths to be estimated and it is assumed that the receiver knows the optimal
value of Lest(i.e.Lest = Ltot) in (3) Sato & Ohtsuki (2005). All other terms are as already defined
in the previous Section.

The estimated path gains of the channel vector ĥ =
[
ĥ1, ĥ2, ..., ĥLest

]T
, can be expressed as

follows using the cross-correlation method, where Es is the energy per symbol Sato & Ohtsuki
(2005).

ĥ =
1

B
√

Es

B

∑
k=1

dt
kyLest

k . (22)

5. Computational complexity

We provide a complexity analysis of the proposed RAKE-GA in terms of complex valued
floating point multiplication, in comparison with the RAKE, RAKE-MMSE and RAKE-MLD
receivers. We assume all the receivers use the same channel estimation as presented
in Section 4. Therefore, the complexity of channel estimation is not considered here.
The order of complexity, O (LestM) is for the RAKE receiver. The RAKE-MMSE is
of the order of O

([
L3

c + L2
c M + LestM

])
. The RAKE-GA has an order of complexity

O
(
[GP (LestM + logP)] + LestM2). The RAKE-MLD has a complexity of the order of

O
([

M2M (LestM + log2)
])

. Lest is the number of paths to be estimated during the channel
estimation process, M is the number of symbols per block, Nc is the length of the ternary
orthogonal code sequence. G is the number of generations and P is the population size for the
RAKE-GA. The computational complexities of the receivers depend on the derivation of the
finger weights, the fitness function evaluation and the demodulation of the signal.
Table 1 shows the complexities of the RAKE, RAKE-MMSE, RAKE-GA and RAKE-MLD
at Lest = 1024. The RAKE-MMSE, RAKE-GA and RAKE-MLD were normalized to the
RAKE receiver being the least complex receiver but with poor BER performance. The
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the expectation proportional to the raw fitness scores. This is advantageous when the raw
scores are in good range. When the objective values vary a little, all individuals have
approximately the same chance of reproduction.

• Stochastic selection now chooses parents for the next generation based on their scaled
values from the fitness scaling function. It lays out a line in which each parent corresponds
to a section of the line of length proportional to its scaled value. There is a movement along
the line in steps of equal size. At each step, a parent is allocated from the section it lands
on. The first step is a uniform random number less than the step size. A certain elites are
now chosen which are guaranteed to survive to the next generation.

• Scattered crossover combines two parents to form a child for the next generation. It creates
a random binary vector, rv, then selects the genes where the vector is a 1 from the first
parent, P1 and the genes where the vector is a 0 from the second parent, P2 and combines
the genes to form the child. This is illustrated in (20)

P1 = [1010010100]

P2 = [0101101011]

bv = [1100100101]

child = [1001001110] (20)

• Gaussian mutation was used provides genetic diversity and enable the GA to search a
broader space, by making small random changes in the individuals in the population. It
adds a random number from a Gaussian distribution with mean zero to each vector entry
of an individual. The variance of this distribution is determined by the parameters scale
and shrink.

The scale parameter determines the variance at the first generation, that is, it controls
the standard deviation of the mutation and it is given by standard deviation = scale ×
(v (2)− v (1)) , where scale = 0 ∼ 10, v is the vector of initial range used to generate the
initial population. The initial range is a 2-by-1 vector v = 0; 1.

The shrink parameter controls how the variance shrinks as generations go by. That is, it
controls the rate at which the average amount of mutation decreases and the variance at

the gth generation G is given by vark = vark−1

(
1 − shrink. k

G

)
, where shrink = −1 ∼ 3. If

the shrink parameter is 0, the variance is constant, if the shrink is 1, the variance shrinks
to 0 linearly as the last generation is reached and a negative value of shrink causes the
variance to grow MATLAB (2007).

• Stopping criteria determines what causes the algorithm to terminate. Our algorithm was
terminated when the refining of the chromosomes using the operators had been done G
times, which is the number of generations.

The RAKE-GA receiver was proposed to reduce the high computational complexity of the
RAKE-MLD receiver which is an optimum receiver in a frequency selective channel like UWB.
In the MLD scheme, in which the whole search space of possible solutions are utilized, the soft
estimate output, of the RAKE receiver is also used as the input to the MLD receiver. The MLD
detector searches through all the possible solutions of data bits,

(
M, 2M)

and the one close
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in distance to the transmitted data based on the distance measure criteria is chosen. The cost
function for the RAKE-MLD is also presented in expression (19) thereby making the MLD to
spend longer simulation time and even to be more computationally complex.

4. Channel estimation

In this work, a data-aided approach used in Lottici et al. (2002) was also implemented in
estimating the channel impulse response. The sliding window correlator method Li et al.
(2003); Mielczarek et al. (2003) was used in estimating the channel gains and delays so as to
reduce the high computational complexity of the ML approach. A data-aided approach for
channel estimation is employed in this work and this implies that the transmitted signal,
x(t), is known to the receiver. The ML channel estimation has a very good performance
but it is too complicated to be implemented in UWB systems which usually require low
complexity receivers Siriwongpairat & Liu (2008). B known pilot symbols are sent for the
training dt

k, (k = 1, 2..., B) in order to estimate the channel. The RAKE receiver gave an output
during the training is presented as (21).

yLest
k =

∫ (k+1)Tf +τf l

kTf +τf l

rt (t) vTR

(
t − kTf − τf l

)
dt. (21)

where yLest
k =

[
y1

k , y2
k , ..., yLest

k

]T
, rt(t) is the received training signal for the kth pilot symbol, Lest

is the number of paths to be estimated and it is assumed that the receiver knows the optimal
value of Lest(i.e.Lest = Ltot) in (3) Sato & Ohtsuki (2005). All other terms are as already defined
in the previous Section.

The estimated path gains of the channel vector ĥ =
[
ĥ1, ĥ2, ..., ĥLest

]T
, can be expressed as

follows using the cross-correlation method, where Es is the energy per symbol Sato & Ohtsuki
(2005).

ĥ =
1

B
√

Es

B

∑
k=1

dt
kyLest

k . (22)

5. Computational complexity

We provide a complexity analysis of the proposed RAKE-GA in terms of complex valued
floating point multiplication, in comparison with the RAKE, RAKE-MMSE and RAKE-MLD
receivers. We assume all the receivers use the same channel estimation as presented
in Section 4. Therefore, the complexity of channel estimation is not considered here.
The order of complexity, O (LestM) is for the RAKE receiver. The RAKE-MMSE is
of the order of O

([
L3

c + L2
c M + LestM

])
. The RAKE-GA has an order of complexity

O
(
[GP (LestM + logP)] + LestM2). The RAKE-MLD has a complexity of the order of

O
([

M2M (LestM + log2)
])

. Lest is the number of paths to be estimated during the channel
estimation process, M is the number of symbols per block, Nc is the length of the ternary
orthogonal code sequence. G is the number of generations and P is the population size for the
RAKE-GA. The computational complexities of the receivers depend on the derivation of the
finger weights, the fitness function evaluation and the demodulation of the signal.
Table 1 shows the complexities of the RAKE, RAKE-MMSE, RAKE-GA and RAKE-MLD
at Lest = 1024. The RAKE-MMSE, RAKE-GA and RAKE-MLD were normalized to the
RAKE receiver being the least complex receiver but with poor BER performance. The
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RAKE-MMSE is five times more complex than the RAKE receiver but has corresponding
improved performance. The RAKE-GA is more complex than the other two receivers but
obviously with much better BER performance with no error floor as encountered in the other
receivers. The RAKE-MLD is the most complex of the four receivers but with the best BER
performance. The BER of the RAKE-GA is very close to the RAKE-MLD with a huge reduction
in the complexity of the RAKE-GA when compared to the RAKE-MLD.

Receiver Parameters Normalized

RAKE Sato & Ohtsuki (2005) M=100 1
RAKE-MMSE Eslami & Dong (2005) M=100,Lc=5 5
RAKE-GA M=10,P=100,G=10 103

RAKE-MLD M=10 1025

Table 1. Computational Complexity (Lest = 1024)

6. Simulation results

6.1 Simulation setup
The simulation for the RAKE Sato & Ohtsuki (2005), RAKE-MMSE Eslami & Dong
(2005), RAKE-GA and RAKE-MLD receivers were carried out using BPSK modulation at a
transmission rate of Rb = 250Mbps with symbol duration or frame length of Tf = 4ns. Each
packet consists of 1000 symbols. A ternary code length of Nc = 24 was used for spreading,
with a chip width of Tc = 0.167ns. The simulated IEEE 802.15.3a UWB multipath channel
model with data-aided channel estimation using pilot symbols of B = 10 ∼ 100 for a single
user scenario was employed for the simulation. The channel model 3 (CM3) Foerster (2003)
which is a non-line-of-sight (NLOS) environment with a distance of 4 ∼ 10m, mean excess
delay of 14.18ns and RMS delay spread of 14.28ns was considered in this work. The number
of RAKE fingers used are L = 5, 10, 15, 20. The equalizer taps of Lc = 5 was used for the
RAKE-MMSE.
For the proposed RAKE-GA approach, the population size was P = 50 and 100 while the
number of generations was G = 1 ∼ 20. The proportional scaling was employed for the
scaling of the fitness values before selection. The crossover of 0.85 was used with an elite
count of 0.05. The Gaussian mutation values are shrink = 1.0 and scale = 0.75. In addition,
the unconstrained minimization hybrid function was employed to improve the fitness values
of the individuals within the population.

6.2 Performance evaluation
Fig. 2 shows the BER performance of RAKE, RAKE-MMSE, RAKE-GA and RAKE-MLD
receivers at L = 10 for both known CSI and pilot-aided channel estimation scenarios. The four
receivers performed better as expected when the CSI is provided as the channel estimation
errors incurred will degrade the performances. The error floors encountered by both the
RAKE and RAKE-MMSE receivers were taken care of by the RAKE-GA and RAKE-MLD as
explained thus:

• The RAKE receiver cannot capture a large signal energy with few number of RAKE fingers
and more so a RAKE with MRC weight estimation cannot remove ISI. RAKE receiver also
needs very high number of pilot symbols during the channel estimation as the channel
estimation error incurred using a few number of pilot symbols resulted in the performance
being degraded.
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Fig. 2. BER vs. SNR for all receivers

• The RAKE-MMSE receiver achieves better BER than RAKE receiver because the equalizer
removes the ISI symbol by symbol but the error floor is still encountered since the RAKE
receiver output with few RAKE fingers is the input to the equalizer so the RAKE-MMSE
cannot capture a large signal energy.

• The RAKE-GA receiver on the order hand has no error floor with the same number of
RAKE fingers as the other two receivers because it is able to remove the ISI using the
distance measure criteria. The soft estimates of the RAKE receiver was a very good initial
population choice for the GA and so was the reason for the improvement in performance.
The RAKE-GA performs well even with moderate number of pilot symbols.

• The RAKE-MLD receiver had the best BER performance as is the optimal receiver which
is able to remove the ISI and capture a large signal energy using a few RAKE fingers and
not very high pilot symbols since the RAKE receiver output was also the input into the
RAKE-MLD receiver.

Fig. 3 shows the BER against SNR for the RAKE-GA receiver at P = 100, G = 10 at values of
L = 5, 10, 15, 20. This shows the impact of the number of RAKE fingers on the performance
of the scheme. This BER performance improvement is as a result of increase in the number of
RAKE fingers. The RAKE-GA at L = 5 was of higher BER to the system when L = 10, 15, 20
where they were almost of the same BER at all SNR values.
Fig. 4 shows the impact of the number of generations in the BER performance, where G = 1 ∼
20 for P = 100 and G = 2 ∼ 20 for P = 50 both at L = 10 to show the speed of convergence
of the algorithm assuming a known CSI. The algorithm at G = 1 ∼ 10 for P = 100 gave better
BER generally than at G = 2 ∼ 20 for P = 50. It can thus be concluded that the GA with a
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RAKE-MMSE is five times more complex than the RAKE receiver but has corresponding
improved performance. The RAKE-GA is more complex than the other two receivers but
obviously with much better BER performance with no error floor as encountered in the other
receivers. The RAKE-MLD is the most complex of the four receivers but with the best BER
performance. The BER of the RAKE-GA is very close to the RAKE-MLD with a huge reduction
in the complexity of the RAKE-GA when compared to the RAKE-MLD.

Receiver Parameters Normalized

RAKE Sato & Ohtsuki (2005) M=100 1
RAKE-MMSE Eslami & Dong (2005) M=100,Lc=5 5
RAKE-GA M=10,P=100,G=10 103

RAKE-MLD M=10 1025

Table 1. Computational Complexity (Lest = 1024)

6. Simulation results

6.1 Simulation setup
The simulation for the RAKE Sato & Ohtsuki (2005), RAKE-MMSE Eslami & Dong
(2005), RAKE-GA and RAKE-MLD receivers were carried out using BPSK modulation at a
transmission rate of Rb = 250Mbps with symbol duration or frame length of Tf = 4ns. Each
packet consists of 1000 symbols. A ternary code length of Nc = 24 was used for spreading,
with a chip width of Tc = 0.167ns. The simulated IEEE 802.15.3a UWB multipath channel
model with data-aided channel estimation using pilot symbols of B = 10 ∼ 100 for a single
user scenario was employed for the simulation. The channel model 3 (CM3) Foerster (2003)
which is a non-line-of-sight (NLOS) environment with a distance of 4 ∼ 10m, mean excess
delay of 14.18ns and RMS delay spread of 14.28ns was considered in this work. The number
of RAKE fingers used are L = 5, 10, 15, 20. The equalizer taps of Lc = 5 was used for the
RAKE-MMSE.
For the proposed RAKE-GA approach, the population size was P = 50 and 100 while the
number of generations was G = 1 ∼ 20. The proportional scaling was employed for the
scaling of the fitness values before selection. The crossover of 0.85 was used with an elite
count of 0.05. The Gaussian mutation values are shrink = 1.0 and scale = 0.75. In addition,
the unconstrained minimization hybrid function was employed to improve the fitness values
of the individuals within the population.

6.2 Performance evaluation
Fig. 2 shows the BER performance of RAKE, RAKE-MMSE, RAKE-GA and RAKE-MLD
receivers at L = 10 for both known CSI and pilot-aided channel estimation scenarios. The four
receivers performed better as expected when the CSI is provided as the channel estimation
errors incurred will degrade the performances. The error floors encountered by both the
RAKE and RAKE-MMSE receivers were taken care of by the RAKE-GA and RAKE-MLD as
explained thus:

• The RAKE receiver cannot capture a large signal energy with few number of RAKE fingers
and more so a RAKE with MRC weight estimation cannot remove ISI. RAKE receiver also
needs very high number of pilot symbols during the channel estimation as the channel
estimation error incurred using a few number of pilot symbols resulted in the performance
being degraded.
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Fig. 2. BER vs. SNR for all receivers

• The RAKE-MMSE receiver achieves better BER than RAKE receiver because the equalizer
removes the ISI symbol by symbol but the error floor is still encountered since the RAKE
receiver output with few RAKE fingers is the input to the equalizer so the RAKE-MMSE
cannot capture a large signal energy.

• The RAKE-GA receiver on the order hand has no error floor with the same number of
RAKE fingers as the other two receivers because it is able to remove the ISI using the
distance measure criteria. The soft estimates of the RAKE receiver was a very good initial
population choice for the GA and so was the reason for the improvement in performance.
The RAKE-GA performs well even with moderate number of pilot symbols.

• The RAKE-MLD receiver had the best BER performance as is the optimal receiver which
is able to remove the ISI and capture a large signal energy using a few RAKE fingers and
not very high pilot symbols since the RAKE receiver output was also the input into the
RAKE-MLD receiver.

Fig. 3 shows the BER against SNR for the RAKE-GA receiver at P = 100, G = 10 at values of
L = 5, 10, 15, 20. This shows the impact of the number of RAKE fingers on the performance
of the scheme. This BER performance improvement is as a result of increase in the number of
RAKE fingers. The RAKE-GA at L = 5 was of higher BER to the system when L = 10, 15, 20
where they were almost of the same BER at all SNR values.
Fig. 4 shows the impact of the number of generations in the BER performance, where G = 1 ∼
20 for P = 100 and G = 2 ∼ 20 for P = 50 both at L = 10 to show the speed of convergence
of the algorithm assuming a known CSI. The algorithm at G = 1 ∼ 10 for P = 100 gave better
BER generally than at G = 2 ∼ 20 for P = 50. It can thus be concluded that the GA with a
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relatively large population size achieves a lower steady state BER than the case with only half
the population size at a cost of slightly more generations.
Fig. 5 shows how the BER of the RAKE-GA receiver with channel estimation decreases with
increase in the number of pilot symbols giving us the number of training overhead for the
pilot-aided channel estimation.

7. Conclusion

We have proposed a GA based channel equalization scheme in DS-UWB wireless
communication and compared the results obtained from intensive simulation work with the
RAKE, RAKE-MMSE and RAKE-MLD for both known CSI and pilot-aided channel estimation
scenarios. Our simulation results show that the proposed RAKE-GA receiver significantly
outperforms the RAKE and the RAKE-MMSE receivers. The GA based scheme also gives a
very close BER performance to the optimal MLD approach at a much lower computational
complexity. Moreover, we have investigated the effect of the number of RAKE fingers, the
population size and the pilot overhead on the BER performance. RAKE-GA obtains a good
performance with a moderate number of RAKE fingers and a further increase in the number
of RAKE fingers has little effect on the performance. GA with a relatively large population
size achieves a lower steady state BER than the case with only half the population size at the
cost of slightly more generations. And the pilot overhead of 10% is enough for training to
obtain comparable performance with the case of perfect CSI.
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1. Introduction  
Our goal is to present an overview of a class of low complexity detectors working in linear 
fading multipath channels. In addition, we present briefly a unified theory based on the 
optimal maximum a posteriori probability (MAP) receiver concept (Woodward & Davies, 
1952), which in additive Gaussian noise leads to the estimator-correlator receiver (Price, 
1956; Middleton, 1957; Kailath, 1960; Kailath, 1969). The terms receiver and detector are 
interchangeable. Detectors are estimators where the parameter or symbol set to be estimated 
is discrete (Kay, 1993; Kay, 1998).  
We consider phase-unaware detectors (PUDs) such as differentially coherent detector (DD), 
noncoherent detector (ND), and energy detector (ED). The term PUD is used to emphasize 
that the receiver does not have any knowledge of the absolute phase of the received signal 
although it may have some knowledge of the internal phase structure. We use the term 
noncoherent to represent a special case of PUD system, and this will be clarified later. PUD 
detectors are more robust than coherent detectors in a fading multipath channel since the 
carrier phase of a signal with a wide bandwidth or high carrier frequency may be difficult to 
estimate with a low complexity. Earlier extensive reviews include (Schwarz et al., 1966; Van 
Trees, 1971) and more recently (Garth & Poor, 1994; McDonough & Whalen, 1995; Proakis, 
2001; Mämmelä et al., 2002; Simon & Alouini, 2005; Witrisal et al., 2009). A summary of the 
estimator-correlator receiver is presented in (Kay, 1998).  
Unless stated otherwise, we exclude equalizers which increase the complexity of the receiver 
significantly (Lodge & Moher, 1990; Colavolpe & Raheli, 1999). Thus we avoid intersymbol 
interference (ISI) by signal design and concentrate on the reception of a single symbol, 
which may include several bits in -ary communications. It is, however, conceptually 
straightforward to generalize the single symbol or “one-shot”detectors to symbol sequence 
detection by replacing the symbols by symbol sequences. The noise is assumed to be 
additive white Gaussian noise (AWGN). The frequency offset caused by the channel is 
assumed to be known and compensated. We also assume that the receiver is synchronous 
in the sense that the start of each symbol interval is known. Estimation of frequency and 
timing is a highly nonlinear problem, which is studied in (Mengali & D’Andrea, 1997; 
Meyr et al., 1998), see also (Turin, 1980). Also because of complexity reasons in general we 
exclude coherent detectors which are such that they assume that the alternative received 
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symbol waveforms are known including the absolute phase. Obviously, there are also 
other interesting physical and higher layer aspects we are not able to include due to space 
limitation. 
In our review we emphasize that PUD systems can be derived from the optimal estimator-
correlator receiver with suitable simplifying assumptions. In addition, our purpose is to 
emphasize recent ultra-wideband (UWB) �-ary communications and multiple-input 
multiple-output (MIMO) diversity systems which enable increase of date rates. One 
interesting modulation method to consider is the pulse-amplitude modulation (PAM), 
which has been recently selected for short-range wireless standards such as ECMA-387 
and IEEE802.15.3c in which the carrier phase recovery can be a major problem. We also 
present a historical review of PUDs and summarize the problems in the performance 
analysis of such systems.  

2. Conceptual analysis 
General theoretical background is given for example in (Papoulis, 2002; Ziemer & Tranter, 
2002; Kay, 1993; Kay, 1998; Proakis, 2001). To make our presentation as compact as possible, 
we use the complex envelope concept to define the signals as explained in (Franks, 1969). 
Furthermore, we use some matrix equations, which are explained in (Marple, 1987).  

2.1 Coherency 
Signal coherency is an important concept that leads to several ortogonality concepts, each of 
which refers to a certain idealized detector structure. The channel is assumed to be a wide-
sense stationary uncorrelated scattering (WSSUS) channel with a time-variant impulse 
response �(�� �) and time-variant transfer function �(�� �) = �(�� �)���(���) 
= � �(�� �)����������

��  (Bello, 1963; Proakis, 2001). If the transmitted signal is �(�), the 
received signal without noise is ℎ(�) = � �(�� �)�(� � �)���

�� . 
If we transmit an unmodulated carrier or complex exponential �(�) = ������� with a unit 
amplitude and frequency		�� through the channel, we receive a fading carrier	�(�) =
�(��� �)������� whose amplitude �(��� �) and phase �(��� �)	are  time-variant. We compare the 
received signal at two time instants �� and �� where	�� = 	�� �	��. In general, the magnitude 
of the correlation �{ℎ(��)ℎ∗(��)}	 between ℎ(��)	and ℎ(��)	 is reduced when |��| is increased. 
In a WSSUS channel, the normalized correlation |�[ℎ(��)ℎ∗(��)]|/�[ℎ(��)ℎ∗(��)] =
|�[�(��� ��)�∗(��� ��)]|/�[�(��� ��)�∗(��� ��)]	does not depend on �� or ��, only on ��. The 
minimum positive interval �� where the normalized correlation is |�[�(��)�∗(��)]|/
�[�(��)�∗(��)] = �, where � is a real constant (� � � � �), is defined to be the coherence time 
(��)�. If |��| 	� 	 (��)�the complex samples are correlated in such a way that in general 
ℎ(��) 	≈ ℎ(��). We say that the two samples at �� and �� are coherent with each other, and the 
fading channel is coherent over the time interval |��| 	� 	 (��)�.  
If the transmitted signal is modulated and the symbol interval � is so small that �	 � 	 (��)�, 
the channel is slowly fading and the channel is essentially constant within the symbol 
interval, otherwise the channel is fast fading. In practice symbol waveforms are often band-
limited, for example Nyquist pulses (Proakis, 2001), and their duration may be several 
symbol intervals. In a slowly fading channel the channel is assumed to be approximately 
constant during the whole length of the symbol waveform.  
In a similar way, if we transmit either	��(�) = ������� or ��(�) = �������, the normalized 
correlation at time �� is |�[ℎ�(��)ℎ�∗(��)]|/�[ℎ�(��)ℎ�∗(��)] = |�[�(��� ��)�∗(��� ��)]|/
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�[�(��� ��)�∗(��� ��)] which does not depend in a WSSUS channel on �� or ��, only on 
�� = �� � ��. The minimum positive frequency interval �� where the normalized correlation 
is |�[�(��� ��)�∗(��� ��)]|��[�(��� ��)�∗(��� ��)] = �, where � is a real constant (� � � � �), is 
defined to be the coherence bandwidth (��)�. If |��| 	� 	 (��)�the complex samples are 
correlated in such a way that in general ℎ�(��) 	≈ ℎ�(��). If this happens over the frequency 
band � of the modulated signal so that � � (��)�, the channel is frequency-nonselective or 
flat fading, otherwise it is frequency-selective. 

2.2 Classification of detectors 
As discussed in (Kay, 1993, p. 12), we must separate optimal detectors, their 
approximations, and suboptimal detectors. In optimal detectors some parameters related to 
the channel are assumed to be known. In practice they must be estimated, which leads to an 
approximation of the optimal detector. A suboptimal detector is not an approximation of 
any of the known optimal detectors. An example is the discriminator detector when used in 
a frequency-shift keying (FSK) receiver (Shaft, 1963). 
The transmitted complex �-ary symbol is denoted by � and the corresponding symbol 
waveform as �(�� �). We assume that the receiver knows the symbol set from which		� is 
taken and the waveform �(�� �) for all �. The received signal is then �(�) = ℎ(�� �) � 	�(�) 
where ℎ(�� �) = � �(�� �)�(� � �� �)���

��  is the received symbol waveform and �(�) is AWGN. 
A coherent detector is such a detector where ℎ(�� �) is assumed to be known for each		�� and 
the problem is to estimate � when �(�) is known. Knowledge of ℎ(�� �) implies that we know 
�(�� �). A partially coherent or pseudocoherent detector is an approximation which estimates 
�(�� �), and there is some error in the estimate. All practical detectors that are called coherent 
are only partially coherent since �(�� �) must be estimated since it is unknown a priori.  
A differentially coherent detector or differential detector  is a partially coherent detector, which is 
based on the assumption of a known pilot symbol in the beginning of the transmission and 
differential coding in modulation, which observes the received signal over two symbol 
intervals, and which uses the earlier symbol as a phase reference. The idea can be 
generalized to several symbol intervals (Leib & Pasupathy, 1988; Divsalar & Simon, 1990). 
We classify DDs among PUDs since no absolute phase reference is needed. In fact, the 
equivalence of binary differential phase shift keying (DPSK) detection and noncoherent 
detection was shown in (Schwartz et al., 1966, pp. 307-308, 522-523) when the observation 
interval is two symbol intervals. In this case the phase of the channel must remain 
constant over two symbol intervals. 
A noncoherent detector  is such a detector where the received symbol waveform is assumed to 
have the form ℎ(�� �) = �(�� �)	���  where the waveform �(�� �) is assumed to be known and 
the absolute phase		� is an unknown constant over the reception of the symbol waveform. 
Thus the received symbol waveforms are known except for the phase term. If the phase � 
would change during the reception of the waveform �(�� �), it would be distorted, and the 
noncoherent detector could not be implemented. The term noncoherent is usually used in 
this meaning in wireless communications. The term incoherent is usually used in optical 
communications. Some authors do not want to use the terms noncoherent or incoherent at 
all because the detector uses the internal phase structure of the signal although an absolute 
phase reference is missing (Van Trees, 1968, p. 326). The terms are still widely used. 
Noncoherent detectors have been considered for continuous phase wideband and 
narrowband signals in (Hirt & Pasupathy, 1981; Pandey et al., 1992). 
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symbol waveforms are known including the absolute phase. Obviously, there are also 
other interesting physical and higher layer aspects we are not able to include due to space 
limitation. 
In our review we emphasize that PUD systems can be derived from the optimal estimator-
correlator receiver with suitable simplifying assumptions. In addition, our purpose is to 
emphasize recent ultra-wideband (UWB) �-ary communications and multiple-input 
multiple-output (MIMO) diversity systems which enable increase of date rates. One 
interesting modulation method to consider is the pulse-amplitude modulation (PAM), 
which has been recently selected for short-range wireless standards such as ECMA-387 
and IEEE802.15.3c in which the carrier phase recovery can be a major problem. We also 
present a historical review of PUDs and summarize the problems in the performance 
analysis of such systems.  

2. Conceptual analysis 
General theoretical background is given for example in (Papoulis, 2002; Ziemer & Tranter, 
2002; Kay, 1993; Kay, 1998; Proakis, 2001). To make our presentation as compact as possible, 
we use the complex envelope concept to define the signals as explained in (Franks, 1969). 
Furthermore, we use some matrix equations, which are explained in (Marple, 1987).  

2.1 Coherency 
Signal coherency is an important concept that leads to several ortogonality concepts, each of 
which refers to a certain idealized detector structure. The channel is assumed to be a wide-
sense stationary uncorrelated scattering (WSSUS) channel with a time-variant impulse 
response �(�� �) and time-variant transfer function �(�� �) = �(�� �)���(���) 
= � �(�� �)����������

��  (Bello, 1963; Proakis, 2001). If the transmitted signal is �(�), the 
received signal without noise is ℎ(�) = � �(�� �)�(� � �)���

�� . 
If we transmit an unmodulated carrier or complex exponential �(�) = ������� with a unit 
amplitude and frequency		�� through the channel, we receive a fading carrier	�(�) =
�(��� �)������� whose amplitude �(��� �) and phase �(��� �)	are  time-variant. We compare the 
received signal at two time instants �� and �� where	�� = 	�� �	��. In general, the magnitude 
of the correlation �{ℎ(��)ℎ∗(��)}	 between ℎ(��)	and ℎ(��)	 is reduced when |��| is increased. 
In a WSSUS channel, the normalized correlation |�[ℎ(��)ℎ∗(��)]|/�[ℎ(��)ℎ∗(��)] =
|�[�(��� ��)�∗(��� ��)]|/�[�(��� ��)�∗(��� ��)]	does not depend on �� or ��, only on ��. The 
minimum positive interval �� where the normalized correlation is |�[�(��)�∗(��)]|/
�[�(��)�∗(��)] = �, where � is a real constant (� � � � �), is defined to be the coherence time 
(��)�. If |��| 	� 	 (��)�the complex samples are correlated in such a way that in general 
ℎ(��) 	≈ ℎ(��). We say that the two samples at �� and �� are coherent with each other, and the 
fading channel is coherent over the time interval |��| 	� 	 (��)�.  
If the transmitted signal is modulated and the symbol interval � is so small that �	 � 	 (��)�, 
the channel is slowly fading and the channel is essentially constant within the symbol 
interval, otherwise the channel is fast fading. In practice symbol waveforms are often band-
limited, for example Nyquist pulses (Proakis, 2001), and their duration may be several 
symbol intervals. In a slowly fading channel the channel is assumed to be approximately 
constant during the whole length of the symbol waveform.  
In a similar way, if we transmit either	��(�) = ������� or ��(�) = �������, the normalized 
correlation at time �� is |�[ℎ�(��)ℎ�∗(��)]|/�[ℎ�(��)ℎ�∗(��)] = |�[�(��� ��)�∗(��� ��)]|/

 
Low Complexity Phase-Unaware Detectors Based on Estimator-Correlator Concept 67 

�[�(��� ��)�∗(��� ��)] which does not depend in a WSSUS channel on �� or ��, only on 
�� = �� � ��. The minimum positive frequency interval �� where the normalized correlation 
is |�[�(��� ��)�∗(��� ��)]|��[�(��� ��)�∗(��� ��)] = �, where � is a real constant (� � � � �), is 
defined to be the coherence bandwidth (��)�. If |��| 	� 	 (��)�the complex samples are 
correlated in such a way that in general ℎ�(��) 	≈ ℎ�(��). If this happens over the frequency 
band � of the modulated signal so that � � (��)�, the channel is frequency-nonselective or 
flat fading, otherwise it is frequency-selective. 

2.2 Classification of detectors 
As discussed in (Kay, 1993, p. 12), we must separate optimal detectors, their 
approximations, and suboptimal detectors. In optimal detectors some parameters related to 
the channel are assumed to be known. In practice they must be estimated, which leads to an 
approximation of the optimal detector. A suboptimal detector is not an approximation of 
any of the known optimal detectors. An example is the discriminator detector when used in 
a frequency-shift keying (FSK) receiver (Shaft, 1963). 
The transmitted complex �-ary symbol is denoted by � and the corresponding symbol 
waveform as �(�� �). We assume that the receiver knows the symbol set from which		� is 
taken and the waveform �(�� �) for all �. The received signal is then �(�) = ℎ(�� �) � 	�(�) 
where ℎ(�� �) = � �(�� �)�(� � �� �)���

��  is the received symbol waveform and �(�) is AWGN. 
A coherent detector is such a detector where ℎ(�� �) is assumed to be known for each		�� and 
the problem is to estimate � when �(�) is known. Knowledge of ℎ(�� �) implies that we know 
�(�� �). A partially coherent or pseudocoherent detector is an approximation which estimates 
�(�� �), and there is some error in the estimate. All practical detectors that are called coherent 
are only partially coherent since �(�� �) must be estimated since it is unknown a priori.  
A differentially coherent detector or differential detector  is a partially coherent detector, which is 
based on the assumption of a known pilot symbol in the beginning of the transmission and 
differential coding in modulation, which observes the received signal over two symbol 
intervals, and which uses the earlier symbol as a phase reference. The idea can be 
generalized to several symbol intervals (Leib & Pasupathy, 1988; Divsalar & Simon, 1990). 
We classify DDs among PUDs since no absolute phase reference is needed. In fact, the 
equivalence of binary differential phase shift keying (DPSK) detection and noncoherent 
detection was shown in (Schwartz et al., 1966, pp. 307-308, 522-523) when the observation 
interval is two symbol intervals. In this case the phase of the channel must remain 
constant over two symbol intervals. 
A noncoherent detector  is such a detector where the received symbol waveform is assumed to 
have the form ℎ(�� �) = �(�� �)	���  where the waveform �(�� �) is assumed to be known and 
the absolute phase		� is an unknown constant over the reception of the symbol waveform. 
Thus the received symbol waveforms are known except for the phase term. If the phase � 
would change during the reception of the waveform �(�� �), it would be distorted, and the 
noncoherent detector could not be implemented. The term noncoherent is usually used in 
this meaning in wireless communications. The term incoherent is usually used in optical 
communications. Some authors do not want to use the terms noncoherent or incoherent at 
all because the detector uses the internal phase structure of the signal although an absolute 
phase reference is missing (Van Trees, 1968, p. 326). The terms are still widely used. 
Noncoherent detectors have been considered for continuous phase wideband and 
narrowband signals in (Hirt & Pasupathy, 1981; Pandey et al., 1992). 
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A generalized noncoherent detector is a detector where the received symbol waveform has the 
form ℎ(�, �) = �����(�, �)	where  �(�, �)	is assumed to be known and ���� is an unknown 
complex gain, which is constant over the duration of the symbol interval. The term 
“generalized“ is used to emphasize that the amplitude gain � is unknown but in a 
noncoherent detector it is known and for simplicity set to unity.  

2.3 Orthogonality of modulated signals 
Orthogonality is an important concept since we must avoid as much as possible any crosstalk 
between signals. In a diversity system crosstalk or interference may appear between diversity 
channels. An example is multipath diversity where crosstalk is equivalent to interpath 
interference (Turin, 1980). ISI is another form of crosstalk (Van Etten, 1976). Crosstalk is 
different from correlation, which is measured by the covariance matrix. There may be 
correlation although crosstalk is avoided and vice versa. There are different orthogonality 
concepts for different detectors, including coherent, noncoherent, and energy detectors. 

2.3.1 Coherently orthogonal signals 
We define the inner product of two deterministic signals  ℎ�(�)	and ℎ�(�) as < ℎ�, ℎ� >	=
	� ℎ��
�� (�)ℎ�∗(�)��� The signals are orthogonal or coherently orthogonal (Pasupathy, 1979; 

Madhow, 2008) if Re(< ℎ�, ℎ� >) = 0. This form of orthogonality is used in coherent 
detection. As an example we give two complex exponential pulses 
ℎ�(�) = �� exp(������), 0 � � < � and ℎ�(�) = �� exp����(�� � ��)� � �� , 0 � � < � with an 
arbitrary amplitude 	����	��,	 frequency offset ��	and phase offset �. The pulses are 
coherently orthogonal if either 1) �� = 0	��	�� = 0 or 2) �� = ���	��		�)	�	 = ���� � (� �
���)� where n is an integer,	�	�	0. Signals with �� = 0	��	�� = 0	are used in on-off keying 
(OOK) systems. When �� = ���,	�	�	0,	the pulses are always orthogonal irrespective of the 
value of �. However, for an arbitrary �� we can always find a phase offset � for which the 
pulses are orthogonal. If we set � = 0, the pulses are orthogonal if �� = ���� where �	�	0 is 
an integer. Such signals are used in coherent FSK systems. If we alternatively set �� = 0, the 
pulses are orthogonal if � = �

� � ��,	�	�	0Such signals are used in quadrature phase-shift 
keying (QPSK) systems. The examples were about orthogonality in the frequency domain. 
Time-frequency duality can be used to find similar orthogonal signals in the time domain, 
for example by using sinc pulses (Ziemer & Tranter, 2002). Furthermore, some codes are also 
orthogonal, for example Hadamard codes (Proakis, 2001). 

2.3.2 Noncoherently orthogonal signals 
The signals ℎ�(�) and ℎ�(�) are noncoherently orthogonal or envelope-orthogonal (Pasupathy, 
1979; Madhow, 2008; Turin, 1960) if  < ℎ�, ℎ� >	= 0. This form of orthogonality is used in 
noncoherent detection. In the previous example, the two complex exponential pulses are 
noncoherently orthogonal if 1) �� = 0	��	�� = 0 or 2) �� = ���,	�	�	0. Such signals are used 
in noncoherent ASK and FSK systems, respectively. In these cases there is no requirement 
for the phase	�, i.e., it can be arbitrary, but it must be constant during the interval 0 � � < �. 
Noncoherently orthogonal signals are also coherently orthogonal signals.  

2.3.3 Disjointly orthogonal signals 
Coherently and noncoherently orthogonal signals can be overlapping in time or frequency. 
To define disjointly orthogonal signals ℎ�(�) and ℎ�(�), we must first select a window function 
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w(t) and define the short-time Fourier transform (Yilmaz & Rickard, 2004) ��(�, �) =
� �(� � �)ℎ�(�)�
�� ���������, � = 1, � which can be interpreted as the convolution of a 

frequency-shifted version of the signal ℎ�(�) with a frequency shift � �	and the time-reversed 
window function �(��). The signals are w-disjoint orthogonal if ��(�, �)��(�, �) = 0, ��, �� If 
�(�) = 1,	the short-time Fourier transform reduces to the ordinary Fourier transform and 
the w-disjoint orthogonal signals are frequency disjoint, which can be implemented in an FSK 
system. If		�(�) = �(�),	 the w-disjoint orthogonal signals are time disjoint, which can be 
implemented in a pulse-position modulation (PPM) system. If two signals are frequency 
disjoint, they do not need to be time disjoint and vice versa. Time and frequency disjoint 
signals are called disjointly orthogonal. Our main interest is in the time and frequency 
disjoint signals. A special case of both of them is OOK. Disjointly orthogonal signals are 
used in energy detection. Disjointly orthogonal signals are also coherently and 
noncoherently orthogonal signals. 

2.4 Optimal MAP receiver 
When defining an optimal receiver, we must carefully define both the assumptions and the 
optimization criterion. We use the MAP receiver, which minimizes the symbol error 
probability. A maximum likelihood (ML) receiver is a MAP receiver based on the 
assumption that the transmitted symbols have identical a priori probabilities. The easiest 
way to derive the optimal receiver is to use the time-discrete model of the received signal. 
The received signal �(�) = ℎ(�, �) � �(�)	is filtered by an ideal low-pass filter, whose two-
sided bandwidth B is wide enough so that it does not distort	ℎ(�, �). The output of the filter 
is sampled at a rate �� = �	that is defined by the sampling theorem. In this case the noise 
samples are uncorrelated and the time-dicrete noise is white. The sampling interval is 
normalized to unity.  

2.4.1 Optimal MAP receiver 
The covariance matrix of a column vector � is defined as ��� = ��[� � �(�)][� �
�(�)]�}	where �(�) refers to the statistical mean or expectation of � and the superscript H 
refers to conjugate transposition. The received signal �(�)	depends on the transmitted 
symbol � and may be presented as the � � 1 vector (Kailath, 1961) �(�) = �(�) � �. The 
vectors �(�) and � are assumed to be mutually uncorrelated. The received signal r has the 
� � � covariance matrix ���(�) = ���(�) � ��� where	���(�) is the covariance matrix of 
�(�) and ��� = ��� is the covariance matrix of n, �� > 0	is the noise variance, and I is a unit 
matrix. 
In the MAP detector, the decision �(��)	is based on the rule (Proakis, 2001) 

 �(��) = ����(��) ���	�(�� �)            (1) 

where 

  �(�� �) = �(���)�(��)
�(�)                  (2) 

is the a posteriori probability that �(��) was transmitted given r, �(���) is the a priori 
probability density function of r given �(��) was transmitted, �(��) denotes the a priori 
probability for the symbol ��, and �(�)	denotes the probability density function of r averaged 
over all �. The symbol ��	refers to the symbol under test and �� to the final decision. We 
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A generalized noncoherent detector is a detector where the received symbol waveform has the 
form ℎ(�, �) = �����(�, �)	where  �(�, �)	is assumed to be known and ���� is an unknown 
complex gain, which is constant over the duration of the symbol interval. The term 
“generalized“ is used to emphasize that the amplitude gain � is unknown but in a 
noncoherent detector it is known and for simplicity set to unity.  

2.3 Orthogonality of modulated signals 
Orthogonality is an important concept since we must avoid as much as possible any crosstalk 
between signals. In a diversity system crosstalk or interference may appear between diversity 
channels. An example is multipath diversity where crosstalk is equivalent to interpath 
interference (Turin, 1980). ISI is another form of crosstalk (Van Etten, 1976). Crosstalk is 
different from correlation, which is measured by the covariance matrix. There may be 
correlation although crosstalk is avoided and vice versa. There are different orthogonality 
concepts for different detectors, including coherent, noncoherent, and energy detectors. 

2.3.1 Coherently orthogonal signals 
We define the inner product of two deterministic signals  ℎ�(�)	and ℎ�(�) as < ℎ�, ℎ� >	=
	� ℎ��
�� (�)ℎ�∗(�)��� The signals are orthogonal or coherently orthogonal (Pasupathy, 1979; 

Madhow, 2008) if Re(< ℎ�, ℎ� >) = 0. This form of orthogonality is used in coherent 
detection. As an example we give two complex exponential pulses 
ℎ�(�) = �� exp(������), 0 � � < � and ℎ�(�) = �� exp����(�� � ��)� � �� , 0 � � < � with an 
arbitrary amplitude 	����	��,	 frequency offset ��	and phase offset �. The pulses are 
coherently orthogonal if either 1) �� = 0	��	�� = 0 or 2) �� = ���	��		�)	�	 = ���� � (� �
���)� where n is an integer,	�	�	0. Signals with �� = 0	��	�� = 0	are used in on-off keying 
(OOK) systems. When �� = ���,	�	�	0,	the pulses are always orthogonal irrespective of the 
value of �. However, for an arbitrary �� we can always find a phase offset � for which the 
pulses are orthogonal. If we set � = 0, the pulses are orthogonal if �� = ���� where �	�	0 is 
an integer. Such signals are used in coherent FSK systems. If we alternatively set �� = 0, the 
pulses are orthogonal if � = �

� � ��,	�	�	0Such signals are used in quadrature phase-shift 
keying (QPSK) systems. The examples were about orthogonality in the frequency domain. 
Time-frequency duality can be used to find similar orthogonal signals in the time domain, 
for example by using sinc pulses (Ziemer & Tranter, 2002). Furthermore, some codes are also 
orthogonal, for example Hadamard codes (Proakis, 2001). 

2.3.2 Noncoherently orthogonal signals 
The signals ℎ�(�) and ℎ�(�) are noncoherently orthogonal or envelope-orthogonal (Pasupathy, 
1979; Madhow, 2008; Turin, 1960) if  < ℎ�, ℎ� >	= 0. This form of orthogonality is used in 
noncoherent detection. In the previous example, the two complex exponential pulses are 
noncoherently orthogonal if 1) �� = 0	��	�� = 0 or 2) �� = ���,	�	�	0. Such signals are used 
in noncoherent ASK and FSK systems, respectively. In these cases there is no requirement 
for the phase	�, i.e., it can be arbitrary, but it must be constant during the interval 0 � � < �. 
Noncoherently orthogonal signals are also coherently orthogonal signals.  

2.3.3 Disjointly orthogonal signals 
Coherently and noncoherently orthogonal signals can be overlapping in time or frequency. 
To define disjointly orthogonal signals ℎ�(�) and ℎ�(�), we must first select a window function 
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w(t) and define the short-time Fourier transform (Yilmaz & Rickard, 2004) ��(�, �) =
� �(� � �)ℎ�(�)�
�� ���������, � = 1, � which can be interpreted as the convolution of a 

frequency-shifted version of the signal ℎ�(�) with a frequency shift � �	and the time-reversed 
window function �(��). The signals are w-disjoint orthogonal if ��(�, �)��(�, �) = 0, ��, �� If 
�(�) = 1,	the short-time Fourier transform reduces to the ordinary Fourier transform and 
the w-disjoint orthogonal signals are frequency disjoint, which can be implemented in an FSK 
system. If		�(�) = �(�),	 the w-disjoint orthogonal signals are time disjoint, which can be 
implemented in a pulse-position modulation (PPM) system. If two signals are frequency 
disjoint, they do not need to be time disjoint and vice versa. Time and frequency disjoint 
signals are called disjointly orthogonal. Our main interest is in the time and frequency 
disjoint signals. A special case of both of them is OOK. Disjointly orthogonal signals are 
used in energy detection. Disjointly orthogonal signals are also coherently and 
noncoherently orthogonal signals. 

2.4 Optimal MAP receiver 
When defining an optimal receiver, we must carefully define both the assumptions and the 
optimization criterion. We use the MAP receiver, which minimizes the symbol error 
probability. A maximum likelihood (ML) receiver is a MAP receiver based on the 
assumption that the transmitted symbols have identical a priori probabilities. The easiest 
way to derive the optimal receiver is to use the time-discrete model of the received signal. 
The received signal �(�) = ℎ(�, �) � �(�)	is filtered by an ideal low-pass filter, whose two-
sided bandwidth B is wide enough so that it does not distort	ℎ(�, �). The output of the filter 
is sampled at a rate �� = �	that is defined by the sampling theorem. In this case the noise 
samples are uncorrelated and the time-dicrete noise is white. The sampling interval is 
normalized to unity.  

2.4.1 Optimal MAP receiver 
The covariance matrix of a column vector � is defined as ��� = ��[� � �(�)][� �
�(�)]�}	where �(�) refers to the statistical mean or expectation of � and the superscript H 
refers to conjugate transposition. The received signal �(�)	depends on the transmitted 
symbol � and may be presented as the � � 1 vector (Kailath, 1961) �(�) = �(�) � �. The 
vectors �(�) and � are assumed to be mutually uncorrelated. The received signal r has the 
� � � covariance matrix ���(�) = ���(�) � ��� where	���(�) is the covariance matrix of 
�(�) and ��� = ��� is the covariance matrix of n, �� > 0	is the noise variance, and I is a unit 
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In the MAP detector, the decision �(��)	is based on the rule (Proakis, 2001) 

 �(��) = ����(��) ���	�(�� �)            (1) 

where 

  �(�� �) = �(���)�(��)
�(�)                  (2) 

is the a posteriori probability that �(��) was transmitted given r, �(���) is the a priori 
probability density function of r given �(��) was transmitted, �(��) denotes the a priori 
probability for the symbol ��, and �(�)	denotes the probability density function of r averaged 
over all �. The symbol ��	refers to the symbol under test and �� to the final decision. We 
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assume that the a priori probabilities �(��) are equal, and �(�) does not have any effect on 
the maximization in (2). An equivalent decision variable	is the a priori probability density 
function or the likelihood function  �(���). To proceed, we need some knowledge of the 
statistics of � to compute �(���).	By far the simplest case is to assume that for each ��, � is 
Gaussian. The decision variables to be defined can be used also in diversity systems by 
using simple addition when there is no crosstalk or correlation between the diversity 
channels, see for example (Turin, 1980). 
Coherent receiver: In the coherent receiver, �(�) is assumed to be known for each �. Since � is 
Gaussian, also � is Gaussian, and (Barrett, 1987; Papoulis, 1991) 

  �(���) = �
�����	[���(��)] exp	{−[� − �(�)]�[���(��)]��[� − �(�)]}       (3)

 viewed as a function of ��. The right-hand side of (3) represents the probability density 
function of a random vector whose elements are complex Gaussian random variables. Since 
the noise is assumed to be white with N0 > 0, the matrix	���(��) is always positive definite 
(Marple, 1987) and nonsingular. In the coherent receiver the ���(��) = ��� = ��� . We take 
the natural logarithm and the MAP criterion leads to the decision variable 

 �(��) = �
�� �e[�

��(��)] � �(��)� �(��) = − �
��� �

�(��)�(��)                   (4) 

where �(��)		is the bias term, which depends on the energy of �(��). The term 
�e[���(��)]	corresponds to the correlator which can be implemented also by using a 
matched filter, which knows the absolute phase of the received signal. In a diversity system 
the receiver can be generalized to maximal ratio combining. 

2.4.2 Noncoherent receiver 
In a noncoherent receiver �(�) has the form �(�) = �(�)��� where � is a random variable 
uniformly distributed in the interval [�� ��) and is �(�)	assumed to be known for each �. 
Now for a given � the received signal is Gaussian and  

 �(���� �) = �
�����	[���(����)] exp{−[� − �(�)]�[���(��� �)]��[� − �(�)]}.                    (5)

 The MAP criterion is obtained from �(���� �) by removing � by averaging (Meyr et al., 1998), 
i.e., �(���) = � �(���� �)��

� �(�)��.  The conditional probability density function �(���)	is not 
Gaussian although �(���� �) is Gaussian and therefore the receiver includes a nonlinearity. 
When �(���) is maximized, the decision variable is 

 �(��) = ��	�� � ��� ���
�(��)�� � �(��)� �(��) = 	− �

��� �
�(��)�(��)                 (6) 

where ��(·) is the zeroth order modified Bessel function and �(��)	is the bias term that 
depends on the energy of �(��). The term 	����(��)� corresponds to noncoherent correlation 
and can be implemented with a noncoherent matched filter, which includes a matched filter 
and a linear envelope detector. The envelope detector is needed because the absolute phase 
of the received signal is unknown.  
For large arguments, an approximation is (Turin, 1980) 

  �(��) ≈ �
�� ���

�(��)� � �(��). (7) 
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In a diversity system the decision variable (6) leads to a nonlinear combining rule and the 
approximation (7) to a linear combining rule. It can be shown that the performance of the 
linear envelope detector is almost identical to that of quadratic or square-law envelope 
detector, but performance analysis is easier for square-law envelope detector although in 
practical systems the dynamic range requirements are larger (Proakis, 2001, p. 710; Skolnik, 
2001, p. 40; McDonough & Whalen, 1995). If the energies of �(��) for all �� are identical, no 
bias terms are needed and the decision variable (6) is simplified to the form ��(��) = ����(��)� 
or, alternatively, to the form ���(��) = ����(��)��. In a diversity system the receiver can be 
generalized to square-law combining. The use of these simplifications is an approximation 
only since the signals coming from different diversity channels do not in general have 
identical energies, and ideally the nonlinearity in (6) is needed (Turin, 1980). 

2.4.3 Estimator-correlator receiver 
Now the signal part �(�) for a given � is random and complex Gaussian and it has zero 
mean, i.e.,	�[�(�)] = � where � is a zero vector. This implies that the channel is a Rayleigh 
fading multipath channel. As in the noncoherent receiver, the effect of the channel can be 
removed by averaging (Kailath, 1963). The MAP criterion (2) corresponds to the decision 
variable (Kailath, 1960) 

 �(��) = −��[���(��)]��� � �(��)� �(��) = − ln{det[���(��)]}.                          (8) 

The bias term �(��)	can be ignored if the determinant of ���(��)	does not depend on ��. The 
conditions where the bias terms are identical are considered in (Mämmelä & Taylor, 1998).  The inverse of the covariance matrix can be expressed in the form [���(��)]�� = ����� −
������(��) where the matrix  

 �(��) = ���(��)[���(��)]�� = � − ���[���(��)]��       (9) 

is a linear minimum-mean square error (MMSE) estimator of the received signal. The 
optimal estimator is an MMSE estimator although the whole receiver is a MAP detector 
(Kailath, 1969). Since the noise covariance matrix in (9) does not depend on the transmitted 
signal, and the noise is white, the decision variable 

 ��(��) = �
�� �

��(��)� � �(��) (10) 

can be maximized where �(��)	is a Hermitian matrix since it is a difference of two Hermitian 
matrices. Thus the decision variables (10) are real. Since the expression ���(��)� has a 
Hermitian quadratic form, it is nonnegative and almost always positive.  
In (10) the receiver estimates the received signal, and the estimate is �(��) = 	�(��)�. 
However, the estimate is the actual signal estimate only in the receiver branch where �� =
�	(Kailath, 1961). The receiver based on the decision variables (10) is called the estimator-
correlator receiver (Kailath, 1960) and the quadratic receiver (Schwartz et al., 1966; Barrett, 
1987), see Fig. 1. It does not use any knowledge of the absolute phase of the received signal. 
Thus for phase-modulated signals there is a phase ambiguity problem, which can be solved 
by using known pilot signals. The structure is similar to that of the DPSK detector when two 
consecutive symbols are observed and only the earlier symbol is used in the estimator. The 
detector (6) can be also interpreted as an estimator-correlator receiver, but the estimator is 
nonlinear because �(���) is not a Gaussian probability density function (Kailath, 1969). In 
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depends on the energy of �(��). The term 	����(��)� corresponds to noncoherent correlation 
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2.4.3 Estimator-correlator receiver 
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(Kailath, 1969). Since the noise covariance matrix in (9) does not depend on the transmitted 
signal, and the noise is white, the decision variable 
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can be maximized where �(��)	is a Hermitian matrix since it is a difference of two Hermitian 
matrices. Thus the decision variables (10) are real. Since the expression ���(��)� has a 
Hermitian quadratic form, it is nonnegative and almost always positive.  
In (10) the receiver estimates the received signal, and the estimate is �(��) = 	�(��)�. 
However, the estimate is the actual signal estimate only in the receiver branch where �� =
�	(Kailath, 1961). The receiver based on the decision variables (10) is called the estimator-
correlator receiver (Kailath, 1960) and the quadratic receiver (Schwartz et al., 1966; Barrett, 
1987), see Fig. 1. It does not use any knowledge of the absolute phase of the received signal. 
Thus for phase-modulated signals there is a phase ambiguity problem, which can be solved 
by using known pilot signals. The structure is similar to that of the DPSK detector when two 
consecutive symbols are observed and only the earlier symbol is used in the estimator. The 
detector (6) can be also interpreted as an estimator-correlator receiver, but the estimator is 
nonlinear because �(���) is not a Gaussian probability density function (Kailath, 1969). In 
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fact, any MAP receiver used in a fading channel with AWGN has an estimator-correlator 
interpretation having an MMSE estimator, possibly nonlinear. 
 

 
Fig. 1. Estimator-correlator. Asterisk (*) refers to complex conjugation. For each �� there is a 
similar receiver branch and the maximum of the outputs corresponds to the MAP decision. 

We now assume that �(��)	can be expressed in the form �(��) 	= �(��)� where �(��)	is a 
suitably defined signal matrix (Kailath, 1961) and � is the channel vector. As shown in 
(Kailath, 1961), the decision variable can be alternatively expressed in the form 

 ��(��) = �
�� �

��(��)�(��)��(��)� + �(��)             (11) 

where 

 �(��) = �
�� (����� + �

�� �
�(��)�(��))��                                   (12) 

and the inverses can be shown to exist. We now assume that the channel is flat fading and 
the variance of the fading gain is 	��� = �(|�(�)|�). The matrix �(��)	reduces to the scalar 

 �(��) = ���
�(��)������

                                        (13) 

and the signal matrix �(��) reduces to a vector �(��) whose energy is denoted by �(��). The 
decision variable has now the form 

  ��(��) = �(��)
�� ���(��)��� + �(��).    (14) 

This receiver represents the generalized noncoherent receiver where the amplitude of the 
received signal is an unknown random variable. The detector includes a square-law 
envelope detector. In a diversity system the receiver corresponds to generalized square-law 
combining. Compared to the ordinary noncoherent detectors the generalized noncoherent 
receiver (14) must know the second order statistics of the channel and noise. The 
instantaneous amplitude is assumed to be unknown. 
The effect of weighting with �(��) is discussed in channel estimators in (Li et al., 1998). An 
important special case is equal gain combining (EGC), which has some loss in performance 
but the robustness is increased and the complexity is reduced partially because the noise 
variance and the mean-square strengths of the diversity branches are not needed to 
estimate. It is important not to include weak paths in EGC combining. 
As a positive definite matrix, 	�(��) can be factored in the	form �(�) = ���(��)����(��)  where  
��(��)  is a lower-triangular matrix (Kailath, 1961). Therefore 
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 ���(��) � �
��
[��(��)�]���(��)� � �(��).   (15) 

This receiver is called the filter-squarer-integrator (FSI) receiver (Van Trees, 1971). 
If the knowledge about the received signal is at the minimum, we may assume that ��(��) 
corresponds to an ideal band-pass filter, and the receiver corresponds to the energy detector 
(ED). If the signals share the same frequency band and time interval, the ED can only 
discriminate signals that have different energies. If the received symbols have similar 
energies, they must be time disjoint or frequency disjoint. 
Joint data and channel estimation. In joint estimation both the data and channel are assumed to 
be unknown as in the estimator-correlator but they are estimated jointly (Mämmelä et al., 
2002). In a Rayleigh fading channel the MAP joint estimator is identical to the estimator-
correlator (Meyr et al., 1998). Due to symmetry reasons the MAP estimator for this channel 
is identical to the MMSE estimator. This is not true in more general channels and joint 
estimation differs from the optimal MAP detector whose aim is to detect the data with a 
minimum error probability.  

3. Historical development of phase-unaware detection methods 
Optimal MAP receivers were first analyzed by Woodward and Davis (1952). They showed 
that the a posteriori probabilities form a set of sufficient statistics for symbol decisions. Price 
(1956) and Middleton (1957) derived the estimator-correlator receiver for the time-
continuous case. In addition, Middleton presented an equivalent receiver structure that has 
been later called the FSI receiver (Van Trees, 1971). Kailath (1960) presented the estimator-
correlator for the time-discrete case and generalized the results to a multipath channel 
where the fading is Gaussian. If the channel includes a known deterministic part in addition 
to the random part, the receiver includes a correlator and the estimator-correlator in parallel 
(Kailath, 1961). Later Kailath (1962) extended the result to a multi-channel case. Kailath 
(1969) also showed that the estimator-correlator structure is optimum for arbitrary fading 
statistics if the noise is additive and Gaussian. If the noise is not white, a noise whitening 
filter can be used (Kailath, 1960). 
According to Turin (1960) the noncoherent matched filter was first defined by Reich and 
Swerling and Woodward in 1953. Noncoherent receivers were studied by (Peterson et al., 
1954; Turin, 1958). Noncoherent diversity systems based on square-law combining were 
considered in (Price, 1958; Hahn, 1962).  
Helström (1955) demonstrated the optimality of orthogonal signals in binary noncoherent 
systems. Jacobs (1963) and Grettenberg (1968) showed that energy-detected disjointly 
orthogonal and noncoherent orthogonal �-ary systems approach the Shannon limit and 
capacity in an AWGN channel. Scholtz and Weber (1966) showed that in �-ary noncoherent 
systems noncoherently orthogonal signals are at least locally optimal. They could not show 
the global optimality. Pierce (1966) showed that the performance of a noncoherent �-ary 
system with � diversity branches approaches the Shannon limit just as that of a coherent 
system when � and � approach infinity. However, in a binary system (� � �) there is a 
finite optimal � dependent on the received signal-to-noise ratio (SNR) per bit for which the 
bit error probability performance is optimized (Pierce, 1961). In this case there is always a 
certain loss compared to the corresponding binary coherent orthogonal system. 
One of the earliest papers on differential phase-shift keying (DPSK) includes (Doelz, 1957). 
Cahn (1959) analyzed the performance of the DPSK detector. DPSK was extended to multiple 
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fact, any MAP receiver used in a fading channel with AWGN has an estimator-correlator 
interpretation having an MMSE estimator, possibly nonlinear. 
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symbols in (Leib & Pasupathy, 1988; Divsalar & Simon, 1990; Leib & Pasupathy, 1991). An 
extension to differential quadrature amplitude modulation (QAM) is described in a voiceband 
modem standard (Koukourlis, 1997). The estimator-correlator principle was used in a DPSK 
system in (Dam & Taylor, 1994). 
EDs are sometimes called radiometers. Postdetection or noncoherent integration similar to 
energy detection has been originally considered in radar systems by North in 1943 (North, 
1963) and Marcum in 1947 (Marcum, 1960). The authors analyze the noncoherent combining 
loss. Peterson et al. (1954) showed the optimality of energy detection when the signal is 
unknown. A general analysis of EDs was presented in (Urkowitz, 1967; Urkowitz, 1969).  
Energy detection was studied for digital communications in (Helström, 1955; Middleton, 
1957; Harris, 1962; Glenn, 1963). Dillard (1967) presented an ED for pulse-position 
modulation (PPM), and  Hauptschein & Knapp (1979) for M-ary orthogonal signals. A 
general result from these studies was the fact that the performance of the system is 
decreased when the time-bandwidth product is increased. 

4. Recent trends in designing phase-unaware detectors 
In this section, a more detailed view on selected signal design and data estimation methods, 
suitable for PUDs is given. Specifically, we first focus on basic signal design principles, 
followed by a discussion on the data estimation and generation of the decision variable for 
the subsequent symbol decision approaches at the receiver. Advanced signal processing 
approaches, which represent more recent trends, are considered next. Finally, we discuss 
specific analysis problems arising with the PUD. With a PUD system, any information on 
the absolute signal phase is not recovered, thus demodulation methods based on absolute 
phase information are useless unless pilot symbols are used.  

4.1 Basic signal design principles 
We start from a transmission model for single-input single-output (SISO) time-division-
multiplexed (TDM) signals given as 

 �(�) = ∑ ��������� (� � �� � ��)            (16) 

where T is the symbol interval, �� is the kth amplitude selected from the symbol set with 
OOK, ��(�) is the kth pulse shape selected the symbol set for binary frequency-shift keying 
(BFSK), and �� is the kth delay selected the symbol set for binary pulse position modulation 
(BPPM). In general, the overall pulse modulation method for the selected PUD method can 
be based on one of these approaches or a combination of them.  
Alternatively, we can use the frequency domain to multiplex signals by using appropriate 
frequency-division-multiplexed (FDM) signals. In this case, (16) becomes 

 �(�) = ∑ ∑ ������������ (� � �� � ����)�����      (17) 

where now ���� and ���� are, respectively, the amplitude and delay at kth time and jth (j = 1, 
2,…, N) frequency. Typically, in PUD-based systems, the pulses ����(�) are nonoverlapping 
in frequency. An example of nonoverlapping FDM with OOK is given for UWB systems in 
(Paquelet, 2004). Overlapping FDM signals were analyzed in (Al-Dweik, 2003) using the 
PUD approach. Nonoverlapping FDM is also called as a multiband modulation system 
(Anttonen & Mämmelä, 2009). 
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Some PUD structures may require additional reference, pilot, or training signals in order to be 
able to recover the transmitted information. For instance, an unmodulated reference symbol 
and modulated information symbol are required to be sent in pairs or a known training signal 
is needed to acquire some knowledge of the instantaneous state of the channel. This former 
system is sometimes called as a transmitted-reference system (Franz & Mitra, 2006). It is also 
possible to use the previous symbol as a local reference template given rise to differential 
modulation approach. In this case, variants of DPSK become possible (Ma et al., 2005). 
The comparison of different modulation methods depends on the target system specification 
and selected receiver structure but some general conclusions can be drawn (cf. Proakis, 2001; 
Guvenc, 2003; Simon & Alouini, 2005). For instance, the OOK can be preferred for its simple 
transceiver structure. Orthogonal BFSK and BPPM result in improved energy efficiency per 
information bit at the cost of occupying larger bandwidth. 

4.2 Symbol-by-symbol data estimation without interference 
As described in the previous section, data estimation is in general based on the estimator-
correlator structure. In the optimal receiver the aim is to develop a symbol detector which is 
somehow matched to the transmitted signal and the channel. On the other hand, in a 
suboptimal symbol detection approach, the aim is to match the combination of the channel 
and receiver front-end to a simpler detector by using suitable signal pre-processing. Several 
important pre-processing tasks include an out-of-band noise filtering, solving the phase 
ambiguity problem, and a multipath energy combiner. In case of a PUD system, these pre-
processing tasks have some special features and will be discussed in more detail.  
Figure 2 illustrates some important pre-processing parts for the given received signal r(t). 
We have excluded parts such as amplifiers and down-converters which may be needed in 
some PUD systems. The order of the blocks is naturally not fixed and can be changed 
resulting in different trade-offs. As an example, the sampling operation can take place at any 
stage after limiting the bandwidth of the noise. If the signal bandwidth is very high, as it is 
typical for UWB systems, it is desired to locate the sampling unit as late as possible to avoid 
the use of extremely high sampling rates. In an ideal case, the noise filtering can follow two 
principal approaches, namely sinc filtering and matched filtering. In the former case, the 
frequency response is a rectangular function in frequency domain for removing all 
frequency components outside a given two-sided bandwidth �. On the other hand, in the 
latter case the aim is to match the impulse response of the receiver filter to the transmitted 
pulse �(�). In practice, some approximations of these approaches are usually used. After the 
noise filtering, the phase ambiguity between resolvable multipaths must be removed by an 
appropriate co-phasing scheme in order to combine the energy from different multipaths   
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Fig. 2. Pre-processing of received signal for different PUD systems (linear modulation 
assumed). 
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extension to differential quadrature amplitude modulation (QAM) is described in a voiceband 
modem standard (Koukourlis, 1997). The estimator-correlator principle was used in a DPSK 
system in (Dam & Taylor, 1994). 
EDs are sometimes called radiometers. Postdetection or noncoherent integration similar to 
energy detection has been originally considered in radar systems by North in 1943 (North, 
1963) and Marcum in 1947 (Marcum, 1960). The authors analyze the noncoherent combining 
loss. Peterson et al. (1954) showed the optimality of energy detection when the signal is 
unknown. A general analysis of EDs was presented in (Urkowitz, 1967; Urkowitz, 1969).  
Energy detection was studied for digital communications in (Helström, 1955; Middleton, 
1957; Harris, 1962; Glenn, 1963). Dillard (1967) presented an ED for pulse-position 
modulation (PPM), and  Hauptschein & Knapp (1979) for M-ary orthogonal signals. A 
general result from these studies was the fact that the performance of the system is 
decreased when the time-bandwidth product is increased. 

4. Recent trends in designing phase-unaware detectors 
In this section, a more detailed view on selected signal design and data estimation methods, 
suitable for PUDs is given. Specifically, we first focus on basic signal design principles, 
followed by a discussion on the data estimation and generation of the decision variable for 
the subsequent symbol decision approaches at the receiver. Advanced signal processing 
approaches, which represent more recent trends, are considered next. Finally, we discuss 
specific analysis problems arising with the PUD. With a PUD system, any information on 
the absolute signal phase is not recovered, thus demodulation methods based on absolute 
phase information are useless unless pilot symbols are used.  

4.1 Basic signal design principles 
We start from a transmission model for single-input single-output (SISO) time-division-
multiplexed (TDM) signals given as 

 �(�) = ∑ ��������� (� � �� � ��)            (16) 

where T is the symbol interval, �� is the kth amplitude selected from the symbol set with 
OOK, ��(�) is the kth pulse shape selected the symbol set for binary frequency-shift keying 
(BFSK), and �� is the kth delay selected the symbol set for binary pulse position modulation 
(BPPM). In general, the overall pulse modulation method for the selected PUD method can 
be based on one of these approaches or a combination of them.  
Alternatively, we can use the frequency domain to multiplex signals by using appropriate 
frequency-division-multiplexed (FDM) signals. In this case, (16) becomes 
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where now ���� and ���� are, respectively, the amplitude and delay at kth time and jth (j = 1, 
2,…, N) frequency. Typically, in PUD-based systems, the pulses ����(�) are nonoverlapping 
in frequency. An example of nonoverlapping FDM with OOK is given for UWB systems in 
(Paquelet, 2004). Overlapping FDM signals were analyzed in (Al-Dweik, 2003) using the 
PUD approach. Nonoverlapping FDM is also called as a multiband modulation system 
(Anttonen & Mämmelä, 2009). 
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Some PUD structures may require additional reference, pilot, or training signals in order to be 
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system is sometimes called as a transmitted-reference system (Franz & Mitra, 2006). It is also 
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Guvenc, 2003; Simon & Alouini, 2005). For instance, the OOK can be preferred for its simple 
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information bit at the cost of occupying larger bandwidth. 
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correlator structure. In the optimal receiver the aim is to develop a symbol detector which is 
somehow matched to the transmitted signal and the channel. On the other hand, in a 
suboptimal symbol detection approach, the aim is to match the combination of the channel 
and receiver front-end to a simpler detector by using suitable signal pre-processing. Several 
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processing tasks have some special features and will be discussed in more detail.  
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stage after limiting the bandwidth of the noise. If the signal bandwidth is very high, as it is 
typical for UWB systems, it is desired to locate the sampling unit as late as possible to avoid 
the use of extremely high sampling rates. In an ideal case, the noise filtering can follow two 
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constructively. The difference between DD and ED is clear, i.e., for ED the correlation delay 
is zero whereas for the DD it is nonzero. The DD method is sometimes called as an 
autocorrelation detector (Franz & Mitra, 2006). 
The main consequence is that the noise characteristics become different at the output of the 
correlator. However, the difference between the ED and ND is often not so clear when used 
together with a multipath combiner. In fact, with certain approximate assumptions they 
become equivalent. The main differences lie in the assumptions on noise filtering and time-
variability. Typically, ND is defined as a pulse matched filter structure followed by a 
quadratic envelope detector. Thus, ND must assume that the channel phase is constant over 
at least the symbol interval. On the other hand, such assumptions are not, by definition, 
made with ED indicating that ED is a more robust concept. 
In a PUD-based system, the multipath combiner can be based on similar approaches as with 
the systems which have an access to the phase information. The integration interval 
determines the amount of multipath and noise energy accumulation. The aim is to collect 
the energy optimally from different resolvable multipaths separated by a delay so that the 
SNR at the output of the combiner is maximized. The most convenient approach is to use an 
EGC where the weighting signal w(t) is one. The EGC approach with different PUD systems 
has been analysed in (Proakis, 2001; Simon & Alouini, 2005, Anttonen et al., 2011a). A more 
complicated approach is to use a weighted gain combiner where w(t) is now changing in 
time based on a selected criterion (Romme & Witrisal, 2006; Wang et al., 2011). If weighting 
is done with sampled signals, the weighting signal can be presented as a weight vector w. 
Typically, weight optimization based on the minimization of symbol error probability of a 
PUD system is difficult for non-Gaussian statistics and other criteria such as minimum mean 
square error or maximum SNR are used. Weighting changes also the distribution of the 
decision variable and this needs to be taken into account in symbol detection (cf. Kotz, 1967). 
Consequently, the maximum available gain from the weighting of the diversity paths with 
respect to the EGC depends especially on the fading statistics. Using the results form (Kotz, 
1967) for a weighted chi-square distribution, the effect of different normalized weighting 
vectors / ,ww  where w is the average of the elements of ,w  is illustrated in Fig. 3. 
After the pre-processing blocks, a discrete decision variable y(kT) is provided for the 
subsequent symbol detector. The PUD systems can be also classified based on the used 
symbol decision approach. Typically the symbols are equally probable and ML criterion is 
used in all cases. However, the ML criterion may or may not need instantaneous channel 
energy information depending on the used modulation method and the corresponding 
decision variable. In case of uncoded nonconstant envelope OOK signals, the receiver must 
know the noise level and the instantaneous SNR in order to recover the transmitted 
information. However, with constant envelope BPPM and BFSK, the transmitted 
information is detected by comparing the decision variables at each candidate time-
frequency intervals. If the channel does not change relatively within these intervals, the 
symbols can be detected without instantaneous channel information. 

4.3 Advanced signal processing approaches 
In this section, we overview some recent trends to improve the performance of the basic 
PUD-based systems described in the previous section. The selected techniques we tend to 
highlight include multilevel modulation, multiantenna modulation, multiple-symbol 
sequence detection, multiuser communication techniques, and ISI avoidance methods. 
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Fig. 3. Illustration of the effect of weighting on the pdf of the decision variable y. 
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PAM signals, it is often necessary to use nonnegative symbol constellations when applied 
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PAM approach are that the complexity of the generation of the decision variable for the 
symbol detector is independent of the number of modulation levels �, and the bandwidth is 
decreased when � is increased for a given bit rate. On the other hand, M-PPM and M-FSK 
result in an improved bit error probability with M as, unlike with M-PAM, the symbol 
distances do not change for a given average signal energy. Naturally, various hybrids of the 
modulation methods presented above are possible. Combinations of M-PAM and M-PPM 
schemes can be applied to provide compromises between the spectral and energy efficiency. 
It is also possible to use multilevel differential phase shift keying and combine it with 
amplitude modulation, resulting in a differential QAM approach (Koukourlis, 1997) without 
a need to know the absolute phase information of the received signal.  

4.3.2 Multiantenna modulation and demodulation 
Using multiple-input-multiple-output (MIMO) methods with coherent systems have become a 
standard approach to improve the performance of the system. The use of MIMO methods with 
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constructively. The difference between DD and ED is clear, i.e., for ED the correlation delay 
is zero whereas for the DD it is nonzero. The DD method is sometimes called as an 
autocorrelation detector (Franz & Mitra, 2006). 
The main consequence is that the noise characteristics become different at the output of the 
correlator. However, the difference between the ED and ND is often not so clear when used 
together with a multipath combiner. In fact, with certain approximate assumptions they 
become equivalent. The main differences lie in the assumptions on noise filtering and time-
variability. Typically, ND is defined as a pulse matched filter structure followed by a 
quadratic envelope detector. Thus, ND must assume that the channel phase is constant over 
at least the symbol interval. On the other hand, such assumptions are not, by definition, 
made with ED indicating that ED is a more robust concept. 
In a PUD-based system, the multipath combiner can be based on similar approaches as with 
the systems which have an access to the phase information. The integration interval 
determines the amount of multipath and noise energy accumulation. The aim is to collect 
the energy optimally from different resolvable multipaths separated by a delay so that the 
SNR at the output of the combiner is maximized. The most convenient approach is to use an 
EGC where the weighting signal w(t) is one. The EGC approach with different PUD systems 
has been analysed in (Proakis, 2001; Simon & Alouini, 2005, Anttonen et al., 2011a). A more 
complicated approach is to use a weighted gain combiner where w(t) is now changing in 
time based on a selected criterion (Romme & Witrisal, 2006; Wang et al., 2011). If weighting 
is done with sampled signals, the weighting signal can be presented as a weight vector w. 
Typically, weight optimization based on the minimization of symbol error probability of a 
PUD system is difficult for non-Gaussian statistics and other criteria such as minimum mean 
square error or maximum SNR are used. Weighting changes also the distribution of the 
decision variable and this needs to be taken into account in symbol detection (cf. Kotz, 1967). 
Consequently, the maximum available gain from the weighting of the diversity paths with 
respect to the EGC depends especially on the fading statistics. Using the results form (Kotz, 
1967) for a weighted chi-square distribution, the effect of different normalized weighting 
vectors / ,ww  where w is the average of the elements of ,w  is illustrated in Fig. 3. 
After the pre-processing blocks, a discrete decision variable y(kT) is provided for the 
subsequent symbol detector. The PUD systems can be also classified based on the used 
symbol decision approach. Typically the symbols are equally probable and ML criterion is 
used in all cases. However, the ML criterion may or may not need instantaneous channel 
energy information depending on the used modulation method and the corresponding 
decision variable. In case of uncoded nonconstant envelope OOK signals, the receiver must 
know the noise level and the instantaneous SNR in order to recover the transmitted 
information. However, with constant envelope BPPM and BFSK, the transmitted 
information is detected by comparing the decision variables at each candidate time-
frequency intervals. If the channel does not change relatively within these intervals, the 
symbols can be detected without instantaneous channel information. 

4.3 Advanced signal processing approaches 
In this section, we overview some recent trends to improve the performance of the basic 
PUD-based systems described in the previous section. The selected techniques we tend to 
highlight include multilevel modulation, multiantenna modulation, multiple-symbol 
sequence detection, multiuser communication techniques, and ISI avoidance methods. 
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PUD systems lags behind but has become more popular recently. Spatial diversity methods 
have been most popular with ND and DD. The capacity of multiple antenna systems without 
having access to the instantaneous channel state was studied in (Hochwald & Marzetta, 2000). 
Under the AWGN and Rayleigh channel assumptions, it has been shown that at a high SNR, 
or when the coherence time in symbols intervals is much larger than the number of transmitter 
antennas, the capacity can be achieved by using constellations of unitary matrices as 
codebooks. Differential space-time encoding and decoding principles are developed in 
(Hughes, 2000) and analysed for UWB short-range systems in (Zhang & Ng, 2008). 
Beamforming with an ND-based PUD receiver is studied in (Naguib & Paulraj, 1996). While 
MIMO-extended PUD systems typically rely on orthogonal space-time matrices, some 
techniques have been proposed that allow the transmission of independent space-time signals 
(Song et al., 2007). This kind of differential spatial multiplexing approach can achieve 
maximum bandwidth efficiency without the need of any channel state information.  

4.3.3 Multiple symbol sequence detection 
So far we have assumed that the symbol decision is made using a symbol-by-symbol 
detector. In order to improve the performance, an increasing trend for PUD systems is to use 
a sequence of symbols at each time instant and apply a ML estimator for the used symbol 
sequence (Leib & Pasupathy, 1988; Divsalar & Simon, 1990; Lodge & Moher, 1990; Leib & 
Pasupathy, 1991; Leib & Pasupathy, 1992; Colavolpe & Raheli, 1999; Guo & Qiu, 2006; Tian 
& Yang, 2008).  The performance of noncoherent sequence detectors, which have no access 
to the absolute signal phase information, has been shown to approach that of the 
corresponding coherent sequence detectors if the phase ambiguity problem is solved but at 
the cost of increasing the decoder complexity (Raphaeli, 1996).  

4.3.4 ISI avoidance by signal design 
In systems using a PUD approach, the receiver often includes some nonlinear operation 
which makes it difficult to post-equalize the ISI. Furthermore, phase information is required 
to completely remove the ISI. Consequently, it would be more reasonable to aim at avoiding 
the interference using appropriate signal design methods. In principle, the avoidance is 
possible via pre-distortion or pre-equalization of the transmitted signal according to the 
instantaneous ISI (Harashima & Miyakawa, 1972), spread-spectrum signalling with 
interference-rejecting autocorrelation characteristics of the pseudo-noise codes (Peterson et 
al., 1995), increasing the symbol interval for a given bit rate by using M-ary modulation, or 
frequency or spatial multiplexing, using gaps longer than the delay spread of the channel 
between symbols (Proakis, 2001), delay spread reduction of the channel with signal 
beamforming (Hansen & Loughlin, 1981), or commutating the signal, e.g., with frequency-
hopping code according to the delay spread of the channel (Turin, 1984). A rough 
comparison of these fundamental approaches is presented in Table 1.  

4.3.5 Multiuser communications 
Multiuser detection involves the study of methods for the demodulation of simultaneously 
transmitted information from different user terminals. In general, the user information can 
be detected in a serial or parallel fashion. Multiuser and multiantenna detection methods 
pose similar type of problems but from different viewpoints, and the techniques that are 
used for data recovery have many commonalities. There has been a considerable research on 
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Avoidance scheme Required channel 
information Main Challenge 

Pre-equalization Impulse response Channel estimation 
Pseudo-noise coding None Mitigating severe ISI 

Length of symbol interval Delay spread Complexity 
Gaps Delay spread Bandwidth waste 

Delay spread reduction Terminal direction Tracking of terminal 
Frequency-hopping Delay spread Complexity 

Table 1. Comparison of ISI avoidance methods.  
the coherent multiuser detection problem in the past, see a good summary in (Verdu, 1998). 
A pioneering work in studying multiuser detection techniques for DD-based PUD systems 
in found from (Varanasi, 1993). Other recent work on studying and analysing multiuser 
techniques with DD can be found from (Dang & van der Veen, 2007). Although multiuser 
DD schemes have been a more popular research topic, recently multiuser approaches have 
also been applied to ED (Xu & Brandt-Pearce, 2006). The most significant challenge in 
designing PUD transceivers with multiple users is to compensate the nonlinear interference 
generated by the nonlinear operations at the receiver front-end. Another challenge is 
naturally the evaluation of the analytical error probability of these systems.  

5. On analysis of phase-unaware detectors 
In this section, we outline some important analysis challenges and available solutions to 
evaluate the error probability of PUD-based systems. Our purpose is not to explicitly 
compare the error probability performance of different PUD approaches as this has been 
done in many contributions, see good overviews from (Proakis, 2001; Simon & Alouini, 
2005). We discuss selected approximation approaches which significantly ease the analysis 
of PUD systems.  

5.1 Idealization of the receiver filter  
The receiver filter reduces the noise by convolving the received signal with a selected 
impulse response which is sometimes matched to the pulse shape of the transmitted signal. 
The receiver filter can be a bandpass or lowpass filter depending on the location of the filter 
with respect to the possible down-converter. The consequences of the nonideal filtering are 
that the received signal is distorted and the output noise samples become correlated. 
Typically, these effects are difficult to include in the performance analysis of PUD systems. 
To avoid such a situation, the filter bandwidth should be larger than the bandwidth of the 
received signal without noise (Choi & Stark, 2002). In the bandpass case, this kind of filter is 
called as ideal bandpass zonal filter in (Quek & Win, 2005). At the output of the idealized 
filter with a sufficiently large bandwidth B, no ISI is introduced and the noise samples, 
which are separated by 1/B, can be approximated to be statistically independent.  

5.2 Integration model and the sampling theorem 
In order to come up with a proper probability density function for the decision variable of a 
PUD system, we need to approximate the continuous integration operation involved with 
the multipath combiner in Fig. 2. A natural approximation is obtained from the sampling 
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Avoidance scheme Required channel 
information Main Challenge 

Pre-equalization Impulse response Channel estimation 
Pseudo-noise coding None Mitigating severe ISI 

Length of symbol interval Delay spread Complexity 
Gaps Delay spread Bandwidth waste 

Delay spread reduction Terminal direction Tracking of terminal 
Frequency-hopping Delay spread Complexity 

Table 1. Comparison of ISI avoidance methods.  
the coherent multiuser detection problem in the past, see a good summary in (Verdu, 1998). 
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DD schemes have been a more popular research topic, recently multiuser approaches have 
also been applied to ED (Xu & Brandt-Pearce, 2006). The most significant challenge in 
designing PUD transceivers with multiple users is to compensate the nonlinear interference 
generated by the nonlinear operations at the receiver front-end. Another challenge is 
naturally the evaluation of the analytical error probability of these systems.  

5. On analysis of phase-unaware detectors 
In this section, we outline some important analysis challenges and available solutions to 
evaluate the error probability of PUD-based systems. Our purpose is not to explicitly 
compare the error probability performance of different PUD approaches as this has been 
done in many contributions, see good overviews from (Proakis, 2001; Simon & Alouini, 
2005). We discuss selected approximation approaches which significantly ease the analysis 
of PUD systems.  
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The receiver filter reduces the noise by convolving the received signal with a selected 
impulse response which is sometimes matched to the pulse shape of the transmitted signal. 
The receiver filter can be a bandpass or lowpass filter depending on the location of the filter 
with respect to the possible down-converter. The consequences of the nonideal filtering are 
that the received signal is distorted and the output noise samples become correlated. 
Typically, these effects are difficult to include in the performance analysis of PUD systems. 
To avoid such a situation, the filter bandwidth should be larger than the bandwidth of the 
received signal without noise (Choi & Stark, 2002). In the bandpass case, this kind of filter is 
called as ideal bandpass zonal filter in (Quek & Win, 2005). At the output of the idealized 
filter with a sufficiently large bandwidth B, no ISI is introduced and the noise samples, 
which are separated by 1/B, can be approximated to be statistically independent.  

5.2 Integration model and the sampling theorem 
In order to come up with a proper probability density function for the decision variable of a 
PUD system, we need to approximate the continuous integration operation involved with 
the multipath combiner in Fig. 2. A natural approximation is obtained from the sampling 
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theorem as follows (cf. Urkowitz, 1967).  In a general case, with an appropriate choice of 
time origin, we may express a real signal r(t) in the form 

 �(�) = ∑ ��sinc����� (�� � �) ≈ ∑ ��sinc���� (�� � �)                 (18) 

where rk	=	r(k/B) is a sampled version of r(t),	K is the finite number of signal components, 
and B is the bandwidth of the receiver filter. It is obvious that the approximation improves 
as � increases. It is shown in (Urkowitz, 1967) that for a given integration interval T, it is 
sufficient to select K	=	BT discrete terms to obtain 

 � �(�)���
� ≈ � = �

� ∑ ������� .                      (19) 

An example to use the result is presented as follows by applying the ED principle. If r(t)	=	
[s(t)	+	n(t)]2, where s(t) is the information signal with nonzero energy and n(t) is the zero 
mean Gaussian random variable, y	can readily be shown to follow the noncentral chi-square 
distribution with 2BT degrees of freedom since each complex sample includes two real 
samples. 

5.3 Gaussian quadratures 
Important approaches to solve analytical problems of PUD systems arise from the 
application of Gaussian quadratures. Gaussian quadratures approximate the integrals of the 
form (Abramowitz & Stegun, 1972) 

 � �(�)�(�)���
� ≈ ∑ ���(��)�

���                              (20) 

where a and b set the integration interval, �(�) is a positive weight function, �(�) is an 
arbitrary function, ��	and xi are, respectively, the weighting factors and abscissas of the  
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selected Gth order Gaussian quadrature. The selection of the quadrature depends on the form 
of �(�). An important example arises from the analysis of ED-based PAM systems (Anttonen 
et al., 2011a). The optimal ML symbol decision thresholds of ED-PAM systems cannot be 
represented in a closed form. Consequently, the evaluation of the analytical error probability 
in multipath fading channels becomes difficult, if not impossible. Following the results of 
(Anttonen et al., 2011a), the  symbol error rate is given as Gaussian quadratures enable a 
convenient framework to select only few discrete points in which the continuous time integral 
is evaluated, and the threshold values are calculated. Figure 4 illustrates the effect of the order 
of the Gauss quadrature for the symbol error rate (SER) of the ED-PAM system with M = 2 in a 
flat lognormal fading channel, see further details of the analysis in (Anttonen et al., 2011a). It is 
seen that already when 6,G   the approximation accuracy is not significantly improved 
anymore. In addition to the Gaussian guadratures, other types of guadratures exist as well if a 
suitable weighting factor is not available for the function �(�) at hand or the function involves 
multiple random variables, see an excellent summary from (Cools, 2002). 

5.4 Probability density function of the decision variable 
Essential information for ML symbol detection is to know the probability density function 
(pdf) of the decision variable after sufficient pre-processing has been performed to allow the 
maximum possible signal-to-noise ratio for the decision variable and a simple symbol-by-
symbol detector structure. The noncentral chi-square distribution, which was inferred from 
the sampling theorem in the previous subsection, is used extensively to model the 
distribution of the decision variable of PUD-based systems (Quek & Stark, 2005; Anttonen et 
al., 2011a). In case of a weighted PUD system, we must use a weighted chi-square 
distribution which has alternate series forms as shown in (Kotz et al., 1967).  
Since the chi-square distribution (both weighted and nonweighted) involves complicated 
functions with series forms, Gaussian approximation approach can be used to approximate 
the pdf of the decision variable, provided that the number of degrees of freedom is large 
enough. This is justified by the Berry-Esseen theorem given in (Feller, 1972). The Gaussian 
approximation approach enables also a nice framework to compare the noise statistics 
which has a major role in determining the error probability of the system. Let ( , )N    
denote the Gaussian or normal distribution where  and  are, respectively, the mean and 
standard deviation of the of the decision variable y. Following the work from (Guvenc et al., 
2006; Wang et al., 2011), the noise statistics of y with nonzero signal energy for different 
PUD systems are approximated as 

 	���
�(��� ���� � �����) for	DD

�(����� � ��� ����� � �����) for	ED
�(�������� � ���� �������� � �������) 				for	WED

    (21) 

where Es is the signal energy, w is the weighting column vector of the weighted energy 
detection (WED), 1 is the column vector of ones, z is the column vector including the 
energies from different diversity paths, Z = diag(z), and diag(a) is the diagonal matrix where 
vector a is on the diagonal. 

5.5 Nonlinear filtering models for analysis and equalization of interference 
PUD systems introduce inherent nonlinearity in the signal processing in the process of co-
phasing the signal. Consequently, the compensation of various types of interferences becomes 
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theorem as follows (cf. Urkowitz, 1967).  In a general case, with an appropriate choice of 
time origin, we may express a real signal r(t) in the form 
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where rk	=	r(k/B) is a sampled version of r(t),	K is the finite number of signal components, 
and B is the bandwidth of the receiver filter. It is obvious that the approximation improves 
as � increases. It is shown in (Urkowitz, 1967) that for a given integration interval T, it is 
sufficient to select K	=	BT discrete terms to obtain 
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� ≈ � = �

� ∑ ������� .                      (19) 

An example to use the result is presented as follows by applying the ED principle. If r(t)	=	
[s(t)	+	n(t)]2, where s(t) is the information signal with nonzero energy and n(t) is the zero 
mean Gaussian random variable, y	can readily be shown to follow the noncentral chi-square 
distribution with 2BT degrees of freedom since each complex sample includes two real 
samples. 

5.3 Gaussian quadratures 
Important approaches to solve analytical problems of PUD systems arise from the 
application of Gaussian quadratures. Gaussian quadratures approximate the integrals of the 
form (Abramowitz & Stegun, 1972) 

 � �(�)�(�)���
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selected Gth order Gaussian quadrature. The selection of the quadrature depends on the form 
of �(�). An important example arises from the analysis of ED-based PAM systems (Anttonen 
et al., 2011a). The optimal ML symbol decision thresholds of ED-PAM systems cannot be 
represented in a closed form. Consequently, the evaluation of the analytical error probability 
in multipath fading channels becomes difficult, if not impossible. Following the results of 
(Anttonen et al., 2011a), the  symbol error rate is given as Gaussian quadratures enable a 
convenient framework to select only few discrete points in which the continuous time integral 
is evaluated, and the threshold values are calculated. Figure 4 illustrates the effect of the order 
of the Gauss quadrature for the symbol error rate (SER) of the ED-PAM system with M = 2 in a 
flat lognormal fading channel, see further details of the analysis in (Anttonen et al., 2011a). It is 
seen that already when 6,G   the approximation accuracy is not significantly improved 
anymore. In addition to the Gaussian guadratures, other types of guadratures exist as well if a 
suitable weighting factor is not available for the function �(�) at hand or the function involves 
multiple random variables, see an excellent summary from (Cools, 2002). 

5.4 Probability density function of the decision variable 
Essential information for ML symbol detection is to know the probability density function 
(pdf) of the decision variable after sufficient pre-processing has been performed to allow the 
maximum possible signal-to-noise ratio for the decision variable and a simple symbol-by-
symbol detector structure. The noncentral chi-square distribution, which was inferred from 
the sampling theorem in the previous subsection, is used extensively to model the 
distribution of the decision variable of PUD-based systems (Quek & Stark, 2005; Anttonen et 
al., 2011a). In case of a weighted PUD system, we must use a weighted chi-square 
distribution which has alternate series forms as shown in (Kotz et al., 1967).  
Since the chi-square distribution (both weighted and nonweighted) involves complicated 
functions with series forms, Gaussian approximation approach can be used to approximate 
the pdf of the decision variable, provided that the number of degrees of freedom is large 
enough. This is justified by the Berry-Esseen theorem given in (Feller, 1972). The Gaussian 
approximation approach enables also a nice framework to compare the noise statistics 
which has a major role in determining the error probability of the system. Let ( , )N    
denote the Gaussian or normal distribution where  and  are, respectively, the mean and 
standard deviation of the of the decision variable y. Following the work from (Guvenc et al., 
2006; Wang et al., 2011), the noise statistics of y with nonzero signal energy for different 
PUD systems are approximated as 

 	���
�(��� ���� � �����) for	DD

�(����� � ��� ����� � �����) for	ED
�(�������� � ���� �������� � �������) 				for	WED

    (21) 

where Es is the signal energy, w is the weighting column vector of the weighted energy 
detection (WED), 1 is the column vector of ones, z is the column vector including the 
energies from different diversity paths, Z = diag(z), and diag(a) is the diagonal matrix where 
vector a is on the diagonal. 

5.5 Nonlinear filtering models for analysis and equalization of interference 
PUD systems introduce inherent nonlinearity in the signal processing in the process of co-
phasing the signal. Consequently, the compensation of various types of interferences becomes 
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difficult with linear filters. In case the interference cannot be avoided by signal design, optimal 
receiver principles, nonlinear filtering models including linearization represent systematic 
procedures for reducing the interference or distortion caused by a nonlinear device. 
Linearization techniques have been traditionally used to ease the design of power amplifiers 
which are typically nonlinear (Katz, 2001). Linearization techniques as well as simplified 
nonlinear models are also very useful with the design and analysis of nonlinear PUD systems 
in the presence of interference. A nice framework is proposed in (Witrisal et al., 2005) for DD-
type PUD systems. A second-order Volterra model (cf. Sicuranza, 1992) is proposed to describe 
the data dependency in the presence of ISI, whereby the nonlinearity is caused by the 
multiplication in the pulse-pair correlators. This Volterra model divides the problem into the 
linear and nonlinear counterparts to find more efficient ways to equalize the interference. 
Consequently, nonlinear structures can be more effectively handled. Furthermore, if the 
interference is not severe, the nonlinear parts may be found to have an insignificant effect on 
the performance. The approach can readily be extended to other type of PUD systems as well.  

6. Concluding remarks  
In this chapter, we have presented an overview of low complexity PUD systems which do not 
need carrier phase recovery at the receiver. This is an important advantage for the systems 
using a very high bandwidth or centre frequency. We started from the optimal MAP receiver 
which lead to the estimator-correlator concept. We then provided a selected snapshot of 
historical landmark papers of PUD systems. Furthermore, some recent trends in designing 
advanced PUD systems were discussed. Finally, we provided some insight for the 
approximation approaches to ease the analysis of PUD systems using some specific examples.  
The design and analysis of advanced PUD systems lags behind the corresponding coherent 
receivers and there is a clear need for better understanding of these systems, especially in 
more complicated environments. To help to achieve this goal we emphasize the importance 
of the estimator-correlator concept which nicely connects the approaches under the same 
theoretical framework. The main motivation of using the PUD systems is to lower the 
complexity of the transceivers not being able to recover the carrier phase information 
inexpensively. However, in more complicated environments with significant ISI or 
multiuser interference, the nonlinear operations involved with the PUD receivers may also 
increase the complexity of some parts of the symbol detection with respect to the coherent 
detection. To this end, we also emphasize the significance of interference avoidance with 
PUD systems by signal design. It is obvious that the PUD systems inherently tend to 
amplify the noise energy at the receiver. Consequently, a remaining open question is to 
reveal the overall trade-offs including the required transmitter signal energy, signal 
processing energy, and the related hardware complexity. The PUD systems have 
traditionally been used with low data rate applications. Due to the recent advances in both 
algorithm and implementation designs, the PUD systems have created much attention 
among academic and industrial research communities to apply PUD-based transceivers also 
for high data rate applications. This is true especially in case of UWB wireless short-range 
systems operating at 3-10 GHz as well as 60 GHz frequency ranges.  
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complexity of the transceivers not being able to recover the carrier phase information 
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multiuser interference, the nonlinear operations involved with the PUD receivers may also 
increase the complexity of some parts of the symbol detection with respect to the coherent 
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PUD systems by signal design. It is obvious that the PUD systems inherently tend to 
amplify the noise energy at the receiver. Consequently, a remaining open question is to 
reveal the overall trade-offs including the required transmitter signal energy, signal 
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1. Introduction  

UWB (Ultra-Wideband) is one of the WPAN (Wireless Personal Area Network) 
Technologies; its main applications include imaging systems, vehicular radar systems and 
communications and measurement systems. Ever since the FCC released unlicensed 
spectrum of 3.1-10.6 GHz for UWB application in 2002, UWB has received significant 
interest from both industry and academia.  
Comparing with traditional narrowband WPANs, (e.g. Bluetooth, Zigbee, etc.), the most 
significant characteristics of UWB are ultra-wide bandwidth (7.5 GHz) and low emitted 
spectrum density (-41.3 dBm/MHz). According to Shannon-Hartley theorem (Wikipedia, 
2010), through an AWGN (Additive White Gaussian Noise) channel, the maximum rate of 
clean (or arbitrarily low bit error rate) data is limited to 

  2 2
0

log 1 log 1SPC BW BW SNR
N BW

 
      

 
          (1) 

where, C is the channel capacity, BW is the channel bandwidth, Ps is the average power of 
the received signal, N0 is the noise spectral density. As can be seen from (1), Channel 
capacity increases linearly with bandwidth but only logarithmically with SNR. With a wide 
bandwidth, high data rate can be achieved with a low transmitted power.     
Mutli-Band OFDM (MB-OFDM) and Direct-Sequence UWB (DS-UWB) are two main 
proposals for UWB systems; each gained multiple supports from industry. Due to 
incompatible of these two proposals, UWB technology faces huge difficulties in 
commercialization. On the other hand, Impulse Radio UWB (IR-UWB) has been a hot 
research area in academia because of its low complexity and low power. 
In the following, we first introduce previous works on different kinds of UWB RF 
transceiver architectures, including MB-OFDM UWB, DS-UWB and IR-UWB transceivers. 
Both advantages and disadvantages of these architectures are thoroughly discussed in 
section 2. Section 3 presents a monolithic 3-5 GHz carrier-less IR-UWB transceiver system. 
The transmitter integrates both amplitude and spectrum tunability, thereby providing 
adaptable spectral characteristics for different data rate transmission. The noncoherent 
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receiver employs a simplified, low power merged-correlator, eliminating the need for a 
conventional sample-and-hold circuit. After self-correlation, the demodulated data is 
digitally synchronized with the baseband clock. Section 4 shows the measurement results 
and section 5 draws a conclusion.    

2. Previous works on UWB RF transceivers 
Both MB-OFDM (Ranjan & Larson, 2006; Zheng, H. et al., 2007; Bergervoet et al., 2007; Beek 
et al., 2008) and DS-UWB (Zheng, Y. et al., 2007, 2008) are carrier-modulated systems, where 
a mixer is used to up/down convert the baseband (BB)/radio frequency (RF) signal, 
therefore requiring local oscillator (LO) synthesis. The main difference between these two 
systems is that MB-OFDM systems are dealing with continuous ultra-wideband modulated 
signals while DS-UWB systems are transmitting discrete short pulses which also occupy 
ultra-wide bandwidth. On the other hand, IR-UWB is a carrier-less pulse-based system, 
therefore, the fast hopping LO synthesis can be eliminated, thus reducing the complexity 
and power consumption of the entire radio. Furthermore, since the signal of a pulse-based 
UWB system is duty-cycled, the circuits can be shut down between pulses intervals which 
would lead to an even lower power design. 

2.1 MB-OFDM UWB  
The main architectures of MB-OFDM UWB transceivers can be categorized into 
superheterodyne transceivers (Ranjan & Larson, 2006; Zheng, H. et al., 2007) and direct-
conversion transceivers (Bergervoet et al., 2007; Beek et al., 2008), which are quite similar as 
those traditional narrow-band RF transceivers.   

2.1.1 Superheterodyne transceivers 
In a superheterodyne transceiver, the frequency translation from BB to RF in the transmitter 
or from RF to BB in the receiver is performed twice. A superheterodyne receiver for MB-
OFDM UWB is shown in Fig. 1, after being received by the antenna and filtered by an off-
chip SAW (Surface Acoustic Wave) filter (which is not shown in this figure), the UWB RF 
signal is down-converted to intermediate frequency (IF) signal first, and then further down-
converted to BB signal by a quadrature mixer. Superheterodyne transceiver is a very 
popular architecture used in communication systems because of its good performance.  
 

 
Fig. 1. Superheterodyne Receiver 
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Because of the two-step frequency translation, LO leakage does not have a significant impact 
on the receiver. Furthermore, multiple filters are employed to get rid of unwanted image 
and interference signals, which increase the dynamic range, sensitivity and selectivity of the 
receiver. However, superheterodyne receivers also exhibit significant disadvantages. Firstly, 
those bandpass filters need high Q to effectively filter out unwanted image and interference 
signals, which makes these filters difficult to be integrated in CMOS technology and thus 
off-chip components are employed which increase the cost. Secondly, two-step frequency 
translation architecture makes superheterodyne receivers less attractive in power 
consumption and chip area. 

2.1.2 Direct-conversion transceivers 
Another more commonly used architecture for MB-OFDM UWB is direct-conversion, as 
shown in Fig. 2. The RF signal is directly down-converted to a BB signal or vice versa 
without any intermediate frequency (Gu, 2005), thus expensive IF passive filter can be 
eliminated, and then the cost and size of the overall transceiver are reduced. And because 
only one-step frequency translation is needed, the power consumption of a direct-
conversion transceiver is much lower than a superheterodyn transceiver. The main 
problems that limit the application of a direct-conversion transceiver are flicker noise and 
DC offset. Flicker noise depends on the technology. A PMOS transistor exhibits less flicker 
noise than a NMOS transistor. DC offset is caused by LO or interference self-mixing, and 
mismatch in layout. DC offset can be solved by AC coupling or high-pass filtering with a 
SNR (Signal-to-Noise Ratio) loss. Fortunately, this SNR loss will not be a big issue in a MB-
OFDM UWB system since the BB signal bandwidth is as high as 264 MHz.  
 

 
Fig. 2. Direct-conversion Transceiver 
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2.2 Pulse-based UWB 
Unlike MB-OFDM UWB systems, pulse-based UWB systems are dealing with discrete 
pulses. There are many types of pulse modulation, such as OOK (On Off Keying), BPSK 
(Binary Phase Shift Keying) and PPM (Pulse Position Modulation), etc. As shown in Fig. 3, 
OOK modulation is performed by generating transmitted pulses only while transmitting ‘1’ 
symbols. BPSK modulation generates 180° phase-shifted pulses while transmitting baseband 
symbols ‘1’ and ‘0’. PPM modulation is performed by generating pulses at different phase 
delays. Therefore, BPSK has an advantage over other modulation types due to an inherent 3 
dB increase in separation between constellation points (Wentzloff & Chandrakasan, 2006); 
however, BPSK modulation is not suitable for some receiver architectures, e.g., noncoherent 
receivers.  
 

 
Fig. 3. Three commonly used pulse modulation 

Pulse width is the duty cycle of a pulse in time domain, which is inversely proportional to 
the pulse bandwidth in frequency domain. The pulse width of a Gaussian pulse is defined 
as the pulse’s temporal width at half of the maximum amplitude. As shown in Fig. 4, 
Gaussian pulse width is proportional to variance σ, the larger the σ is, the larger the pulse 
width and the smaller the signal bandwidth. For higher order Gaussian pulses, the pulse 
width is defined as the temporal width from the first to the last zero-crossing point. 
Pulse repetition rate (PRR) is another important characteristic of the transmitted pulse, 

 p df n f                           (2) 

Where fp is the pulse repetition rate, fd is the baseband data rate, and n represents how 
many pulses are generated for each bit of information. If the PRR is doubled by increasing n 
or fd, the transmitted power is elevated by 3 dB. Therefore, the IR-UWB transmitter needs 
gain control ability in order to satisfy the FCC spectral mask while transmitting at different 
pulse repetition rate. On the other hand, system throughput is limited by a high n. 
Therefore, high n is usually employed for low data rate systems where the goal is increased 
communication distance and improved BER.    
Pulse UWB can be categorized into carrier-based DS-UWB (Zheng, Y. et al., 2007, 2008) and 
carrier-less IR-UWB (Lee, H. et al., 2005; Zheng, Y. et al., 2006; Xie et al., 2006; Phan et al., 
2007; Stoica et al., 2005; Mercier et al., 2008). In a carrier-based pulse UWB system, the 
baseband pulse is up-converted to RF pulse by a mixer at the transmitter side, and vice 
verse at the receiver side, therefore a power consuming local oscillator is needed. In a 
carrier-less UWB system, no local oscillator is needed, the transmitted signal is up-converted 
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to RF band by performing differentiation on a Gaussian pulse; at the receiver side, the 
received pulse can be demodulated by down-sampling (Lee, H. et al., 2005), coherent 
(Zheng, Y. et al., 2006; Xie et al., 2006) or noncoherent (Phan et al., 2007; Stoica et al., 2005; 
Mercier et al., 2008) architectures. 
 

 
(a) 

 
(b) 

Fig. 4. Pulse width vs. bandwidth as σ1<σ2 (a) pulse width in time domain (b) signal 
bandwidth in frequency domain 

2.2.1 Carrier-based pulse UWB transceivers 
Both carrier-based pulse UWB and MB-OFDM UWB need local oscillators to perform 
frequency translation. As seen in Fig. 5, although these two systems are dealing with 
different kinds of signals, the receiver side consists of the same blocks as those in Fig. 2. The 
difference lies in the transmitter side, a pulse UWB transmitter needs no DAC, the digital 
baseband directly drives a pulse generator to generate a Gaussian pulse, and then the BB 
pulse is up-converted to RF band and transmitted through a UWB antenna after pulse 
shaping. Since the transmitted power spectral density is extremely low, power amplifier is 
optional in UWB systems. Although carrier-based pulse UWB still consumes significant 
power in LO signal generation, it has advantage in controlling the exact output spectrum. 
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Fig. 5. Carrier-based pulse UWB 

2.2.2 Carrier-less pulse UWB transceivers 
Gaussian pulse is the most commonly used pulse shape in IR-UWB systems because of its 
good performance in frequency domain. The expressions for Gaussian pulse and its first 
order and second order differentiation are: 
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In time domain, the zero-crossing number increases as the differentiation order increases; 
while in frequency domain, the higher the differentiation order, the higher the center 
frequency with no significant change on the signal bandwidth, as shown in Fig. 6.  
Therefore, in an IR-UWB transmitter, frequency conversion is performed by differentiation 
of a Gaussian pulse, as show in Fig. 7, the transmitter consists of only a high order pulse 
generator and an optional power amplifier. An IR-UWB transmitter has the advantage of 
low complexity and low power; however, it also exhibits a big disadvantage of difficulty in 
controlling the exact output spectrum. Therefore, how to design a transmitter with tunable 
output spectrum is the main concern in IR-UWB systems. 
IR-UWB receivers can be categorized into coherent receivers, noncoherent receivers, and 
down-sampling receivers. A down-sampling receiver resembles a soft-defined radio 
receiver. After being amplified by a low noise amplifier, the received signal is directly 
sampled by an ADC. In a coherent receiver, the received pulse correlates with a local pulse 
first to down-convert the RF pulse to BB, and then sampled by an ADC while in a 
noncoherent receiver the received pulse correlates with itself. These three architectures have 
different field of applications, and they will be discussed in detail in the following.    
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(b) 

Fig. 6. Gaussian pulse and its differentiation (a) time domain (b) frequency domain 

 

 
Fig. 7. IR-UWB transmitter 
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Fig. 5. Carrier-based pulse UWB 
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In time domain, the zero-crossing number increases as the differentiation order increases; 
while in frequency domain, the higher the differentiation order, the higher the center 
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noncoherent receiver the received pulse correlates with itself. These three architectures have 
different field of applications, and they will be discussed in detail in the following.    
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1. Down-sampling receivers 
Fig. 8 is a down-sampling receiver (Lee, H. et al., 2005), although at first glance this 
architecture seems simple, it is seldom used in the 3-10.6 GHz frequency band for several 
reasons: 
 It is very difficult to implement a high gain, ultra-wide bandwidth RF amplifier (at least 

60 dB for 10 m transmission range), as it may easily oscillate and also consumes 
significant power; 

 A high Q RF bandpass filter is not trivial. As mentioned earlier in 2.1.1, the requirement 
of a high Q off-chip BPF increases the cost. This problem also exists in a down-sampling 
IR-UWB receiver. As can be seen in Fig. 8, the ADC needs a high Q BPF to filter out the 
out of band interferences and noise to improve the dynamic range and linearity of the 
receiver and also to relax the stringent requirement on the ADC performance. 
Furthermore, the ultra-wideband impedance matching of the PGA output and the ADC 
input is also a big issue if an off-chip BPF is employed. 

 A multi-gigahertz sampling rate ADC is very power consuming. According to Shannon 
theorem, for a signal bandwidth of 2 GHz (3-5 GHz frequency band), at least 4 GHz 
sampling rate is needed for down-sampling. Although 1 bit resolution may be sufficient 
(Yang et al., 2005), this ADC consumes significant power in the clock distribution of the 
high data rate communications. 

 

 
Fig. 8. Down-sampling IR-UWB receiver 

2. Coherent and noncoherent receivers 
Both coherent and noncoherent receivers correlate the received pulse first, such that the 
center frequency is down-converted to baseband. The difference is that in a coherent 
receiver, the received pulse correlates with a local template pulse; in a noncoherent receiver, 
the received pulse correlates with itself. Therefore, a noncoherent technique exhibits the 
disadvantage that the noise, as well as signal, is both amplified at the receiver (Stoica et al., 
2005). Fig. 9 shows an ADS simulation comparison of the BER performance between a BPSK 
modulated coherent receiver and an OOK modulated noncoherent receiver within a non-
multipath environment. As observed, a noncoherent receiver requires higher SNR than a 
coherent receiver for a fixed BER. However, the advantage of a noncoherent receiver is that 
it avoids the generation of a local pulse as well as the synchronization between the local and 
received pulses. As shown in Fig. 10, in order to obtain large enough down-converted 
signals for quantization, the local and received pulses must be synchronized within at least 
100 ps in 3-5 GHz frequency band, which would be even tougher in 6-10 GHz frequency 
band. This precise timing synchronization can be achieved with a DLL or PLL which is very 
power consuming (Zheng, Y. et al., 2006; Sasaki et al., 2009). However, in a noncoherent 
receiver, only symbol level synchronization between the baseband clock and received data is 
needed with a resolution of ns. 
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Fig. 9. Performance of a coherent receiver and a noncoherent receiver 
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Fig. 10. Correlated power vs. time offset (between the received and local pulses) in a 3-5 
GHz coherent receiver (a) every 100 ps (b) every 10 ps 
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3. Proposed RF transceiver for IR-UWB systems 
Considering those advantages and disadvantages discussed above, a 3-5 GHz fully 
integrated IR-UWB transceiver is presented as shown in Fig. 11 (Xia et al., 2011). The 
transmitter integrates both amplitude and spectrum tunability, thereby providing adaptable 
spectral characteristics for different data rate transmission. The receiver employs 
noncoherent architecture because of its low complexity and low power. 
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Fig. 11. The proposed IR-UWB transceiver system architecture with OOK modulation 

3.1 Transmitter 
Since a noncoherent receiver detects only the energy of the received pulses rather than the 
phase of the pulses, BPSK modulation is not suitable for the noncoherent receiver. Hence, 
the types of possible modulation are limited to OOK and PPM. In this design, OOK 
modulation is chosen, with BPSK modulation implemented for future coherent receiver 
design. The detailed transmitter implementation includes a pulse generator, output buffer, 
mode selection and power control blocks, as shown in Fig. 12.  
 

 
 

Fig. 12. The proposed IR-UWB transmitter 

3.1.1 Pulse generator 
Basically, there are two categories of pulse generators, the analog pulse generator and the 
digital pulse generator. In (Zheng, Y. et al., 2006), an analog pulse generator is designed 
employing the square and exponential functions of transistors biased in saturation and weak 
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inversion region, respectively. The main disadvantage of this method is that the amplitude 
of the output pulse is very small; an ultra-wideband amplifier is thus needed. The basic 
concept of a digital pulse generator is to combine the edges of a digital signal and its 
inverted signal to form a very short duration pulse, and then a differential circuit is used to 
up-convert the signal. Except using a differential circuit, (Kim & Joo, 2005) presents another 
way to up-convert the signal. Four pulses are combined successively to form a fifth 
derivative Gaussian pulse. This method eliminates the inductor used in the differential 
circuit which consumes the majority portion of chip area. Unfortunately, this method 
severely suffers from the process variations. All these previous pulse generators have 
difficulty in controlling the exact pulse shape and its spectrum. In this design, an amplitude 
and spectrum tunable pulse generator is introduced to solve this problem (Xia et al., 2008).  
 

 
Fig. 13. The proposed pulse generator 

As can be seen in Fig. 13, BBin is the baseband input signal and FreqCtrl is a square-wave 
signal that determines the PRR of the transmitted pulses. M1 and M2 realize the BPSK 
modulation as selecting the upper path when BBin is high and selecting the lower path 
when BBin is low. When OOK modulation is chosen, only those pulses generate by the 
upper path is sent to the antenna by the power-controlled output buffer. M3-M10 are 
employed to implement 3-step amplitude control of the pulses, thereby enabling adaptable 
output spectral density in order to meet the FCC spectral mask at different data rate. 4-step 
spectrum control is also realized by control signals fctrl1-3 showing a measured frequency 
tuning range of 3.2-4.1 GHz.  

3.1.2 Power-controlled output buffer 
Since the transmitted power spectral density of UWB is extremely low, the power amplifier 
is optional in the transmitter. In this design, an output buffer is implemented to drive the 
antenna. As shown in Fig. 14(a), the cascode structure is employed to improve the input-
output isolation. R2 is the 50 ohms impedance of a UWB antenna. Since the signal of pulse 
UWB is inherently duty-cycled, the output buffer can be disabled during the pulses intervals 
to save power. M16 is a large scale PMOS switch with a gate control signal rst generated by 
the power control block. C6 is a large capacitor to suppress the unwanted pulse generated 
by switching on/off. The power control block is shown in Fig. 14(b). M5 and M8 are used to 
control the charging and discharging current, thus controlling the delay time of the inverter. 
The biasing circuit is also shown in the figure. When BPSK is slected, the power control 
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block turns the output buffer on before the rising edge of the signal FreqCtrl and lasts for 
about 2 ns, regardless of whether BBin is high or low, as observed in Fig. 14(c); otherwise, 
when OOK is selected, the output buffer is enabled only when BBin is high. Therefore, the 
introduction of the power control block means that the transmitter power consumption is 
proportional to the data rate. 
 

 
                                  (a)                                  (b) 

 
(c) 

Fig. 14. Power-controlled output buffer (a) output buffer (b) power control block (c) 
transient simulation results 

3.2 Receiver 
The proposed IR-UWB receiver employs the noncoherent receiver architecture as shown in 
Fig. 11. After first being amplified by the low noise amplifier (LNA), the received pulse is 
then self-correlated by a correlator, amplified by a programmable gain amplifier (PGA), and 
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then sent to a comparator for digital quantization. Finally the received data is synchronized 
with the baseband clock.  

3.2.1 Low noise amplifier 
A UWB low noise amplifier needs to provide reasonable noise figure (NF) and impedance 
matching as well as a very large bandwidth. Hence, the design of a UWB LNA is more 
challenging than a traditional narrow-band LNA. Furthermore, wideband receivers 
typically incorporate single-ended inputs (Mastantuono & Manstretta, 2009) that remove the 
loss of the passive balun but also deteriorate the second-order distortion. In order to 
compromise these limitations, a single-ended LNA with a following active balun is 
implemented. As shown in Fig. 15(a), the single-ended LNA employs both current-reuse 
and staggered tuning techniques - using a common-source stage stacked on top of a 
common-gate input stage with different resonance frequencies (Weng & Lin, 2007). Inductor 
L1 resonates out the parasitic capacitances at the drain of transistor M1 at 3 GHz while also 
isolating the source of M2 from the drain of M1. Inductor load Ld of the common-source 
stage resonates at 5 GHz such that the output of the LNA covers the frequency range of 3-5 
GHz. As shown in Fig. 15(b), the output load of M1 can be approximated to 
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where, 2 3 4x gd gd gsC C C C   . 
Transistor M3, which is parallel with M2, provides gain control tunability. If M3 is switched 
on, the bias current for M1 increases, thereby increasing gm1. The measured gain variation of 
the high gain and low gain mode is 7.5 dB.  
A two-cascode stage active balun is used to convert the single-ended output of the LNA to 
differential signals. The output of M4 connects to M6 and the input of the second cascode. 
Since vgs5=-vgs6, two balanced differential outputs can be achieved if gm5=gm6. The maximum 
gain and phase mismatch of the balanced outputs in 3-5 GHz are 0.3 dB and 2.8°, 
respectively, as observed from post-extracted layout simulation. 

3.2.2 Correlator 
The output of the LNA must be correlated - multiplied and then integrated in order to detect 
the energy of the received signal. Previous correlators used in both coherent receivers 
(Zheng, Y.et al., 2006, Liu et al., 2009) and noncoherent receivers (Lee, F.S. et al., 2007) needs  
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Fig. 15. Low noise amplifier and active balun (a) circuit implementation (b) small signal 
model of Z1  

to synchronize the received pulse with local controlling signals first. This synchronization 
process is analogous to the RF front-end synchronization in a coherent receiver requiring a 
strict timing resolution. In this design, the duty-cycled characteristic of the IR-UWB system 
is used to remove the timing synchronization. Fig. 16(a) presents the proposed multiplier 
and integrator-merged correlator. The multiplier employs a Gilbert topology, while the 
integrator is realized by capacitors C1 and C2. As shown in Fig. 16(b), after the pulse is 
multiplied with itself, the integrator begins to integrate, and between the pulses intervals, 
the integrator starts to discharge and ready for the next integration. C1 and C2 should be 
large enough to hold the integrated voltage for the comparator and yet small enough to 
discharge between pulses intervals in order to be ready for the next integration. The main 
limitation of the proposed correlator is that in order to get quantized signal with enough 
duty cycle, the reference voltage level of the comparator must be set to a lower level than 
that for a conventional correlator, inevitably sacrificing SNR of the receiver. As shown in 
Fig. 17, Vref and Vmax represent the reference voltage of the comparator and the maximum 
output voltage of the correlator, respectively. The SNR reduces by 2.64 dB as Vref is set to 
half of the Vmax. However, implementation complexity and power consumption are greatly 
reduced with the proposed technique and the noise introduced by sampling can be 
eliminated. Furthermore, this SNR reduction can be relaxed by introducing a proceeding 
programmable gain amplifier. 
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Fig. 16. Correlator (a) circuit implementation (b) simulation result 
 
 

 
Fig. 17. SNR reduction due to the proposed correlator 
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3.2.3 Programmable gain amplifier 
The PGA is critical in the receiver in order to increase the dynamic range of the system and 
also complement the SNR reduction in the proposed correlator. The proposed PGA consists 
of a fixed gain stage, an 8-step gain stage and a DC-offset cancellation circuit. Fig. 18 shows 
the 8-step wideband source degeneration programmable gain stage. The transconductance 
of the first stage is 1/(Rs1+Rs), in which Rs1 is the resistance looking into the source of M1. 
By varying the value of Rs, a variable gain is realized. The linearity of this amplifier is 
determined by Rs1, where a smaller Rs1 results in better linearity performance. In Fig. 18, 
a negative feedback through M3 is employed (Helleputte et al. 2009), allowing Rs1 to be 
reduced to go1/(gm1gm3), greatly improving the linearity. The degeneration resistance Rs is 
controlled by 3-bit digital words to realize the 8-step gain control, with a minimum step 
size of 3 dB. 
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Fig. 18. 8-step programmable gain amplifier 

3.2.4 Comparison and synchronization 
After the received signal is squared and integrated by the correlator, a comparator compares 
it with a reference voltage and performs digital quantization. However the comparator 
output is a return-to-zero (RZ) signal which needs to be converted to a non-return-to-zero 
(NRZ) signal that can synchronize with the baseband clock. In a coherent receiver, a 
DLL/PLL is usually introduced to perform synchronization between the received pulse and 
the local pulse, needing precision on the order of several tens of picoseconds. However, in a 
noncoherent receiver, the RZ signal quantized by the comparator exhibits a duty cycle on 
the order of ns. Therefore, a low jitter DLL/PLL is no longer necessary and a sliding 
correlator is employed. The digital synchronization circuit is shown in Fig. 19, where clkin, 
comp_out, RX clk and RX data are the baseband clock, the comparator output, the recovered 
baseband clock and the recovered data, respectively. With a reset signal, the delay line 
control signal dctrl is set to 0, such that there is no delay between the RX clk and clkin. Then 
the Sync block starts operation, and RX clk samples comp_out. If the RX clk is not 
synchronized with comp_out, the decision block enables the counter that increases the value 
of dctrl -- thus elongating the latency of the delay line until RX clk and comp_out are 
synchronized. The inevitable frequency offset between the baseband clock of the transmitter 
and receiver can be compensated by the digital baseband circuit, which is out of the 
discussion of this paper. During the measurement, the same clock source is used to get rid of 
the frequency offset. 
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Fig. 19. Clock and data synchronization 

4. Measurement results 
The proposed IR-UWB transceiver is implemented in a 0.13 µm 1P8M CMOS technology. 
The transceiver die microphotograph is shown in Fig. 20. The die area is 2 mm×2 mm. The 
chip is bonded to the 4-layer FR-4 PCB with chip-on-board (COB) assembly. With a supply 
voltage of 1.2 V, the power consumption of the transmitter is only 1.2 mW and 2.2 mW 
when transmitting 50 Mb/s and 100 Mb/s baseband signals, respectively; the power 
consumption of the receiver is 13.2 mW. 
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Fig. 20. Microphotograph of IR-UWB transceiver 

Fig. 21 shows OOK and BPSK modulated pulses. Baseband data (BBin) and clock (FreqCtrl) 
are generated by FPGA, and the output of the transmitter is measured with high sampling 
rate oscilloscope. As can be seen, with OOK modulation, pulses are generated only when 
transmitting symbols ‘1’; and with BPSK modulation, pulses are generated every clock cycle 
with polarity shift depending on the transmitting symbols. The amplitude and spectrum 
tunable transmitter has output pulses with peak-to-peak voltage of 240 mV, 170 mV and 115 
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Fig. 21 shows OOK and BPSK modulated pulses. Baseband data (BBin) and clock (FreqCtrl) 
are generated by FPGA, and the output of the transmitter is measured with high sampling 
rate oscilloscope. As can be seen, with OOK modulation, pulses are generated only when 
transmitting symbols ‘1’; and with BPSK modulation, pulses are generated every clock cycle 
with polarity shift depending on the transmitting symbols. The amplitude and spectrum 
tunable transmitter has output pulses with peak-to-peak voltage of 240 mV, 170 mV and 115 
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mV and the frequency center of the spectrum has a tuning range of 3.2-4.1 GHz. Fig. 22 
shows the transmitted spectrum with pulse amplitude of 240 mV at data rate of 50 Mb/s 
and 100 Mb/s, respectively. As can be seen, the transmitted power increases by 
approximately 3 dB while the data rate is doubled. Hence, the amplitude of the transmitted 
pulses should be optimized in order to meet the FCC spectral density. The transmitted 
power at low frequency range is introduced by the switch in output buffer, and it can be 
filtered by off-chip filter and UWB antenna. 
   

 
                (a)      (b) 

Fig. 21. OOK/BPSK transmitter (a) OOK modulation (b) BPSK modulation 

 

    
            (a)                   (b) 

Fig. 22. Transmitted Spectrum with maximum pulse amplitude at data rate of (a) 50 Mb/s 
(b) 100 Mb/s 

The receiver provides a total gain ranging 43-70 dB, in which the LNA exhibits a gain 
variation of 7.5 dB in high/low gain mode; the PGA incorporates an 8-step, 3-dB gain 
control with an rms error of 0.7 dB. The receiver shows a minimum noise figure of 8.6/13.3 
dB while operating in high/low gain mode, with a noise figure variation less than 2 dB in 
the 3-5GHz frequency band, as shown in Fig. 23. The 1-dB compression point of the receiver 
is -28/-22 dBm in high/low gain mode. 
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Fig. 23. Noise figure of the receiver 

BER performance of the receiver with n of 1 is measured by transmitting 50 Mb/s random 
data from FPGA. The employed antennas are 3-5 GHz monopole omnidirectional 
antennas, manufactured by Fractus Corporation. As can be seen in Fig. 24, with 
transmitted amplitude of 115 mV, the received pulses are attenuated to only 20.4 mV (-50 
dBm) and 6.4 mV (-61 dBm) when the distance between the antennas is 1 cm and 10 cm, 
respectively. The receiver achieves a BER of 10-3 when the distance between the antennas 
is set to 1 cm (-50 dBm). While the distance extends to 10 cm (-61 dBm), the BER 
performance is greatly deteriorated to over 10-2. As shown in Fig. 25, the TX pulse is OOK 
modulated, every pulse represents bit 1 at baseband. The received pulses are correlated 
and then amplified by the PGA, where PGA out is the buffered output of the PGA. A bit 
error occurred in the synchronized RX data as the received pulses are distorted by the 
antennas and the transmission channel. 
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Fig. 24. Received pulses (a) 1 cm (b) 10 cm 
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Fig. 25. BER performance of the receiver when the distance between the antennas is 10 cm 

A summary of the measured results and a comparison with previously published papers is 
shown in Table 1. 
 
Paper Zheng, Y. et al. 

2006 
Mercier et al. 2009 
Lee, F.S. et al. 2007 

Crepaldi, M. et al. 
2010 

This work 

Band 3-5 GHz 3-5 GHz 3.6-4.3 GHz 3-5 GHz 
Data rate 400 Mb/s 16.7 Mb/s 1 Mb/s 100 Mb/s 
Modulation PPM PPM S-OOK OOK 
TX pulse 
amp. 

195 mVpp 370 mVpp 610 mVpp 240 mVpp 

TX 
pulsewidth 

1.5 ns / 2.0 ns 1.0 ns 

RX Arch. coherent noncoherent noncoherent noncoherent 
RX NF 7.7-8.1 dB 8.5-9.5 dB / 8.6 dB 
RX Gain 83.5 dB 40 dB / 70 dB 
IP1-dB -22 dBm -45 dBm / -28 dBm 
Sensitivity -80~-72 dBm -99 dBm @10-3 -60~-66 dBm@10-3 -50 dBm @10-3 

-61 dBm @10-2 
Power 
Consumption 

0.19nJ/pulse(TX)
0.2nJ/pulse(RX) 

43pJ/pulse(TX) 
2.5nJ/pulse(RX) 

65pJ/pulse+184 
µW(TX) 
134.5pJ/pulse(RX)

22pJ/pulse(TX) 
0.13nJ/pulse(RX) 

Chip Area 2.6 mm×1.7 mm 0.2mm×0.4mm(TX)
1 mm×2.2 mm(RX)

0.6 mm2 (TX) 
1 mm2 (RX) 

2 mm×2 mm 

Process 0.18 µm CMOS 90 nm CMOS 90 nm CMOS 0.13 µm CMOS 

Table 1. Summary of the transceiver performance and comparison 

5. Conclusion 
A low power 3-5 GHz IR-UWB transceiver system with maximum data rate of 100 Mb/s is 
presented in this paper. The power consumption of the transmitter and receiver is 22 
pJ/pulse and 0.13 nJ/pulse, respectively. The transmitter implementation is based on a 
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former design and can realize OOK/BPSK modulation, where both the amplitude and 
spectrum of the output pulses are tunable. The introducing of a power control block in 
transmitter improves the power efficiency of the output buffer. In the receiver, a 
noncoherent technique is adopted for its low power and low complexity. A single to 
differential LNA with active balun is designed to eliminate off-chip balun. The correlator 
eliminates the sample-and-hold circuit to greatly simplify the circuit implementation. At 
baseband front-end, a synchronization circuit is implemented to have the data and clock 
synchronized at the output of the receiver. However, the duty-cycled characteristic of IR-
UWB system is not utilized in the receiver to further reduce the power consumption. And 
lacking of low pass filter in the receiver could also deteriorate the performance. These 
should be improved in the future research.  
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Fig. 25. BER performance of the receiver when the distance between the antennas is 10 cm 
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former design and can realize OOK/BPSK modulation, where both the amplitude and 
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superregenerative oscillators require for use as a UWB IR receiver. In Section 6, we assess 
the expected performance from these types of receivers, and finally, in Section 7, we present 
the main conclusions from this chapter. 

2. The principle of superregeneration 
The block diagram of a typical SR receiver is shown in Fig. 1 (a). The input and output 
variables of each block are represented by voltages, although depending on the particular 
circuit, some of these variables may be physical currents. The core of the receiver is a 
superregenerative oscillator (SRO), an RF oscillator that can be modeled as a frequency 
selective network or resonant circuit fed back through a variable-gain amplifier (Moncunill et 
al., 2005a). The gain of the amplifier is controlled by a low-frequency quench generator or 
quench oscillator, which causes the circuit to become alternatively unstable and stable, with 
the RF oscillations rising and falling repeatedly. As shown in Fig. 1 (b), the signal generated in 
the SRO (vo) comprises a series of RF pulses separated by the quench period Tq , in which the 
periodic build-up of the oscillations is controlled by the input signal (v). In the linear mode of 
operation, the oscillations are damped before reaching their limiting equilibrium amplitude, 
and their peak amplitude is proportional to that of the injected signal. In the logarithmic mode, 
the amplitude of the oscillations is allowed to reach its limiting equilibrium value, which is 
determined by the non-linearity of the active devices. In this mode, the amplitude of the RF 
pulses remains constant, but the incremental area under the envelope is proportional to the 
logarithm of the amplitude of the input signal. The data carried by the input signal, usually an 
on-off keying (OOK) amplitude modulation, can be retrieved by detecting the amplitude or 
the width of the envelope of the RF pulses, depending on the operation mode. The low-noise 
amplifier (LNA) improves signal reception and minimizes SRO re-radiation through the 
antenna. Fig. 2 shows the characteristic signals in a classical SR receiver operating in the linear 
mode, in which the modulating signal is retrieved by simply averaging the envelope of the RF 
pulses provided by the envelope detector, thus removing the quench components and 
preserving those of the modulating signal. 
An important issue regarding operation of SR receivers is that they become sensitive to the 
input signal for relatively short periods of time, called sensitivity periods. These periods occur 
when the output oscillation begins to rise (t = 0 in Fig. 1 (b)). The RF reception bandwidth of 
the receiver is inversely proportional to the duration of the sensitivity periods. 
The primary advantages provided by SR receivers are: 
• Simplicity: tuning capability and high gain can be obtained from very few active 

devices. At RF frequencies, a reduction in the number of RF stages usually implies a 
reduction in power consumption, and also a small integration area, which reduces cost. 
Thus, SR receivers are in a privileged position compared to other architectures, which 
tend to be more complicated. 

• Low power consumption. This stems from both the small number of active stages and 
the pulsating nature of the receivers (i.e. they operate with low duty cycles). 
Additionally, they tolerate low supply voltages (Chen et al., 2007; Otis et al., 2005), and 
therefore are excellent candidates for battery-operated systems. 

• In the logarithmic mode, the receivers exhibit low-level variations of the demodulated 
output for large variations in the incoming signal level, which constitutes a built-in 
automatic gain control mechanism. 

• They offer both AM and FM (although limited) demodulation. 
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• Lastly, and paramount to this chapter, SR receivers are very well suited to UWB IR 
communications, due to the low duty cycle of the received signals. 

Traditionally, SR receivers have had three major drawbacks: 
• Excessive reception bandwidth when applied to narrowband communications. Because 

of their relatively short sensitivity periods, their RF bandwidth is much wider than the 
signal modulation bandwidth, making them more sensitive to noise and interference 
compared to other systems. 

• Frequency instability in tank (LC) implementations due to temperature changes, 
mechanical shock, etc. This problem, which is not exclusive of SR receivers, can be 
overcome via stable frequency references, such as coaxial ceramic resonators or acoustic 
wave devices (e.g., SAW, BAW and FBAR). 

• Re-radiation: part of the RF energy generated in SR oscillators tends to be radiated by 
the receiver antenna, becoming a source of interference. However, this effect can be 
minimized through a well-designed low-noise isolation amplifier. 
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3. Superregenerative architectures for narrowband, wideband and UWB 
signal reception 
Although SR receivers have traditionally been used in short-range narrowband 
communications, new modes for their operation have been proposed and evaluated over the 
past few years. In this section, we describe and compare these operation modes and their 
corresponding receiver architectures to evaluate their suitability for UWB IR signal 
reception. Here we consider the simplest case of OOK modulation. 

3.1 Classical superregenerative receiver 
Fig. 3 shows the block diagram of a classical SR receiver. In this architecture, the quench 
oscillator runs asynchronously with respect to the received data. The quench frequency is 
considerably higher than the data rate, such that several quench cycles are generated during 
reception of a bit. Each quench cycle provides a sample of the input bit pulse. Several 
samples are envelope-detected and averaged by a lowpass filter, and the bit value is 
retrieved by a comparator. In practice, five to ten samples are typically required to retrieve a 
single bit. 
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This architecture, characterized by a minimal number of constituting blocks, offers the 
following advantages: 
• Simplicity and low cost; 
• Low power consumption. 
However, it has several disadvantages: 
• Poor frequency selectivity: since the quench frequency is considerably higher than the 

bit frequency, the sensitivity periods are much shorter than the bit periods (Tb); 
consequently, the RF bandwidth of the receiver is much larger than the modulation 
bandwidth.  

• Poor sensitivity: the noise bandwidth is much greater than the signal bandwidth. 
• Not suitable for UWB IR communications: taking several samples of a UWB pulse is not 

feasible, as it would require an excessively high quench frequency. 

3.2 Synchronous superregenerative receiver 
In this architecture, shown in Fig. 4, the input signal is sampled synchronously at a rate of 
one sample per bit (Moncunill et al., 2007a). Thus, the required quench frequency is much 
lower than in a classical receiver, and therefore, the selectivity is significantly higher. 
Furthermore, since the quench frequency is equal to the bit rate, the RF bandwidth is 
closer to the signal bandwidth than in a classical receiver. Moreover, synchronous 
operation enables optimization of the transmitted bit pulse shape, as shown in Fig. 4 (c), 
which is done to concentrate the bit energy in the sensitivity periods of the receiver. 
Consequently, synchronous SR receivers can make more efficient use of the incoming 
signal than classical SR receivers, exhibiting greater sensitivity and requiring lower levels 
of transmitted power. 
Synchronous operation requires a synchronization phase-locked loop (PLL) that controls the 
quench voltage-controlled oscillator (VCO) to keep the quench cycles in phase with the 
received data. A proper error signal can be generated via early/late sampling of the 
received pulses, as shown in Fig. 5. In this case, the lowpass filter used by classical receivers 
to remove the quench components is not required, since each output pulse corresponds to a 
single bit. 
On one hand, synchronous SR receivers are amenable to narrowband communications, 
namely, to overcome the problems of classical receivers. On the other hand, provided that 
the SRO is designed to exhibit short sensitivity periods, this architecture is also very well 
suited for reception of UWB IR signals, as they comprise bursts of short RF pulses. This 
architecture offers the following advantages: 
• Simplicity and low cost; 
• Low power consumption; 
• High frequency selectivity, with RF bandwidth close or equal to the signal bandwidth. 
• High sensitivity: up to 10 dB better than that of a classical receiver, with values similar 

to those offered by superheterodyne and zero-IF schemes. 
• Fast data rates: for a given quench frequency, this architecture maximizes the data rate. 
• Suitability for UWB IR communications, including OOK and pulse-position modulations.  
It has one major disadvantage:  
• It requires a PLL, which must be carefully designed to achieve effective acquisition and 

tracking of the received signal. This point is especially relevant in UWB IR applications, 
which demand high-precision synchronization. 
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Fig. 4. (a) Block diagram of a synchronous SR receiver. Time and frequency domain signals 
(b) with a constant bit envelope and (c) with an envelope matched to the sensitivity periods 
of the receiver.  
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Fig. 5. Early and late sampling of the input pulse, achieved by periodically alternating 
between an advanced quench and a delayed quench (in this example the input pulse has a 
Gaussian envelope).  

3.3 Direct-sequence spread-spectrum superregenerative receiver 
This architecture, shown in Fig. 6, is basically a modified version of the synchronous 
architecture (Moncunill et al., 2005b, 2005c). The input signal is a direct-sequence spread-
spectrum (DSSS) OOK modulation, in which a burst of chip pulses is transmitted for each bit 
according to a known pseudonoise (PN) spreading sequence. This enables lower levels of 
energy per transmitted pulse, and therefore, leads to minimal interference caused to other 
systems. The received signal is synchronously sampled by the receiver at a rate of one sample 
per chip period (Tc ). The receiver includes a PN-code generator clocked by the quench VCO, a 
PN-code multiplier, and an integrate-and-dump filter with sample and hold (ISH). These 
blocks correlate the received signal to the locally-generated PN code, thereby enabling both 
retrieval of the desired data and rejection of noise and interference. Synchronous operation 
requires a synchronization loop that controls the quench VCO in order to keep the quench 
cycles in phase with the received data. Early and late sampling of the input chip pulses, similar 
to that shown in Fig. 5 can be used. Due to the synchronous operation, the signal bandwidth 
and the receiver RF bandwidth are similar. Also, in this case, the chip pulses can be optimally 
shaped in order to increase the sensitivity of the receiver.  
In addition to having the main advantages of the synchronous SR receiver, the DSSS SR 
architecture also offers the following benefits:  
• The specific features of spread-spectrum communications, including better data privacy 

(owing to the PN-coded signal), stronger interference rejection, less interference caused 
to other systems, and code-division multiple-access (CDMA) capability. 

• Suitability for UWB IR communications (DSSS techniques and UWB IR communications 
are compatible). 

Among the main inconveniences of the DSSS SR receiver are: 
• Greater complexity than narrowband or synchronous architectures, as it requires PN-

code generation and correlation of this code to the received signal. 
• A PLL is required to maintain receiver synchronization. Additionally, PN-code 

acquisition and tracking techniques must be implemented.  
The SR architectures described above are compared in Table 1. 
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Fig. 4. (a) Block diagram of a synchronous SR receiver. Time and frequency domain signals 
(b) with a constant bit envelope and (c) with an envelope matched to the sensitivity periods 
of the receiver.  

 
Ultra Wideband Impulse Radio Superregenerative Reception 

 

119 

1

1

Envelope of input pulse

Early 
sensitivity 

curve 

Late  sensitivity 
curve 

SRO output 
pulses 

t

t

 
Fig. 5. Early and late sampling of the input pulse, achieved by periodically alternating 
between an advanced quench and a delayed quench (in this example the input pulse has a 
Gaussian envelope).  

3.3 Direct-sequence spread-spectrum superregenerative receiver 
This architecture, shown in Fig. 6, is basically a modified version of the synchronous 
architecture (Moncunill et al., 2005b, 2005c). The input signal is a direct-sequence spread-
spectrum (DSSS) OOK modulation, in which a burst of chip pulses is transmitted for each bit 
according to a known pseudonoise (PN) spreading sequence. This enables lower levels of 
energy per transmitted pulse, and therefore, leads to minimal interference caused to other 
systems. The received signal is synchronously sampled by the receiver at a rate of one sample 
per chip period (Tc ). The receiver includes a PN-code generator clocked by the quench VCO, a 
PN-code multiplier, and an integrate-and-dump filter with sample and hold (ISH). These 
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requires a synchronization loop that controls the quench VCO in order to keep the quench 
cycles in phase with the received data. Early and late sampling of the input chip pulses, similar 
to that shown in Fig. 5 can be used. Due to the synchronous operation, the signal bandwidth 
and the receiver RF bandwidth are similar. Also, in this case, the chip pulses can be optimally 
shaped in order to increase the sensitivity of the receiver.  
In addition to having the main advantages of the synchronous SR receiver, the DSSS SR 
architecture also offers the following benefits:  
• The specific features of spread-spectrum communications, including better data privacy 

(owing to the PN-coded signal), stronger interference rejection, less interference caused 
to other systems, and code-division multiple-access (CDMA) capability. 

• Suitability for UWB IR communications (DSSS techniques and UWB IR communications 
are compatible). 
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code generation and correlation of this code to the received signal. 
• A PLL is required to maintain receiver synchronization. Additionally, PN-code 
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Fig. 6. (a) Block diagram of a DSSS SR receiver, and (b) corresponding time and frequency 
domain signals. 

 
Feature Classical Synchronous DSSS 

Architecture simplicity High High Medium 
Power consumption in the 
RF stages Low Very low Low 

Frequency selectivity Low Medium Low 
Signal sensitivity Low High High 
Available data rates Low High Medium 
Interference rejection, 
coexistence ability Low Medium Medium-high 

Suitable for UWB IR 
communications No Yes Yes 

Table 1. Comparison of the three SR architectures. 
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4. The superregenerative oscillator as a pulse filter and amplifier  
4.1 Model of an SRO 
An SRO can be modeled as a selective network or resonant circuit fed back through an 
amplifier (Fig. 1 (a)) (Moncunill et al., 2005a). The amplifier has a variable gain Ka(t) 
controlled by the quench signal, which has a frequency fq = 1/Tq , making the system 
alternatively stable and unstable. The selective network has two dominant poles  
that provide a bandpass response centered on ω0 = 2πf0 , characterized by the transfer 
function 
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or, equivalently, by the differential equation 
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0 0 0 0 0 0( ) 2 ( ) ( ) 2 ( )o o o sv t v t v t K v tζ ω ω ζ ω+ + =   , (2) 

where ζ0 is the quiescent damping factor and K0 is the maximum amplification.  
The corresponding quiescent quality factor represents the loaded Q of the resonant circuit  

 0
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Q
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The feedback loop establishes the relationship vs(t) = v(t) + Ka(t)vo(t), which, assuming that 
Ka(t) is a slow-variation function, enables formulation of the general form of the differential 
equation for the SR receiver (Moncunill et al., 2005a),  

 2
0 0 0 0 0( ) 2 ( ) ( ) ( ) 2 ( )o o ov t t v t v t K v tζ ω ω ζ ω+ + =   , (4) 

 

where ζ(t) is the instantaneous damping factor (or damping function) of the closed-loop 
system, Eq. 5 must have a single dot at the end instead of two. 

 0 0( ) (1 ( ))at K K tζ ζ= − .. (5) 
 

This function is very important, as it controls the overall performance of the receiver. By 
identifying the coefficients in the corresponding differential equations, one can obtain the 
equivalence between the parameters of the block diagram in Fig. 1 and those of a 
particular circuit. For example, Fig. 7 shows the equivalence for a parallel RLC circuit, a 
commonly used topology. In this case, the net conductance of the circuit is 

 0( ) ( )aG t G G t= − , (6) 
 

and the resulting damping function becomes 
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Fig. 7. (a) Parallel RLC circuit with variable conductance, and (b) equivalence between the 
block diagram of an SRO and the RLC circuit parameters. G0 includes both source resistance 
and tank losses. 

4.2 The quench cycle and the damping function 
The quench oscillator generates a periodic damping function, ζ(t) (Fig. 8), which comprises 
successive quench cycles. A new quench cycle starts when the damping function becomes 
positive (t = ta), which extinguishes any oscillation present in the oscillator. When ζ(t) 
returns to negative (t = 0), the oscillation builds up from the injected signal v(t), and when 
ζ(t) becomes positive again (t = tb), it achieves its maximum amplitude. Mathematical 
analysis and experimental results have revealed that the receiver is especially sensitive to 
the input signal in a given environment at the instant t = 0. 
The behavior of the receiver is mainly determined by the characteristics of the damping 
function (i.e. its shape, repetition frequency, and mean value). Since ζ(t) gives global 
information on the system performance, it is a better descriptor than is the feedback gain, 
Ka(t). In practice, Ka(t) is adjusted to obtain the desired ζ(t). In the case of a non-inverting 
feedback amplifier, the minimum value of Ka(t) is zero, and, consequently, the maximum 
value of ζ(t) is limited by ζ0. 

4.3 SRO response to a narrow RF pulse 
The operation of SROs can be described from their response to an RF pulse applied within 
the limits of a single quench cycle (i.e., the interval (ta, tb); see Fig. 8 (b)).  The input RF pulse 
can be expressed as 

 ( ) ( )cos( )cv t Vp t tω ϕ= + , (8) 

where pc(t) is the normalized pulse envelope, and V, its peak amplitude. pc(t) is assumed to 
be zero beyond the cycle limits defined by ta and tb . Although in some practical cases (e.g.  
classical receivers operating with narrowband modulation) pc(t) can be assumed to be 
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constant and to represent a fraction of the input signal, in others (e.g. a UWB IR receiver), it 
may be a narrow pulse of relatively slow variation. The response of the SRO to the 
aforementioned input RF pulse is another RF pulse, described by 

 0( ) ( ) ( )cos( ( ))ov t VK H p t t H= ω ω + ϕ + ∠ ω , (9) 

where K is a peak amplification factor, H(ω) is a bandpass function centered on the 
resonance frequency ω0, and p(t) is the unity-normalized envelope of the output oscillation. 
The expressions for the characteristic parameters and functions, and the restrictions for their 
validity, are summarized in Table 2 and defined below.  
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Fig. 8. (a) Input signal, quench voltage and output signal in an SRO; (b) characteristic 
functions of an SRO. 
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constant and to represent a fraction of the input signal, in others (e.g. a UWB IR receiver), it 
may be a narrow pulse of relatively slow variation. The response of the SRO to the 
aforementioned input RF pulse is another RF pulse, described by 
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where K is a peak amplification factor, H(ω) is a bandpass function centered on the 
resonance frequency ω0, and p(t) is the unity-normalized envelope of the output oscillation. 
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Fig. 8. (a) Input signal, quench voltage and output signal in an SRO; (b) characteristic 
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Table 2. Summary of the characteristic parameters and functions of SROs (when operating in 
linear mode). The operator F* in the frequency response calculation refers to a conjugate 
Fourier transform. 
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4.4 Characteristic parameters of SROs 
The parameters and functions shown in Table 2 are defined below:  
• Feedforward gain, (K0): is the gain that is provided by the selective network at the 

resonance frequency, which equals the receiver gain when the feedback amplifier is 
inactive (open-loop situation). 

• Sensitivity function (s(t)): a normalized function that describes the sampling process 
performed by the SRO. Its maximum value is one. Because this function is 
exponentially time-dependent, its value becomes quite small relatively close to the 
origin (t = 0). The shape of s(t) is determined mainly by the environment of the zero-
crossing of ζ(t). A slow transition provides a wide curve, whereas a fast one yields a 
narrow curve. Both the regenerative gain and the frequency response depend on the 
product pc(t)s(t). Thus, the sensitivity curve acts as a function that weighs the incoming 
envelope pc(t): the values of pc(t) near t = 0 are considered, whereas those close to either 
ta or tb are irrelevant. Therefore, t = 0 represents the instant of maximum sensitivity. 

• Regenerative gain (Kr): this gain depends on the product pc(t)s(t). If either pc(t) or s(t) is 
narrow, then Kr will be small; however, if both pc(t) and s(t) are wide, then Kr will be large. 

• Superregenerative gain (Ks): this gain, associated with the exponential growth of the 
oscillation, is usually the most significant amplification factor. It is determined by the 
area enclosed by the negative portion of the damping function (Fig. 8 (b)). 

• Frequency response (H(ω)): a bandpass function centered on ω0 that is related to the 
complex conjugate of the Fourier transform of pc(t)s(t). If both pc(t) and s(t) are wide, 
then the reception bandwidth of the receiver will be small; however, if either pc(t) or s(t) 
is narrow, then this bandwidth will be large. 

• Normalized oscillation envelope (p(t)): determined mainly by the evolution of the 
damping function close to t = tb . The same conclusions obtained for s(t) apply to p(t) in 
the environment of tb . 

4.5 Noise performance 
Expressions for calculating the noise performance of an SRO can be obtained from those in 
Table 2 (Moncunill et al., 2005a). The signal-to-noise ratio (SNR) at the SRO output can be 
expressed as 
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where Ec is the average input-pulse energy, and η is the one-sided noise power spectral 
density at the input. To maximize the SNR at the SRO output, one can use Schwarz’s 
inequality, which states that the maximum value of (10) is achieved when pc(t) and s(t) are 
proportional. In this case, since both functions are unity-normalized, proportionality implies 
equality, 

 ( ) ( )cp t s t= . (11) 
Thus, the optimum SNR is 
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Table 2. Summary of the characteristic parameters and functions of SROs (when operating in 
linear mode). The operator F* in the frequency response calculation refers to a conjugate 
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Ultra Wideband Impulse Radio Superregenerative Reception 

 

125 

4.4 Characteristic parameters of SROs 
The parameters and functions shown in Table 2 are defined below:  
• Feedforward gain, (K0): is the gain that is provided by the selective network at the 

resonance frequency, which equals the receiver gain when the feedback amplifier is 
inactive (open-loop situation). 

• Sensitivity function (s(t)): a normalized function that describes the sampling process 
performed by the SRO. Its maximum value is one. Because this function is 
exponentially time-dependent, its value becomes quite small relatively close to the 
origin (t = 0). The shape of s(t) is determined mainly by the environment of the zero-
crossing of ζ(t). A slow transition provides a wide curve, whereas a fast one yields a 
narrow curve. Both the regenerative gain and the frequency response depend on the 
product pc(t)s(t). Thus, the sensitivity curve acts as a function that weighs the incoming 
envelope pc(t): the values of pc(t) near t = 0 are considered, whereas those close to either 
ta or tb are irrelevant. Therefore, t = 0 represents the instant of maximum sensitivity. 

• Regenerative gain (Kr): this gain depends on the product pc(t)s(t). If either pc(t) or s(t) is 
narrow, then Kr will be small; however, if both pc(t) and s(t) are wide, then Kr will be large. 

• Superregenerative gain (Ks): this gain, associated with the exponential growth of the 
oscillation, is usually the most significant amplification factor. It is determined by the 
area enclosed by the negative portion of the damping function (Fig. 8 (b)). 

• Frequency response (H(ω)): a bandpass function centered on ω0 that is related to the 
complex conjugate of the Fourier transform of pc(t)s(t). If both pc(t) and s(t) are wide, 
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where Ec is the average input-pulse energy, and η is the one-sided noise power spectral 
density at the input. To maximize the SNR at the SRO output, one can use Schwarz’s 
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which is that of a matched filter. This result is highly important, because the condition of a 
matched filter can be achieved in UWB IR SR receivers, but not in narrowband SR receivers. 
The optimum pulse envelope typically equals a Gaussian curve. 

4.6 Hangover 
Under normal receiver operation, the output oscillation in a given quench cycle is generated 
mainly from the incoming signal, and not from the remnant of the previous cycle. This implies 
that sufficient damping must be applied at the beginning of the cycle to extinguish said 
remnant; otherwise, the output pulse would extend beyond a single quench cycle to overlap 
with other pulses. In this case, the output in a given cycle significantly depends on that of the 
preceding cycles, and the receiver is said to operate with appreciable hangover (Moncunill et al., 
2005a). This effect is generally undesirable, as it produces a sort of intersymbol interference. 
For the receiver to operate with negligible hangover, the mean value of the damping function 
ζdc must satisfy the following condition (Moncunill et al., 2005a): 
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where h is the hangover coefficient, for which a value much smaller than one (e.g. 0.01) 
should be assigned. Eq. (13) becomes more restrictive at high quench frequencies. 

5. Ultra wideband impulse radio superregenerative reception 
According to the currently prevailing definition, a signal can be classified as UWB if the 
signal bandwidth exceeds either 20% of the center frequency or 500 MHz (Opperman et al., 
2004). Impulse radio is a type of UWB signaling in which baseband pulses of extremely 
short duration (typically, 0.1 to 1.5 ns) are transmitted. The pulsating nature of SR receivers, 
and the fact that they are sensitive to the input signal in a small fraction of the quench 
period—and therefore, exhibit large reception bandwidths—makes them ideal for UWB IR 
signal reception. Furthermore, Gaussian pulses are not only optimum signals for SR 
receivers operated in the slope-controlled state (Moncunill et al., 2007a), but they, and their 
derivatives (e.g. Gaussian monopulse; first derivative of Gaussian; Mexican hat, second 
derivative of Gaussian; and Gaussian doublet) are among the most widely used signals for 
UWB IR (Ghavami et al., 2004; Opperman et al., 2004).  
Superregenerative oscillators targeting the FCC/ECC UWB spectrum mask must oscillate at 
a frequency higher than that of SROs operating at lower frequency bands (e.g. 2.4-GHz ISM 
band), and consequently, will inherently exhibit larger reception bandwidths. However, to 
efficiently filter and amplify UWB IR pulses, additional requirements must be met. In this 
section, we present these requirements, considering the restrictions on the resonator Q and 
on the quench parameters.  
Fig. 9 shows a preferred damping function for UWB IR SR receivers. Due to the low duty 
cycle of UWB IR signals, the quench must be active during a small portion of the pulse 
repetition period. Therefore, the damping must remain at the quiescent positive value ζ+ 
most of the time, and only switch to the negative value during reception and amplification 
of the short pulse. The transition between these two states is assumed to be linear and is 
characterized by the fall time (tf) and the rise time (tr). This type of quench waveform 
belongs to the category in which an SRO is said to operate in the slope-controlled state, 
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because the characteristics of the SRO (e.g. sensitivity function and frequency response) are 
determined by the slope of the quench transition around t = 0. 
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Fig. 9. Trapezoidal quench waveform, s(t) and p(t) for a UWB IR SRO. 

Table 3 summarizes the main parameters and functions in the slope-controlled state. For the 
sake of simplicity and symmetry, we have assumed that ζ+ = ζ− = ζ0 and that tf = tr . The 
table also includes the information on the step-controlled state, characterized by an abrupt 
damping transition at t = 0. The step-controlled state can be understood as a particular case 
of the damping shown in Fig. 9 in which tf = tr = 0. In practice, generating transition times 
that are negligible compared with the duration of the UWB IR pulses is not trivial, and 
therefore, the step-controlled state is only of minor interest. 
In the slope-controlled state, under the circumstances assumed above, and when truncation 
effects due to the finite quench period length are ignored, the sensitivity function can be 
approximated by the Gaussian expression 
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For simplicity, we have defined the function width at 60.7% of the maximum  
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which is a measure of the time resolution of the SRO. For the fixed oscillation frequency ω0, 
tw is controlled by the ratio between the fall time and the quiescent damping, tf  / ζ0 . The fall 
time must satisfy the following condition (Moncunill et al., 2009) 

 4 2f s wt t> σ = ,  (16) 

to avoid significant distortion of the Gaussian shape due to saturation of the damping 
function outside of the transition period. Considering (15), condition (16) can be rewritten as  
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which shows a tradeoff between tf and ζ0 to obtain a near-Gaussian sensitivity function. The 
frequency response of the receiver to a continuous wave (CW) can be obtained from the 
Fourier transform of s(t), according to Table 2, using pc(t) = 1. The resulting function also 
includes a Gaussian term, 
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and the -3-dB bandwidth, assuming that the value of the quotient f/f0 is close to 1 within the 
pass band, can be approximated by 
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For a matched input-pulse envelope, the bandwidth in (19) must be increased by a factor 
of 2 . Note that s(t) provides information on the SRO sensitivity as well as on the optimum 
envelope of the received pulse. H(2πf) provides the frequency response of the receiver and is 
related to the spectrum of the optimum received pulse. As expected, the product of tw and 
Δf-3dB is constant (i.e. the RF reception bandwidth and the temporal duration of the 
sensitivity are inversely proportional), as shown below 

 3dB
2 ln 2 0.53wt f

π−Δ = ≈  . (20) 

To meet the requirements for reception of very short pulses, a narrow sensitivity function is 
necessary. From the above results, one can conclude that a sensitivity function can be 
narrowed by: 
a. Increasing the oscillation frequency ω0; 
b. Increasing the quiescent damping (ζ0) (i.e. reducing Q0), which entails a wider dynamic 

range for the damping function. 
c. Reducing the fall time of the damping function (tf). 
Table 4 shows the calculated widths of the sensitivity function at the frequency f0 = 7 GHz, 
considering different values of Q0 and tf , and provides the corresponding -3-dB reception 
bandwidths. As a reference, Q0 = 5 with tf = 2 ns yields a 1-ns time resolution with a 
bandwidth that exceeds 500 MHz. Similar results are obtained with higher transition times, 
provided that the Q is decreased accordingly; for larger values of Q0, tf must be decreased, 
although in this case, the Gaussian functions become distorted. By combining very low Q0 
values with short transition times, the pulse width can be decreased to less than 500 ps and 
the bandwidth can be made greater than 1 GHz. In conclusion, for SROs to operate correctly 
with UWB IR signals, they must be designed with a Q of less of 10, and must be controlled 
by quench signals that switch quickly, with transition times shorter than 5 ns. Unlike in 
narrowband SR receivers, the sensitivity function width and the reception bandwidth of a 
UWB IR SR receiver are determined by the quench transition time, rather than by the 
quench frequency.  
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Table 3. Characteristic parameters and functions of an SRO with trapezoidal quench and 
ζ+ = ζ− = ζo. 

 
 

Q0 ζ0 
tf  = 5 ns tf  = 2 ns tf  = 1 ns 

tw          

(ns) 
Δf-3dB 

(MHz) 
tw             

(ns) 
Δf-3dB 

(MHz) 
tw           

(ns) 
Δf-3dB 

(MHz) 
10 0.05 2.13 249 1.35 * 393 * 0.95 * 556 * 
5 0.1 1.51 352 0.95 556 0.67 * 785 * 

2.5 0.2 1.07 ~ 500 0.67 785 0.48 1110 

(*) These values may only be approximate, since the requirement tf > 2tw is not met in these cases. 

Table 4. Sensitivity function width tw (= optimum received-pulse width) and -3-dB reception 
bandwidth Δf-3dB (= optimum received-pulse bandwidth) at a frequency of 7 GHz for 
different values of Q0 and tf . 
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6. Performance analysis and experimental results 
6.1 Performance analysis of selected examples 
To gain additional information on the behavior expected from UWB IR SR receivers, we 
have closely analyzed the cases of Q0 = 5 and tf  = 2 ns, and Q0 = 2.5 and tf  = 1 ns. Table 5 
summarizes the SRO parameters for a total peak gain of 50 dB. The results were calculated 
numerically from the exact expressions shown in Table 2, rather than from the approximate 
ones shown in Table 3.  
 

Parameter Symbol Q0 = 5, tf = 2 ns Q0 = 2.5, tf = 1 ns 
Oscillation frequency f0 7 GHz 
Duration of instability period tb 2 ns 1 ns 
Selective-network damping factor ζ0 0.1 0.2 

Selective-network gain K0 0 dB 
Regenerative gain (matched pulse) Kr 11.4 dB 
Superregenerative gain Ks 38.6 dB 
Total peak gain K 50 dB 
Sensitivity function width at 60.7% tw 0.95 ns 0.48 ns 
Sensitivity full width at half maximum FWHM 1.12 ns 0.56 ns 
-3-dB reception bandwidth (CW) Δf-3dB 534 MHz 1072 MHz 

-10-dB reception bandwidth (CW) Δf-10dB 1010 MHz 2016 MHz 

Table 5. Main parameter values for the considered UWB IR SROs. 

The gain of the SRO (in dB) is proportional to the duration of the instability period  
(tb). Therefore, extremely large gains can be achieved by adequately increasing tb. 
However, excessive gain will cause the SRO to operate in the logarithmic mode. 
Eventually, the gain may be reduced by decreasing ζ− relative to ζ+ (Fig. 9). Since UWB IR 
pulses exhibit larger amplitudes than do narrowband signals (due to the energy 
compression in the time domain), UWB SR receivers generally require lower gain than do 
other types of SR receivers. 
Fig. 10 (a) shows the damping function, the sensitivity function and the generated pulse for 
a UWB SR receiver at Q0 = 2.5 and tf  = 1 ns. A characteristic of these types of receivers is that 
the generated pulse contains a small number of carrier cycles. Since in this example tr = tf , 
the envelope of the generated pulse has the same shape as the sensitivity function, and 
therefore, provides the pattern for the optimum pulse during reception. Figs. 10 (b) and 
10 (c) show the selectivity of the SRO in the time and frequency domains. The curves differ 
from exact parabolas (as expected from exact Gaussian functions), mainly due to damping 
saturation and to end effects associated to the finite quench cycle. The poor frequency 
selectivity (i.e. the curves decrease progressively over several GHz) is compensated by high 
selectivity in the time domain, which would enable use of this receiver in high resolution 
ranging systems. Fig. 11 shows the plot of the maximum pulse repetition frequency (PRF), 
which represents also the maximum quench frequency and the maximum data rate if a 
single pulse per bit is transmitted. The curve in Fig. 11 was constructed considering 
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hangover limitations (Eq. (13)) and reveals that data rates faster than 200 Mbps are available 
for low-Q-resonator SR receivers. 
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Fig. 10. (a) Damping function, sensitivity function and normalized output pulse at 
f0 = 7 GHz. Selectivity curves (b) in the time domain and (c) in the frequency domain. 
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hangover limitations (Eq. (13)) and reveals that data rates faster than 200 Mbps are available 
for low-Q-resonator SR receivers. 
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Fig. 10. (a) Damping function, sensitivity function and normalized output pulse at 
f0 = 7 GHz. Selectivity curves (b) in the time domain and (c) in the frequency domain. 
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Fig. 11. Maximum pulse repetition frequency (= maximum quench frequency) as a function 
of Q0. Note that at one bit per pulse, the maximum PRF is also the maximum data rate.  

6.2 Experimental UWB SRO 
We implemented a test SRO according to the schematic in Fig. 12 (a). The SRO, which is 
connected to a symmetric bow-tie UWB antenna, operates at a frequency of 7 GHz with a 
shorted λ/4 microstrip resonator as selective network. The bow-tie antenna is suspended on 
a small portion of the circuit board to minimize substrate parasitic effects. Low-power and 
low-parasitic-capacitance transistors in a cross-coupled differential configuration were 
selected as the active devices to compensate the overall circuit losses. The lower transistor 
acts as a current source controlled by the quench signal. It controls the instantaneous bias 
current of the pair, and consequently, the degree of regeneration, in the form of negative 
resistance, generated in the SRO. A relatively low value of R0 = 1/G0 = 39+39 Ω was 
included to significantly reduce the loaded Q. As shown in Fig. 12 (c), this circuit can 
generate pulses of approximately 500-ps (FWHM) when a quench transition time of 1.8 ns is 
applied. The SRO may yield amplified pulses of more than 200-mV peak from input pulses 
of about 2-mV amplitude, thus exhibiting a gain in excess of 40 dB. The SRO consumes  
150 μA at 10-MHz quench frequency and at a supply voltage of 1.5 V. 

6.3 Comparison with other receiver architectures 
Several implementations of UWB IR SR receivers integrated in CMOS technology have 
recently been described in the literature. Table 6 summarizes the performance of several SR 
implementations and compares them with those of other UWB receiver architectures. As 
indicated by the table, SR receivers are characterized by lower power consumption and 
better energy-per-bit ratios. Compared to narrowband SR receivers, UWB IR SR receivers 
also offer faster data rates with better energy-per-bit efficiencies. 
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Fig. 12. (a) Schematic and (b) photograph of an experimental UWB IR SRO. (c) Pulse 
generated in the SRO, and (d) corresponding spectrum. 
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7. Conclusions 
In this chapter, we have demonstrated that SR receivers are a promising, low-power and 
low-cost alternative for UWB IR communications. The relatively short sensitivity periods of 
SROs makes them ideal for reception of short RF pulses in general, and of UWB IR in 
particular. Proper pulse reception requires implementation of a quench synchronization 
mechanism. Although synchronous operation generally leads to more complex receivers, it 
offers myriad advantages. For example, the receiver may operate as a matched filter, 
achieving improved noise and interference rejection; faster data rates become accessible; and 
energy efficiency can be improved. We have shown that to achieve efficient filtering and 
amplification of UWB IR signals, low-Q (< 10) superregenerative oscillators must be 
designed, and that quench signals with short switching times (< 5 ns) must be applied. 
Theoretical and experimental results show that an optimized design can efficiently process 
sub-500-ps pulses, achieving peak gains in excess of 40 dB and reception bandwidths at 
-3-dB above 1 GHz. Furthermore, in a UWB IR SR receiver, the data transfer rate may be 
maximized by generating a single quench period per received bit. This implies that the 
quench generator must operate with a quench frequency equal to the data rate. Taking into 
account hangover effects, which set an upper bound for the quench frequency, we have 
predicted data transfer rates faster than 200 Mbps for very low-Q SROs. The power 
consumption of implemented UWB IR SR receivers are among the lowest ever reported, 
with efficiencies less than 500 pJ/bit at data rates of roughly 10 Mbps. 
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Fig. 1. Inter-chip wireless communication within computer chassis

Impulse radio systems have received much attention as a possible architecture for UWB
transceivers due to the large data bandwidth, low spectral interference with nearby
channels, and simplicity of UWB transmitter/receiver architectures using mostly digital
implementations. Due to the low emitted power spectral density of -41.3dBm/MHz
mandated by the FCC, impulse radio is especially well suited for low-cost, low-power, and
short-range wireless communications. This paper presents an IR UWB transceiver for a
typical short-range wireless communication application as shown in Fig. 1 within computer
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Fig. 1. Inter-chip wireless communication within computer chassis

Impulse radio systems have received much attention as a possible architecture for UWB
transceivers due to the large data bandwidth, low spectral interference with nearby
channels, and simplicity of UWB transmitter/receiver architectures using mostly digital
implementations. Due to the low emitted power spectral density of -41.3dBm/MHz
mandated by the FCC, impulse radio is especially well suited for low-cost, low-power, and
short-range wireless communications. This paper presents an IR UWB transceiver for a
typical short-range wireless communication application as shown in Fig. 1 within computer
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chassis chip-to-chip wireless interface. However, it is not limited to this; any short-range,
high-data-rate wireless communication is applicable.

1.1 Conventional impulse-radio receiver architectures
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Fig. 2. RX architecture overview

While recent research has demonstrated the energy-efficiency of impulse-based UWB
transmitters (Lachartre et al., 2009; Wentzloff & Chandrakasan, 2007), the more critical
problem lies within the receiver. Due to the short timing duration of the transmitted impulse,
determining the exact arrival of the UWB pulse is extremely difficult, placing most of the
system complexity and power burden on to the design of the receiver architecture.
Conventional IR-UWB receiver architectures can be summarized in Fig. 2 above: a)
direct-conversion receiver with a local oscillator multiplier/correlator; b) direct-conversion
receiver using pulse template multiplier (Zhou et al., 2009); c) non-coherent receiver with
self-correlation Lee & Chandrakasan (2007); and d) direct over-sampling analog-digital
converter (ADC)O’Donnell & Brodersen (2006). The LO direct-conversion architecture is the
most common, and is similar to narrow-band receiver systems. This approach typically
consumes the most power due to the clock generation of the high-frequency local oscillator. In
addition, due to the large data bandwidth, the low-pass filter is difficult to design, and ADC
oversampling is still required to recover the optimal ADC sampling position. In addition, a
CDR is still required, as the local receiver clock may be plesiochronous from the transmitter
clock. The pulse-template, direct-conversion architecture is commonly used in coherent
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IR-UWB RX, but RX phase synchronization is power-consuming and difficult because accurate
alignment between TX impulses and RX templates must be achieved. Furthermore, the
transmitted impulse from the channel and the antennas may be significantly distorted,
increasing the difficulty in generating an accurate pulse template. The non-coherent,
self-correlating receiver is an attractive option, as it simplifies the pulse-template generation
and synchronization. Unfortunately, bit-error rate will increase as the receiver will not be able
to discriminate between noise and transmitted data. In addition, the design of a CDR loop
is still required, as the demodulated data needs to be phase-locked with the local receiver
clock. The direct over-sampling ADC method is the most straightforward, as the pulse input
is directly quantized by the ADC, moving the demodulation and CDR requirements to the
digital baseband. Unfortunately, the power overhead for the over-sampling ADC is extremely
expensive, as a multi-gigahertz, medium resolution ADC is necessary for the 3.1-10GHz
receiver bandwidth.
One overarching constraint of all of these conventional structures is that some mechanism for
synchronizing the receiver sampling clock with the incoming transmitted data is required.
Because the eventual goal for IR-UWB systems is several hundred Mbps, the design of
an over-sampling CDR loop adds both system complexity as well as additional power
consumptionZheng et al. (2006).

1.2 Proposed architecture: Receiver pulse injection-locking phase synchronization
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Fig. 3. RX_IL_VCO

In this work, we present a new receiver phase synchronization method using pulse
injection-lockingHu et al. (2010), as shown in Fig. 3. This technique provides several
advantages over the previously described architectures. First, no CDR is necessary,
as the received local oscillator is injection-locked to the incoming pulses and hence
is automatically phase-aligned with the transmitted clock. Second, the architecture
is inherently a feed-forward system, with no issues with feedback loop stability as
seen in phase-locked loops. The proposed system is similar to a “forwarded clock”
receiver approach used for high-speed links which have been shown to be extremely
energy-efficientHu, Jiang, Wang, O’Mahony & Chiang (2009). The difference here is that the
receiver sampling clock is locked to the actual incoming transmitted pulses, eliminating
any requirement for a separate clock channel. Third, since the receiver clock is now
injection-locked and synchronized with the transmitter, the ADC sampling requirements can
be severely relaxed and can now run at the actual data rate. This is a significant advantage for
power reduction, as a multi-gigahertz, over-sampling ADC is no longer necessary.
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2. System analysis and operation principle

2.1 Transmission power and pulse shaping
For the 3.1-10.6GHz UWB band, the FCC limits the maximum transmitting power spectrum
mask to -41.3dBm/MHz. Therefore, the maximum allowable transmitted power within
3-5GHz is -8.3dBm, but no such a pulse can meet the FCC mask in practice, assuming a filling
coefficient of k (0 < k < 1), or spectral efficiencyWentzloff (2007). The filling coefficient
(spectral efficiency) k of a pulse is the loss incurred from incomplete filling of the -10dB
channel bandwidth, calculated by:

k =
Ech

PEIRPBW−10dB
(1)

where Ech is the pulse energy within the -10dB channel bandwidth, PEIRP is the maximum
average power spectral density, and BW-10dB is the -10dB bandwidth.
Due to this filling coefficient, the maximum transmission power will be much smaller. To
improve this filling coefficient, many techniques for baseband pulse shaping have been
investigated since the release of the UWB FCC mask First Report and Order (n.d.). For example,
a gaussian pulse is theoretically the ideal pulse shaping technique, but it is difficult to
implement Wentzloff & Chandrakasan (2007); Zheng et al. (2006).
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Fig. 4. Rectangular baseband and sine-wave modulated pulses in time and frequency domain

Fig. 4Lathi (n.d.) shows the Fourier transform of a baseband rectangle pulse and a rectangle
pulse modulated by a sine wave. Notice that the spectral bandwidth is inversely proportional
to the pulse width, where for a rectangle pulse of T(s) pulse width, its frequency bandwidth
is 2/T(Hz). For the 3-5GHz UWB band, the maximum bandwidth is 2GHz when the carrier
frequency is 4GHz, with a minimum pulse width Wpulse of 1ns. Assuming a 1ns pulse width,
the pulse amplitude will depend on the pulse repetition frequency (PRF or data rate), limited
by the maximum allowed transmission power. For data rates of 500Mbps, 250Mbps, and
125Mbps, with equal probability of “1” and “0” symbols, a filling coefficient of k=0.5, and
a 50ohm antenna load, the corresponding pulse amplitudes required will be 172mV, 243mV,
and 344mV, as derived from Equation 2:

Vp =

√
2R · P

0.5 · DR · Wpulse
=

√
200 · k · Pmax

DR · Wpulse
(2)
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2.2 Modulation scheme
Several modulation schemes have been used for IR-UWB transceivers, such as
binary-phase shift keying (BPSK)Zheng et al. (2006), pulse-position modulation
(PPM)Wentzloff & Chandrakasan (2007), and on-off keying (OOK)Lachartre et al. (2009).
To recover the clock phase information from the data using pulse injection locking, OOK
is chosen for this transceiver due to simplicity, although PPM and amplitude modulation
(AM) would also work. Note that to maintain a sufficient number of transmitted impulses
necessary to insure receiver phase locking, DC balancing and maximum run length limiting
are required for the proposed system, such as 8b/10b encoding.

2.3 Path loss
Ideal free space (FS) propagation (no multipath reflections) exhibits a path loss that
is proportional to the square (α=2) of the separation distance “d”, with λ the
wavelengthUWB Channel Modeling Contribution from CEA-LETI and STMicroelectronics (n.d.):

PLdB(d) = α · 10 log10(
4πd

λ
) = α · 10 log10(d) + c (3)

where α is the path loss exponent and c is a power scaling constant obtained after channel
calibration. Frris�s formula suggests that for a propagation distance of 1m, the path loss equals
to 44.5 dB at a 4GHz center frequency; a 25cm distance exhibits a path loss of 32.5dB, assuming
antenna gains of 0dBi for both the transmitter and receiver.

2.4 Link budget
For a targeted bit error rate(BER) of 10−3, coherent OOK modulation requires Eb/N0 of 9dB.

SNR = log10(Eb/N0 · DR/B) (4)

where DR is the data rate, and B is the signal bandwidth.
For a 500Mbps data rate, after converting Eb/N0 to SNR using Equation(4), 9dB Eb/N0 is
equivalent to an SNR of 3dB, and 0dB SNR is required for 250Mbps.
Assuming a 3-5GHz UWB spectral mask filling coefficient of k=0.5 or -3dB, 44.5dB
line-of-sight (LOS) loss at 4GHz, and data rate 500Mbps, the link budget is estimated as
follows:

SNR = PTX − PL − Nchannel − NF − I (5)

Nchannel = −174dBm/Hz + log10(B) = −81dBm (6)

NF + I = −11.3dBm − 44.5dB + 81dBm − 3dB

= 17.2dB (7)

Therefore, a 17.2dB noise figure NF(including implementation loss I) is sufficient for a
communication data rate of 500Mbps, assuming a raw BER of 10−3 through a distance of
1mVan Helleputte & Gielen (2009). Note that the calculation above is an estimation, as many
other factors, such as receiver clock jitter, are not considered.

2.5 Synchronization
RX phase synchronization with the incoming TX impulses is a critical issue in conventional
coherent transceiversVan Helleputte & Gielen (2009). Initially, the receiver has no information
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about when the transmitted pulses are arriving. Therefore, for the receiver to synchronize
with the incoming impulses, conventional systems undergo two modes of operation: data
acquisition and data reception. During data acquisition, a known header is transmitted. The
receiver synchronizer scans all the possible window positions for this header and measures
the received signal energy in each window. These correlation algorithms run in the digital
back-end, which control the analog-front-end (AFE). Once the proper window is found, the
receiver is locked to the transmitter and is then switched to data reception mode.
Unfortunately, practical conventional IR-UWB transceivers exhibit a frequency offset drift
between transmitter and receiver. This small offset will result in a slow but gradually
increasing phase difference between the received pulse and receiver pulse template window.
As a result, the received impulse will move out of the receiver pulse template window, such
that receiver must switch to data acquisition mode again, consequently reducing the data rate
and increasing BER. One possible solution is implementing a matched filter receiver within a
control loop that locks to the peak value of the correlated received signal, but in practice, this
is extremely difficult due to the small received input signal.
In this work, the receiver clock is extracted from the received impulses using pulse
injection-locking. Hence, the receiver clock is automatically phase aligned with the received
pulse, exhibiting neither clock offset nor phase drift. Additionally, the phase difference
between the received impulse and the receiver clock can be statically adjusted by a
programmable phase shifter in the receiver clocking path, aligning the receiver sampling
point with the optimal SNR position of the incoming impulses . Hence, the proposed clock
synchronization technique solves the conventional synchronization issue without requiring a
CDR.

3. IR-UWB transceiver implementation
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CKPhase
Shifter

Fig. 5. IR-UWB transceiver architecture

The proposed IR-UWB transceiver is shown in Fig. 5, consisting of a UWB transmitter
with multi-path equalization, a pulse-injection-locking receiver with an integrated ADC,
an on-chip PRBS TX-generator and RX-checker, and a 234-bit scan chain for controlling
low-frequency calibration of DC calibration bits such as current sources and resonant tank
tuning. In the transmitter, OOK modulation is generated from a passive modulator, using
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a 215 − 1 bit pseudo-random bit sequence (PRBS) selectable during testing operation. An
on-die, 3-5GHz LC-VCO is clock-gated that generates the transmitted pulses, followed by a
pulse-shaping control block that enables tunable pulse widths between 0.4-10ns.
In the receiver, the received pulse is amplified by a two-stage LNA before being directly
injected into both a five-level flash ADC and a 3.4-4.5GHz, injection-locked VCO (IL-VCO).
After the receiver VCO is injection-locked and phase-synchronized with the transmitted
pulses, it is phase-shifted and divided down to provide the baseband ADC sampling clock.
After the ADC sampling clock is divided down to the same frequency as the incoming data
rate, the sampling clock is phase locked and aligned to the peak of the received input pulse,
eliminating any requirements for baseband clock/data recovery. Setting the optimal phase
position of the ADC sampling clock can be achieved by measuring the BER and building a
bath-tub curve, sweeping through all possible phase positions. The five-level flash ADC is
designed using dynamic sense amplifiers with offset-adjustable, current-steering DACs. The
phase-shifter, which enables programmable, tunable phase delay of the ADC sampling clock,
uses a Gilbert-cell, current-summing DAC that achieves a minimum step size of 0.5ps.

3.1 Multi-path equalization

Main signal

TAP1

TAP2

2

Fig. 6. Transmitter equalization

Some UWB environments exhibit severe multi-path interference, such as within a
computer chassis Chiang et al. (2010), severely degrade the receiver BER, especially at
high data rates. To reduce the interference from nearby reflections, a multi-path
transmitter equalizer is designed that can reduce the two most severe multi-path reflections
Hu, Redfield, Liu, Khanna, Nejedlo & Chiang (2009). Tap1 and Tap2 are delayed versions of

143
Transmitter Multi-Path Equalization and Receiver 
Pulse-Injection Locking Synchronization for Impulse Radio Ultra-Wideband Communications



6 Will-be-set-by-IN-TECH

about when the transmitted pulses are arriving. Therefore, for the receiver to synchronize
with the incoming impulses, conventional systems undergo two modes of operation: data
acquisition and data reception. During data acquisition, a known header is transmitted. The
receiver synchronizer scans all the possible window positions for this header and measures
the received signal energy in each window. These correlation algorithms run in the digital
back-end, which control the analog-front-end (AFE). Once the proper window is found, the
receiver is locked to the transmitter and is then switched to data reception mode.
Unfortunately, practical conventional IR-UWB transceivers exhibit a frequency offset drift
between transmitter and receiver. This small offset will result in a slow but gradually
increasing phase difference between the received pulse and receiver pulse template window.
As a result, the received impulse will move out of the receiver pulse template window, such
that receiver must switch to data acquisition mode again, consequently reducing the data rate
and increasing BER. One possible solution is implementing a matched filter receiver within a
control loop that locks to the peak value of the correlated received signal, but in practice, this
is extremely difficult due to the small received input signal.
In this work, the receiver clock is extracted from the received impulses using pulse
injection-locking. Hence, the receiver clock is automatically phase aligned with the received
pulse, exhibiting neither clock offset nor phase drift. Additionally, the phase difference
between the received impulse and the receiver clock can be statically adjusted by a
programmable phase shifter in the receiver clocking path, aligning the receiver sampling
point with the optimal SNR position of the incoming impulses . Hence, the proposed clock
synchronization technique solves the conventional synchronization issue without requiring a
CDR.

3. IR-UWB transceiver implementation

CK
CK

Multi-path
Equalization

CKPhase
Shifter

Fig. 5. IR-UWB transceiver architecture

The proposed IR-UWB transceiver is shown in Fig. 5, consisting of a UWB transmitter
with multi-path equalization, a pulse-injection-locking receiver with an integrated ADC,
an on-chip PRBS TX-generator and RX-checker, and a 234-bit scan chain for controlling
low-frequency calibration of DC calibration bits such as current sources and resonant tank
tuning. In the transmitter, OOK modulation is generated from a passive modulator, using

142 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation Transmitter Multi-path Equalization and Receiver Pulse-injection Locking Synchronization for Impulse Radio Ultra-wideband Communications 7

a 215 − 1 bit pseudo-random bit sequence (PRBS) selectable during testing operation. An
on-die, 3-5GHz LC-VCO is clock-gated that generates the transmitted pulses, followed by a
pulse-shaping control block that enables tunable pulse widths between 0.4-10ns.
In the receiver, the received pulse is amplified by a two-stage LNA before being directly
injected into both a five-level flash ADC and a 3.4-4.5GHz, injection-locked VCO (IL-VCO).
After the receiver VCO is injection-locked and phase-synchronized with the transmitted
pulses, it is phase-shifted and divided down to provide the baseband ADC sampling clock.
After the ADC sampling clock is divided down to the same frequency as the incoming data
rate, the sampling clock is phase locked and aligned to the peak of the received input pulse,
eliminating any requirements for baseband clock/data recovery. Setting the optimal phase
position of the ADC sampling clock can be achieved by measuring the BER and building a
bath-tub curve, sweeping through all possible phase positions. The five-level flash ADC is
designed using dynamic sense amplifiers with offset-adjustable, current-steering DACs. The
phase-shifter, which enables programmable, tunable phase delay of the ADC sampling clock,
uses a Gilbert-cell, current-summing DAC that achieves a minimum step size of 0.5ps.

3.1 Multi-path equalization

Main signal

TAP1

TAP2

2

Fig. 6. Transmitter equalization
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the main signal, with sign and coefficient control, depending on the actual multi-path channel
environment Hu, Redfield, Liu, Khanna, Nejedlo & Chiang (2009).
Fig. 6 shows the transmitter block diagram and schematic of the pulse gating mixer and
equalizer. The pulse windowing circuit controls the baseband pulse width and consequently
the modulated pulse width, enabling control of the spectral bandwidh. The delay control
circuits τ1 and τ2 control the Tap1 and Tap2 signal delay for the equalization implementation.

3.2 Receiver pulse injection-locking
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Fig. 7. Receiver injection locking

Receiver clock phase synchronization and acquisition with the received UWB pulses is critical
for achieving low power consumption, as discussed in the introduction. Fig. 7 shows the
injection-locking block diagram, consisting of a two-stage LNA and an IL-LCVCO.
The first stage of the LNA is source-degenerated with on-chip input matching to 50 Ohms.
The LNA second stage is a source-degenerated, cascaded gain stage, with its input conjugate
matched to the output of the first stage. Low Q differential inductors are used to achieve
wideband frequency response. For example, staggered center frequencies of f1=3.5GHz(first
stage) and f2=4.5GHz(second stage) are designed to achieve a broad frequency response from
3.1GHz to 5GHz. Additionally, digitally tuned capacitor banks at the outputs of both the first
and second stage help to compensate for any process variations or model inaccuracies. Digital
calibration loops for determining the correct capacitor values have been previously proposed
in Jayaraman et al. (2010).
Due to the limited bandwidth within the LNA, the LNA output exhibits inductive tank
oscillations that will elongate the received pulses width to more than 1ns. These may cause
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inter-symbol-interference (ISI), limiting the highest achievable data rate to approximately
500Mbps.
In the injection-locked VCO (ILVCO), a 4-bit cap bank is used to tune the VCO free-running
frequency, so that the input pulse carrier frequency is close to the ILVCO free-running
frequency and injection locking will happen. The smaller the frequency difference, the smaller
is the jitter of recovered clock.
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Fig. 8. Phase noise model of injection-locked VCOsLee et al. (2009)

The proposed receiver clock recovery uses pulse injection-locking from the transmitted pulses,
similar to sub-harmonic injection-locking proposed in Lee et al. (2009),Lee & Wang (2009). As
shown in Fig. 8, Region I denotes the region where the offset frequency is smaller than the
locking range of the injection-locked VCO, where the VCO noise is suppressed by the injected
signal. Region II is the competition region, where the VCO phase noise is the result of the
competition between the injected signal and the VCO free-running signal. In Region III,
beyond the injected signal frequency, the VCO phase noise is dominated by the VCO free
running phase noise. Similar to a sub-harmonic-injection-locked PLLLee & Wang (2009), for
this pulse-injection-locked VCO, the effective division ratio N can be expressed as:

N =
fout

α · β · DRinj · n
=

fout

α · β · DRinj · (Wpulse/Tout)

=
1

α · β · DRinj · Wpulse
(8)

where α is the probability that data is “1"; β is the roll-off coefficient due to pulse-shaping
at the Tx output compared with an uniformly-gated, sine-wave pulse; DRinj is the data rate;
fout and Tout are the the ILVCO output signal frequency and period; and Wpulse is the pulse
width, as shown in Fig. 7. Similar to Lee et al. (2009), the phase noise degrades as 20logN
dB, compared with the injected signal. From Equation8, we can see that an increase in the
injection pulse rate or pulse width reduces the phase noise of ILVCO output, because more
external clean energy is injected into the noisy oscillator.
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the main signal, with sign and coefficient control, depending on the actual multi-path channel
environment Hu, Redfield, Liu, Khanna, Nejedlo & Chiang (2009).
Fig. 6 shows the transmitter block diagram and schematic of the pulse gating mixer and
equalizer. The pulse windowing circuit controls the baseband pulse width and consequently
the modulated pulse width, enabling control of the spectral bandwidh. The delay control
circuits τ1 and τ2 control the Tap1 and Tap2 signal delay for the equalization implementation.
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Receiver clock phase synchronization and acquisition with the received UWB pulses is critical
for achieving low power consumption, as discussed in the introduction. Fig. 7 shows the
injection-locking block diagram, consisting of a two-stage LNA and an IL-LCVCO.
The first stage of the LNA is source-degenerated with on-chip input matching to 50 Ohms.
The LNA second stage is a source-degenerated, cascaded gain stage, with its input conjugate
matched to the output of the first stage. Low Q differential inductors are used to achieve
wideband frequency response. For example, staggered center frequencies of f1=3.5GHz(first
stage) and f2=4.5GHz(second stage) are designed to achieve a broad frequency response from
3.1GHz to 5GHz. Additionally, digitally tuned capacitor banks at the outputs of both the first
and second stage help to compensate for any process variations or model inaccuracies. Digital
calibration loops for determining the correct capacitor values have been previously proposed
in Jayaraman et al. (2010).
Due to the limited bandwidth within the LNA, the LNA output exhibits inductive tank
oscillations that will elongate the received pulses width to more than 1ns. These may cause
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inter-symbol-interference (ISI), limiting the highest achievable data rate to approximately
500Mbps.
In the injection-locked VCO (ILVCO), a 4-bit cap bank is used to tune the VCO free-running
frequency, so that the input pulse carrier frequency is close to the ILVCO free-running
frequency and injection locking will happen. The smaller the frequency difference, the smaller
is the jitter of recovered clock.
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The proposed receiver clock recovery uses pulse injection-locking from the transmitted pulses,
similar to sub-harmonic injection-locking proposed in Lee et al. (2009),Lee & Wang (2009). As
shown in Fig. 8, Region I denotes the region where the offset frequency is smaller than the
locking range of the injection-locked VCO, where the VCO noise is suppressed by the injected
signal. Region II is the competition region, where the VCO phase noise is the result of the
competition between the injected signal and the VCO free-running signal. In Region III,
beyond the injected signal frequency, the VCO phase noise is dominated by the VCO free
running phase noise. Similar to a sub-harmonic-injection-locked PLLLee & Wang (2009), for
this pulse-injection-locked VCO, the effective division ratio N can be expressed as:

N =
fout

α · β · DRinj · n
=

fout

α · β · DRinj · (Wpulse/Tout)

=
1

α · β · DRinj · Wpulse
(8)

where α is the probability that data is “1"; β is the roll-off coefficient due to pulse-shaping
at the Tx output compared with an uniformly-gated, sine-wave pulse; DRinj is the data rate;
fout and Tout are the the ILVCO output signal frequency and period; and Wpulse is the pulse
width, as shown in Fig. 7. Similar to Lee et al. (2009), the phase noise degrades as 20logN
dB, compared with the injected signal. From Equation8, we can see that an increase in the
injection pulse rate or pulse width reduces the phase noise of ILVCO output, because more
external clean energy is injected into the noisy oscillator.
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3.2.2 Locking range
An injection-locked VCO suppresses the noise within the locking range, similar to a first-order
PLL, where the bandwidth ωBW is equal to the locking range ωL. Similar to the sub-harmonic
injection-locked PLL, the locking range ωL degrades as N increases. The locking range of a
sine-wave-injected VCO is described in Razavi (2004), Adler (1973):

ωL =
ωout

2Q
· Iinj

Iosc
· 1√

1 − I2
inj

I2
osc

(9)

where Q represents the quality factor of the tank, and Iinj and Iosc represent the injected and
oscillation currents of the LC-tank VCO, respectively. With pulse injection-locked VCOs, the
effective injection current is Iinj,e f f = Iinj/N, because less current is injected when compared
with full sine-wave injection. Consequently, the locking range of a pulse-injection-locked VCO
is modified as:

ωL =
ωout

2Q
· Iinj

Iosc
· 1

N
· 1√

1 − I2
inj

I2
osc·N2

≈ ωout

2Q
· Iinj

Iosc
· 1

N
(10)

3.3 Phase shifter
The phase shifter uses a current-steering DAC that supplies tail current to the two differential
pairs while sharing the same resistive loadingBulzacchelli et al. (2006), as shown in Fig. 9.
The bottom current-steering pair controls the weight of the current of the input clock phase
for the two differential pairs. For example, the input phases of Φ1, Φ2, Φ3, and Φ4 are 0◦, 90◦ ,
180◦ , and 270◦ respectively. When the current-steering is changed, the combination of Φ1 and
Φ2 can be rotated from 0◦ to 90◦. The DAC-controlled current-steering employs 8-bit binary
weighted cells with another half that are statically fixed, such that the output phase can be
adjusted with a total range of 70ps and a minimum step size of 0.5ps, which is small enough
for aligning the ADC clock with the received signal.

3.4 ADC
Fig. 10 shows the five-level flash ADC that incorporates latched sense-amplifiers as the
comparatorsSchinkel et al. (2007). Different quantizer offsets/thresholds can be digitally
programmed with the current DACLee et al. (2000), allowing for different comparator
references. The sampling clock is directly derived from received recovered output from
the injection-locked VCO after passing through the phase shifter and divider. The ADC
sampling rate is the same as the impulse data rate, resulting in significant power savings
over a conventional 2x-Nyquist sampling. The total power consumption for the ADC is about
2mW for a data rate of 500Mbps.

4. Measurement results

Fig. 11 shows the measurement setup. A laptop installed with Labview controls the on-chip
scan-chain via a Ni-DAQ interface. Free-space measurements are performed with two 0dBi
gain UWB antennas across a 10-20cm distance. Compared to a wired connection measurement
(BER < 10−3), the interference noise in the air degrades the BER significantly.
The 2mm2 IR-UWB transceiver is built in a 90nm-CMOS, 1.2V mixed-signal technology as
shown in Fig. 12. The chip is mounted on a PCB using chip-on-board (COB) assembly with an
off-chip, low-speed scan interface implemented through a NIDAQ/Labview module.
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Fig. 9. Phase shifter: (a) Simplified schematic: (b) Phase shifter operation; (c) Phase shifter
simulation results.

4.1 Free-space measurement
The measured transmitted signal and its spectrum are shown in Fig. 13. The amplitude of the
pulse is 160mVpp, with a nominal pulse width of 1ns. The frequency spectrum fulfills the FCC
UWB spectral mask except for the GPS band, which can be easily improved by incorporating
more design attention to spectral shaping in the transmitter output Zheng et al. (2006). The
maximum transmission data rate is 500Mbps.
Fig. 14 shows the S11/S21 simulation results of 2-stage LNA as well as S11 measurement of the
receiver input. The measured S11 is centered at 4GHz, < −10dB is achieved for frequencies
between 3.1-5GHz. Digital capacitor banks in LNA1 and LNA2 can adjust the inter-stage
matching.
Fig. 15 shows the recovered IL-VCO clock locked to the LNA output, after phase/data
alignment of the pulse zero crossing is achieved with the ADC sampling clock. With a 1ns
pulse width, data rate of 250Mbps, the recovered clock jitter is 7.6ps-RMS. For the same pulse
width, data rates of 125Mbps and 500Mbps are also measured, with RMS jitter of 8.0ps, and
23ps. Due to the limited bandwidth of LNA, the ISI (inter-symbol-interference) seems worse
at the high data rate of 500Mbps, increasing the clock jitter.
Fig. 16(a) shows the measured injection-locking range versus varying pulse width and pulse
repetition rate. As can be seen, wider pulse width and higher data rate will improve the
locking range, as more transmitted pulse energy synchronizes the receiver IL-VCO. Fig. 16(b)
shows the measured close-in phase noise, from free-running without injection, to pulse
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3.2.2 Locking range
An injection-locked VCO suppresses the noise within the locking range, similar to a first-order
PLL, where the bandwidth ωBW is equal to the locking range ωL. Similar to the sub-harmonic
injection-locked PLL, the locking range ωL degrades as N increases. The locking range of a
sine-wave-injected VCO is described in Razavi (2004), Adler (1973):
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where Q represents the quality factor of the tank, and Iinj and Iosc represent the injected and
oscillation currents of the LC-tank VCO, respectively. With pulse injection-locked VCOs, the
effective injection current is Iinj,e f f = Iinj/N, because less current is injected when compared
with full sine-wave injection. Consequently, the locking range of a pulse-injection-locked VCO
is modified as:
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3.3 Phase shifter
The phase shifter uses a current-steering DAC that supplies tail current to the two differential
pairs while sharing the same resistive loadingBulzacchelli et al. (2006), as shown in Fig. 9.
The bottom current-steering pair controls the weight of the current of the input clock phase
for the two differential pairs. For example, the input phases of Φ1, Φ2, Φ3, and Φ4 are 0◦, 90◦ ,
180◦ , and 270◦ respectively. When the current-steering is changed, the combination of Φ1 and
Φ2 can be rotated from 0◦ to 90◦. The DAC-controlled current-steering employs 8-bit binary
weighted cells with another half that are statically fixed, such that the output phase can be
adjusted with a total range of 70ps and a minimum step size of 0.5ps, which is small enough
for aligning the ADC clock with the received signal.

3.4 ADC
Fig. 10 shows the five-level flash ADC that incorporates latched sense-amplifiers as the
comparatorsSchinkel et al. (2007). Different quantizer offsets/thresholds can be digitally
programmed with the current DACLee et al. (2000), allowing for different comparator
references. The sampling clock is directly derived from received recovered output from
the injection-locked VCO after passing through the phase shifter and divider. The ADC
sampling rate is the same as the impulse data rate, resulting in significant power savings
over a conventional 2x-Nyquist sampling. The total power consumption for the ADC is about
2mW for a data rate of 500Mbps.

4. Measurement results

Fig. 11 shows the measurement setup. A laptop installed with Labview controls the on-chip
scan-chain via a Ni-DAQ interface. Free-space measurements are performed with two 0dBi
gain UWB antennas across a 10-20cm distance. Compared to a wired connection measurement
(BER < 10−3), the interference noise in the air degrades the BER significantly.
The 2mm2 IR-UWB transceiver is built in a 90nm-CMOS, 1.2V mixed-signal technology as
shown in Fig. 12. The chip is mounted on a PCB using chip-on-board (COB) assembly with an
off-chip, low-speed scan interface implemented through a NIDAQ/Labview module.
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simulation results.

4.1 Free-space measurement
The measured transmitted signal and its spectrum are shown in Fig. 13. The amplitude of the
pulse is 160mVpp, with a nominal pulse width of 1ns. The frequency spectrum fulfills the FCC
UWB spectral mask except for the GPS band, which can be easily improved by incorporating
more design attention to spectral shaping in the transmitter output Zheng et al. (2006). The
maximum transmission data rate is 500Mbps.
Fig. 14 shows the S11/S21 simulation results of 2-stage LNA as well as S11 measurement of the
receiver input. The measured S11 is centered at 4GHz, < −10dB is achieved for frequencies
between 3.1-5GHz. Digital capacitor banks in LNA1 and LNA2 can adjust the inter-stage
matching.
Fig. 15 shows the recovered IL-VCO clock locked to the LNA output, after phase/data
alignment of the pulse zero crossing is achieved with the ADC sampling clock. With a 1ns
pulse width, data rate of 250Mbps, the recovered clock jitter is 7.6ps-RMS. For the same pulse
width, data rates of 125Mbps and 500Mbps are also measured, with RMS jitter of 8.0ps, and
23ps. Due to the limited bandwidth of LNA, the ISI (inter-symbol-interference) seems worse
at the high data rate of 500Mbps, increasing the clock jitter.
Fig. 16(a) shows the measured injection-locking range versus varying pulse width and pulse
repetition rate. As can be seen, wider pulse width and higher data rate will improve the
locking range, as more transmitted pulse energy synchronizes the receiver IL-VCO. Fig. 16(b)
shows the measured close-in phase noise, from free-running without injection, to pulse
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Pulse Width: 1ns 
Amplitude: 160mVpp

Fig. 13. Transmitted signal and power spectrum

1 2 3 4 5 6 7 8 9 10
x 109

-40

-30

-20

-10

0

10

20

Frequency(Hz)

S
11

/S
21

/M
ea

su
re

d 
S

11

S11 simulation
S21 simulation
S11 measured

Fig. 14. S11/S21 simulations results of 2-stage LNA and S11 measurement of receiver input

150 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation Transmitter Multi-path Equalization and Receiver Pulse-injection Locking Synchronization for Impulse Radio Ultra-wideband Communications 15

RMS Jitter 
7.6ps

vf

Fig. 15. ADC clock and received signal alignment measurement

repetition frequencies of (DRinj) 125Mbps and 500Mbps, and finally sine-wave injection.
Lower phase noise is exhibited at higher injection rates, as the phase updates occur at a higher
frequency, similar to the dynamics in a first-order phase-locked loop (PLL). The results also
verify Equation 8, showing approximately a 12dB phase noise difference between 125Mbps
and 500Mbps pulse injection rates. Without pulse injection, the free running VCO shows very
large phase noise at a low-frequency offset.
While a long string of empty data transitions would result in loss of phase synchronization,
conventional DC-balanced codes such as 8b/10b can limit maximum run length. Transmission
using the on-chip PRBS-15 modulator, exhibiting a maximum string length of fourteen zeros,
showed no loss in receiver phase synchronization.
The free-space measurement setup uses two UWB antennas that are placed 10cm away.
Fig. 17(a) and (b) show the transmitted digital data, received pulses after LNA gain, the
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repetition frequencies of (DRinj) 125Mbps and 500Mbps, and finally sine-wave injection.
Lower phase noise is exhibited at higher injection rates, as the phase updates occur at a higher
frequency, similar to the dynamics in a first-order phase-locked loop (PLL). The results also
verify Equation 8, showing approximately a 12dB phase noise difference between 125Mbps
and 500Mbps pulse injection rates. Without pulse injection, the free running VCO shows very
large phase noise at a low-frequency offset.
While a long string of empty data transitions would result in loss of phase synchronization,
conventional DC-balanced codes such as 8b/10b can limit maximum run length. Transmission
using the on-chip PRBS-15 modulator, exhibiting a maximum string length of fourteen zeros,
showed no loss in receiver phase synchronization.
The free-space measurement setup uses two UWB antennas that are placed 10cm away.
Fig. 17(a) and (b) show the transmitted digital data, received pulses after LNA gain, the
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Fig. 17. Measured Tx data, Rx clock, received pulse and recovered data (125Mbps, 500Mbps)
through 10cm: (a) 125Mbps, (b)500Mbps, (c) 125Mbps in infinite persistent mode.
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recovered Rx clock, and finally the received demodulated data at 125Mpbs and 500Mbps. In
addition to the above, at 125Mbps, 8cm distance with less multi-path reflection environment,
infinite persistent mode is measured with a data pattern as in Fig. 17(c).
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Fig. 18. Measured receiver BER versus distance @125Mbps, 250Mbps and 500Mbps with
110mVpp 1ns wide pulse

Free-space BER measurement is done with different distances for data rates of 125Mbps,
250Mbps, and 500Mbps, as shown in Fig. 18, while the transmitting pulse amplitudes are
set to 110mVpp. Due to multi-path interference, it can be seen that at around 10cm, the BER is
worse than that at 14cm distance because the multi-path reflections happen to be out of phase
with the direction path signal at 10cm distance.
Because this receiver is injection-locked, interferer will increase the recovered clock jitter
and increase the BER, so it is important to measure interference performance. By putting a
single tone interferer through a UWB antenna close to the receiver antenna, characterizing
the received interference power at receiver input, and increasing the interference power
until the BER reaches 10−3, we get the maximum tolerable power at receiver input. With a
communication distance of 14cm, 125Mpbs 110mVpp 1ns wide pulses are transmitted for the
interferer test. The measurement interference performance is shown in Fig. 19 for both in-band
and out-band. The maximum tolerable interferer power is -50dBm at 4GHz and -25dBm at
2.4GHz.
Eight PCB evaluation boards are measured, showing consistently good measurement results.
Measured performances are summarized in Table 1. Table 2 compares the performance with
prior state-of-the-art, energy-efficient IR-UWB transceivers.

4.2 Multi-path equalization measurement
Multi-path reflections affect the signal differently in short-distance channels and long-distance
channels (relative to the data rate): 1) For short channels, multi-path reflections are close to
the main signal (direct path), causing intra-symbol interference; (while OOK modulation is
somewhat enhanced by this additive energy from multi-path reflections, BPSK modulation
would be severely limited due the sign change inversion.) 2) For long channels, multi-path
reflections show longer delay from the main signal and may fall in the next symbol. Both
intraference and interference can degrade the BER.
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Fig. 19. Measured maximum tolerable interference power to maintain 10−3 BER at 125Mbps
and 14cm distance when transmitting 110mVpp 1ns wide pulse.

The multi-path equalizer can cancel multi-path reflections in both short-distance and long
distance channels for this OOK IR-UWB transceiver. For short channels, intra-symbol
interference helps to increase the symbol energy but degrade the clock jitter, while the
equalizer can help to remove intraference to reduce recovered clock jitter, consequently
improving BER. For long channels, the equalizer can cancel inter-symbol interference, reduce
recovered clock jitter, and improve the BER.
Measurements of the UWB transceiver were obtained for short-range, high data-rate
communications inside a computer chassisChiang et al. (2010). A pre-distorting
equalizer in the IR-UWB transmitter was activated in order to reduce ISI
(intra-symbol-interference/inter-symbol-interference) caused by the existence of multi-path
reflections from nearby metallic reflections. Fig. 20 (a) shows the simulated multi-path
intra-symbol-interference of the main symbol (or baseband pulse) and the two most
dominant multi-path interferer. Note that the combined energy of all three pulses sums to
a symbol amplitude that exceeds the direct-path symbol. For short-distance channels, these
multi-path reflections typically are a result of the main symbol generating post-cursors off of
nearby reflections. For example, a time-of-flight of 1ns is equivalent to a 30cm propagation
distance. For higher data rates, proceeding symbols may additively combine with current
symbols, causing multi-path interference that affects the maximum data rate.
In the equalization measurement setup, all antennas are stationary, resulting in a fixed
amplitude and time delay for the multi-path signal that arrive at each receiver. Hence, the
two-tap coefficient delay, amplitude, and sign of the equalizer were calibrated at reset time,
and adjusted differently for each of the multi-path propagations.
Fig. 20 (b) shows the pulse response (after squaring and low-pass filtering) before and after
equalization is applied, for one of the receivers on the motherboard. On the left, a single pulse
response is observed with several multi-path pulse interferer causing a long pulse tail. On
the right, a single pulse is observed where the first tap equalization is activated, significantly
reducing the multi-path reflections. At a data rate of 250Mbps, the recovered ADC clock jitter
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and increase the BER, so it is important to measure interference performance. By putting a
single tone interferer through a UWB antenna close to the receiver antenna, characterizing
the received interference power at receiver input, and increasing the interference power
until the BER reaches 10−3, we get the maximum tolerable power at receiver input. With a
communication distance of 14cm, 125Mpbs 110mVpp 1ns wide pulses are transmitted for the
interferer test. The measurement interference performance is shown in Fig. 19 for both in-band
and out-band. The maximum tolerable interferer power is -50dBm at 4GHz and -25dBm at
2.4GHz.
Eight PCB evaluation boards are measured, showing consistently good measurement results.
Measured performances are summarized in Table 1. Table 2 compares the performance with
prior state-of-the-art, energy-efficient IR-UWB transceivers.

4.2 Multi-path equalization measurement
Multi-path reflections affect the signal differently in short-distance channels and long-distance
channels (relative to the data rate): 1) For short channels, multi-path reflections are close to
the main signal (direct path), causing intra-symbol interference; (while OOK modulation is
somewhat enhanced by this additive energy from multi-path reflections, BPSK modulation
would be severely limited due the sign change inversion.) 2) For long channels, multi-path
reflections show longer delay from the main signal and may fall in the next symbol. Both
intraference and interference can degrade the BER.

154 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation Transmitter Multi-path Equalization and Receiver Pulse-injection Locking Synchronization for Impulse Radio Ultra-wideband Communications 19

2 2.5 3 3.5 4
-50

-45

-40

-35

-30

-25

-20

Frequency(GHz)

In
te

rfe
re

nc
e(

dB
m

)

Fig. 19. Measured maximum tolerable interference power to maintain 10−3 BER at 125Mbps
and 14cm distance when transmitting 110mVpp 1ns wide pulse.

The multi-path equalizer can cancel multi-path reflections in both short-distance and long
distance channels for this OOK IR-UWB transceiver. For short channels, intra-symbol
interference helps to increase the symbol energy but degrade the clock jitter, while the
equalizer can help to remove intraference to reduce recovered clock jitter, consequently
improving BER. For long channels, the equalizer can cancel inter-symbol interference, reduce
recovered clock jitter, and improve the BER.
Measurements of the UWB transceiver were obtained for short-range, high data-rate
communications inside a computer chassisChiang et al. (2010). A pre-distorting
equalizer in the IR-UWB transmitter was activated in order to reduce ISI
(intra-symbol-interference/inter-symbol-interference) caused by the existence of multi-path
reflections from nearby metallic reflections. Fig. 20 (a) shows the simulated multi-path
intra-symbol-interference of the main symbol (or baseband pulse) and the two most
dominant multi-path interferer. Note that the combined energy of all three pulses sums to
a symbol amplitude that exceeds the direct-path symbol. For short-distance channels, these
multi-path reflections typically are a result of the main symbol generating post-cursors off of
nearby reflections. For example, a time-of-flight of 1ns is equivalent to a 30cm propagation
distance. For higher data rates, proceeding symbols may additively combine with current
symbols, causing multi-path interference that affects the maximum data rate.
In the equalization measurement setup, all antennas are stationary, resulting in a fixed
amplitude and time delay for the multi-path signal that arrive at each receiver. Hence, the
two-tap coefficient delay, amplitude, and sign of the equalizer were calibrated at reset time,
and adjusted differently for each of the multi-path propagations.
Fig. 20 (b) shows the pulse response (after squaring and low-pass filtering) before and after
equalization is applied, for one of the receivers on the motherboard. On the left, a single pulse
response is observed with several multi-path pulse interferer causing a long pulse tail. On
the right, a single pulse is observed where the first tap equalization is activated, significantly
reducing the multi-path reflections. At a data rate of 250Mbps, the recovered ADC clock jitter
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was improved significantly after applying the equalizer, reducing RMS clock jitter by 27.4%
at RX1 in Fig. 1 while the motherboard was operational. Within an enclosed chassis that
exhibits significant multi-path interference, at 250Mbps BER is improved from 0.0158 to 0.0067
without/with first-tap equalization enabled respectively. While the proposed equalization can
help cancel the multi-path reflections, it is difficult in practice to eliminate them completely.

5. Conclusion

A fully integrated, single-chip IR-UWB transceiver with ADC in 90nm CMOS is presented.
A novel pulse-injection-locking method is used for receiver clock synchronization in the
receiver demodulation, leading to significant power reduction by eliminating the high-power
oversampling ADC and mixer. The complete transceiver achieves a maximum data rate of
500Mbps, through a 10cm distance, consuming 0.18nJ/bit. Measured BER achieves 10−3 at
125Mbps through 10cm of free space. Due to the FCC transmitted power limitation, the pulse
amplitude for higher data rates will be smaller, limiting the communication distance to up
to half a meter. Further improvements include increasing the communication distance and
reducing the BER by adding gain to the RF front-end, investigating pulse spectral shaping,
and incorporating receiver pulse integration and low-pass filtering.

Technology 90nm CMOS

Die Size 1mmx2mm

Modulation OOK

Data Rate 7.8125-500Mbps

VCO Range 3.7-4.5GHz

Power Dissipation 70mA@1.3V

Transmitted Pulse Width 0.5-10ns

Rx Sensitivity(Free space) -64dBm@125Mbps, BER < 10−3

Rx Sensitivity(Free sapce) -60dBm@500Mbps, BER < 10−1

BER(within chasis, w/o EQ) 1.7 × 10−3@15cm

BER(within chasis, w/ EQ) 3.3 × 10−4@15cm

Energy Efficiency(W/ADC) Tx: 90pJ/b; Rx:90pJ/b

Table 1. Chip performance summary
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was improved significantly after applying the equalizer, reducing RMS clock jitter by 27.4%
at RX1 in Fig. 1 while the motherboard was operational. Within an enclosed chassis that
exhibits significant multi-path interference, at 250Mbps BER is improved from 0.0158 to 0.0067
without/with first-tap equalization enabled respectively. While the proposed equalization can
help cancel the multi-path reflections, it is difficult in practice to eliminate them completely.
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A novel pulse-injection-locking method is used for receiver clock synchronization in the
receiver demodulation, leading to significant power reduction by eliminating the high-power
oversampling ADC and mixer. The complete transceiver achieves a maximum data rate of
500Mbps, through a 10cm distance, consuming 0.18nJ/bit. Measured BER achieves 10−3 at
125Mbps through 10cm of free space. Due to the FCC transmitted power limitation, the pulse
amplitude for higher data rates will be smaller, limiting the communication distance to up
to half a meter. Further improvements include increasing the communication distance and
reducing the BER by adding gain to the RF front-end, investigating pulse spectral shaping,
and incorporating receiver pulse integration and low-pass filtering.
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Modulation OOK
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Power Dissipation 70mA@1.3V

Transmitted Pulse Width 0.5-10ns

Rx Sensitivity(Free space) -64dBm@125Mbps, BER < 10−3

Rx Sensitivity(Free sapce) -60dBm@500Mbps, BER < 10−1

BER(within chasis, w/o EQ) 1.7 × 10−3@15cm

BER(within chasis, w/ EQ) 3.3 × 10−4@15cm

Energy Efficiency(W/ADC) Tx: 90pJ/b; Rx:90pJ/b

Table 1. Chip performance summary
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1. Introduction   
Synchronization issue is inevitable in all wireless communication receiver systems and it 
plays the key role to the system performance. Synchronization technique includes timing 
synchronization and frequency synchronization. Timing synchronization is to detect valid 
packet and the accurate start position of fast Fourier transform (FFT) window from noise. 
Frequency synchronization is to correct the phase error caused by the mismatch of local 
oscillator (LO) between transmitter and receiver.  
Synchronization technique has been extensively studied for years. Although UWB system 
can leverage on successful experiences of orthogonal frequency division multiplexing 
(OFDM), it cannot use the traditional synchronization technology directly due to the distinct 
features. In IEEE 802.15.3a standard, the specified emission power spectral density is only  
-41 dBm/MHz, which is extremely small compared with other wireless systems. It indicates 
that timing synchronization for UWB system should be robust in high noise environment. In 
addition, to satisfy 528 Msps throughput, the UWB baseband receiver system should be 
designed in parallel architecture. The inherent high complexity, the requirements of high 
performance, high speed, low cost and low power consumption make the design of 
synchronization blocks for UWB quite a challenge work. 
This chapter will be divided into three parts: timing synchronization, coarse frequency 
synchronization and fine frequency synchronization. The traditional algorithms and 
innovative methods with low complexity and good performance will be introduced. 
Architecture design of each part is also provided. 

2. Timing synchronization 
As soon as the receiver starts up, it searches for the presence of OFDM-based UWB packet  
in the received signals. Usually, packet detection can only acquire the rough timing 
information by exploiting the repetition in the received signal. The accurate timing 
information, such as the symbol boundary or the start position of FFT window, is necessary, 
which relies on matching the received waveform with the preamble waveform by a matched 
filter.   

2.1 Effects of timing offset 
Assume the channel maximum delay is shorter than the guard interval; the position of FFT 
window can have several situations, as shown in Fig. 1. The exact start position of FFT 
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1. Introduction   
Synchronization issue is inevitable in all wireless communication receiver systems and it 
plays the key role to the system performance. Synchronization technique includes timing 
synchronization and frequency synchronization. Timing synchronization is to detect valid 
packet and the accurate start position of fast Fourier transform (FFT) window from noise. 
Frequency synchronization is to correct the phase error caused by the mismatch of local 
oscillator (LO) between transmitter and receiver.  
Synchronization technique has been extensively studied for years. Although UWB system 
can leverage on successful experiences of orthogonal frequency division multiplexing 
(OFDM), it cannot use the traditional synchronization technology directly due to the distinct 
features. In IEEE 802.15.3a standard, the specified emission power spectral density is only  
-41 dBm/MHz, which is extremely small compared with other wireless systems. It indicates 
that timing synchronization for UWB system should be robust in high noise environment. In 
addition, to satisfy 528 Msps throughput, the UWB baseband receiver system should be 
designed in parallel architecture. The inherent high complexity, the requirements of high 
performance, high speed, low cost and low power consumption make the design of 
synchronization blocks for UWB quite a challenge work. 
This chapter will be divided into three parts: timing synchronization, coarse frequency 
synchronization and fine frequency synchronization. The traditional algorithms and 
innovative methods with low complexity and good performance will be introduced. 
Architecture design of each part is also provided. 

2. Timing synchronization 
As soon as the receiver starts up, it searches for the presence of OFDM-based UWB packet  
in the received signals. Usually, packet detection can only acquire the rough timing 
information by exploiting the repetition in the received signal. The accurate timing 
information, such as the symbol boundary or the start position of FFT window, is necessary, 
which relies on matching the received waveform with the preamble waveform by a matched 
filter.   

2.1 Effects of timing offset 
Assume the channel maximum delay is shorter than the guard interval; the position of FFT 
window can have several situations, as shown in Fig. 1. The exact start position of FFT 
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window is at the boundary of region B and C. If the start position is in region B, the signals 
in FFT window will not be contaminated by the previous symbol and thus no inter-symbol 
interference (ISI) occurs. The only effect is introducing phase shift. After demodulation, the 
received signal with timing offset in region B is expressed in (1).  
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where Sk,l, Hk,l and Wk,l are the transmitted signal, channel impulse response (CIR) and the 
noise signal respectively at the k-th subcarrier and the l-th symbol in frequency domain. Δn 
is defined as the delayed samples to the correct FFT window position. 
 

 
Fig. 1. The scenario of timing offset 

When the FFT window leads or lags by a large degree, such as in region A or C, ISI will be 
introduced and both the magnitude and the phase of the received signal will be distorted, as 
shown in (2). 
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where WISI is the introduced ISI noise. Due to the introduced ISI and the phase rotation, 
there is slight magnitude attenuation in the signal. 

2.2 Timing synchronization algorithms 
Timing synchronization can be divided into two categories: coarse timing synchronization 
and fine timing synchronization. Coarse timing synchronization is usually based on auto-
correlation (AC), while fine timing synchronization is based on cross-correlation (CC). The 
traditional algorithms of AC, maximum likelihood (ML), minimum mean square error 
(MMSE) and CC will be introduced. 
Auto-correlation 
The AC algorithm (Schmidl & Cox, 1997) for coarse timing synchronization is quite 
straightforward. It searches for the repetition in the received signal with a correlator and a 
maximum searcher. Let the repetition interval length be denoted as L. rn is the received 
signal in time domain. The timing metric can be defined as  
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where * is the conjugated operation. The estimated time index of the maximum M(n) can be 
expressed as 

 ˆ arg max ( )
n

n M n  (4) 

If the maximum M(n) is over the threshold, the packet is presented and the estimated timing 
index is the symbol boundary. The drawback of this scheme is when the correlation window 
moves away from the repeated period, the power of timing metric M(n) may not fall off as 
expected, especially in low signal-to-noise ratio (SNR). In this case, there may be a large 
error in the detected symbol boundary. 
Maximum likelihood 
ML algorithm (Van de Beek et al., 1997; Coulson, 2001) improves the performance of AC. 
ML function can be expressed as 
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σs2/ σn2 is SNR. The estimated symbol boundary is derived by searching the maximum 
output of ML function. The complexity of ML is quite high because the estimation of SNR is 
difficult and the errors in SNR estimation will make the system less reliable. 
Minimum mean square error 
MMSE metric (Minn et al., 2003) is equivalent to a special case of the ML metric with ρ = 1. It 
shows almost the same timing estimation performance as ML. The principle is to search the 
minimum output of the metric, as shown in (7). 
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For AC, ML and MMSE algorithms, when the preamble has more than two identical 
segments, there will be a plateau or a wide basin in the correlator output waveforms. 
Theoretically, the plateau or basin indicates the ISI-free region for FFT window. However, 
noise in the received signal may cause the max/min to drift away from the optimal point. So 
AC, ML and MMSE are the methods to detect packet coarsely and the detection of accurate 
symbol boundary or FFT window needs fine timing synchronization, such as CC. 
Cross-correlation 
CC is the mechanism for fine timing synchronization. Instead of correlating the noisy 
received waveform with its delayed version, CC is defined as correlating the received signal 
with preamble waveform (Fort et al., 2003). It can fit into the low SNR situation and can be 
expressed as 
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window is at the boundary of region B and C. If the start position is in region B, the signals 
in FFT window will not be contaminated by the previous symbol and thus no inter-symbol 
interference (ISI) occurs. The only effect is introducing phase shift. After demodulation, the 
received signal with timing offset in region B is expressed in (1).  
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where Sk,l, Hk,l and Wk,l are the transmitted signal, channel impulse response (CIR) and the 
noise signal respectively at the k-th subcarrier and the l-th symbol in frequency domain. Δn 
is defined as the delayed samples to the correct FFT window position. 
 

 
Fig. 1. The scenario of timing offset 

When the FFT window leads or lags by a large degree, such as in region A or C, ISI will be 
introduced and both the magnitude and the phase of the received signal will be distorted, as 
shown in (2). 
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where WISI is the introduced ISI noise. Due to the introduced ISI and the phase rotation, 
there is slight magnitude attenuation in the signal. 

2.2 Timing synchronization algorithms 
Timing synchronization can be divided into two categories: coarse timing synchronization 
and fine timing synchronization. Coarse timing synchronization is usually based on auto-
correlation (AC), while fine timing synchronization is based on cross-correlation (CC). The 
traditional algorithms of AC, maximum likelihood (ML), minimum mean square error 
(MMSE) and CC will be introduced. 
Auto-correlation 
The AC algorithm (Schmidl & Cox, 1997) for coarse timing synchronization is quite 
straightforward. It searches for the repetition in the received signal with a correlator and a 
maximum searcher. Let the repetition interval length be denoted as L. rn is the received 
signal in time domain. The timing metric can be defined as  
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where * is the conjugated operation. The estimated time index of the maximum M(n) can be 
expressed as 

 ˆ arg max ( )
n

n M n  (4) 

If the maximum M(n) is over the threshold, the packet is presented and the estimated timing 
index is the symbol boundary. The drawback of this scheme is when the correlation window 
moves away from the repeated period, the power of timing metric M(n) may not fall off as 
expected, especially in low signal-to-noise ratio (SNR). In this case, there may be a large 
error in the detected symbol boundary. 
Maximum likelihood 
ML algorithm (Van de Beek et al., 1997; Coulson, 2001) improves the performance of AC. 
ML function can be expressed as 
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σs2/ σn2 is SNR. The estimated symbol boundary is derived by searching the maximum 
output of ML function. The complexity of ML is quite high because the estimation of SNR is 
difficult and the errors in SNR estimation will make the system less reliable. 
Minimum mean square error 
MMSE metric (Minn et al., 2003) is equivalent to a special case of the ML metric with ρ = 1. It 
shows almost the same timing estimation performance as ML. The principle is to search the 
minimum output of the metric, as shown in (7). 
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For AC, ML and MMSE algorithms, when the preamble has more than two identical 
segments, there will be a plateau or a wide basin in the correlator output waveforms. 
Theoretically, the plateau or basin indicates the ISI-free region for FFT window. However, 
noise in the received signal may cause the max/min to drift away from the optimal point. So 
AC, ML and MMSE are the methods to detect packet coarsely and the detection of accurate 
symbol boundary or FFT window needs fine timing synchronization, such as CC. 
Cross-correlation 
CC is the mechanism for fine timing synchronization. Instead of correlating the noisy 
received waveform with its delayed version, CC is defined as correlating the received signal 
with preamble waveform (Fort et al., 2003). It can fit into the low SNR situation and can be 
expressed as 
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where ck is the preamble coefficients and Q is the length of preamble.  
Dual-threshold detection  
Dual-threshold (DT) detection scheme is based on the idea in (Fan et al., 2009) for OFDM-
based UWB system. Fig. 2 shows the block diagram of the DT detection scheme. The signal 
detection process is divided into two steps. The first step is based on CC algorithm. Express 
the peak CC energy of each symbol as 
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where An is the moving sum of CC value; c[k] is the preamble coefficients; r[k] is the received 
signal and N is the FFT size. If the peak CC energy T1 is over the first threshold, the 
estimated sample index of symbol boundary and the moving sum will be stored in FIFO for 
further use by the following auto-correlator. Otherwise, the peak CC energy of the next 
symbol will be calculated. 
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Fig. 2. Block diagram of DT detection scheme 

The second step is to read the moving sum from FIFO and auto-correlating with its delayed 
version. The energy of the cascaded auto-correlator can be derived as 

 * 2
ˆ ˆ2 6| |n n MT A A   (11) 

where M is the repeated preamble interval length of UWB system. The delay interval of the 
auto-correlator is decided by the period of time frequency code (TFC). In order to ensure the 
moving sum and its delayed version are in the same band no matter what kind of TFC mode 
is adopted, the delay interval is set to six-symbol length. If the output energy of cascaded 
auto-correlator T2 is over the second threshold, the packet is detected. Otherwise, fetch the 
next value in FIFO and calculate T2 again. 
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Fig. 3. Output waveforms of ML and MMSE algorithms at 10 dB SNR  
 

 
Fig. 4. Output waveforms of CC and DT algorithms at 10 dB SNR 

Fig. 3 depicts the output waveforms of ML and MMSE algorithms at 10 dB SNR. There are 
plateaus and basins in the output waveforms of ML and MMSE, which make the peak 
energy ambiguous. It is much easier to find accurate timing information in the output 
waveform of CC in Fig. 4. However, there are glitches in CC output waveform, which will 
corrupt the detection of symbol boundary and increase the false alarm probability. The 
waveform of DT has much lower noise floor compared with CC and there is not any glitch.  
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where ck is the preamble coefficients and Q is the length of preamble.  
Dual-threshold detection  
Dual-threshold (DT) detection scheme is based on the idea in (Fan et al., 2009) for OFDM-
based UWB system. Fig. 2 shows the block diagram of the DT detection scheme. The signal 
detection process is divided into two steps. The first step is based on CC algorithm. Express 
the peak CC energy of each symbol as 
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where An is the moving sum of CC value; c[k] is the preamble coefficients; r[k] is the received 
signal and N is the FFT size. If the peak CC energy T1 is over the first threshold, the 
estimated sample index of symbol boundary and the moving sum will be stored in FIFO for 
further use by the following auto-correlator. Otherwise, the peak CC energy of the next 
symbol will be calculated. 
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Fig. 2. Block diagram of DT detection scheme 

The second step is to read the moving sum from FIFO and auto-correlating with its delayed 
version. The energy of the cascaded auto-correlator can be derived as 

 * 2
ˆ ˆ2 6| |n n MT A A   (11) 

where M is the repeated preamble interval length of UWB system. The delay interval of the 
auto-correlator is decided by the period of time frequency code (TFC). In order to ensure the 
moving sum and its delayed version are in the same band no matter what kind of TFC mode 
is adopted, the delay interval is set to six-symbol length. If the output energy of cascaded 
auto-correlator T2 is over the second threshold, the packet is detected. Otherwise, fetch the 
next value in FIFO and calculate T2 again. 
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Fig. 3. Output waveforms of ML and MMSE algorithms at 10 dB SNR  
 

 
Fig. 4. Output waveforms of CC and DT algorithms at 10 dB SNR 
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2.3 Architecture of the matched filter 
Matched filter is the basic component in timing synchronization for detecting a known piece 
of signal in noise. The architecture of mated filter determines the complexity and the power 
consumption of the timing synchronizer. An optimum architecture of the matched filter for 
OFDM-based UWB is provided, as shown in Fig. 5. To satisfy 528 Msps throughput, the 
baseband receiver system of UWB is designed at 132 MHz clock frequency with four parallel 
paths and twelve-level pipelines. For low complexity, both the received signal and the 
preamble coefficients are truncated to sign-bit. In this case, five-bit multipliers can be 
replaced with NXOR gates. In addition, the 128 sign-bits of preamble coefficients are 
generated by spreading a 16 sign-bit sequence with an 8 sign-bits sequence as follows 

 16( 1)( )
1,2,...,16 1,2,...,8

j i i jsgn c a b
i j

   

  
 (12) 

where ai and bj are 1 or -1. According to (12), the 128 taps matched filter can be decomposed to 
16 taps cascaded with 8 taps, as shown in Fig. 5. With the decomposition, the processing 
period of the matched filter can be reduced to 19% and the length of the circle shift register can 
be reduced to 20. In CC operation, if the shift register is full, shift the data from address of 
[5:20] to [1:16] and save the coming four sign-bits to the address of [17:20]. The data with the 
addresses of [1:16], [2:17], [3:18] and [4:19] are distributed to four parallel data paths and cross-
correlated with the coefficients ai. This optimum architecture of the matched filter not only 
guarantees the high speed, but also reduces the cost of the hardware.   
 

 
Fig. 5. Architecture of the matched filter for UWB 

3. Coarse frequency synchronization 
OFDM-based UWB system is sensitive and vulnerable to carrier frequency offset (CFO), 
which can be estimated and compensated by coarse frequency synchronization in time 
domain. Due to the Doppler Effect, even very small CFO will lead to very serious 
accumulated phase shift after a certain period.    

3.1 Effects of carrier frequency offset 
Define the normalized CFO, εf = Δf/fs, as the ratio of CFO to subcarrier frequency spacing. 
The received signal with CFO in frequency domain can be expressed as (Moose, 1994) 
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where Sk,l, Hk,l and Wk,l stand for the transmitted signal, channel impulse response and noise 
respectively at k-th subcarrier and l-th symbol. WICI is the noise contributed by inter-carrier 
interference (ICI). ICI will not only destroy the orthogonality of the subcarriers in OFDM-
based UWB system, but also degrade SNR. The SNR degradation can be approximated as 
(Pollet et al., 1995) 
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where Es/No is the ratio of symbol energy to noise power spectral density. 

3.2 Frequency synchronization algorithm 
The most straightforward frequency synchronization algorithm is based on AC functions. 
CFO can be estimated by the phase difference between two symbols. For traditional OFDM 
system, the CFO can be estimated as  
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where N is the FFT size and M is the interval of two symbols. If apply traditional AC 
algorithm in UWB system, the sliding window length (SWL) is 128. The four-parallel 
architecture with 128 SWL will be in high complexity. Shortening the SWL can reduce the 
complexity with degradation of the estimation performance. To improve the performance 
with low complexity, an optimized AC algorithm is provided by shortening the SWL to 64 
and making a sum average over three symbols located at three different subbands, as 
expressed in (16). 
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where L denotes the SWL of each symbol. The values of Gi (i = 1,2) depend on TFC. If TFC is 
{1 2 3 1 2 3} or {1 3 2 1 3 2}, G1 = 3, G2 = 1; if TFC is {1 1 2 2 3 3} or {1 1 3 3 2 2}, G1 = 1, G2 = 2.  
Although the SWL can be further reduced for lower complexity, the performance 
degradation requires a much longer period sum average to compensate. Tradeoff in 
complexity, performance and the processing period, L = 64 is the best choice. Fig. 6 shows 
the MSE performance comparison with different SWL. The normalized CFO is set to 0.01. 
Due to the sum average over three subbands, the optimized AC algorithm with SWL 64 has 
better performance than the traditional AC algorithm with SWL 128. The optimized AC 
algorithm with SWL 32 cannot perform as good as traditional AC algorithm with SWL 128. 
It needs longer period for sum average to compensate the performance degradation. 
For UWB, the CFO compensation algorithm can be optimized as well. The basic idea is to 
take the CFO values on four-parallel paths as the same if the differences of the four CFO 
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where N is the FFT size and M is the interval of two symbols. If apply traditional AC 
algorithm in UWB system, the sliding window length (SWL) is 128. The four-parallel 
architecture with 128 SWL will be in high complexity. Shortening the SWL can reduce the 
complexity with degradation of the estimation performance. To improve the performance 
with low complexity, an optimized AC algorithm is provided by shortening the SWL to 64 
and making a sum average over three symbols located at three different subbands, as 
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where L denotes the SWL of each symbol. The values of Gi (i = 1,2) depend on TFC. If TFC is 
{1 2 3 1 2 3} or {1 3 2 1 3 2}, G1 = 3, G2 = 1; if TFC is {1 1 2 2 3 3} or {1 1 3 3 2 2}, G1 = 1, G2 = 2.  
Although the SWL can be further reduced for lower complexity, the performance 
degradation requires a much longer period sum average to compensate. Tradeoff in 
complexity, performance and the processing period, L = 64 is the best choice. Fig. 6 shows 
the MSE performance comparison with different SWL. The normalized CFO is set to 0.01. 
Due to the sum average over three subbands, the optimized AC algorithm with SWL 64 has 
better performance than the traditional AC algorithm with SWL 128. The optimized AC 
algorithm with SWL 32 cannot perform as good as traditional AC algorithm with SWL 128. 
It needs longer period for sum average to compensate the performance degradation. 
For UWB, the CFO compensation algorithm can be optimized as well. The basic idea is to 
take the CFO values on four-parallel paths as the same if the differences of the four CFO 
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values are very small (Fan & Choy, 2010a). In the specification of UWB, the center 
frequency is about 4 GHz and the maximum impairment at clock synthesizer is ±20 ppm 
(parts per million). Therefore, the normalized CFO should be less than 0.04. And the 
maximum CFO difference between any two parallel samples should be less than 2.5 × 10-4, 
which is small enough and can be ignored. The optimized CFO compensation scheme can 
be expressed as 
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where 4(m-1)+q is the sample index. The optimum CFO compensation strategy not only 
reduces the four-parallel digital synthesizer to one, but also alleviates the workload of the 
phase accumulator. 
 

 
Fig. 6. MSE performance comparison with different SWL 

3.3 Implementation of frequency synchronizer 
The design of frequency synchronizer is divided into two parts. The first part is to estimate 
the phase difference between two preambles by AC and arctangent calculation. The second 
part is to compensate the signals by multiplying a complex rotation vector. In this part, the 
phase accumulator and sin/cos generator are involved. 
Fig. 7 shows the architecture of CFO compensation block. The phase accumulator produces 
a digital weep with a slope proportional to the input phase. The phase offset is scaled from 
[0, 2π] to [0, 8] by multiplying a factor 4/π, so that just the three most significant bits (MSBs) 
can be used to control the phase offset regions. During CFO compensation, the sine and 
cosine values of the phase offset in the range of [0, π/4] are necessary to be calculated. If the 
phase offset is in other ranges, input complement, output complement or output swap are 
operated correspondingly. 
In the design of frequency synchronizer, implementation of arctangent, sine and cosine 
functions is the most critical work since it decides the complexity of the synchronizer and 
the performance of the UWB receiver system. The traditional OFDM-based or CDMA-based 
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systems usually employed classic coordinate rotation digital computer (CORDIC) algorithm 
for function evaluation (Tsai & Chiueh, 2007; Troya et al., 2008). Actually, there are other 
techniques for function evaluation, such as polynomial hyperfolding technique (PHT) (Caro 
et al., 2004), piecewise-polynomial approximation (PPA) technique (Caro & Steollo, 2005), 
hybrid CORDIC algorithm (Caro et al., 2009) and multipartite table method (MTM) (Caro et 
al., 2008). 
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Fig. 7. Architecture of the CFO compensation block 

Polynomial hyperfolding technique 
PHT calculates sine and cosine functions using an optimized polynomial expression with 
constant coefficients. The sine and cosine functions can be expressed by polynomial 
expressions of degree K.  
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where 0 ≤ x < 1 is the scaled input of sine and cosine functions. Optimization is conducted 
on two-order (K = 2) and three-order (K = 3) approximated polynomials, expressed as (19) 
and (20) respectively (Caro et al., 2004). The two-order PHT can achieve about 60 dBc 
spurious free dynamic range (SFDR) while the three-order PHT can achieve 80 dBc SFDR.  
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systems usually employed classic coordinate rotation digital computer (CORDIC) algorithm 
for function evaluation (Tsai & Chiueh, 2007; Troya et al., 2008). Actually, there are other 
techniques for function evaluation, such as polynomial hyperfolding technique (PHT) (Caro 
et al., 2004), piecewise-polynomial approximation (PPA) technique (Caro & Steollo, 2005), 
hybrid CORDIC algorithm (Caro et al., 2009) and multipartite table method (MTM) (Caro et 
al., 2008). 
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Polynomial hyperfolding technique 
PHT calculates sine and cosine functions using an optimized polynomial expression with 
constant coefficients. The sine and cosine functions can be expressed by polynomial 
expressions of degree K.  
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where 0 ≤ x < 1 is the scaled input of sine and cosine functions. Optimization is conducted 
on two-order (K = 2) and three-order (K = 3) approximated polynomials, expressed as (19) 
and (20) respectively (Caro et al., 2004). The two-order PHT can achieve about 60 dBc 
spurious free dynamic range (SFDR) while the three-order PHT can achieve 80 dBc SFDR.  
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Piecewise polynomial approximation 
The technique of PPA is based on the idea of subdividing the interval in shorter 
subintervals. Polynomials of a given degree are used in each subinterval to approximate the 
trigonometric functions. The signal x represents the input phase scaled to a binary fraction 
in the interval of [0, 1], which is subdivided in s subintervals, with s = 2u. The u MSBs of x 
encode the segment starting point xk and are used as an address to the small lookup tables 
that store polynomial coefficients. The remaining bits of x represent the offset x – xk. The 
quadratic PPA of sine and cosine functions can be expressed as (Caro & Steollo, 2005) 
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Fig. 9 shows the architecture of sine and cosine blocks with PPA. Use r bits and t bits for the 
first-order and the second-order coefficients quantization respectively. The constant 
coefficients are (Q – 1) bits. The input and output of the sine and cosine functions are 
represented by P bits and Q bits. The constant, linear and quadratic coefficients are read 
from ROMs to conduct polynomial calculation. The partial products are generated by the 
PPGen block to compute linear terms. And the carry-save addition tree adds the partial 
products together after aligning all the bits according to their weights. 
 

 
Fig. 9. Architecture of sine and cosine blocks with PPA (Caro & Steollo, 2005) 

Hybrid coordinate rotation digital computer 
This approach splits the phase rotation in three steps. The first two steps are CORDIC-based 
with computing the rotation directions in parallel. The final step is multiplier-based (Caro et 
al., 2009).  
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Suppose the word length of input vector [Xin, Yin] and output vector [Xout, Yout] are 12 and 13 
bits respectively. Represent the rotation phase φ ∈ [0, π/4] with a binary fractional value in 
[0, 1] as 
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       (22) 

The least significant bit (LSB) of φ has a weight that will be indicated in the following as φLSB 
= (π/4)2-13. In the first step, the phase is divided in two subwords φ =  + β, where 
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The goal of the first stage is to perform a rotation by an angle close to  + φLSB/2. To that 
purpose, the first rotation uses CORDIC algorithm can be described by the following 
equations. 
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where σi is equal to the sign of Zi. The algorithm starts with X1 = Xin, Y1 = Yin and  
Z1 =  + φLSB/2.  
The second and third stages rotate the output vector of the first stage by a phase γ = Zresidual 
+ β, which is represented with 11 bits. γ is then split as the sum of two subwords γ1 + γ2, 
where 
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The second rotation is aimed to perform the rotation by the phase γ1. The rotation directions 
are obtained by the bits of γ1 as follows. 
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The corresponding CORDIC equations are  
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And the operation to be performed in the final rotation block can be written as 
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cos sin
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Piecewise polynomial approximation 
The technique of PPA is based on the idea of subdividing the interval in shorter 
subintervals. Polynomials of a given degree are used in each subinterval to approximate the 
trigonometric functions. The signal x represents the input phase scaled to a binary fraction 
in the interval of [0, 1], which is subdivided in s subintervals, with s = 2u. The u MSBs of x 
encode the segment starting point xk and are used as an address to the small lookup tables 
that store polynomial coefficients. The remaining bits of x represent the offset x – xk. The 
quadratic PPA of sine and cosine functions can be expressed as (Caro & Steollo, 2005) 
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 (21) 

Fig. 9 shows the architecture of sine and cosine blocks with PPA. Use r bits and t bits for the 
first-order and the second-order coefficients quantization respectively. The constant 
coefficients are (Q – 1) bits. The input and output of the sine and cosine functions are 
represented by P bits and Q bits. The constant, linear and quadratic coefficients are read 
from ROMs to conduct polynomial calculation. The partial products are generated by the 
PPGen block to compute linear terms. And the carry-save addition tree adds the partial 
products together after aligning all the bits according to their weights. 
 

 
Fig. 9. Architecture of sine and cosine blocks with PPA (Caro & Steollo, 2005) 

Hybrid coordinate rotation digital computer 
This approach splits the phase rotation in three steps. The first two steps are CORDIC-based 
with computing the rotation directions in parallel. The final step is multiplier-based (Caro et 
al., 2009).  
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Suppose the word length of input vector [Xin, Yin] and output vector [Xout, Yout] are 12 and 13 
bits respectively. Represent the rotation phase φ ∈ [0, π/4] with a binary fractional value in 
[0, 1] as 
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The goal of the first stage is to perform a rotation by an angle close to  + φLSB/2. To that 
purpose, the first rotation uses CORDIC algorithm can be described by the following 
equations. 
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where σi is equal to the sign of Zi. The algorithm starts with X1 = Xin, Y1 = Yin and  
Z1 =  + φLSB/2.  
The second and third stages rotate the output vector of the first stage by a phase γ = Zresidual 
+ β, which is represented with 11 bits. γ is then split as the sum of two subwords γ1 + γ2, 
where 
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The second rotation is aimed to perform the rotation by the phase γ1. The rotation directions 
are obtained by the bits of γ1 as follows. 
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The corresponding CORDIC equations are  
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And the operation to be performed in the final rotation block can be written as 
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where [XT2, YT2] is the output vector of the second rotation. The absolute value of γ2 is 
smaller than 2-6. Therefore, sine and cosine functions can be approximated as sin γ2 ≈ γ2 and 
cos γ2 ≈ 1. 
The architecture of hybrid CORDIC rotator is shown in Fig. 10. The elementary stage is 
composed with adders and shifters. The two final vector merging adders (VMAs) convert 
the results to two’s complement representation. 
 

 
Fig. 10. Architecture of hybrid CORDIC technique (Caro et al., 2009) 

Multipartite table method 
MTM is a very effective lookup table compression technique for function evaluation. It has 
been found ideally suited for high performance synthesizer, requiring both very small ROM 
size and simple arithmetic circuitry (Caro et al., 2008). The principle of MTM is to 
decompose Q-bit input signal x in K + 1 non-overlapping sub-words: x0, x1, …, xK with 
lengths of q0, q1, …, qK respectively, where x = x0 + x1 + … + xK and Q = q0 + q1 + … + qK. The 
angle [0, π/4] is scaled to a binary fraction in [0, 1]. A piecewise linear approximation of f(x) 
can be expressed as 
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 (29) 

The interval of x has been divided in 2q0 subintervals. x0 represents the starting point of each 
subinterval and x1 + … + xK is the offset in each interval between x and x0. 1 is a sub-word 
of x0 including its p1 ≤ q0 MSBs. Likewise, i (i = 2 ... K) is a sub-word of x0 including its pi ≤ pi 

- 1. The term A(x0) can be realized with a ROM, which is named as table of initial values 
(TIV), with 2q0 entries. And the terms B(i) xi (i = 1…K) can be implemented with K ROMs, 
which is named as table of offsets (TOi), with 2pi+qi entries each. Making the TOs symmetric, 
the size of ROMs can be reduced by a factor of two. Then, the equation (29) becomes 
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where the coefficients can be calculated as follows (Caro et al., 2008).  
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 (31) 

The architecture of MTM with symmetric TOs is shown in Fig. 11. The content of TOs is 
conditionally added or subtracted from the content stored in TIV. The addition or 
subtraction of the content in ROMs and complement operation of the inputs are controlled 
by the MSB of each subword. 
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Fig. 11. Architecture of MTM with symmetric TOs  

In order to give a fair comparison of the four techniques, they are used to implement CFO 
compensation block. The parameters of the design are set to make the SFDR of the four 
techniques nearly the same. The inputs and outputs of the four algorithms are 12 bits. 
Synthesized with UMC 0.13 μm high speed library at 132 MHz clock frequency, the power, 
area and latency of the four methods are listed in Table 1. MSE is a statistical value, so it is 
not easy to set the MSEs of the four approaches exactly the same. But they are very closed. 
With the smallest MSE, MTM outperforms other algorithms in area, power and latency. 
Since MTM is proved to be an efficient approach for function evaluation, it can be applied to 
implement arctangent fucntion in CFO estimation block.  
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where [XT2, YT2] is the output vector of the second rotation. The absolute value of γ2 is 
smaller than 2-6. Therefore, sine and cosine functions can be approximated as sin γ2 ≈ γ2 and 
cos γ2 ≈ 1. 
The architecture of hybrid CORDIC rotator is shown in Fig. 10. The elementary stage is 
composed with adders and shifters. The two final vector merging adders (VMAs) convert 
the results to two’s complement representation. 
 

 
Fig. 10. Architecture of hybrid CORDIC technique (Caro et al., 2009) 

Multipartite table method 
MTM is a very effective lookup table compression technique for function evaluation. It has 
been found ideally suited for high performance synthesizer, requiring both very small ROM 
size and simple arithmetic circuitry (Caro et al., 2008). The principle of MTM is to 
decompose Q-bit input signal x in K + 1 non-overlapping sub-words: x0, x1, …, xK with 
lengths of q0, q1, …, qK respectively, where x = x0 + x1 + … + xK and Q = q0 + q1 + … + qK. The 
angle [0, π/4] is scaled to a binary fraction in [0, 1]. A piecewise linear approximation of f(x) 
can be expressed as 
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The interval of x has been divided in 2q0 subintervals. x0 represents the starting point of each 
subinterval and x1 + … + xK is the offset in each interval between x and x0. 1 is a sub-word 
of x0 including its p1 ≤ q0 MSBs. Likewise, i (i = 2 ... K) is a sub-word of x0 including its pi ≤ pi 

- 1. The term A(x0) can be realized with a ROM, which is named as table of initial values 
(TIV), with 2q0 entries. And the terms B(i) xi (i = 1…K) can be implemented with K ROMs, 
which is named as table of offsets (TOi), with 2pi+qi entries each. Making the TOs symmetric, 
the size of ROMs can be reduced by a factor of two. Then, the equation (29) becomes 
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where the coefficients can be calculated as follows (Caro et al., 2008).  
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The architecture of MTM with symmetric TOs is shown in Fig. 11. The content of TOs is 
conditionally added or subtracted from the content stored in TIV. The addition or 
subtraction of the content in ROMs and complement operation of the inputs are controlled 
by the MSB of each subword. 
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Fig. 11. Architecture of MTM with symmetric TOs  

In order to give a fair comparison of the four techniques, they are used to implement CFO 
compensation block. The parameters of the design are set to make the SFDR of the four 
techniques nearly the same. The inputs and outputs of the four algorithms are 12 bits. 
Synthesized with UMC 0.13 μm high speed library at 132 MHz clock frequency, the power, 
area and latency of the four methods are listed in Table 1. MSE is a statistical value, so it is 
not easy to set the MSEs of the four approaches exactly the same. But they are very closed. 
With the smallest MSE, MTM outperforms other algorithms in area, power and latency. 
Since MTM is proved to be an efficient approach for function evaluation, it can be applied to 
implement arctangent fucntion in CFO estimation block.  
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Technique MTM PPA PHT Hybrid 
CORDIC 

Design 
parameter 

q0 = 4  q1 = 2
q2 = 3  q3 = 3
p1 = 3  p2 = 3

p3 =1 

s = 64
r = 6 
t = 7 

K = 3
(1) 4 rep. 
(2) 3 rep. 

(3) 8b × 8b

MSE 
(×10-7) 2.97 4.91 7.82 5.73 

Area 
(mm2) 0.018 0.027 0.031 0.146 

Power 
(mW) 0.84 0.88 1.55 13.93 

Latency 
(Clock cycs.) 3 3 4 6 

Table 1. Synthesis performance comparison of CFO compensation with four techniques 

4. Fine frequency synchronization 
Although CFO can be coarsely estimated by frequency synchronizer in time domain, the 
residual CFO (RCFO), sampling frequency offset (SFO) and common phase error will lead to 
accumulated phase shift after a certain period and thus degrade the system performance if 
they are not carefully tracked. In OFDM-based UWB systems, pilot subcarriers can help to 
solve the residual phase distortion issue in frequency domain, which is also called fine 
frequency synchronization. 

4.1 Effects of sampling frequency offset 
The oscillators used to generate the DAC and ADC sampling instants at the transmitter and 
receiver will never have exactly the same period. Thus, the sampling instants slowly shift 
relative to each other. The SFO has two main effects: a slow shift of the symbol timing, 
which rotates subcarriers; and a loss of SNR due to the ICI generated by the slightly 
incorrect sampling instants, which causes loss of the orthogonality of the subcarriers.  
Define the normalized sampling error as Δt = (T’ - T)/T, where T’ and T are the receiver and 
transmitter sampling periods respectively. Then the overall effect on the received signal in 
frequency domain is expressed as 

 2 /
, , , ,( ) ( , )j k tlT T

k l k l k l k l t
s uR S H e sinc k t W N k l 

          (32) 

where Ts and Tu are the duration of the total symbol and the useful data respectively. Wk, l is 
additive white Gaussian noise (AWGN) and the last term NΔt(k, l) is the additional 
interference due to the SFO. The power of the last term is approximated by 
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2( )
3tP k t

    (33) 

Hence the degradation grows as the square of the produce of the offset Δt and the subcarrier 
index k. This means that the outermost subcarriers are most severely affected. The 
degradation can also be expressed directly by SNR loss as (Pollet et al., 1995) 
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The OFDM-base UWB system does not have a large number of subcarriers and the value of 
Δt is quite small. So kΔt << 1, and the interference caused by SFO can usually be ignored. 
However, the term showing the amount of rotation angle experienced by the different 
subcarriers will lead to serious problem. Since the rotated angle depends on both the 
subcarrier index and symbol index, the angle is the largest for the outermost subcarrier and 
increases with the consecutive symbols. Although Δt is very small, with the increasing of the 
symbol index, the phase shift will eventually corrupt the demodulation. In this case, 
tracking SFO is necessary. 

4.2 Phase tracking algorithms 
Conventionally, SFO can be estimated by computing a slope from the plot of pilot subcarrier 
differences versus pilot subcarrier indices (Speth et al., 2001). Recently, joint estimation of 
CFO and SFO has also been studied extensively, such as the linear least squares (LLS) 
algorithm (Liu & Chong, 2002) and joint weighted least squares (WLS) algorithm (Tsai et al., 
2005). 
Auto-correlation 
The reveived signal with residual phase distortion in frequency domain after removing the 
channel noise can be modeled as 

 , , , , , ,( ) ( ( ))k l k l k l k l k l k l lZ S P S exp j S exp j k              (35) 

where Pk, l is the phase distortion vector and Φk, l is the residual phase error. The relationship 
of , βl and Φk, l is shown in Fig. 12.  is the slope of the phase distortion and is contributed 
by SFO. βl is the intercept of phase distortion and is caused by RCFO of symbol l. 
The basic idea of AC is to get the phase differences of pilot subcarriers between two 
symbols. 
 

 
Fig. 12. The relationship of phase distortion and subcarriers  

The pilot subcarriers are divided into two parts, C1 and C2. C1 is on the left of the spectrum, 
and C2 is on the right of the spectrum. Then the estimated intercept phase βl and the slope  
are written as (Speth et al., 2001) 
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4. Fine frequency synchronization 
Although CFO can be coarsely estimated by frequency synchronizer in time domain, the 
residual CFO (RCFO), sampling frequency offset (SFO) and common phase error will lead to 
accumulated phase shift after a certain period and thus degrade the system performance if 
they are not carefully tracked. In OFDM-based UWB systems, pilot subcarriers can help to 
solve the residual phase distortion issue in frequency domain, which is also called fine 
frequency synchronization. 

4.1 Effects of sampling frequency offset 
The oscillators used to generate the DAC and ADC sampling instants at the transmitter and 
receiver will never have exactly the same period. Thus, the sampling instants slowly shift 
relative to each other. The SFO has two main effects: a slow shift of the symbol timing, 
which rotates subcarriers; and a loss of SNR due to the ICI generated by the slightly 
incorrect sampling instants, which causes loss of the orthogonality of the subcarriers.  
Define the normalized sampling error as Δt = (T’ - T)/T, where T’ and T are the receiver and 
transmitter sampling periods respectively. Then the overall effect on the received signal in 
frequency domain is expressed as 

 2 /
, , , ,( ) ( , )j k tlT T

k l k l k l k l t
s uR S H e sinc k t W N k l 

          (32) 

where Ts and Tu are the duration of the total symbol and the useful data respectively. Wk, l is 
additive white Gaussian noise (AWGN) and the last term NΔt(k, l) is the additional 
interference due to the SFO. The power of the last term is approximated by 
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2( )
3tP k t

    (33) 

Hence the degradation grows as the square of the produce of the offset Δt and the subcarrier 
index k. This means that the outermost subcarriers are most severely affected. The 
degradation can also be expressed directly by SNR loss as (Pollet et al., 1995) 
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The OFDM-base UWB system does not have a large number of subcarriers and the value of 
Δt is quite small. So kΔt << 1, and the interference caused by SFO can usually be ignored. 
However, the term showing the amount of rotation angle experienced by the different 
subcarriers will lead to serious problem. Since the rotated angle depends on both the 
subcarrier index and symbol index, the angle is the largest for the outermost subcarrier and 
increases with the consecutive symbols. Although Δt is very small, with the increasing of the 
symbol index, the phase shift will eventually corrupt the demodulation. In this case, 
tracking SFO is necessary. 

4.2 Phase tracking algorithms 
Conventionally, SFO can be estimated by computing a slope from the plot of pilot subcarrier 
differences versus pilot subcarrier indices (Speth et al., 2001). Recently, joint estimation of 
CFO and SFO has also been studied extensively, such as the linear least squares (LLS) 
algorithm (Liu & Chong, 2002) and joint weighted least squares (WLS) algorithm (Tsai et al., 
2005). 
Auto-correlation 
The reveived signal with residual phase distortion in frequency domain after removing the 
channel noise can be modeled as 

 , , , , , ,( ) ( ( ))k l k l k l k l k l k l lZ S P S exp j S exp j k              (35) 

where Pk, l is the phase distortion vector and Φk, l is the residual phase error. The relationship 
of , βl and Φk, l is shown in Fig. 12.  is the slope of the phase distortion and is contributed 
by SFO. βl is the intercept of phase distortion and is caused by RCFO of symbol l. 
The basic idea of AC is to get the phase differences of pilot subcarriers between two 
symbols. 
 

 
Fig. 12. The relationship of phase distortion and subcarriers  

The pilot subcarriers are divided into two parts, C1 and C2. C1 is on the left of the spectrum, 
and C2 is on the right of the spectrum. Then the estimated intercept phase βl and the slope  
are written as (Speth et al., 2001) 
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Linear least squares 
Applying LLS estimation to (37) with K pilots in one symbol, each pilot is located at the 
subcarrier of ki. The RCFO and SFO estimation yield (Liu & Chong, 2002) 
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Such an estimation algorithm that is based on the phase differences between two symbols 
can remove the common channel fading terms in slow-fade scenarios. Consequently, this 
estimation scheme can be applied before channel estimation and equalization. 
Weighted least squares 
Though the joint LLS estimation algorithm provides accurate estimation results in the 
AWGN channel, diverse channel responses on the pilot subcarriers can render its estimation 
useless. For instance, phase of several deeply faded pilot subcarriers, when employ the 
estimation of the joint LLS, can lead to a large error in the estimation results. On the other 
hand, the phases of those subcarriers with little fading are naturally more reliable. 
Therefore, weighting the subcarrier data is advantageous, and data of serious faded 
subcarriers should be assigned smaller weights to minimize their adverse effect on 
estimation accuracy. The WLS algorithm for joint estimation of RCFO and SFO can be 
expressed as (Tsai et al., 2005) 
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The weight ωi should be inversely proportional to the variance of phase error, which 
depends on noise, ICI and the complex channel gain. Usually, the residual synchronization 
error is so small that the ICI term can be neglected and ωi only depends on the channel gain 
of the pilot subcarriers. The disadvantage is this algorithm is very complicated, especially 
the computation of the parameter of ωi. Without estimating the ωi accurately, there will be 
large error in phase tracking. 
Novel approach for UWB  
In traditional phase tracking solutions, arctangent, sine and cosine functions are necessary, 
which are quite complicated in hardware implementation. The algorithm presented in 
(Troya et al., 2007) simplifies the hardware cost significantly compared with the traditional 
approaches. However, it sacrifies system performance slightly. In (Fan & Choy, 2010b), a 
novel phase tracking method for UWB is proposed. It not only has low complexity, but also 
improves the performance. 
Considering the condition |k|<<1 is satisfied with k ∈ [-55, 55], the first order 
approximation can be made as cos(k) ≈ 1 and sin(k) ≈ k. Then the phase distortion in (35) 
can be rewritten as 

 , ( )k l l l l lP cos k sin j sin k cos             (42) 

In (42), four parameters are of interests: sinβl, cosβl, · sinβl and · cosβl. The former two can 
be easily obtained by 
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where ( )  and ( )  denote the real and imaginary part respectively. There are 12 pilots in 
each symbol of OFDM-based UWB system. Since 1/8 is much easier to implement than 1/12 
and the pilots near DC subcarrier suffer more channel noise than the ones far away from DC 
subcarrier, the pilots outermost should be used as many as possible. 
Approximating the scaling factor 1/260 to 1/256, which can be easily implemented by 8-bit 
right-shifting, the parameters of · sinβl and · cosβl are given by 
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In the traditional algorithms, although LLS and WLS algorithms have better phase tracking 
performance than AC, they have very high complexity for practical application. For 
hardware implementation, AC is in low complexity and moderate phase correction 
performance. Therefore, the MSE performance of the novel approach for UWB and AC are 
compared in different phase dostrotion conditions, as shown in Fig. 13. Obviously, the novel 
phase tracking method for UWB has much better proformance than the traditional AC 
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where 
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Linear least squares 
Applying LLS estimation to (37) with K pilots in one symbol, each pilot is located at the 
subcarrier of ki. The RCFO and SFO estimation yield (Liu & Chong, 2002) 
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Such an estimation algorithm that is based on the phase differences between two symbols 
can remove the common channel fading terms in slow-fade scenarios. Consequently, this 
estimation scheme can be applied before channel estimation and equalization. 
Weighted least squares 
Though the joint LLS estimation algorithm provides accurate estimation results in the 
AWGN channel, diverse channel responses on the pilot subcarriers can render its estimation 
useless. For instance, phase of several deeply faded pilot subcarriers, when employ the 
estimation of the joint LLS, can lead to a large error in the estimation results. On the other 
hand, the phases of those subcarriers with little fading are naturally more reliable. 
Therefore, weighting the subcarrier data is advantageous, and data of serious faded 
subcarriers should be assigned smaller weights to minimize their adverse effect on 
estimation accuracy. The WLS algorithm for joint estimation of RCFO and SFO can be 
expressed as (Tsai et al., 2005) 
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The weight ωi should be inversely proportional to the variance of phase error, which 
depends on noise, ICI and the complex channel gain. Usually, the residual synchronization 
error is so small that the ICI term can be neglected and ωi only depends on the channel gain 
of the pilot subcarriers. The disadvantage is this algorithm is very complicated, especially 
the computation of the parameter of ωi. Without estimating the ωi accurately, there will be 
large error in phase tracking. 
Novel approach for UWB  
In traditional phase tracking solutions, arctangent, sine and cosine functions are necessary, 
which are quite complicated in hardware implementation. The algorithm presented in 
(Troya et al., 2007) simplifies the hardware cost significantly compared with the traditional 
approaches. However, it sacrifies system performance slightly. In (Fan & Choy, 2010b), a 
novel phase tracking method for UWB is proposed. It not only has low complexity, but also 
improves the performance. 
Considering the condition |k|<<1 is satisfied with k ∈ [-55, 55], the first order 
approximation can be made as cos(k) ≈ 1 and sin(k) ≈ k. Then the phase distortion in (35) 
can be rewritten as 
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In (42), four parameters are of interests: sinβl, cosβl, · sinβl and · cosβl. The former two can 
be easily obtained by 
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where ( )  and ( )  denote the real and imaginary part respectively. There are 12 pilots in 
each symbol of OFDM-based UWB system. Since 1/8 is much easier to implement than 1/12 
and the pilots near DC subcarrier suffer more channel noise than the ones far away from DC 
subcarrier, the pilots outermost should be used as many as possible. 
Approximating the scaling factor 1/260 to 1/256, which can be easily implemented by 8-bit 
right-shifting, the parameters of · sinβl and · cosβl are given by 
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In the traditional algorithms, although LLS and WLS algorithms have better phase tracking 
performance than AC, they have very high complexity for practical application. For 
hardware implementation, AC is in low complexity and moderate phase correction 
performance. Therefore, the MSE performance of the novel approach for UWB and AC are 
compared in different phase dostrotion conditions, as shown in Fig. 13. Obviously, the novel 
phase tracking method for UWB has much better proformance than the traditional AC 
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algorithm. In addition, with the increasing of phase error, the traditional AC algorithm 
degrades seriously, which is not associated with the novel method. 
 

 
Fig. 13. MSE performance comparison between traditional AC algorithm and the novel 
approach for UWB 

4.3 Architecture of the phase tracking block 
The architecture of phase tracking block with the novel approach for UWB is shown in Fig. 
14. The signals after channel equalization are stored in pilots buffer and data buffer 
separately. Considering that the transmitted pilots are known and have the modulus of one, 
the phase error vector of the pilots can be derived by multiplying the conjugation of 
transmitted pilots. As shown in Fig. 14, no arctangent, sine or cosine function appeared, they 
are replaced by eight complex adders and two complex shifters. 
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Fig. 14. Highly simplified architecture of the phase tracking block 

The values of parameters · sinβl and · cosβl are very small, so the phase errors contributed 
by SFO of four parallel data can be approximately thought the same, rewritten as ⌈k/4⌉sinβl 
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and ⌈k/4⌉cosβl (⌈k/4⌉ ∈ [-12, 12]). Calculating the parameters of 4· sinβl and 4· cosβl 
instead of · sinβl and · cosβl further simplifies the architecture of phase tracking block. 

5. Conclusion  
This chapter provides a compreshensive review of the algorithms and architectures for timing 
and frequency synchronization. Although there are many literatures on UWB synchronization 
techniques, most of them do not take the real application or implementation into account. This 
chapter introduces three parts of the synchronizaiton progress. 
In timing synchroniztion, DT detection scheme improves the detection performance 
significantly due to the cascaded auto-correlator. Although it meanwhile increases the 
hardware cost slightly, the optimum architecture of the matched filter with low complexity 
can save the hardware. In coarse frequency synchronization, the CFO estimation approach 
can be simplified by shortening the SWL and the sum average over three subbands will 
compensate the SNR degradation. MTM is proved to be a low cost, low power and high 
speed approach to implement arctangent, sine and cosine functions compared with other 
function evaluation techniques. In fine frequency synchronization, a novel phase tracking 
approach for UWB is proposed for good performance. Additionaly, there is not any 
arctangent, sine or cosine intensive computation unit appeared and they are replaced by 
adders and shifters, which indicates that the implementation complexity of the novel phase 
tracking method is low.  
The low compxity and power efficent synchronization techniques provide possibilities of 
developing the robust, low cost, low power and high speed OFDM-based UWB receiver.      
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algorithm. In addition, with the increasing of phase error, the traditional AC algorithm 
degrades seriously, which is not associated with the novel method. 
 

 
Fig. 13. MSE performance comparison between traditional AC algorithm and the novel 
approach for UWB 
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and ⌈k/4⌉cosβl (⌈k/4⌉ ∈ [-12, 12]). Calculating the parameters of 4· sinβl and 4· cosβl 
instead of · sinβl and · cosβl further simplifies the architecture of phase tracking block. 

5. Conclusion  
This chapter provides a compreshensive review of the algorithms and architectures for timing 
and frequency synchronization. Although there are many literatures on UWB synchronization 
techniques, most of them do not take the real application or implementation into account. This 
chapter introduces three parts of the synchronizaiton progress. 
In timing synchroniztion, DT detection scheme improves the detection performance 
significantly due to the cascaded auto-correlator. Although it meanwhile increases the 
hardware cost slightly, the optimum architecture of the matched filter with low complexity 
can save the hardware. In coarse frequency synchronization, the CFO estimation approach 
can be simplified by shortening the SWL and the sum average over three subbands will 
compensate the SNR degradation. MTM is proved to be a low cost, low power and high 
speed approach to implement arctangent, sine and cosine functions compared with other 
function evaluation techniques. In fine frequency synchronization, a novel phase tracking 
approach for UWB is proposed for good performance. Additionaly, there is not any 
arctangent, sine or cosine intensive computation unit appeared and they are replaced by 
adders and shifters, which indicates that the implementation complexity of the novel phase 
tracking method is low.  
The low compxity and power efficent synchronization techniques provide possibilities of 
developing the robust, low cost, low power and high speed OFDM-based UWB receiver.      
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1. Introduction

Ultra Wideband (UWB) is an emerging wireless technology supporting data rates as high as
480 Mb/s. As proposed by the MB-OFDM Alliance, the current frequency spectrum for an
UWB communication system ranges from 3.1-to-10.6 GHz divided into 14 bands each with a
528 MHz bandwidth, and are categorised into 5 groups with a strict regulation in emission
power of less than -41 dBm as set by the Federal Communications Commission (FCC). The US
allows the deployment of UWB systems in the whole frequency band, while Japan, Europe,
China and Korea have restricted the use of UWB to a subset of the available frequencies in the
US (Batra et al., 2004a). The current frequency plan of the MBOA-UWB system is shown in
Fig. 1(a) where the highlighted bands are those deployed in Japan, Europe, China and Korea.
An alternative frequency plan is shown in Fig. 1(b) (Mishra et al., 2005).

Fig. 1. (a) Current Frequency Plan and (b) Alternative Frequency Plan of the MBOA-UWB
System (Batra et al., 2004a; Mishra et al., 2005)

Designing frequency synthesizers for UWB MB-OFDM alliance applications faces particularly
stringent challenges and performance criteria. Amongst these one may list the wide range
of frequencies to be synthesized, the in-group frequency hopping time (less than 9.5 ns),
the reduction of the silicon area and the power consumption in the implementation and the
limitation of the integrated spurious tone level in the different bands (less than -32 dBc in a
528 MHz bandwidth). Such challenges cannot be catered for by simply employing standard
frequency synthesizer techniques such as a stand alone phase locked loop (Casha et al., 2009a).
One of the main objectives of this chapter is to study and compare the current state of the
art in frequency synthesis for UWB MBOA applications. On one hand several frequency
synthesizers based on single side band frequency mixing will be discussed. These generally
require multiple phase-locked loops (PLL), complex dividers and mixers to provide adequate
sub-harmonics for the full-band frequency synthesis (Batra et al., 2004b; Mishra et al., 2005).
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1. Introduction

Ultra Wideband (UWB) is an emerging wireless technology supporting data rates as high as
480 Mb/s. As proposed by the MB-OFDM Alliance, the current frequency spectrum for an
UWB communication system ranges from 3.1-to-10.6 GHz divided into 14 bands each with a
528 MHz bandwidth, and are categorised into 5 groups with a strict regulation in emission
power of less than -41 dBm as set by the Federal Communications Commission (FCC). The US
allows the deployment of UWB systems in the whole frequency band, while Japan, Europe,
China and Korea have restricted the use of UWB to a subset of the available frequencies in the
US (Batra et al., 2004a). The current frequency plan of the MBOA-UWB system is shown in
Fig. 1(a) where the highlighted bands are those deployed in Japan, Europe, China and Korea.
An alternative frequency plan is shown in Fig. 1(b) (Mishra et al., 2005).

Fig. 1. (a) Current Frequency Plan and (b) Alternative Frequency Plan of the MBOA-UWB
System (Batra et al., 2004a; Mishra et al., 2005)

Designing frequency synthesizers for UWB MB-OFDM alliance applications faces particularly
stringent challenges and performance criteria. Amongst these one may list the wide range
of frequencies to be synthesized, the in-group frequency hopping time (less than 9.5 ns),
the reduction of the silicon area and the power consumption in the implementation and the
limitation of the integrated spurious tone level in the different bands (less than -32 dBc in a
528 MHz bandwidth). Such challenges cannot be catered for by simply employing standard
frequency synthesizer techniques such as a stand alone phase locked loop (Casha et al., 2009a).
One of the main objectives of this chapter is to study and compare the current state of the
art in frequency synthesis for UWB MBOA applications. On one hand several frequency
synthesizers based on single side band frequency mixing will be discussed. These generally
require multiple phase-locked loops (PLL), complex dividers and mixers to provide adequate
sub-harmonics for the full-band frequency synthesis (Batra et al., 2004b; Mishra et al., 2005).
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Such architectures are hungry in both silicon area and power consumption. On the other
hand, other novel frequency synthesis architectures being investigated as a low silicon area
alternative will be included in the discussion. These are either based on delay locked loops
(DLL) (Lee & Hsiao, 2005; 2006) or based on phase interpolation direct digital synthesis (DDS)
(Casha et al., 2009a).
The chapter then discusses a study on such frequency synthesizer architectures with special
reference to the investigation of the spurious tone levels at their output. The discussion
is aided by means of mathematically derived analysis tools implemented using Matlab.
These analytic tools provide an adequate system level simulation with low computational
complexity, from which particular design considerations are drawn and are then verified by
means of the design and the simulation of actual circuit building blocks using a particular
integrated circuit technology. The design considerations focus on the reduction of the spurious
tone levels by means of applying different techniques including non-linearity compensation
and dynamic element matching techniques. In addition, based on the observations obtained
from both the analytic tools and the circuit level simulation, the discussion compares the
DLL versus the DDS approach in designing a frequency synthesizer whilst highlighting the
advantages and the disadvantages and commenting on the feasibility of the two architectures.

2. The state of the art - PLL and sideband (SSB) mixer approach

2.1 Architectures
By far, the most common frequency synthesis approach for UWB OFDM frequency synthesis
has been based on dividers and single-sideband (SSB) mixers as proposed in (Batra et al.,
2004b) and depicted in the block diagram shown in Fig. 2. The advantage of this topology
is that it uses just one PLL and allows fast switching between the 3 bands in Group 1. The
first mixer outputs the upper sideband of the 264 and 528 MHz input signals, resulting in the
generation of the 792 MHz signal. A multiplexer is used to select one of the 264 or 792 MHz
signals and input the selected signal into the second mixer. Bands 1 and 2 centre frequencies
are synthesized from the lower sidebands derived by mixing the 4224 MHz signal with 264
or 792 MHz. Band 3 centre frequency is generated by configuring the second mixer for upper
sideband generation and using the 4224 MHz and 264 MHz signal frequencies.

Fig. 2. Synthesis of Group 1 frequency bands using a single PLL, dividers and SSB mixers
(Batra et al., 2004b)

The phase noise from a UWB frequency synthesizer is crucial since interchannel interference
can result if the phase noise performance is poor. In mixer-based synthesizers, the output
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phase noise from a mixer stage can be computed, by assuming that the phase noise in the
inputs of the mixer are uncorrelated and therefore, the output phase noise is given by the
rms sum of the input noise contributions (Mishra et al., 2005). This assumption holds, even
though the signals are derived from the same source, since the delays from the PLL to each
mixer input are significantly different. Typically, the phase noise contribution of the mixer
itself is negligible, since the signal swings involved are orders of magnitude higher than the
mixer thermal noise. Hence the output phase noise Lmixer at an offset frequency Δ f , of a mixer
stage can be computed from the phase noise levels of the inputs L1 and L2, using Equation 1,
where all noise levels are in dB/Hz relative to the carrier.

Lmixer(Δ f ) = 10 log10(10
L1(Δ f )

10 + 10
L2(Δ f )

10 ) (1)

The worst case output phase noise of a mixer-based frequency synthesizer can therefore be
computed by taking into account the synthesis path involving the largest number of frequency
translations. Thus, in the scenario depicted in Fig. 2, the output phase noise Loutput exhibits a
degradation of 0.75 dB relative the PLL phase noise LPLL as can be verified from the following
computation:

Loutput(Δ f ) = 10 log10(10
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Mixer-based architectures are investigated to some extent in (Mishra et al., 2005), where
several topologies are discussed, capable of generating all the UWB bands in Groups 1, 3, 4
and 5. Such frequency synthesizer topologies have been adapted and used in complete OFDM
UWB receivers as in (Tanaka et al. (2006), Valdes-Garcia et al. (2006)). In such topologies,
some of the frequency divider stages form path of the feedback path of the PLL itself. It
should be noted, that in order to preserve signal purity, bandpass filters typically have to be
employed at the outputs of the mixers. If frequency selection is carried out before a mixer
stage (as in Fig. 2), then these filters have to be configurable or switchable, making the system
more complex and costly. For this reason, topologies which involve no frequency selection
preceding the mixer stages, tend to be preferred. One such topology is depicted in Fig. 3 and
is capable of generating all bands in groups 1, 2, 3 and 4 (Mishra et al., 2005) of the MB-OFDM
alternate plan. The main advantage of this topology is that the output frequency from the
mixers is fixed and any subsequent filters need not be configurable. Another receiver design
for MB-OFDM application, based on a similar architecture can be found in (Valdes-Garcia et
al., 2007). Other approaches avoid the problems associated with SSB mixing completely, by
having a separate PLL for each band as in (Razavi et al., 2005), where three PLLs are used to
generate the required signals for bands 1 to 3.
Alternative architectures (Roovers et al. (2005), Leenaerts (2005), Lee & Chiu (2005), Liang et
al. (2006), Lee (2006), Leenaerts (2006), Pufeng et al. (2010)) can be found in literature using a
number of PLLs working in parallel. The architecture proposed in (Roovers et al., 2005) and
(Leenaerts, 2005) uses 2 PLLs: one PLL generates a quadrature 3960 MHz signal while the
other PLL generates a quadrature 528 MHz signal. In this way, output quadrature signals of
frequencies 3432, 3960 and 4488 MHz, corresponding to bands 1 to 3 of the MBOA spectrum
are generated. The PLLs have a fixed output frequency and therefore the switching time of
the synthesizer does not depend on the loop bandwidth of the PLLs. In (Lee & Hsiao, 2005),
two parallel PLLs are again employed. The first PLL generates a selectable 6864 or 3432 MHz
output signal while the second PLL generates a selectable 2112 or 1056 MHz signal. Both PLLs
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Such architectures are hungry in both silicon area and power consumption. On the other
hand, other novel frequency synthesis architectures being investigated as a low silicon area
alternative will be included in the discussion. These are either based on delay locked loops
(DLL) (Lee & Hsiao, 2005; 2006) or based on phase interpolation direct digital synthesis (DDS)
(Casha et al., 2009a).
The chapter then discusses a study on such frequency synthesizer architectures with special
reference to the investigation of the spurious tone levels at their output. The discussion
is aided by means of mathematically derived analysis tools implemented using Matlab.
These analytic tools provide an adequate system level simulation with low computational
complexity, from which particular design considerations are drawn and are then verified by
means of the design and the simulation of actual circuit building blocks using a particular
integrated circuit technology. The design considerations focus on the reduction of the spurious
tone levels by means of applying different techniques including non-linearity compensation
and dynamic element matching techniques. In addition, based on the observations obtained
from both the analytic tools and the circuit level simulation, the discussion compares the
DLL versus the DDS approach in designing a frequency synthesizer whilst highlighting the
advantages and the disadvantages and commenting on the feasibility of the two architectures.

2. The state of the art - PLL and sideband (SSB) mixer approach

2.1 Architectures
By far, the most common frequency synthesis approach for UWB OFDM frequency synthesis
has been based on dividers and single-sideband (SSB) mixers as proposed in (Batra et al.,
2004b) and depicted in the block diagram shown in Fig. 2. The advantage of this topology
is that it uses just one PLL and allows fast switching between the 3 bands in Group 1. The
first mixer outputs the upper sideband of the 264 and 528 MHz input signals, resulting in the
generation of the 792 MHz signal. A multiplexer is used to select one of the 264 or 792 MHz
signals and input the selected signal into the second mixer. Bands 1 and 2 centre frequencies
are synthesized from the lower sidebands derived by mixing the 4224 MHz signal with 264
or 792 MHz. Band 3 centre frequency is generated by configuring the second mixer for upper
sideband generation and using the 4224 MHz and 264 MHz signal frequencies.

Fig. 2. Synthesis of Group 1 frequency bands using a single PLL, dividers and SSB mixers
(Batra et al., 2004b)

The phase noise from a UWB frequency synthesizer is crucial since interchannel interference
can result if the phase noise performance is poor. In mixer-based synthesizers, the output
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phase noise from a mixer stage can be computed, by assuming that the phase noise in the
inputs of the mixer are uncorrelated and therefore, the output phase noise is given by the
rms sum of the input noise contributions (Mishra et al., 2005). This assumption holds, even
though the signals are derived from the same source, since the delays from the PLL to each
mixer input are significantly different. Typically, the phase noise contribution of the mixer
itself is negligible, since the signal swings involved are orders of magnitude higher than the
mixer thermal noise. Hence the output phase noise Lmixer at an offset frequency Δ f , of a mixer
stage can be computed from the phase noise levels of the inputs L1 and L2, using Equation 1,
where all noise levels are in dB/Hz relative to the carrier.

Lmixer(Δ f ) = 10 log10(10
L1(Δ f )

10 + 10
L2(Δ f )
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The worst case output phase noise of a mixer-based frequency synthesizer can therefore be
computed by taking into account the synthesis path involving the largest number of frequency
translations. Thus, in the scenario depicted in Fig. 2, the output phase noise Loutput exhibits a
degradation of 0.75 dB relative the PLL phase noise LPLL as can be verified from the following
computation:
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Mixer-based architectures are investigated to some extent in (Mishra et al., 2005), where
several topologies are discussed, capable of generating all the UWB bands in Groups 1, 3, 4
and 5. Such frequency synthesizer topologies have been adapted and used in complete OFDM
UWB receivers as in (Tanaka et al. (2006), Valdes-Garcia et al. (2006)). In such topologies,
some of the frequency divider stages form path of the feedback path of the PLL itself. It
should be noted, that in order to preserve signal purity, bandpass filters typically have to be
employed at the outputs of the mixers. If frequency selection is carried out before a mixer
stage (as in Fig. 2), then these filters have to be configurable or switchable, making the system
more complex and costly. For this reason, topologies which involve no frequency selection
preceding the mixer stages, tend to be preferred. One such topology is depicted in Fig. 3 and
is capable of generating all bands in groups 1, 2, 3 and 4 (Mishra et al., 2005) of the MB-OFDM
alternate plan. The main advantage of this topology is that the output frequency from the
mixers is fixed and any subsequent filters need not be configurable. Another receiver design
for MB-OFDM application, based on a similar architecture can be found in (Valdes-Garcia et
al., 2007). Other approaches avoid the problems associated with SSB mixing completely, by
having a separate PLL for each band as in (Razavi et al., 2005), where three PLLs are used to
generate the required signals for bands 1 to 3.
Alternative architectures (Roovers et al. (2005), Leenaerts (2005), Lee & Chiu (2005), Liang et
al. (2006), Lee (2006), Leenaerts (2006), Pufeng et al. (2010)) can be found in literature using a
number of PLLs working in parallel. The architecture proposed in (Roovers et al., 2005) and
(Leenaerts, 2005) uses 2 PLLs: one PLL generates a quadrature 3960 MHz signal while the
other PLL generates a quadrature 528 MHz signal. In this way, output quadrature signals of
frequencies 3432, 3960 and 4488 MHz, corresponding to bands 1 to 3 of the MBOA spectrum
are generated. The PLLs have a fixed output frequency and therefore the switching time of
the synthesizer does not depend on the loop bandwidth of the PLLs. In (Lee & Hsiao, 2005),
two parallel PLLs are again employed. The first PLL generates a selectable 6864 or 3432 MHz
output signal while the second PLL generates a selectable 2112 or 1056 MHz signal. Both PLLs
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Fig. 3. Generation of MB-OFDM alternate plan bands 1, 3, 4, 5 (Mishra et al., 2005)

use a 264 MHz reference clock. The output of the second PLL drives a tri-mode divide-by-2
buffer circuit which is capable of generating either a swappable quadrature signal or else a
DC signal. These signals are fed to an SSB mixer which can thus generate output frequencies:
6864, 6864 ± 1056, 6864 ± 528, 3432, 3432 ± 1056 and 3432 ± 528 MHz. These frequencies
correspond to bands 1 to 3 and 4 to 7 of the MBOA spectrum, as well as some unused signal
frequencies.

2.2 SSB mixers
SSB mixers can be designed around two Gilbert multiplier cells with the second multiplier
driven by the corresponding quadrature signals as shown in Fig. 4 (Ismail & Abidi, 2005a;b).
The matrix in Equation 3 shows that quadrature outputs can also be generated.

⎛
⎝

cos(ω1−ω2)t
cos(ω1+ω2)t
sin(ω1+ω2)t
sin(ω1−ω2)t

⎞
⎠ =

⎛
⎝

cos(ω1t) sin(ω1t)
cos(ω1t) − sin(ω1t)
sin(ω1t) cos(ω1t)
sin(ω1t) − cos(ω1t)

⎞
⎠×

�
cos(ω2t)
sin(ω2t)

�
(3)

The upper or the lower SSB signal is selected, by reversing the polarity of the outputs of the
second multiplier. Spurious signals can occur if the two mixers are not adequately matched.
Furthermore, emitter-resistor degeneration may be employed in order to improve linearity
of the mixer (Roovers et al., 2005). It is in fact essential that at least one port of the mixer
is linear in order to prevent mixing with harmonics of that input. It is also important that
the inputs themselves exhibit a low distortion level. Furthermore, different delay paths will
also lead to the generation of spurs, while a DC offset on one port will cause leakage of the
other input signal to the output. The linearity requirements often lead to a mixer design with
low conversion gain and low signal swing, often requiring power (and area) hungry buffers.
These problems are particularly troublesome in CMOS technology (Razavi et al., 2005). For
multiple-band output operation, selection of the tank circuit resonant frequency is essential.
In (Zheng & Luong, 2007), this is achieved by having switchable LC sections, controlled by
MOS switches: in this way high Q-factor LC sections can still be used for multiple frequency
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operation. The use of RC polyphase filters for harmonic suppression, as well as phase and
amplitude adjustment has also been investigated (Jiang et al., 2010).

Fig. 4. SSB mixer based on two Gilbert Multiplier Cells

Gain and phase mismatches can also arise when the signals travel through different paths.
In order to compensate for this non-ideality, the use of a vector-calibrated clock buffer
(Lu & Chen, 2005) has been investigated. This buffer essentially adds one of the two
quadrature signals in a controlled manner. In order to achieve this, the tail current of one
of the differential pairs is controlled digitally via a 4-bit DAC. The use of sub-harmonic
mixing has also been investigated in literature (Lin & Wang, 2005a), where eight phases of
a 2.244 GHz signal are generated via the use of a 4-stage ring oscillator. These phases are
mixed with 2.112 and 1.056 GHz signals in order to generate the 3.432, 3.960 and 4.488 GHz
carriers via sub-harmonic mixer, based on Gilbert cells with switchable differential pairs.
When generating the 4.488 GHz carrier, the sub-harmonic mixer actually functions as an
edge-combiner.

2.3 Signal select multiplexers
Signal multiplexers are typically implemented as a number of differential pairs driving the
same load. At any point in time, only one differential pair is enabled by activating its tail
current source. One such topology, reported in (Ismail & Abidi, 2005a;b), is shown in Fig. 5.

2.4 Frequency dividers
2.4.1 Divide-by-2 circuits
High speed divide-by-2 circuits can be implemented using pairs of D-FFs, based on latched
differential pairs, cascaded in master-slave configuration. These master-slave D-FFs are
configured as T-FFs by feeding back the complimentary outputs. The concept is shown in
Fig. 6 as documented in (Ismail & Abidi, 2005b). It should be noted that quadrature signals
are available after at the first (master) stage outputs. Differential-pair buffers are often used to
couple the outputs of the divider circuits to subsequent dividers or mixers (Leenaerts, 2005).

2.4.2 Tri-mode divider
The concept of the tri-mode divider (Lee, 2006) is essentially an extension of the divide-by-2
circuit which incorporates inherent multiplexing such that it permits swappable quadrature
outputs (clockwise and anticlockwise variations) as well as the generation of a DC output.

185Frequency Synthesizer Architectures for UWB MB-OFDM Alliance Application



4 Ultra Wideband Communications: Novel Trends

Fig. 3. Generation of MB-OFDM alternate plan bands 1, 3, 4, 5 (Mishra et al., 2005)
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The upper or the lower SSB signal is selected, by reversing the polarity of the outputs of the
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These problems are particularly troublesome in CMOS technology (Razavi et al., 2005). For
multiple-band output operation, selection of the tank circuit resonant frequency is essential.
In (Zheng & Luong, 2007), this is achieved by having switchable LC sections, controlled by
MOS switches: in this way high Q-factor LC sections can still be used for multiple frequency

184 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation Frequency Synthesizer Architectures for UWB MB-OFDM Alliance Application 5

operation. The use of RC polyphase filters for harmonic suppression, as well as phase and
amplitude adjustment has also been investigated (Jiang et al., 2010).

Fig. 4. SSB mixer based on two Gilbert Multiplier Cells

Gain and phase mismatches can also arise when the signals travel through different paths.
In order to compensate for this non-ideality, the use of a vector-calibrated clock buffer
(Lu & Chen, 2005) has been investigated. This buffer essentially adds one of the two
quadrature signals in a controlled manner. In order to achieve this, the tail current of one
of the differential pairs is controlled digitally via a 4-bit DAC. The use of sub-harmonic
mixing has also been investigated in literature (Lin & Wang, 2005a), where eight phases of
a 2.244 GHz signal are generated via the use of a 4-stage ring oscillator. These phases are
mixed with 2.112 and 1.056 GHz signals in order to generate the 3.432, 3.960 and 4.488 GHz
carriers via sub-harmonic mixer, based on Gilbert cells with switchable differential pairs.
When generating the 4.488 GHz carrier, the sub-harmonic mixer actually functions as an
edge-combiner.

2.3 Signal select multiplexers
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configured as T-FFs by feeding back the complimentary outputs. The concept is shown in
Fig. 6 as documented in (Ismail & Abidi, 2005b). It should be noted that quadrature signals
are available after at the first (master) stage outputs. Differential-pair buffers are often used to
couple the outputs of the divider circuits to subsequent dividers or mixers (Leenaerts, 2005).

2.4.2 Tri-mode divider
The concept of the tri-mode divider (Lee, 2006) is essentially an extension of the divide-by-2
circuit which incorporates inherent multiplexing such that it permits swappable quadrature
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Fig. 5. Signal Select Multiplexer implemented using switched differential pairs (Ismail &
Abidi, 2005b)

Fig. 6. Divide-by-2 circuit based on Master-Slave D-FFs

This is achieved by introducing switches in the input stages of the dividers which essentially
select a differential pair which is connected either to the input clock signal, or its complement,
or else to a DC signal. In this way, this type of divider can be used to select between three
different bands as depicted in Fig. 7.

Fig. 7. Tri-Mode Divider Concept for Band-Selection (Lee, 2006)
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A block diagram of the final tri-mode divider is shown in Fig. 7 (Lee, 2006). A practical
CMOS implementation is shown in Fig. 8. The circuit allows for clockwise (CW) and
counter-clockwise (CCW) quadrature signal generation, by flipping the corresponding
quadrature signal in relation to the input clocking signal clk(2ω1). In addition, the divider
also allows for DC signal generation. The operation mode is selected by enabling the CW
Select, CCW-Select or DC-Select signals respectively, which effectively steer the tail current
source to the required section to be used.

Fig. 8. CMOS implementation or the trimod divider/buffer

2.4.3 Regenerative (Miller) divider
A Miller divider is based on a feedback loop around a filter with a mixer driven by the
input and feedback signals. This topology has been used in some designs intended for UWB
application (Lin & Wang (2005b),Lee & Huang (2006)). In (Lee & Huang, 2006), the three
different Miller-based dividers, depicted in Fig. 9 are discussed.

Fig. 9. (a) Miller Divider, (b) Modified Miller Divider and (c) Combined Miller/modified
Miller divider (Lee & Huang, 2006)

It can be shown that for the topologies shown in Fig. 9, the following relationships do hold:
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Miller Divider : Fout = Fin − Fout ⇒ Fout = Fin/2

Modi f ied Miller Divider : Fout = Fin − Fout ± F2 ⇒ Fout = (Fin ± F2)/2

Combined Miller Divider/Modi f ied Miller Divider :
Fout = Fin − Fout ± Fin/N ⇒ Fout = Fin(1 ± N)/2 or Fout = Fin/2

(4)

In the latter two cases, two frequencies are theoretically possible, but the actual frequency
which is sustained by the loop is selected by the centre frequency of the BPF. The design
proposed in (Lee & Huang, 2006) makes use of a gyrator-based tuned circuit for the BPF, where
the effective inductance of the gyrator circuit is controlled by tuning the transconductance: in
this way tuning of the operating frequency is possible. In this case, the input signal Fin is
generated by a PLL operating at 7.92 GHz, while N is set to 7.5. In this way the 3432, 3960 and
4488 MHz UWB bands can be generated.

2.4.4 Non-integer (Half-cycle) dividers
Some architectures (Lee & Huang (2006), Van de Beek et al. (2006)) entail the use of
non-integer dividers. Specifically a divide-by-7.5 circuit is used in (Lee & Huang, 2006)
while a divide-by-1.5 circuit is used in (Van de Beek et al., 2006). In (Lee & Huang, 2006),
a specific D-flipflop design is used with selectable positive or negative edge-triggering mode.
The edge-triggering mode is selected via feedback signal as shown in Fig. 10.

Fig. 10. Divide-by-7.5 circuit based on selectable edge-triggering mode (Lee & Huang, 2006)

The approach in (Van de Beek et al., 2006), depicted in Fig. 11 uses multiplexors for the
selection of the appropriate signal used to clock the D-flipflops in the divider.

Fig. 11. Divide-by-1.5 circuit based on multiplexors with quadrature input signals (Van de
Beek et al., 2006)

2.4.5 ROM-based dividers
Dividers based on ROM lookup tables (LUTs) have been proposed for UWB application
(Sandner et al., 2005). In this case the UWB generation circuit is driven by a single PLL
running at 8.448 GHz, which is subsequently divided by two. The resulting 4.224 GHz signal
is used for addressing ROM LUTs storing values of quadrature generation of ±264 or 792 MHz
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signals, depending on a hop-control signal. The output of the LUTs drive 4 bit current steering
DACs. Via SSB mixers, it is then possible to generate 3960, 4488 and 3432 MHz quadrature
signals.

2.4.6 Injection locked frequency divider (ILFD)
The use of injection locked frequency dividers (ILFDs) for MB-OFDM application can also
be found in literature (Kim et al. (2007), Chang et al. (2009)). In both cases, a divide-by-5
ring oscillator-based ILFD is implemented. In (Kim et al., 2007), the divider consists of five
cascaded CMOS inverters connected in ring oscillator configuration. The supply source and
sink currents are controlled via two switches controlled by the input signal. ILFDs can also be
constructed using LC-based oscillators, resulting in better phase noise performance compared
to ring oscillator-based ILFDs, at the expense of a higher power consumption. In (Chang et al.,
2009), the ILFD consists of two ring oscillators, whose supply is clocked by the input signal.
In this case, the two ring oscillators are coupled together via inverters in order to improve the
quadrature phase accuracy.

3. DLL-based frequency multiplier for UWB MBOA

3.1 Delay locked loops
PLL-based frequency synthesis has been widely employed until recent times. Another
approach drawing attention in this field is DLL-based frequency synthesis. DLL-based
frequency synthesizers outperform their counterparts in terms of phase noise since they
derive the output signal directly from a clean crystal reference with limited noise
accumulation (Chien & Gray, 2000). Additionally, the DLLs can be designed as a first-order
system to allow wider loop bandwidth and settling times in the order of nanoseconds,
especially important in applications where fast band-hopping is required such as in
MBOA-UWB (Lee & Hsiao, 2005; 2006). The main challenge in designing DLL-based
frequency synthesizers is limiting the fixed pattern jitter that result in spurious tones around
the desired output frequency.
There exist mainly two types of DLL-based frequency synthesizers or multipliers: the
edge-combining type (Chien & Gray, 2000) and the recirculating type (Gierkink, 2008). Static
phase offsets in the loop cause pattern jitter in both topologies, whilst the edge combining type
is also prone to pattern jitter resulting from mismatches between the delay stages in the delay
line. The design of an edge-combining type is generally less complex than the recirculating
one since the latter requires extra components such as a divider and extra control logic. This
work focuses on edge combining DLL-based frequency synthesizers.

3.2 Concept of edge combining DLL-based frequency multipliers
Fig. 12(a) shows the block diagram of a typical edge combining DLL-based frequency
multiplier. The DLL consists of a voltage-controlled delay line (VCDL), a charge pump based
phase comparator, a loop filter and an edge combiner. The phase difference between the input
and the output of the VCDL is smoothed by the loop filter to generate a control voltage which
is then fed back to the VCDL to adjust its delay.
When the VCDL delay is locked to one period of the reference signal, Fin, an output signal
whose frequency is a multiple of the input frequency is obtained by combining the delay
stage outputs of the VCDL by means of an edge combiner, as shown in Fig. 12(c). Each delay
stage outputs a pulse Pn having a width of half its delay time (see Fig. 12(b)). These pulses
are sent to a pulse combiner that generates the output signal. Via this architecture, only the
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2.4.5 ROM-based dividers
Dividers based on ROM lookup tables (LUTs) have been proposed for UWB application
(Sandner et al., 2005). In this case the UWB generation circuit is driven by a single PLL
running at 8.448 GHz, which is subsequently divided by two. The resulting 4.224 GHz signal
is used for addressing ROM LUTs storing values of quadrature generation of ±264 or 792 MHz
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signals, depending on a hop-control signal. The output of the LUTs drive 4 bit current steering
DACs. Via SSB mixers, it is then possible to generate 3960, 4488 and 3432 MHz quadrature
signals.

2.4.6 Injection locked frequency divider (ILFD)
The use of injection locked frequency dividers (ILFDs) for MB-OFDM application can also
be found in literature (Kim et al. (2007), Chang et al. (2009)). In both cases, a divide-by-5
ring oscillator-based ILFD is implemented. In (Kim et al., 2007), the divider consists of five
cascaded CMOS inverters connected in ring oscillator configuration. The supply source and
sink currents are controlled via two switches controlled by the input signal. ILFDs can also be
constructed using LC-based oscillators, resulting in better phase noise performance compared
to ring oscillator-based ILFDs, at the expense of a higher power consumption. In (Chang et al.,
2009), the ILFD consists of two ring oscillators, whose supply is clocked by the input signal.
In this case, the two ring oscillators are coupled together via inverters in order to improve the
quadrature phase accuracy.

3. DLL-based frequency multiplier for UWB MBOA

3.1 Delay locked loops
PLL-based frequency synthesis has been widely employed until recent times. Another
approach drawing attention in this field is DLL-based frequency synthesis. DLL-based
frequency synthesizers outperform their counterparts in terms of phase noise since they
derive the output signal directly from a clean crystal reference with limited noise
accumulation (Chien & Gray, 2000). Additionally, the DLLs can be designed as a first-order
system to allow wider loop bandwidth and settling times in the order of nanoseconds,
especially important in applications where fast band-hopping is required such as in
MBOA-UWB (Lee & Hsiao, 2005; 2006). The main challenge in designing DLL-based
frequency synthesizers is limiting the fixed pattern jitter that result in spurious tones around
the desired output frequency.
There exist mainly two types of DLL-based frequency synthesizers or multipliers: the
edge-combining type (Chien & Gray, 2000) and the recirculating type (Gierkink, 2008). Static
phase offsets in the loop cause pattern jitter in both topologies, whilst the edge combining type
is also prone to pattern jitter resulting from mismatches between the delay stages in the delay
line. The design of an edge-combining type is generally less complex than the recirculating
one since the latter requires extra components such as a divider and extra control logic. This
work focuses on edge combining DLL-based frequency synthesizers.

3.2 Concept of edge combining DLL-based frequency multipliers
Fig. 12(a) shows the block diagram of a typical edge combining DLL-based frequency
multiplier. The DLL consists of a voltage-controlled delay line (VCDL), a charge pump based
phase comparator, a loop filter and an edge combiner. The phase difference between the input
and the output of the VCDL is smoothed by the loop filter to generate a control voltage which
is then fed back to the VCDL to adjust its delay.
When the VCDL delay is locked to one period of the reference signal, Fin, an output signal
whose frequency is a multiple of the input frequency is obtained by combining the delay
stage outputs of the VCDL by means of an edge combiner, as shown in Fig. 12(c). Each delay
stage outputs a pulse Pn having a width of half its delay time (see Fig. 12(b)). These pulses
are sent to a pulse combiner that generates the output signal. Via this architecture, only the
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Fig. 12. (a) Edge combining DLL-based frequency multiplier (b) VCDL with edge combiner:
each delay stage DN consists of two inverting variable delay cells (c) Concept of a
multiply-by-4 DLL-based frequency synthesizer

rising edges of the reference signal are used resulting in a frequency synthesizer output which
is immune to any duty-cycle asymmetry in the reference signal. Ideally if all the delay stages
provide the same delay and their sum is exactly one period of the reference signal, a spur free
output signal is generated, whose frequency is N times the reference frequency, where N is
the number of delay stages. In practice the above conditions cannot be satisfied exactly and
so some spurious tones show up in the frequency synthesizer output spectrum. This implies
that there are two main sources by which spurs can result in the output spectrum: the in-lock
error of the DLL and the delay-stage mismatch.

3.3 Analysis of spurious tones
This work provides a complete analysis of the spur characteristics of edge combining
DLL-based frequency multipliers (Casha et al., 2009b). An analysis concerning the spur
characteristics of such frequency synthesizers was presented in (Zhuang et al. (2004), Lee
& Hsiao (2006)), but the theoretical treatment was mainly limited to the effect of the phase
static offsets on the spurious tones. In this work, the effect of the delay-stage mismatch is
also included. As a matter of fact in this section an analytic tool is presented, via which it is
possible to estimate the effect of both the DLL in-lock error and the delay-stage mismatch on
the spurious level of the frequency multiplier shown in Fig. 12.
The analysis presented here considers a DLL operating at lock state. Even though there could
be delay stage mismatches, the VCDL at lock state will have a delay which is formed by
unequal contributions, whose value is such that the total loop delay is equal to Tin, where Tin is
the periodic time of the reference signal. But in an edge combining DLL frequency synthesizer
although the DLL can lock exactly to Tin, the pulses generated by the edge combiner may not
be equally spaced, such that spurious tones are generated. It is assumed that the delay of the
inverter delay cells, Tdcell , making up the delay stages of the VCDL (see Fig. 12(b)) follows a
standard normal distribution with a variance σ2

Tdcell , which models the mismatch between the
delay cells and a mean μTdcell given by Equation 5:

μTdcell =
Tin + ΔT

2N
(5)
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Fig. 13. Decomposition of the frequency multiplier output into N shifted pulse signals
generated by the VCDL.

where ΔT is the DLL in-lock error which is ideally zero. The output signal of the frequency
multiplier can be decomposed into N shifted pulse signals which have a periodicity of Tin, as
shown in Fig. 13. Since Pn is periodic it is possible to calculate its Fourier series coefficients Ak
using:

Ak =
1

Tin

∫ Tin

0
x(t)e−jkωintdt =

1
Tin

∫ T2(n)

T1(n)
Be−jkωintdt = B

sin φ2 − sin φ1
2πk

+ jB
cos φ2 − cos φ1

2πk
(6)

where ωin is the angular frequency of the reference signal, k is the harmonic number, B is the
amplitude of the pulse and φ1 = kT1(n)ωin and φ2 = kT2(n)ωin. For 2N different values of
Tdcell , the time characteristics of Pn can be defined as:

TD(n) = Tdcell(2n − 1) + Tdcell(2n) 1 ≤ n ≤ N

Tn =

{
0 n = 1

TD(n − 1) + T1(n − 1) 2 ≤ n ≤ N

T2(n) = Tdcell(2n − 1) + T1(n) 1 ≤ n ≤ N

(7)

Using the linearity property of the Fourier Transform the output frequency spectrum of
the frequency synthesizer, Xout can be obtained by summing the Fourier Transform of each
respective pulse Pn:

Xout(k fin) =
N

∑
n=1

Xp(n)(k fin) where Xp(n)(k fin) =
∞

∑
n=−∞

2πAkδ(ω − kωin) (8)

where δ is the Dirac Impulse Function. In an ideal situation, if all the delay stages provide the
same delay and their sum is exactly equal to Tin, i.e. ΔT and σ2

Tdcell are zero, it can be shown
using Equation 8 that Xout will have a non-zero value only at values of k which are multiples
of N, meaning that the output frequency will be equal to N times fin and no spurious tones
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∫ T2(n)

T1(n)
Be−jkωintdt = B

sin φ2 − sin φ1
2πk

+ jB
cos φ2 − cos φ1

2πk
(6)

where ωin is the angular frequency of the reference signal, k is the harmonic number, B is the
amplitude of the pulse and φ1 = kT1(n)ωin and φ2 = kT2(n)ωin. For 2N different values of
Tdcell , the time characteristics of Pn can be defined as:

TD(n) = Tdcell(2n − 1) + Tdcell(2n) 1 ≤ n ≤ N

Tn =

{
0 n = 1

TD(n − 1) + T1(n − 1) 2 ≤ n ≤ N

T2(n) = Tdcell(2n − 1) + T1(n) 1 ≤ n ≤ N

(7)

Using the linearity property of the Fourier Transform the output frequency spectrum of
the frequency synthesizer, Xout can be obtained by summing the Fourier Transform of each
respective pulse Pn:

Xout(k fin) =
N

∑
n=1

Xp(n)(k fin) where Xp(n)(k fin) =
∞

∑
n=−∞

2πAkδ(ω − kωin) (8)

where δ is the Dirac Impulse Function. In an ideal situation, if all the delay stages provide the
same delay and their sum is exactly equal to Tin, i.e. ΔT and σ2

Tdcell are zero, it can be shown
using Equation 8 that Xout will have a non-zero value only at values of k which are multiples
of N, meaning that the output frequency will be equal to N times fin and no spurious tones
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are present in the output of the frequency multiplier. In reality, there is always some finite
in-lock error in the DLL and mismatch in the VCDL such that the output spectrum is not zero
when k is not equal to a multiple of N, such that spurs are generated. The relative integrated
spurious level can be determined using the output spectrum of the frequency synthesizer and
is defined as the ratio of the sum of all the spurious power in the considered bandwidth to the
carrier power at N fin, as indicated by Equation 9. The spurs nearest to the carrier frequency
are considered in the calculation since they are the major contributors to the total integrated
spurious power, i.e. at k = N-1 and k = N+1.

Rspur(dB) = 10 log10
∑k �=N |Xout(k fin)|2

|Xout(N fin)|2
(9)

Assuming a delay cell variance of zero, i.e. no delay-stage mismatch, a plot of the integrated
spurious level due to the normalized in-lock error for different values of N was obtained using
Equation 9 and is shown in Fig. 14(a). These set of curves indicate the importance of reducing
the in-lock error to reduce the output spur level of the DLL based frequency multiplier. Note
also that for the same normalized in-lock error the spurious level increases with an increase
in the N value. The generality of the analysis presented above, permits also to estimate the
mean spurious level due to the possible mismatches in the VCDL. Fig. 14(b) shows a plot of
the mean estimated Rspur against the normalized delay cell variation for different values of N,
assuming ΔT is equal to zero. As expected the higher the mismatch in the VCDL the higher
the spurious level the output of the frequency multiplier, indicating that the reduction of this
mismatch is equally important as the reduction of the DLL in-lock error.

Fig. 14. (a) Plot of the estimated integrated spurious level (N-1<k<N+1) against normalized
in-lock error for different values of N (b) Plot of the mean estimated integrated spurious level
against normalized delay cell variation for different values of N

3.4 DLL-based frequency synthesizer
The concept of using DLL-based frequency synthesizer architecture for UWB MBOA was
introduced in (Lee & Hsiao, 2006) and is shown in Fig. 15. Although the implementation
results showed that the architecture exhibits a sideband magnitude of -35.4 dBc (which is
within the specification), it considered only the generation of signals in the band group 1
(N = 13, 15, 17).
As discussed in Section 3.3, for the same normalised in-lock error and delay cell mismatch the
spurious level increases with an increase in the N value. Considering the generation of the
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Fig. 15. Proposed UWB MBOA Frequency Synthesizer Architecture in (Lee & Hsiao, 2006)

8.712 GHz signal which is the highest frequency in band group 6 one would require a value
of N = 33. Using the analysis presented in Section 3.3 it is possible to estimate the maximum
in-lock error and the maximum delay mismatch such that integrated spur level at the output
of the DLL frequency multiplier is less than -32 dBc. Note that one must keep in mind that
the ÷2 frequency divider at the output of the DLL improves the spur level at the output of the
DLL by 6.02 dB, such that Rspur < -26 dBc. Assuming there is no mismatch in the delay stages,
the in-lock error ΔT needs to be less than (0.001073 ÷ 528 MHz) = 2 ps for an input frequency
Fin of 528 MHz as shown in Fig. 16. Since the in-lock error is generally determined by the PFD
and the CP, it is definitely not easy to design such circuits operating at 528 MHz. In fact the
in-lock error in the DLL frequency multiplier proposed in (Lee & Hsiao, 2006) is around 3.3 ps
which is definitely larger than the required value.

Fig. 16. Plot of the estimated spurious level against normalized in-lock error for N = 33

Reducing the value of Fin can ease the design of the PFD and the CP. This comes at the
cost of reducing the loop bandwidth of the DLL which is directed constrained by Fin and so
increasing its settling time. An alternative architecture to the one proposed in (Lee & Hsiao,
2006) would be the one shown in Fig. 17 in which the three signals in each band group are
generated concurrently and fast switching between the signals in group is performed via the
multiplexer which can guarantee a switching time of less than 9.5 ns even if Fin is not equal to
528 MHz.
Note that in this case Fin is equal to 264 MHz such that a ÷2 frequency divider at the output is
not required. Note that in this case the in-lock error is still 2 ps as can be extracted from Fig. 16
but is definitely much easier to attain with a PFD and a CP operating at 264 MHz rather than
528 MHz. Further reduction of Fin, to for instance 132 MHz would require a utilisation of
N = 66 thus degrading the spurious level such that the required in-lock error would still need
to be less than 2 ps.
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Fig. 17. Proposed DLL-based Frequency Synthesizer for BG 1, BG 3 and BG 6 signals

Fig. 18. Plot of the probability density of Rspur for an output of 8.712 GHz from a DLL-based
FS with N = 33, Fin = 264 MHz and σTdcell/μTdcell = 0.15%

In addition to the in-lock error, in an edge-combining DLL-based frequency synthesizer the
delay mismatch also degrades the spur level: assuming a perfectly locked DLL the variation
of the delay cell Tdcell must be less than 90 fs for Fin = 264 MHz (0.15%) to guarantee that
μRspur + 2σRspur < -32 dBc as estimated using the analytic tool described in Section 3.3 (refer
to Fig. 18), where μRspur is the mean and σRspur is the standard deviation of Rspur. Reduction
of the delay cell variation via transistor sizing as presented in (Casha et al., 2009b) is generally
limited to about 0.85% due to area considerations. Making use of a recirculating DLL surely
will complicate the design of the DLL due to the additional circuitry required (Gierkink, 2008).
Based on these considerations, a study on an UWB MBOA frequency synthesizer based on a
direct digital synthesizer was made due to the short comings of the DLL approach especially
for generating the high frequencies in the UWB MBOA spectrum.

4. CMOS Direct Digital Synthesizer for UWB MBOA

4.1 Concept of the Direct Digital Synthesizer (DDS)
Direct digital synthesis (DDS) provides a lot of interesting features for frequency synthesis.
It provides a fine frequency resolution suitable for state of the art digital communication
systems. Moreover, a digital architecture makes the DDS highly configurable and allows fast
settling time and fast frequency hopping performance. A conventional DDS consists of a
clocked phase accumulator, a phase to amplitude ROM, and a digital to analogue converter
(DAC) (Vankka, 2005). Depending on the slope of the phase accumulator, an output signal of a
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particular frequency is generated via the look-up table stored in the ROM and the DAC. DDS
generates spurious tones due to a phase to amplitude truncation. Increasing the resolution
of the ROM and the phase accumulator decreases the spurious level while on the other hand
increases the power dissipation and the ROM access time. Solutions have been proposed to
compress ROM capacity (Vankka (2005),Nicholas & Samueli (1991)).

Fig. 19. (a) Block diagram of a DDS (b) Concept of a 2-bit DDS with P = 1

The DDS considered here is known as a phase-interpolation DDS (Badets & Belot (2003),
Nosaka et al. (2001), Chen & Chiang (2004)) which consists of an N-bit variable slope digital
integrator (adder and register), a 2-to-1 multiplexer (MUX), a digitally controlled phase
interpolator (PI) and a pulse generator. In this type of DDS no ROM is used. Its block diagram
representation is shown in Fig. 19(a) whilst the concept of a 2-bit DDS is depicted in Fig. 19(b)
to facilitate the explanation of the fundamental principle. On the arrival of every rising edge
from the input signal Fin, the output of N-bit digital integrator increments according to the
assigned input control word P, such to control the digitally controlled phase interpolator to
generate a pulse via the pulse generator. Ideally this pulse lags the rising edge of Fin by
an angle of 2π R

2N radians, where N is the resolution of the digital integrator and R is the
instantaneous value of the register. Whenever an overflow occurs in the digital integrator, the
process is stopped for one cycle of the input signal, by changing the input control word value
from P to 0 and no pulse is generated.

Fout =
2N

2N + P
Fin where 1 ≤ P ≤ 2N − 1 (10)

Through such mechanism, an output signal Fout with a frequency given by Equation 10 is
generated. Equation 10 can be intuitively proven by noting that the process of the DDS
is repeated every 2N + P input clock cycles, during which 2N pulses are generated at the
output. In Section 4.2 a formal proof of Equation 10 is presented. Such a concept can be
used to generate various sub frequencies from a main source without requiring the use of
multiple PLLs or analogue mixers. In practice, non-idealities in the phase interpolator cause
the generation of spurious tones at the output of the DDS: in Section 4.4.2 these non-idealities
are identified and ways how to reduce them are presented.

4.2 Transfer function of the DDS
Similarly to the case of the DLL, the transfer function of the DDS given by Equation 10 can be
derived by applying a Fourier analysis on its output. The DDS has a periodicity given by:
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particular frequency is generated via the look-up table stored in the ROM and the DAC. DDS
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The DDS considered here is known as a phase-interpolation DDS (Badets & Belot (2003),
Nosaka et al. (2001), Chen & Chiang (2004)) which consists of an N-bit variable slope digital
integrator (adder and register), a 2-to-1 multiplexer (MUX), a digitally controlled phase
interpolator (PI) and a pulse generator. In this type of DDS no ROM is used. Its block diagram
representation is shown in Fig. 19(a) whilst the concept of a 2-bit DDS is depicted in Fig. 19(b)
to facilitate the explanation of the fundamental principle. On the arrival of every rising edge
from the input signal Fin, the output of N-bit digital integrator increments according to the
assigned input control word P, such to control the digitally controlled phase interpolator to
generate a pulse via the pulse generator. Ideally this pulse lags the rising edge of Fin by
an angle of 2π R

2N radians, where N is the resolution of the digital integrator and R is the
instantaneous value of the register. Whenever an overflow occurs in the digital integrator, the
process is stopped for one cycle of the input signal, by changing the input control word value
from P to 0 and no pulse is generated.

Fout =
2N

2N + P
Fin where 1 ≤ P ≤ 2N − 1 (10)

Through such mechanism, an output signal Fout with a frequency given by Equation 10 is
generated. Equation 10 can be intuitively proven by noting that the process of the DDS
is repeated every 2N + P input clock cycles, during which 2N pulses are generated at the
output. In Section 4.2 a formal proof of Equation 10 is presented. Such a concept can be
used to generate various sub frequencies from a main source without requiring the use of
multiple PLLs or analogue mixers. In practice, non-idealities in the phase interpolator cause
the generation of spurious tones at the output of the DDS: in Section 4.4.2 these non-idealities
are identified and ways how to reduce them are presented.

4.2 Transfer function of the DDS
Similarly to the case of the DLL, the transfer function of the DDS given by Equation 10 can be
derived by applying a Fourier analysis on its output. The DDS has a periodicity given by:
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TDDS = Tin(2
N + P) (11)

where Tin is the periodic time of the input signal, N is the resolution of the DDS and P is
the control word. Assuming there is some mechanism in the DDS to generate pulses of a
fixed duration and required phase shift from the input signal, it can be shown that the Fourier
content of the output is given by:

Xout(kωDDS) = Xp(kωDDS)
2N−1

∑
n=0

ejkωDDSTd(n) (12)

where Xp is the Fourier transform of the pulse generated with no offset from the input signal,
i.e., the pulse generated when the digital accumulator value is equal to zero, Td is the delay
of the generated pulse and ωDDS is the angular frequency of the DDS. Ideally the phase
interpolator has a linear transfer function such that:

Td(n) = (Tin +
P

2N Tin)n = n
TDDS

2N (13)

So the Fourier content of the DDS output signal can be written as:

Xout(kωDDS) = Xp(kωDDS)
2N−1

∑
n=0

ej 2πnk
2N (14)

Xout(kωDDS) =

{
2N Xp(kωDDS) f or k = 2N

0 f or k �= 2N (15)

meaning that the output signal will have a frequency which is 2N times the periodic frequency
of the DDS, FDDS:

Fout = 2N FDDS =
2N

(2N + P)Tin
=

2N

(2N + P)
Fin (16)

Fig. 20. Position of spurs with respect to the desired output frequency in a practical DDS

In practice the transfer function of the phase interpolator is non-linear such that energy exists
in Xout even for k �= 2N. This means that the output spectrum will include spurious tones at
k �= 2N separated from each other by Equation 17 as shown in Fig. 20.

ΔFspur =
Fin

2N + P
(17)

196 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation Frequency Synthesizer Architectures for UWB MB-OFDM Alliance Application 17

4.3 Cascaded DDS
When a high resolution DDS is required, it is often possible to obtain the same function by
employing two cascaded low resolution DDS. A cascaded DDS topology, has the advantage
of facilitating the design at high frequency operation due to the need of low resolution circuit
blocks whilst the compensation of the phase interpolator non-ideality is more feasible. In this
case, the positioning of the spurious tones at the output of the cascaded DDS cannot be easily
derived as in the previous case. To simplify matters, two cascaded DDS can be represented
by the second DDS in the chain being fed by a jittery signal whose frequency and jitter are
defined by the first DDS in the cascaded chain. This is represented in Fig. 21(a).

Fig. 21. (a) Alternative representation of a cascaded DDS (b) Demonstration of the
positioning of the spurs of a DDS being fed by a jittery signal

If a DDS is injected by a jittery input signal yin represented by:

yin = Ai sin(ωi t + Aj sin ωjt) (18)

where ωi is the input frequency and ωj is the jitter frequency then the output will have
spurious tones separated from each other by the inverse of the least common multiple of
1/ fj and the periodicity of the DDS, i.e., (2N + P)Ti. A high level model of a DDS being fed
by a jittery signal was implemented in MATLAB to verify this result. Consider an example
with Ti = 1 s, ωj

2π = 0.25 Hz, N = 2, P = 1 and Aj = 0.2 rad. The least common multiple of
4 s and (22 + 1) is 20 s such that the expected spurious tones are separated by 0.05 Hz. The
simulation results confirm this as shown in Fig. 21(b). Now applying the above theory to the
cascaded DDS topology presented in Fig. 21(a) one can derive an expression describing the
positioning of the spurious tones in a cascaded DDS. In this case Ti = (2N1 + P1)Tin/2N1 ,
ωj = ωin/(2N1 + P1), N = N2 and P = P2, such that the output will have spurious tones
separated from each other by the inverse of the least common multiple of (2N1 + P1)Tin and
the periodicity of the second stage (2N2 + P2)(2N1 + P1)Tin/2N1 . Since the latter is the least
common integer multiple of both terms then, for a cascaded DDS topology the spurious tones
at the output are located at:

Fspur =
kFin2N1

(2N1 + P1)(2N2 + P2)
+ Fc (19)

where Fc is the expected cascaded DDS output frequency and k is an integer number.
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4.4 DDS-based frequency synthesizer
4.4.1 Architecture
The proposed architecture for the DDS-based frequency synthesizer is presented in Fig. 22.
As a proof of concept, the generation of the carrier signals in the sixth band group (BG 6)
of the UWB MBOA spectrum is considered. Since the frequency of the UWB MBOA signals
is a multiple of half the bandwidth (264 MHz) it is possible to generate the signals from a
reference1 based on such frequency. For instance, the output signals in BG 6 are related to the
crystal frequency by:
44 MHz x 6 x 29 = 264 MHz x 29 = 7.656 GHz
44 MHz x 6 x 31 = 264 MHz x 31 = 8.184 GHz
44 MHz x 6 x 33 = 264 MHz x 33 = 8.712 GHz
Let us consider the synthesis of the 7.656 GHz signal and see how the architecture in Fig. 22
can generate it:

44MHz × 6 × 29 × 31 × 33
8 × 128

× 1
4
× 25

25 + 1
× 24

24 + 15
× 8 = 7.656GHz (20)

Fig. 22. Architecture of the DDS-based frequency synthesizer: a particular configuration of
the architecture which generates the required signals in BG6 of the UWB MBOA spectrum is
shown

The concept is to generate a reference frequency which is a multiple of 29x31x33 by means
of a PLL and then the 31x33 factor is effectively divided using the DDS structure in order
to generate the 7.656 GHz frequency. The other BG 6 frequencies are generated in a similar
way and concurrently with this one, without having to switch the frequency of the PLL or
requiring multiple PLLs. Note that a 128 divisor in the PLL feedback ratio together with the
fixed frequency dividers are required to cancel the frequency multiplication effect of the DDS
transfer function (refer to Equation 20).
A cascaded DDS topology rather than a single one is chosen, because as explained in
Section 4.3, the design of low resolution circuit blocks is easier considering the operation in the
gigahertz range and in addition the non ideality compensation is facilitated. Since in this feed
forward architecture, the three group signals are generated concurrently, it is possible to hop
from one frequency to another via multiplexing in an extremely short time (Alioto & Palumbo,

1 Implementation of high frequency Fractional-N PLLs is possible in submicron technologies such as
90nm and 65nm CMOS as demonstrated in (Ravi et al., 2004).
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2005). In addition, this architecture does not violate the phase coherency property, which is a
requirement of UWB MBOA frequency synthesizer (Batra et al., 2004a)2. The use of injection
locked frequency doublers (ILFD) permits the reduction of the DDS input frequency at the
cost of increasing the phase noise and spurious level gain in the synthesis path. This implies
that a careful design of the stages preceding the ILFD is fundamental, in order to limit their
phase noise and spurious level. A possible implementation of the ILFD is via injection-locked
ring oscillators which do not make use of integrated inductors thus limiting the utilised silicon
area (Badets et al., 2008).
Note that the signals in the other band groups can be generated by reconfiguring the
resolution of the DDS blocks and changing their P input, selecting between divide by-2 and
divide-by-4 frequency dividers in each path whilst changing the multiplication ratio of the
PLL accordingly. Note that the frequency hopping time from one band group to another is
not very demanding as in the case of the in-group frequency hoping (it is in the order of
milliseconds) making such an implementation a practical solution.

4.4.2 Spurious tones
The main sources of spurious tones in this architecture are the fractional-N reference PLL and
the DDS stages. It is imperative to reduce the spurs from the fractional-N PLL because they
will be increased and synthesized by passing through the chains of non-linear sub-blocks in
the system such as the cascaded DDS. Since this issue is already well discussed in literature
(Ravi et al. (2004), Kozak & Kale (2003)), this work focuses on the mechanisms in the DDS
stages leading to spurious tone generation and ways how to reduce them. The major spur
contributor in a DDS stage is the PI (Seong, 2006). A typically used PI, based on the Gilbert’s
multiplier cell is shown in Fig. 23.

Fig. 23. PI based on a Gilbert’s cell multiplier topology. Two such PI can be combined
together to cover the four phase quadrants (0◦ < Θ < 360◦)

It consists of two complementary variable current bias circuits, implemented as DACs I1
and I2 which are controlled by a thermometer coded control word β, two differential pairs
driven by quadrature input signals, and two loads for each output node. Assuming perfectly

2 When the output in an UWB MBOA FS is hopping between the three possible frequencies in a particular
band group, it should always continue from the phase as if that frequency signal was never stopped.
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locked frequency doublers (ILFD) permits the reduction of the DDS input frequency at the
cost of increasing the phase noise and spurious level gain in the synthesis path. This implies
that a careful design of the stages preceding the ILFD is fundamental, in order to limit their
phase noise and spurious level. A possible implementation of the ILFD is via injection-locked
ring oscillators which do not make use of integrated inductors thus limiting the utilised silicon
area (Badets et al., 2008).
Note that the signals in the other band groups can be generated by reconfiguring the
resolution of the DDS blocks and changing their P input, selecting between divide by-2 and
divide-by-4 frequency dividers in each path whilst changing the multiplication ratio of the
PLL accordingly. Note that the frequency hopping time from one band group to another is
not very demanding as in the case of the in-group frequency hoping (it is in the order of
milliseconds) making such an implementation a practical solution.
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The main sources of spurious tones in this architecture are the fractional-N reference PLL and
the DDS stages. It is imperative to reduce the spurs from the fractional-N PLL because they
will be increased and synthesized by passing through the chains of non-linear sub-blocks in
the system such as the cascaded DDS. Since this issue is already well discussed in literature
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and I2 which are controlled by a thermometer coded control word β, two differential pairs
driven by quadrature input signals, and two loads for each output node. Assuming perfectly
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matched differential pairs it can be shown that the signal at the output node VB lags the VI+
input by:

Θ = − arctan(
I2
I1
)

1
η (21)

where I = I1 + I2 is twice the constant current flowing through the load RL and η = 1 for large
signal operation and 1 ≤ η ≤ 2 for small signal operation. As shown in Section 4.2, for the
DDS output to be free of spurious tones it is important that the phase transfer function of the
phase interpolator is linear. The transfer function of the phase interpolator can be linearised
by introducing systematic non-linearity in the current steering DACs. Considering DAC I2,
the amount of non linearity required to linearise the phase transfer function is given by:

Im

I2
= (

Aη

1 + Aη × 2N−2

β
− 1)× 100% where A = tan(

βπ

2N−1 ) (22)

where N is the DDS resolution, β is the DAC control word and Im/I2 is the percentage change
required in I2 for a particular β value. Note that for β = 0, 2N−3 and 2N−2, no compensation
is required. A similar process is applied to DAC I1, in this case a change opposite in sign to
that applied to I2. In practice since the non-linearity in the DACs is usually implemented via
the sizing of the transistors (Seong, 2006), it is not possible to exactly linearise the transfer
function as implied by Equation 22. In fact as a good layout practice, which is important
to limit the spurious tone energy due to DAC transistor mismatches, the transistors need
to be based on unit size transistor cells. Due to this discretisation in the transistor sizing,
the non-linear compensation as defined by Equation 22 cannot be exactly applied. Note also
that a quadrature error in the input signals or a mismatch in input transistors increases the
non-linearity in the phase transfer function which degrades the spurious level and makes
compensation more difficult too. In this architecture since the quadrature signals are derived
from the divide-by-2 or divide-by-4 frequency dividers, the signal quadrature error can be
kept quite low.

4.4.3 System level simulation
A system level model of the frequency synthesizer architecture was implemented using
MATLAB, to estimate its integrated spurious level, Rspur, over a particular band (528 MHz).
A block diagram representation is shown in Fig. 24. This model assumes that the reference
frequency generated by the fractional-N PLL is free of spurious tones and that the architecture
consists of two cascaded DDS stages and a spurious tone gain stage of around 18 dB which
models the spurious level degradation due to the frequency multiplication effect of the ILFD.
The PI is modelled by the equations shown in Fig. 24. Since the PI of Fig. 23 can deliver phase
shifts in only one quadrant [0◦, 90◦], the other quadrants are generated by having multiple PIs.
This is modelled by parameter λ, assuming that the PIs are identical. Both the non-linearity
of the phase transfer function and the variation of the current states (I1 or I2) in the biasing
DACs due to transistor mismatches are considered. Note that each current state variation is
modelled by a standard normal distribution, X, with a mean zero and a standard deviation σ,
whose value is dependent on the current state3. Note that the pulse generator provides a pulse
of fixed duration on every rising edge of the PI signal. Using this model an estimate for spur
magnitude Rspur for the signals in BG 6 was obtained for both an uncompensated PI (UPI)

3 The standard deviation of the current states σ =
√

β × σLSB, where σLSB is the standard deviation of
the least significant bit value.
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Fig. 24. System level model of the cascaded DDS topology implemented using MATLAB to
estimate the spurious tone energy at the output of the proposed frequency synthesizer,
where R is the value of N-bit register and λ is the quadrant number

and a compensated PI (CPI). The simulation results are given in Table 1. Note that, in this
case, no variation in the possible DAC current values was assumed (σ = 0). These estimations
show that by adequate non-linearity compensation the proposed architecture can generate
outputs which meet the spurious level specifications of UWB MBOA. Table 1 presents also the
separation of the spurious tones and the number of them captured in a given band confirming
the prediction given by Equation 19.

Fout Fin Rspur Rspur Spur No. of
(GHz) (GHz) (dBc) (dBc) Separation in-band

UPI CPI MHz spurs
7.656 1.91225 -25 -47 60 8
8.184 1.91225 -19 -44 64 8
8.712 3.82450 -42 -62 68 6

Table 1. Integrated Rspur over a 528 MHz band for BG 6 signals

The compensation values for the two cascaded DDS were estimated using Equation 22 with
η = 1.35. These values were slightly rounded off to permit physical implementation via
transistor sizing as follows:
4-bit DDS: β=1: ILBS(1-0.065) β=3: ILBS(3+0.065)
5-bit DDS: β=1: ILBS(1-0.16) β=2: ILBS(2-0.16)

β=3: ILBS(3-0.08) β=5: ILBS(5+0.08)
β=6: ILBS(6+0.16) β=7: ILBS(7+0.16)

Fig. 25 shows a plot of the frequency content at the input of the three ILFD for both the
uncompensated (red plot) and the compensated case (black plot) of the 8.712 GHz signal
generation path. This plot shows substantial reduction of the magnitude of the spurious tones
in both the 528 MHz band of interest (blue plot) and the adjacent bands.
Another simulation was done this time considering a mismatch in the current states of the
DACs in a CPI. Table 2 presents the results of this Montecarlo simulation for the three signals

201Frequency Synthesizer Architectures for UWB MB-OFDM Alliance Application



20 Ultra Wideband Communications: Novel Trends

matched differential pairs it can be shown that the signal at the output node VB lags the VI+
input by:

Θ = − arctan(
I2
I1
)

1
η (21)

where I = I1 + I2 is twice the constant current flowing through the load RL and η = 1 for large
signal operation and 1 ≤ η ≤ 2 for small signal operation. As shown in Section 4.2, for the
DDS output to be free of spurious tones it is important that the phase transfer function of the
phase interpolator is linear. The transfer function of the phase interpolator can be linearised
by introducing systematic non-linearity in the current steering DACs. Considering DAC I2,
the amount of non linearity required to linearise the phase transfer function is given by:

Im

I2
= (

Aη

1 + Aη × 2N−2

β
− 1)× 100% where A = tan(

βπ

2N−1 ) (22)

where N is the DDS resolution, β is the DAC control word and Im/I2 is the percentage change
required in I2 for a particular β value. Note that for β = 0, 2N−3 and 2N−2, no compensation
is required. A similar process is applied to DAC I1, in this case a change opposite in sign to
that applied to I2. In practice since the non-linearity in the DACs is usually implemented via
the sizing of the transistors (Seong, 2006), it is not possible to exactly linearise the transfer
function as implied by Equation 22. In fact as a good layout practice, which is important
to limit the spurious tone energy due to DAC transistor mismatches, the transistors need
to be based on unit size transistor cells. Due to this discretisation in the transistor sizing,
the non-linear compensation as defined by Equation 22 cannot be exactly applied. Note also
that a quadrature error in the input signals or a mismatch in input transistors increases the
non-linearity in the phase transfer function which degrades the spurious level and makes
compensation more difficult too. In this architecture since the quadrature signals are derived
from the divide-by-2 or divide-by-4 frequency dividers, the signal quadrature error can be
kept quite low.

4.4.3 System level simulation
A system level model of the frequency synthesizer architecture was implemented using
MATLAB, to estimate its integrated spurious level, Rspur, over a particular band (528 MHz).
A block diagram representation is shown in Fig. 24. This model assumes that the reference
frequency generated by the fractional-N PLL is free of spurious tones and that the architecture
consists of two cascaded DDS stages and a spurious tone gain stage of around 18 dB which
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of the phase transfer function and the variation of the current states (I1 or I2) in the biasing
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Fig. 25 shows a plot of the frequency content at the input of the three ILFD for both the
uncompensated (red plot) and the compensated case (black plot) of the 8.712 GHz signal
generation path. This plot shows substantial reduction of the magnitude of the spurious tones
in both the 528 MHz band of interest (blue plot) and the adjacent bands.
Another simulation was done this time considering a mismatch in the current states of the
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Fig. 25. Frequency spectrum of the output of the cascaded DDS for the 8.712 GHz signal
generation path: (a) UPI in red (b) CPI in black (c) Band of interest in blue

in BG 6 over a sample of 300 DDS with σLSB = 1% in the current steering DACs. This is
the maximum permissible DAC variation such that μRspur + 2σRspur < -32 dBc for the three
signal generation paths, where μRspur is the mean and σRspuris the standard deviation of Rspur.
Note that in the three cases μRspur is higher than that given in Table 1 due to mismatch in
the current states of the DACs. Mismatch compensation of the DACs can be performed to
achieve mismatch levels as low as 1% as proposed in (Gagnon & MacEachern, 2008). Dynamic
element matching techniques can also be applied in the DAC design to reduce the effects of
mismatch (Henrik, 1998). Fig. 26 presents the results of the simulation for Fout = 7.656 GHz
and σLSB = 1%.

Fout μRspur σRspur Maximum Minimum μRspur+2σRspur
(GHz) (dBc) (dBc) Rspur Rspur (dBc)

(dBc) (dBc)
7.656 -42.58 5.58 -32.03 -59.35 -32.04
8.184 -37.81 1.73 -32.16 -43.24 -34.36
8.712 -57.28 3.31 -47.52 -62.79 -50.68

Table 2. Statistical simulation data of the variation of Rspur for a DAC variation of 1% over a
sample of 300 cascaded DDS-based frequency synthesizers

These simulations indicate the importance of both linearising the phase transfer function of
the PI and reducing the variations of the DACs due to mismatches by good layout techniques
and adequate compensation (Gagnon & MacEachern, 2008). Note also that if it would be
possible to design a DDS which can be driven at higher frequencies than those proposed here,
the number of ILFD can be limited thus resulting in further reduction of the spurious level
at the output. In addition a higher Fin implies also a larger separation between the spurs as
predicted by Equation 19, such that less spurs are captured in a given band although these
may still act as interferes to devices using the UWB MBOA on an adjacent band.

4.5 Design and simulation of circuit blocks
The critical blocks of this DDS, namely the digital accumulator, phase interpolator and the
pulse generator were designed in a 1.2 V 65-nm CMOS process. For the generation of BG 6
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Fig. 26. Plot of the probability density of Rspur for an output of 7.656 GHz from a DDS-based
FS with compensated phase interpolator having current steering DACs with σLSB = 1%

signals, as shown in Fig. 22 the DDS stage being driven by the divide-by-2 frequency divider
is operating at the highest input frequency (around 4 GHz). Therefore the functionality of the
designed DDS building blocks as well as their impact on the FS performance was verified via
simulation at this frequency of operation.

4.5.1 Digital accumulator
The pipelined digital integrator considered in this study is shown in Fig. 27(a). The digital
integrator has the special feature to stop the integration process for one cycle after the
occurrence of an overflow. Due to the pipelining nature, this feature could not be implemented
by simply setting the P control word to zero, as shown in Fig. 19.

Fig. 27. (a) Block diagram of the 4-bit pipelined digital integrator (b) 1 bit integrator (DI) (c)
Pipeline DFF (PDFF) (d) Overflow DFF (ODFF)

In fact this could be only done by retaining the same state of the D-flip flops (DFFs) for one
cycle. This requires the implementation of a special type of DFF shown in Fig. 27(c) which
includes a 2-to-1 multiplexer (MUX) at its input being controlled by the integrator overflow
signal: on the arrival of a clock transition this DFF can either store the value of Din or hold
the previously stored value. In order to enable the integration after one idle cycle, a slightly
different DFF implementation is required for the overflow signal and is shown in Fig. 27(d): in
this case on the arrival of a clock transition, the DFF can either store the value of Din or store
the compliment of the previously stored value. Note that the overflow signal drives the DFFs
via a buffer. The DFFs were implemented using true-single phase clocking logic which allows
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Fig. 25. Frequency spectrum of the output of the cascaded DDS for the 8.712 GHz signal
generation path: (a) UPI in red (b) CPI in black (c) Band of interest in blue
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sample of 300 cascaded DDS-based frequency synthesizers

These simulations indicate the importance of both linearising the phase transfer function of
the PI and reducing the variations of the DACs due to mismatches by good layout techniques
and adequate compensation (Gagnon & MacEachern, 2008). Note also that if it would be
possible to design a DDS which can be driven at higher frequencies than those proposed here,
the number of ILFD can be limited thus resulting in further reduction of the spurious level
at the output. In addition a higher Fin implies also a larger separation between the spurs as
predicted by Equation 19, such that less spurs are captured in a given band although these
may still act as interferes to devices using the UWB MBOA on an adjacent band.

4.5 Design and simulation of circuit blocks
The critical blocks of this DDS, namely the digital accumulator, phase interpolator and the
pulse generator were designed in a 1.2 V 65-nm CMOS process. For the generation of BG 6
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signals, as shown in Fig. 22 the DDS stage being driven by the divide-by-2 frequency divider
is operating at the highest input frequency (around 4 GHz). Therefore the functionality of the
designed DDS building blocks as well as their impact on the FS performance was verified via
simulation at this frequency of operation.

4.5.1 Digital accumulator
The pipelined digital integrator considered in this study is shown in Fig. 27(a). The digital
integrator has the special feature to stop the integration process for one cycle after the
occurrence of an overflow. Due to the pipelining nature, this feature could not be implemented
by simply setting the P control word to zero, as shown in Fig. 19.

Fig. 27. (a) Block diagram of the 4-bit pipelined digital integrator (b) 1 bit integrator (DI) (c)
Pipeline DFF (PDFF) (d) Overflow DFF (ODFF)

In fact this could be only done by retaining the same state of the D-flip flops (DFFs) for one
cycle. This requires the implementation of a special type of DFF shown in Fig. 27(c) which
includes a 2-to-1 multiplexer (MUX) at its input being controlled by the integrator overflow
signal: on the arrival of a clock transition this DFF can either store the value of Din or hold
the previously stored value. In order to enable the integration after one idle cycle, a slightly
different DFF implementation is required for the overflow signal and is shown in Fig. 27(d): in
this case on the arrival of a clock transition, the DFF can either store the value of Din or store
the compliment of the previously stored value. Note that the overflow signal drives the DFFs
via a buffer. The DFFs were implemented using true-single phase clocking logic which allows

203Frequency Synthesizer Architectures for UWB MB-OFDM Alliance Application



24 Ultra Wideband Communications: Novel Trends

high operating frequencies with lower power consumption than other techniques (Yuan &
Svensson, 1989). Fig. 28 shows a transient plot of the output (S3−0) and overflow (OF) signals
of the digital integrator with P = 15, being fed by a 4 GHz input frequency. The current
demand at typical process parameter corners, a temperature of 27 ◦C and a 1.2 V supply
voltage is 1.43 mA. The digital integrator can be operated at a maximum frequency of 4.5 GHz
under a slow corner condition at 105 ◦C with a supply voltage of 1.08 V.

Fig. 28. Transient plot of the 4-bit digital integrator for P=15 at an input frequency of 4 GHz

4.5.2 DDS controller
Fig. 29 shows the block diagram of a practical 4-bit DDS implementation. Since the differential
Gilbert cell based phase shifter is able to provide a phase shift in the range [0◦, 90◦] and [180◦,
270◦] two such phase shifters are used in conjunction with a 4-to-1 current mode logic (CML)
multiplexer (Alioto & Palumbo, 2005) in order cover the four phase quadrants.

Fig. 29. Block diagram of a practical 4-bit DDS

The DDS controller has thus a two-fold task: according to the input word generated by the
digital accumulator S, the DDS controller must issue a control word Q, to select the required
phase quadrant via the 4-to-1 multiplexer and another two complementary control words β
and β̄ to generate the required phase shift via the Gilbert cell based phase shifters. Note that
since the implemented phase shifter is based on thermometer coded DACs (see Section 4.5.3),
the DDS controller includes an encoder to translate the control words in the required format.
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4.5.3 Phase interpolator
As explained above, the phase interpolator was implemented using two phase shifters shown
in Fig. 23 together with a 4-to-1 CML multiplexer (Alioto & Palumbo, 2005) to cover the four
phase quadrants (Fig. 29). In order to minimise the level spurious tones, the critical section of
the phase interpolator is the non-linear compensation of the current steering DACs I1 and I2.

Fig. 30. Differential thermometer decoded DAC with non-linear compensated transistors

The current steering in the PI cell is achieved via 5-state differential thermometer coded DACs,
shown in Fig. 30. This DAC design permits the operation at high frequencies since the current
sources are never switched off and in addition two complementary DACs are implemented
in a single one, thus reducing silicon area. Due to the thermometer nature, the required
non-linearity in the DACs is easily introduced by non-uniform sizing of the transistors (M1−4).
Table 3 shows how non-uniform sizing of the M1−4 can be applied. It can be easily seen that
this is the compensation discussed in Section 4.4.2 for a four bit DDS.

M1 M2 M3 M4
Uncompensated W/L X X X X

Compensated W/L X - ΔX X + ΔX X + ΔX X - ΔX

Table 3. Non-uniform sizing of transistors in current steering DACs

Using Equation 22 the compensation required for a four bit DDS was estimated to be Δ = 0.065.
It is important to note that the aspect ratio of all transistors must be composed of an integer
number of common unit cells to permit interdigitation in the layout. This is essential to limit
mismatch between the transistors and thus limiting mismatch in the DACs which also incur
degradation in the spurious tones at the output of the DDS. This implies that Δ = n1

n2
must be

a rational fractional with n1 and n2 being either both odd integers or both even integers. In
this case the closest integers to 0.065 are n1 = 1 and n2 = 15 such that Δ = 0.067. Taking the
uncompensated transistor gate channel width to be 30 μm, the sizes of the DAC transistors
shown in Fig. 30 were determined, with 4 μm being the gate width of the common unit cell.
Table 4 shows the difference between the theoretical (given by Equation 21) and the practical
compensated phase shift response of the PI cell of Fig. 30 for the 5 current state positions. At
an input frequency of 4 GHz a constant 25◦ phase shift is noted due to the finite bandwidth
of the PI cell. This does not affect the functionality of the DDS since it is almost uniform
at each current state position. As regards the power consumption, post layout simulations
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high operating frequencies with lower power consumption than other techniques (Yuan &
Svensson, 1989). Fig. 28 shows a transient plot of the output (S3−0) and overflow (OF) signals
of the digital integrator with P = 15, being fed by a 4 GHz input frequency. The current
demand at typical process parameter corners, a temperature of 27 ◦C and a 1.2 V supply
voltage is 1.43 mA. The digital integrator can be operated at a maximum frequency of 4.5 GHz
under a slow corner condition at 105 ◦C with a supply voltage of 1.08 V.

Fig. 28. Transient plot of the 4-bit digital integrator for P=15 at an input frequency of 4 GHz

4.5.2 DDS controller
Fig. 29 shows the block diagram of a practical 4-bit DDS implementation. Since the differential
Gilbert cell based phase shifter is able to provide a phase shift in the range [0◦, 90◦] and [180◦,
270◦] two such phase shifters are used in conjunction with a 4-to-1 current mode logic (CML)
multiplexer (Alioto & Palumbo, 2005) in order cover the four phase quadrants.

Fig. 29. Block diagram of a practical 4-bit DDS

The DDS controller has thus a two-fold task: according to the input word generated by the
digital accumulator S, the DDS controller must issue a control word Q, to select the required
phase quadrant via the 4-to-1 multiplexer and another two complementary control words β
and β̄ to generate the required phase shift via the Gilbert cell based phase shifters. Note that
since the implemented phase shifter is based on thermometer coded DACs (see Section 4.5.3),
the DDS controller includes an encoder to translate the control words in the required format.
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sources are never switched off and in addition two complementary DACs are implemented
in a single one, thus reducing silicon area. Due to the thermometer nature, the required
non-linearity in the DACs is easily introduced by non-uniform sizing of the transistors (M1−4).
Table 3 shows how non-uniform sizing of the M1−4 can be applied. It can be easily seen that
this is the compensation discussed in Section 4.4.2 for a four bit DDS.
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Uncompensated W/L X X X X

Compensated W/L X - ΔX X + ΔX X + ΔX X - ΔX

Table 3. Non-uniform sizing of transistors in current steering DACs

Using Equation 22 the compensation required for a four bit DDS was estimated to be Δ = 0.065.
It is important to note that the aspect ratio of all transistors must be composed of an integer
number of common unit cells to permit interdigitation in the layout. This is essential to limit
mismatch between the transistors and thus limiting mismatch in the DACs which also incur
degradation in the spurious tones at the output of the DDS. This implies that Δ = n1

n2
must be

a rational fractional with n1 and n2 being either both odd integers or both even integers. In
this case the closest integers to 0.065 are n1 = 1 and n2 = 15 such that Δ = 0.067. Taking the
uncompensated transistor gate channel width to be 30 μm, the sizes of the DAC transistors
shown in Fig. 30 were determined, with 4 μm being the gate width of the common unit cell.
Table 4 shows the difference between the theoretical (given by Equation 21) and the practical
compensated phase shift response of the PI cell of Fig. 30 for the 5 current state positions. At
an input frequency of 4 GHz a constant 25◦ phase shift is noted due to the finite bandwidth
of the PI cell. This does not affect the functionality of the DDS since it is almost uniform
at each current state position. As regards the power consumption, post layout simulations
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β3β2β1β0 I1(mA) I2(mA) Theoretical Actual Phase Actual Phase
Phase(◦) 1 GHz(◦) 4 GHz(◦)

1111 1.69e-5 2.71 -89.99 -89.95 -114.95
0111 0.641 2.14 -67.76 -67.23 -92.23
0011 1.41 1.41 -45.00 -44.87 -69.87
0001 2.14 0.641 -22.24 -21.39 -46.39
0000 2.72 8.20e-5 -0.03 -4.46e-2 -25.05

Table 4. Theoretical and practical compensated phase shift response of the PI cell

indicate that the PI cell demands 2.78 mA whilst the 4-to-1 MUX demands 2.86 mA at 27◦C.
Fig. 31 shows a plot of the relative spur content of the compensated phase interpolator output
for both the transistor level simulations and the MATLAB high level model simulations for
different values of P in which an input frequency of 4 GHz was considered.

Fig. 31. Relative spur levels at the output of phase interpolator

As can be noted from Fig. 31, the simulation results match the predicted results. In addition
one can note that the relative spur levels at the output of the PI are high for the given
application. In fact this is caused due to the number of discontinuities in the output waveform
which "hide" the phase shift information. The important information in the output signal
of the phase interpolator is the phase shift from the input signal. This can be extracted via
a technique in which a square wave pulse signal is generated (see Fig. 32(a)). The rising
edges of this square wave signal are used to trigger pulses of fixed duration via a one-shot
multivibrator discussed in Section 4.5.4. For clarity, Fig. 32(b) shows the principle of this
technique for a 2-bit DDS. Note that the discontinuities in the output of the PI are highlighted.
Fig. 33 shows a comparison between the frequency spectrum of the output of the phase
interpolator and the output of the pulse generator of a 4-bit DDS with P = 15 obtained via
MATLAB simulations. It shows the effectiveness of the algorithm to eliminate spurs due
to discontinuities in the output of the phase interpolator. Note that the PI is compensated
accordingly to have a linear transfer function.
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Fig. 32. (a) Block diagram of the technique to extract phase information (b) Concept of the
technique for a 2-bit DDS with P=3

Fig. 33. Comparison between the frequency spectrum of PI and the Pulse Generator

4.5.4 Pulse generator
Fig. 34(a) shows the circuit diagram of the pulse generator used to generate a pulse signal of
constant pulse-width at every rising edge of the signal generated by the wave shaping circuit.
It is based on the one-shot multivibrator circuit proposed in (Lockwoodm, 1976) with the
difference that it is based on CMOS inverters rather than NMOS inverters to limit the power
consumption and includes buffering at both the input and the output stages. To permit
reliable operation of the one-shot multivibrator at high frequencies, the implementation does
not include any regenerative feedback mechanisms. This was possible since the pulse width
required can be made to be smaller than the pulse width of the incoming signal.
Fig. 34(b) presents the transient response of the pulse generator for an applied pulse signal of
around 2 GHz generating a pulse of 70 ps whilst demanding an average current of 273 μA.
When the input signal Vin increases, node voltage Va follows it, since it is a buffered version of
Vin. As a consequence since the voltage on capacitor C cannot change instantaneously, node
voltage Vb increases too making the output go high. The capacitor starts charging up via
transistors M4 and M3, where the latter acts as a current source. Since Va is fixed at around
1.2 V, Vb starts going down to permit the capacitor to charge up. When Vb goes below the

207Frequency Synthesizer Architectures for UWB MB-OFDM Alliance Application



26 Ultra Wideband Communications: Novel Trends

β3β2β1β0 I1(mA) I2(mA) Theoretical Actual Phase Actual Phase
Phase(◦) 1 GHz(◦) 4 GHz(◦)

1111 1.69e-5 2.71 -89.99 -89.95 -114.95
0111 0.641 2.14 -67.76 -67.23 -92.23
0011 1.41 1.41 -45.00 -44.87 -69.87
0001 2.14 0.641 -22.24 -21.39 -46.39
0000 2.72 8.20e-5 -0.03 -4.46e-2 -25.05

Table 4. Theoretical and practical compensated phase shift response of the PI cell

indicate that the PI cell demands 2.78 mA whilst the 4-to-1 MUX demands 2.86 mA at 27◦C.
Fig. 31 shows a plot of the relative spur content of the compensated phase interpolator output
for both the transistor level simulations and the MATLAB high level model simulations for
different values of P in which an input frequency of 4 GHz was considered.

Fig. 31. Relative spur levels at the output of phase interpolator

As can be noted from Fig. 31, the simulation results match the predicted results. In addition
one can note that the relative spur levels at the output of the PI are high for the given
application. In fact this is caused due to the number of discontinuities in the output waveform
which "hide" the phase shift information. The important information in the output signal
of the phase interpolator is the phase shift from the input signal. This can be extracted via
a technique in which a square wave pulse signal is generated (see Fig. 32(a)). The rising
edges of this square wave signal are used to trigger pulses of fixed duration via a one-shot
multivibrator discussed in Section 4.5.4. For clarity, Fig. 32(b) shows the principle of this
technique for a 2-bit DDS. Note that the discontinuities in the output of the PI are highlighted.
Fig. 33 shows a comparison between the frequency spectrum of the output of the phase
interpolator and the output of the pulse generator of a 4-bit DDS with P = 15 obtained via
MATLAB simulations. It shows the effectiveness of the algorithm to eliminate spurs due
to discontinuities in the output of the phase interpolator. Note that the PI is compensated
accordingly to have a linear transfer function.
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Fig. 33. Comparison between the frequency spectrum of PI and the Pulse Generator

4.5.4 Pulse generator
Fig. 34(a) shows the circuit diagram of the pulse generator used to generate a pulse signal of
constant pulse-width at every rising edge of the signal generated by the wave shaping circuit.
It is based on the one-shot multivibrator circuit proposed in (Lockwoodm, 1976) with the
difference that it is based on CMOS inverters rather than NMOS inverters to limit the power
consumption and includes buffering at both the input and the output stages. To permit
reliable operation of the one-shot multivibrator at high frequencies, the implementation does
not include any regenerative feedback mechanisms. This was possible since the pulse width
required can be made to be smaller than the pulse width of the incoming signal.
Fig. 34(b) presents the transient response of the pulse generator for an applied pulse signal of
around 2 GHz generating a pulse of 70 ps whilst demanding an average current of 273 μA.
When the input signal Vin increases, node voltage Va follows it, since it is a buffered version of
Vin. As a consequence since the voltage on capacitor C cannot change instantaneously, node
voltage Vb increases too making the output go high. The capacitor starts charging up via
transistors M4 and M3, where the latter acts as a current source. Since Va is fixed at around
1.2 V, Vb starts going down to permit the capacitor to charge up. When Vb goes below the
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Fig. 34. (a) Feed forward CMOS one-shot multivibrator (b) Transient response of the pulse
generator for an input frequency of 2 GHz

threshold of the output buffer the output goes low again. The pulse duration thus depends
on the size of the capacitor and the current mirrored in M3.

4.5.5 Performance summary
The sections above presented the design and simulation of the main circuit blocks used in a
DDS to be driven by an input frequency of around 4 GHz. Table 5 presents a summary of
the current demand of these circuit blocks. Note that the DDS used to generate the 8.712 GHz
signal in BG 6 was chosen to study the maximum current demand in the frequency synthesizer
architecture. The other DDS in the frequency synthesizer architecture presented in Fig. 22 can
be designed with a lower current demand whilst achieving the same transient performance
since they are driven at a lower input frequency.

Block Description Current Demand
4-bit digital accumulator 1.43 mA

Gilbert Cell Based Phase Shifters 2.78 mA (x2)
4x1 CML Multiplexer 2.86 mA

Pulse Generator 273 μA

Table 5. Summary of the current demand of the main DDS circuit blocks

Simulation results show that a 4-bit DDS designed around the presented digital integrator (at
P = 15) and the 4-quadrant PI, has an integrated output spurious level of approximately of
-60 dBc over a 528 MHz band. The frequency content of the PI output and the pulse generator
output of the DDS are shown in Fig. 35.
Since the ILFD degrades the spurious level by 18 dB, assuming the second cascaded DDS has
similar characteristics as the first DDS stage, an integrated spurious level of approximately
-42 dBc can be estimated at the output for the 8.712 GHz signal. The difference between
the practical simulations shown in Fig. 35 and the system level simulations comes from the
jitter limitations in the practical phase extraction technique, the one shot pulse generator
(Lockwoodm, 1976) and from second order effects such as the channel length modulation
of the DAC transistors which introduce additional and unaccounted-for non-linearities in the
phase interpolator transfer function. The estimated spur level is still within the specifications
of the UWB MBOA.
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Fig. 35. Frequency content of the PI output and the pulse generator output of the DDS

5. Conclusion

The first part of this chapter discussed and compared the current state of the art in frequency
synthesis for UWB MBOA applications; in particular frequency synthesizers based on single
side band frequency mixing were tackled. In the second part, the chapter presented a study
on novel frequency synthesis architectures proposed as low silicon area alternatives to state
of the art solutions: one is based on DLLs whilst the other is based on the phase-interpolation
DDS. In particular, an investigation of the spurious tones in such architectures was presented
and ways how to reduce them are discussed. These architectures can enable the reduction of
the required silicon area by limiting the number of required PLLs and the removal of analogue
mixers from the architectures.
Based on this study, conclusions can be drawn indicating the advantages and disadvantages
of each architecture. The main advantage of the DDS-based FS is that being a feed-forward
architecture, the design does not have to take care of stability issues in the three respective
signal generation paths, as in the case of the DLL based FS. This is an important issue
especially during reconfiguration of the system to generate signals of different frequencies
in the various bands. The DDS architecture can be seen as a more modular architecture
since the main synthesizing block is the same in the three respective signal generation paths.
The DLL-based FS requires an input reference which is much lower than that of the other
architecture, thus facilitating its generation. In addition, the DLL-based FS does not make use
of ILFD as in the DDS-based FS, which degrade both the phase noise and spurious tone level
at the output of the synthesizer. The number of utilised ILFD can be reduced if the DDS can
be operated at a high input frequency.
Although the DDS architecture generates more spurs in a given band than the DLL
architecture, they are small in magnitude especially those in the vicinity of the desired output
frequency. In the DLL architecture the spurs adjacent to the required output signal contain
the highest amount of energy and are therefore more prone to have a degrading effect on
the integrated spurious level in the chosen band of operation as well as adjacent bands. The
analyses have shown that spur compensation in the DLL via in-lock error and delay stage
mismatch minimisation are generally much more difficult than spur compensation in the DDS
architecture. This is particular true when the DLL is used to generate high frequency signals
such as those in BG 6 which require a loop in lock error of less than 2 ps and a mismatch
in the delay cell of less than 80 fs for an input frequency of 264 MHz. To eliminate the
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Fig. 34. (a) Feed forward CMOS one-shot multivibrator (b) Transient response of the pulse
generator for an input frequency of 2 GHz

threshold of the output buffer the output goes low again. The pulse duration thus depends
on the size of the capacitor and the current mirrored in M3.

4.5.5 Performance summary
The sections above presented the design and simulation of the main circuit blocks used in a
DDS to be driven by an input frequency of around 4 GHz. Table 5 presents a summary of
the current demand of these circuit blocks. Note that the DDS used to generate the 8.712 GHz
signal in BG 6 was chosen to study the maximum current demand in the frequency synthesizer
architecture. The other DDS in the frequency synthesizer architecture presented in Fig. 22 can
be designed with a lower current demand whilst achieving the same transient performance
since they are driven at a lower input frequency.

Block Description Current Demand
4-bit digital accumulator 1.43 mA

Gilbert Cell Based Phase Shifters 2.78 mA (x2)
4x1 CML Multiplexer 2.86 mA

Pulse Generator 273 μA

Table 5. Summary of the current demand of the main DDS circuit blocks

Simulation results show that a 4-bit DDS designed around the presented digital integrator (at
P = 15) and the 4-quadrant PI, has an integrated output spurious level of approximately of
-60 dBc over a 528 MHz band. The frequency content of the PI output and the pulse generator
output of the DDS are shown in Fig. 35.
Since the ILFD degrades the spurious level by 18 dB, assuming the second cascaded DDS has
similar characteristics as the first DDS stage, an integrated spurious level of approximately
-42 dBc can be estimated at the output for the 8.712 GHz signal. The difference between
the practical simulations shown in Fig. 35 and the system level simulations comes from the
jitter limitations in the practical phase extraction technique, the one shot pulse generator
(Lockwoodm, 1976) and from second order effects such as the channel length modulation
of the DAC transistors which introduce additional and unaccounted-for non-linearities in the
phase interpolator transfer function. The estimated spur level is still within the specifications
of the UWB MBOA.
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Fig. 35. Frequency content of the PI output and the pulse generator output of the DDS
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The first part of this chapter discussed and compared the current state of the art in frequency
synthesis for UWB MBOA applications; in particular frequency synthesizers based on single
side band frequency mixing were tackled. In the second part, the chapter presented a study
on novel frequency synthesis architectures proposed as low silicon area alternatives to state
of the art solutions: one is based on DLLs whilst the other is based on the phase-interpolation
DDS. In particular, an investigation of the spurious tones in such architectures was presented
and ways how to reduce them are discussed. These architectures can enable the reduction of
the required silicon area by limiting the number of required PLLs and the removal of analogue
mixers from the architectures.
Based on this study, conclusions can be drawn indicating the advantages and disadvantages
of each architecture. The main advantage of the DDS-based FS is that being a feed-forward
architecture, the design does not have to take care of stability issues in the three respective
signal generation paths, as in the case of the DLL based FS. This is an important issue
especially during reconfiguration of the system to generate signals of different frequencies
in the various bands. The DDS architecture can be seen as a more modular architecture
since the main synthesizing block is the same in the three respective signal generation paths.
The DLL-based FS requires an input reference which is much lower than that of the other
architecture, thus facilitating its generation. In addition, the DLL-based FS does not make use
of ILFD as in the DDS-based FS, which degrade both the phase noise and spurious tone level
at the output of the synthesizer. The number of utilised ILFD can be reduced if the DDS can
be operated at a high input frequency.
Although the DDS architecture generates more spurs in a given band than the DLL
architecture, they are small in magnitude especially those in the vicinity of the desired output
frequency. In the DLL architecture the spurs adjacent to the required output signal contain
the highest amount of energy and are therefore more prone to have a degrading effect on
the integrated spurious level in the chosen band of operation as well as adjacent bands. The
analyses have shown that spur compensation in the DLL via in-lock error and delay stage
mismatch minimisation are generally much more difficult than spur compensation in the DDS
architecture. This is particular true when the DLL is used to generate high frequency signals
such as those in BG 6 which require a loop in lock error of less than 2 ps and a mismatch
in the delay cell of less than 80 fs for an input frequency of 264 MHz. To eliminate the
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problems associated with delay mismatches one needs to use a recirculating type DLL at the
expense of a more complex feedback loop design. Spurious tones minimisation via non-linear
phase interpolator compensation and mismatch compensation in the DACs is facilitated in
the DDS architecture since low resolution cascaded DDS are used. In light of spurious tone
minimisation, the layout of the main synthesizing blocks can prove to be easier for the DDS
than for the DLL.
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problems associated with delay mismatches one needs to use a recirculating type DLL at the
expense of a more complex feedback loop design. Spurious tones minimisation via non-linear
phase interpolator compensation and mismatch compensation in the DACs is facilitated in
the DDS architecture since low resolution cascaded DDS are used. In light of spurious tone
minimisation, the layout of the main synthesizing blocks can prove to be easier for the DDS
than for the DLL.
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1. Introduction 

A number of the modern electronic systems applications require generation, processing, 
amplification, and emission of signals that have a continuous broadband spectrum or 
modulated signals with a relatively narrow spectrum whose frequency may change in broad 
ranges. The first group of applications may include UWB systems of short distance data 
transmission, radar systems with UWB signals of different kinds (pulse, multi-frequency, 
or quasi-noise), RFID-systems, and a number of others. The second group includes 
electronic warfare (EW) systems, EMC-testing systems, as well as universal measuring 
and testing equipment.  
Usually, signals with fractional bandwidth over 20% of band center or more than 500 MHz 
of absolute bandwidth are referred to UWB signals. As applied to the signal-processing 
devices, in particular, to amplifiers, the interpretation of the term UWB is somewhat 
different. Depending on the relative bandwidth the amplifiers are usually divided into the 
following kinds: narrowband (frequency coverage - relation of the upper working frequency 
to the lower working frequency (W) is less than 1.2:1); wideband (W from 1.2:1 to 2:1), and 
ultra-wideband ones (W greater than 2:1). In the present article we shall speak about 
technologies of microwave ultra-wideband power amplifiers.    
The main parameters determining the possibility of using an power amplifier in a definite 
electronic system are as follows: a working frequency bandwidth  (ΔF), the output power 
with the given criteria of distortion (Po), and the efficiency of transformation DC source 
power into the output  power (DE).  With the increase of the frequency coverage W the 
achieved DE is significantly lowered. Some typical dependence of DE on W, built for typical 
microwave transistor power amplifiers, is shown in Fig.1. 
The highest DE values (up to 70-80%) are realized due to different special circuits, named 
Harmonic Reaction Amplifiers (Colantonio et al., 2009). In these circuits a special 
combination of transistor source and load impedances and special  biasing allows to 
achieve the forms of drain current and voltage close to the switching form which results 
in minimal losses of DC source energy. However, the frequency coverage W, in which 
these combinations may be realized, is usually limited by 1.1:1 to 1.2:1 values.  Amplifiers 
with the frequency coverage up to 1.5:1 may be built by classical A/AB biasing schemes 
with multi-contour reactive input and output matching circuits. The forms of currents  
and voltages in such schemes are close to sinusoidal ones while the DE is limited by the 
values of 40-50%.  
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achieve the forms of drain current and voltage close to the switching form which results 
in minimal losses of DC source energy. However, the frequency coverage W, in which 
these combinations may be realized, is usually limited by 1.1:1 to 1.2:1 values.  Amplifiers 
with the frequency coverage up to 1.5:1 may be built by classical A/AB biasing schemes 
with multi-contour reactive input and output matching circuits. The forms of currents  
and voltages in such schemes are close to sinusoidal ones while the DE is limited by the 
values of 40-50%.  
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Fig. 1. Typical DC-RF efficiency for power amplifiers with a various bandwidth 

For amplifier with W greater than 1.5:1 a high quality input matching and cascading of active 
elements becomes problematic; here a balance circuit is widely used, in which two identical 
active elements are connected with the help of 3-dB quadrature directional couplers while the  
input reflections are fully absorbed by the ballast loads and a close to ideal  input and output 
matching is achieved (Sechi & Bujatti, 2009).  In practice the balance amplifiers are used for 
frequency coverage from 1.4:1 to 4:1 and have efficiency up to 25-45%. 
To realize the frequency coverage over 4:1, most often a scheme of a distributed amplifier 
(DA) is used, in which gates and drains of several transistors are united in artificial 
transmission lines with a characteristic impendence close to 50 Ohm (Wong, 1993). The 
lower working frequency of DA is limited only by DC-blocking circuits while the upper 
frequency is determined by the upper frequencies of the input and output artificial lines and 
depends on the transistor’s own capacitances. The DC-RF efficiency of DA is still lower 
because of the difference of loads referred to individual transistors and redundancy of the 
number of transistors used in the circuit. In practice W from 4:1 to over 1000:1 and efficiency 
of 15-25% are achieved. 
The qualitative ratios described above are applicable to amplifiers built on any types of 
transistors (HBT, MESFET, MOSFET, HEMT). However, we shall go on considering 
amplifiers on GaN HEMT transistors whose technology is rapidly developing and is taking 
the first place by the combination of W-Ро-DE among the modern semiconductor 
microwave frequency devices.     

2. GaN transistors and MMIC technology  

2.1 A short history  
The history of invention and development of the GaN microwave transistors and MMICs 
is rather short – a little less than 20 years from the moment of the first GaN-transistor 
demonstration to the beginning of industrial devices implementation in electronic 
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systems. Of this period the first 10 to 15 years were devoted to the search for the best 
transistor constructions and the ways for making them reliable and stable, while during 
the next five years numerous efforts were directed to the industrial adoption of the 
technology (Fig.2). 
  

 
Fig. 2. The steps of GaN technology development history 

This later stage was greatly promoted by a number of research programs financed by 
military, governmental and corporate bodies of the USA, Japan and Europe. Among the one 
should mention the Japanese program NEDO (Nanishi et al., 2006), the American DARPA 
programs, called WBGS-RF and NEXT (Rosker et al., 2010),  as well as the European 
programs KORRIGAN, UltraGan, Hyphen, Great2 (Quay & Mikulla, 2010).  
Early in the 2000s practically all the leading world electronic companies somewhat 
connected with the production of GaAs-components begin making their own investments in 
the GaN technology. These investments have given results and in the years 2006 and 2007 
one watches announcing and then real appearance in the market of the first commercial 
GaN-products: universal wideband transistors in the range of frequencies up to 2-4 ГГц 
with the output CW power from 5 to 50 Watt (and somewhat later from  120 to 180 Watt). 
The following companies have become the pioneers of the commercial market: Eudyna 
(now Sumitomo Electric Devices Innovation, SEDI), Nitronex, Сree, and RFHIC. A little later 
Toshiba, RF Microdevices (RFMD), TriQuint Semiconductor (TQ),  and a number of other 
companies have joined this first team. 
In 2009 TriQuint began producing ultra-wideband MMIC amplifiers with the band of 2 to 17 
GHz. By the end of 2010 GaN-based transistors and MMICs were already present in catalogs 
of more than 15 companies – producers of semiconductor components from the USA, 
Europe, Japan, South Korea, China and Russia.  

2.2 Advantages 
The interest of developers in GaN-transistors (or to be more precise in transistors on the 
basis of heterostructures AlGaN/GaN) was due to combination of a number of important 
material properties (Table 1).  
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transistor constructions and the ways for making them reliable and stable, while during 
the next five years numerous efforts were directed to the industrial adoption of the 
technology (Fig.2). 
  

 
Fig. 2. The steps of GaN technology development history 
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2.2 Advantages 
The interest of developers in GaN-transistors (or to be more precise in transistors on the 
basis of heterostructures AlGaN/GaN) was due to combination of a number of important 
material properties (Table 1).  
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Properties Si AlGaAs 
/InGaAs 

SiC AlGaN 
/GaN 

Bandgap (Eg), eV 1.1 1.4 3.2 3.4 
Electron mobility  (µn), cm2 V-1s-1 1350 8500 700 1200-2000 
Saturation field electron velocity (υsat), 
*107 cm/s 

1.0 2.0 2.0 2.5 

2D sheet electron density (ns), cm-2 -- 3 * 1012 -- (1-2) * 1013 
Critical breakdown field (Ec), MV/cm 0.3 0.4 2.0 3.3 
Thermal conductivity (K),  Wcm-1K-1 1.5 0.5 4.5 1.3 

Table 1. Basic properties of semiconductor materials for microwave power transistors 

The maximum band-gap is determines the possibility of a transistor’s work at high levels of 
activating influences (temperature and radiation). Very high  electron density in the area of 
two-dimentional electronic gas and a high saturation field electron velocity make possible 
high channel current density and high transistor’s gain. The maximum critical breakdown 
field allows realizing breakdown voltages of 100 to 300 V and increasing the working DC 
voltage up to 50-100 V, which together with a high current density provides for power 
density of industrial GaN transistors 4 to 8 W/mm (and up to 30 Watt/mm in laboratory 
samples), which is ten times greater than the output power density of GaAs transistors.  The 
quality relations given in Fig.3 (Okumura, 2006) illustrate well the connection of the material 
physical properties with the possible device output power density.    
 

 
Fig. 3. Relations between the material physical properties and transistor power density 
(Okumura, 2006) 

The main power microwave transistors and MMIC technology well developed in the mass 
production – the GaAs pseudomorphic HEMT technology (рНЕМТ) – is the main 
competitor of the rapidly developing GaN technology. That is why further on we shall 
compare parameters of transistors and MMICs having in mind these two technologies.   For 
estimating and comparing the application possibilities of GaN  and GaAs transistors in the 
wideband power amplifiers, as well as possible „migration“ of technical solutions from one 
material to the other, let us make a simple analysis of their specific (i.e.related to 1 mm of the 
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gate width) parameters. Here was shall use the known (Cripps, 1999) estimations for the A 
class amplifier with maximum output power Рmax and optimal (for reaching such power)  
transistor’s load resistance Ropt : 

 Рmax = Vds * Imax / 8 (1) 

 Ropt = 2 * Vds / Imax (2) 

where Vds is DC drain supply voltage, Imax is maximum open channel current. 
From the presented expressions one can easily receive a formula for a new parameter – 
specific optimal  load resistance (Rx): 

 Rx = Vds 2/ (4 * Px) (3) 

where Px  is a transistor’s output power density, which is the parameter that is widely used 
in literature. The typical specific parameters of GaN HEMT and GaAs pНЕМТ transistors 
received from the analysis of their linear equvivalent circuits given in literature and in 
datasheets, as well as the above parameter Rx are presented in Table 2.  
 

Parameters GaAs 
pHEMT 

GaN 
HEMT 

typical TQ 
TGF2022-

12 
(1.2 mm) 

typical TQ 
TGF2023-

01 
(1.25 
mm) 

Specific gate-source capacitance 
(Сgsx), pF/mm 

1.8 - 3 2.77 1.1 - 2 1.43 

Specific transconductance (Gmx), 
mS/mm 

200-400 313 150-300 216 

Specific drain-source capacitance 
(Сdsx), pF/mm 

0.15-0.3 0.19 0.2-0.4 0.246 

Output power dencity (Px), 
W/mm 

0.7 1.0 5 4.5 

Drain-source DC voltage (Vds), V 9 10 28 28 
Specific optimal  load (Rx), 
Ohm*mm 

29 25 39 43.5 

Power gain @ 10 GHz, dB -- 12.9 -- 10.4 
PAE @ 10 GHz, % -- 52.4 -- 52 
Output CW power @ 10 GHz, 
Watt 

-- 1.2 -- 5.5 

Table 2. Absolute and specific transistor parameters comparison for GaAs and GaN 
technologies 

For comparison in this Table to as correct as possible we give specific parameters of two 
industrial transistors produced by same company (TriQuint Semiconductor) and having 
similar topologies, gate width and the equal gate length  (0,25 μm).  
The following conclusions can be drawn from the analysis of presented data: 
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 specific gate-surce capacitance and transconductance of GaN transistors 
(simultaneously) are from 1.5 to 2 times as low as in GaAs transistors, which is more 
likely the advantage of the former from the point of view of wideband input 
matching, because it requires smaller transformation coefficients in matching circuits. 
The achieved gain with the same gate-length may be considered to be sufficiently 
close. 

 specific drain-source capacitance, that is shunting the optimal load of transistor and 
making difficult the building of wideband output matching circuit at frequences that 
are higher some cutt-off frequency,  is in both classes of transistors almost the same. 

 specific optimal loads of transistor  (Rx ) also turn out to be close (somewhat higher for  
GaN-transistors).  

2.3 “Technical solution migration” 
The above considerations allow making a subtantiated assumption that many projects and 
technical solutions as matching circuits or topology, worked out for GaAs-transistors and 
MMICs, may with minimal changes be applied for GaN-transistors with the same or from 
20% to 50% greater gate width. And if the gate length of booth types of active structures are 
close, one can receive the same bandwidth, gain, and size of circuit, but with a several times 
greater output power. 
In the work (Fanning et al., 2005) there is description of rather a successful experiment on 
„migration“ of standard GaAs pHEMT wideband power MMIC amplifier project (TGA9083 
MMIC amplifier that have been manufactured for over 10 years by TriQuint Semiconductor)  
to the GaN-on-Si technology, worked out by Nitronex Company. Frequency characteristics 
of the saturated CW output power of two MMIC samples (GaAs pHEMT and GaN-on-Si 
HEMT), assembled in a test circuit are shown in Fig.4, while the comparison of their 
parameters  is made in Table 3.  
 

 
Fig. 4. Saturated output power of  two MMIC amplifiers, manufactured according same 
topology project on  GaAs and on GaN-on-Si (Fanning et al., 2005)  
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Parameters TGA9083 
(GaAs  

pHEMT) 

New 
(GaN-on-Si 

HEMT) 

Comments 

Frequency range, GHz 6.5 - 11 7 – 10.5 = 
Linear gain, dB (typ.) 19 20.9 = 
Output CW power @ 3-dB gain 
compression, W 

8 20 x 2.5 

PAE, % 35 27 = 
Vd, V 9 24 x 2.7 
Chip size, мм2 4.5 х 3 = 

Table 3. Comparison of parameters of two MMIC amplifiers, manufactured according same 
topology project on  GaAs and on GaN-on-Si (Fanning et al., 2005)  

As one can see from the presented data a simple transfer of the complicated wideband 
MMIC amplifier project onto a new technology gives considerable increase of the device 
output power while the rest of the parameters remain preserved. A modification of this 
project with a correct GaN transistor’s nonlinear model should further improve PAE and  
output power of  amplifier.  

2.4 The ways for further improvement 
The further improvement of the GaN transistor constructions is done in several directions. 
First, it is the increase of the power density by raising break-down voltage, improving heat 
removal, and increasing of efficiency. Second, is the frequency range extending into the 
millimeter-wave frequencies with preservation of the power density and efficiency. Third, is 
the lowering of production cost.    
The increase of the transistor’s power density depends on the following: 
 by  increasing the breakdown voltage (VB); 
 by lowering of transistor’s heat resistance by improvement thermal conductivity of the 

substrate and optimization of transistor’s construction;  
 by increasing the maximum channel current (Imax); 
FP (Field Plate) electrode has become an effective way for increasing the breakdown voltage 
that is successfully used in manufactured GaN transistors. This term is applied to a number 
of transistor constructions. An additional electrode is located along the gate and it is 
connected either with gate, or with source, or it is not connected with transistor electrodes at 
all.  This electrode allows changing the distribution of electric field in the channel, “moving 
away” the peak of the field from the gate’s edge and “smoothing” it. This lows down the 
gate leakage and increases the drain-source voltage  when an avalanche ionization begins. 
The constructions of FP electrodes used in GaN transistors are quite diverse.  Two most 
widespread ones are shown in Fig.5. 
It is evident that the presence of an additional electrode, besides the increase of breakdown 
voltage and output power density, causes other changes in the transistor characteristics as 
well. In particular, there are significant changes in the cut-off frequencies Ft  и Fmax, and 
parasitic capacitances of the active structure. Fig.6 shows relative changes of parameters of 
GaN transistors with a FP electrode depending on the length of FP electrode Lf. investigated 
in the works (Kumar et al., 2006) and (Wu et al., 2004).  
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                                (a)                                                                                           (b) 

Fig. 5. Field-plated AlGaN/GaN HEMTs: (a) integrated field plate; (b) separated field plate 
(Mishra, 2005) 

 

 
Fig. 6. Deviations of basic transistor parameters with FP-electrode length (Lf) variation 

Inserting of the gate-connected FP electrode with Lf = 1,1 um allowed increasing the 
breakdown voltage from 68 to 110 volt and raising the output power density by 35%, from 
5,4 to 7,3 Watt/mm. At the same time the current gain cut-off frequency decreased by 18% 
to 20% (Kumar et al., 2006).  This is probably conditioned by a considerable (two times) 
increase of the parasitic capacitance Cgd (Wu et al., 2004).  Transconductance and gate-
source capacitance of transistor after FP inserting have practically no any changes. The use 
of a field electrode connected with the source of transistor, on the contrary, cuts down the 
parasitic capacity Cgd and somewhat increases the cut-off frequencies and maximum 
available (or stable) gain of transistor. The construction of such FP electrode is shown in 
Fig.7 (Therrien et al., 2005).  
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Fig. 7. Cross section of AlGaN/GaN HEMT with source field plate (Therrien et al., 2005) 

When such electrode was inserted (Therrien et al., 2005) transistor’s  Cgd was decreased by 
30%, while maximum stable gain (MSG) increased by 1,5 dB. Breakdown voltage also 
increased significantly and there was also 1,5 times  growth of  output pulse power density 
at Vd = 48 V. In the same way the insertion of a field electrode, connected with the source, 
affected the parameters of transistor produced with the use of other technologies. In 
particular, in GaAs MESFET transistor (Balzan et al., 2008) the capacity Cgd decreased by 
43%, while the Ft increased by 16%. In the SiC MESFET (Sriram et al., 2009) Cgd decreased 
by 45% and MSG increased by 2, 7 dB.  
The growth of output power density also leads to an increase of the heat dissipation on the 
unit of the area of transistor’s active structure. If additional effortes are not taken, the 
growth of channel temperature will limit the growth of transistor’s parameters and will lead 
to the lowering of reliability. In modern GaN transistors the following materials and 
composites are used (Table 4) as substrates on which the epitaxial layer of GaN is formed.  
 

Substrate Thermal 
conductivity, 

W/ сm * К 
Mono-crystalline SiC 4,9 
High Resistive Si (111) 1,5 
Silicon on poly-crystalline 
SiC (SopSiC) 

3 

Silicon on Diamond (SoD) 10-18 

Table 4. Substrates for power GaN transistors 

The mono-crystalline SiC substrate is the most often used material for industrial growing 
epitaxial structures for  GaN transistors. It is used by TriQuint Semicionductor, RFMD, 
Toshiba, SEDI, Cree and a number of others. The production on substrates up to 100 mm 
diameter was developed (Palmour et al., 2010). The technology using inexpensive substrates 
of high-resistance silicon with intermediate buffer layers (GaN-on-Si) was developed by 
Nitronex. TriQuint Semiconductor also plans to use this technology in future.  Substrates of 
SopSiC type, manufactured by method of transfer of the thin layer of high-resistance silicon 
onto the poly-crystalline SiC substrate, are proposed for approbation by PicoGiga (PicoGiga 
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International, 2011). In commercial production of transistors they are not used yet. Such 
substrate must be cost-effective as compared to those from mono-crystalline SiC although 
they are close to them in heat conductivity. A considerable progress in heat conductivity 
may be expected from the use of composite substrates on the basis of poly-crystalline CVD 
diamond developed by sp3 Diamond Technologies (Zimmer & Chandler, 2007). The 
proposed GaN transistor on SOD substrate cross-section is shown on Fig.8. 
 

 
Fig. 8. Proposed GaN on SOD technology  (Zimmer & Chandler, 2007) 

Authors estimate that this technology will allow increasing the dissipated power of GaN 
transistor by 50% as related to the mono-crystalline SiC.  
The improvement of GaN transistor’s gain  and extending of working frequencies into the 
area of millimeter-waves are related with a search for new effective heterostructures that 
would allow increasing electrons mobility, 2D sheet electron density, and, as a consequence, 
increasing device’s transconductance, maximal open channel current, and cut-off 
frequencies. These efforts are carried out in different fields. The achieved parameters of 
some types of heterostructures (Wang et al., 2010,  Sun et al., 2010,  Jardel et al., 2010) in 
comparison with the standard AlGaN/GaN structure are given in Table 5.  
If the development of the above technologies are successful in industrial production, 
parameters of  GaN transistors and MMICs may be greatly improved already in the current 
decade and will be characterized by the following figures (Table 6). 
 

Parameters Heterostructures 
Industry standard: 

AlGaN/GaN 
Innovative: 

AlGaN/AlN/GaN, 
AlInN/GaN, 

InAlN/GaN … 
Electron mobility 
 (cm2 V-1s-1) 

1000 - 1200 1400 - 2000 

2D sheet electron density 
(cm-2) 

1  * 1013 (1.4 – 2.0)  * 1013 

Idss  (mA/mm) 500 - 1000 1300 - 2300 
Gm  (mS/mm) 150 - 300 400 - 550 

Table 5. Available GaN heterostructures parameters 
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Parameters Industry standard 
2010 

Industry standard 
2015 - 2020 

Power density (W/mm) 4 - 8 8 - 15 
Gate length   (um) 0.25 – 0.5 0.05 – 0.5 
Frequency Range (GHz) 0 - 20 0 - 100 
Output power (W/die) 5 - 100 5 - 200 

Table 6. Available vs. today industry standard GaN transistors parameters 

3. Manufacturing status 
3.1 GaN discrete transistors  
Discrete GaN transistors with the working frequencies up to S-band were historically first in 
the microwave semiconductor market. Today they are produced with output CW power 
from 5 to 200 Watt in different package types or in die form. The main parameters of the 
commercially available devices is given in Table 7.  There are data on three groups of 
devices that are of interest as active elements for building UWB power amplifiers. The first 
group («Low End») includes transistors with the output power of 5 to 12 Watt (this is the 
minimal power level of the transistors produced today). They are supplied in die form  or in 
miniature SMD packages. On the basis of these transistors on can realize UWB amplifiers 
with frequency coverage W from 3:1 to more than 100:1, because the maximum output 
power is provided for with load impedance close to 50 Оhm (see Table 2) and the 
possibilities for optimal output matching are limited in fact only by the construction of the 
 

 

Parameters «Low End» (5W) “High End Die” 
(100W) 

“High End Flange” 
(200W) 

Output CW Power (W) 5 - 12 100-120 180 - 220 
Usable Upper 
Frequency (GHz) 6 - 20 3-10 1.5 – 2.5 

Available UWB ranges 
(GHz) 

0.1 - 3 
1 – 6 

3 – 10.5 
4 - 12 

0.8 – 2.5 
1 – 3 
2 - 4 

 

0.5 – 1 
1.0 – 1.5 

Linear gain @ UF (dB) 12 - 15 
Power gain @ UF (dB) 8 - 10 
Drain Efficiency (%) 55-65 
Packages SMD (4x4), Die Die Dual Flange 

Some models 

TQ  TGF2023-01 
TQ  

T1G6000528Q3 
Cree CGH40006Р 
Cree  CGH60008D 
RFMD  RF3930D 
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Cree CGH60120D 
RFMD RF3934D 

Cree CGH40180PP 
Nitronex NPT1007 

SEDI 
EGNB180M1A 

Table 7. Discrete GaN HEMT main parameters  
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International, 2011). In commercial production of transistors they are not used yet. Such 
substrate must be cost-effective as compared to those from mono-crystalline SiC although 
they are close to them in heat conductivity. A considerable progress in heat conductivity 
may be expected from the use of composite substrates on the basis of poly-crystalline CVD 
diamond developed by sp3 Diamond Technologies (Zimmer & Chandler, 2007). The 
proposed GaN transistor on SOD substrate cross-section is shown on Fig.8. 
 

 
Fig. 8. Proposed GaN on SOD technology  (Zimmer & Chandler, 2007) 
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drain DC bias circuit, which can be performed as a very wideband one. The maximum 
working frequency for the amplifier based on discrete transistor with W greater than 3:1 
may be estimated by the value of 12 GHz. 
The maximum amplifier’s bandwidth may be realized by using transistors in die form 
that have minimal parasitic gate and drain inductances. In our days there are GaN 
transistors in die form with the gate width up to 28 mm and output CW power up to 120 
Watt  (“High End Die”). On the basis of these devices one can realize UWB amplifiers 
with frequency coverage more than 3:1 on frequencies  up to 4 GHz. Here the bandwidth 
is limited by the difficulties of high-ratio impedance transformers realization to providing 
for an optimal load at 3 or 4 Ohm with the parallel parasitic capacitance Cds being about 7 
to 10 pF. The most powerful CW transistors  (“High End Flange”) are produced in a 
double flange ceramic packages, in which two separate transistors are located. They are 
used in the amplifier either in accordance with the push-pull circuits, or in balanced 
chains. The first one has an advantage that allows a 4 times increase of impedance of the 
input and output matching circuits and provides for matching in a larger bandwidth. The 
second circuits allows providing low input and output reflection coefficients and a good 
matching with the driver and load. The most powerful industrial transistors of this class 
have output CW power of up to 220 W. Because of significant package parasitic reactances 
of such transistors the upper frequency of the wideband amplifier is seldom greater than 
1.5 – 2 GHz. 

3.2 UWB MMIC GaN amplifiers 
Product mix of GaN MMIC power amplifiers is not yet great, but it is growing rapidly.  UWB 
microwave MMIC amplifiers are built in accordance with two main principals  which we have 
already mentioned above. This is a two- or three-stage circuit with reactive/dissipative 
matching (RMA) and a distributed amplifier (DA). The balance circuits in GaN MMIC devices 
is not widespread since the SiC substrate is cost-expensive, so using of quadrature couplers on 
MMIC chip is not considered rational.  

3.2.1 Distributed MMIC amplifiers 
The greatest frequency coverage is provided for by the amplifier built on the principle of 
distributed amplification, which is also called traveling-wave amplifier. The principle of 
distributed amplification (Wong, 1993) has been used in electronics since the middle of 
the last century and the epoch of vacuum-tube amplifiers.  GaAs MMIC DA’s are 
manufactured by dozens of companies. However, the output power and PAE of such 
devices have already reached their full capacity. The appearance of GaN MMIC 
technology has allowed making a considerable jump in the parameters of DA amplifiers. 
In Table 8 we give parameters of the most powerful MMIC DA, realized by GaAs  and  
GaN technologies in the 2-18 GHz frequency range which is standard for such amplifiers 
(and widely used for EW systems). Image of 2-18 GHz GaN MMIC DA with the output 
CW power greater than 11 W, developed by specialists of TriQuint Semiconductor (Reese 
et al., 2010) in the framework of stage III of WBGS-RF program is shown in Fig.9. As 
compared to the most powerful commercially available GaAs DA this amplifier has 10 
times as great output power, higher efficiency and 3,4 times greater die size. As a 
commercially available only one type of GaN MMIC is so far known (TriQuint  TGA2570) 
with 8 W output power and 15-25% PAE. Improvement of parameters of heterostructure 
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and development of diamond-based substrates will allow increasing the 2-18 GHz MMIC 
DA’s output power to the level of 20 to 30 W.  
 

Parameters MMIC DA 
2 – 18 GHz 

GaAs GaN 
Output CW Power (W) 1.0 – 1.2 11.0 
PAE (%) 20 28 
Linear gain (dB) 14 12 
Vd (V) 10 35 
Die size  (mm2) 2.89 x 1.55 5.54 x 2.71 

Model Hittite 
Microwave 

HMC797 

(Reese et al., 
2010) 

Table 8. GaN  vs. GaAs  MMIC distributed amplifier’s main parameters  

 

 
Fig. 9. Photograph of the 2-18 GHz 11 Watt MMIC amplifier (Reese et al., 2010) 

3.2.2 Reactive matched multistage MMIC amplifiers 
The second solution that is often used for building MMIC amplifiers with frequency 
coverage from 1.4:1 to 3:1 is a two- or three-stage circuit with a corporate reactive output 
matching circuit and reactive/dissipative inter-stage and input matching circuits (RMA). 
Today the majority of GaAs MMIC power amplifiers with the output power of over 1 or 2 W 
have been built in accordance with this principle. This scheme has a better efficiency, 
however it does not provide for a good input and inter-stage matching and, as a rule, it has 
large gain ripple. And here also the appearance of GaN MMIC technology has allowed 
making a considerable jump in parameters. In Table 9 we give main parameters of RMA-
amplifiers realized on  GaAs  and  GaN technologies in the frequency ranges of 2-6 GHz and 
6-18 GHz having frequency coverage of 3:1.  
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working frequency for the amplifier based on discrete transistor with W greater than 3:1 
may be estimated by the value of 12 GHz. 
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distributed amplification (Wong, 1993) has been used in electronics since the middle of 
the last century and the epoch of vacuum-tube amplifiers.  GaAs MMIC DA’s are 
manufactured by dozens of companies. However, the output power and PAE of such 
devices have already reached their full capacity. The appearance of GaN MMIC 
technology has allowed making a considerable jump in the parameters of DA amplifiers. 
In Table 8 we give parameters of the most powerful MMIC DA, realized by GaAs  and  
GaN technologies in the 2-18 GHz frequency range which is standard for such amplifiers 
(and widely used for EW systems). Image of 2-18 GHz GaN MMIC DA with the output 
CW power greater than 11 W, developed by specialists of TriQuint Semiconductor (Reese 
et al., 2010) in the framework of stage III of WBGS-RF program is shown in Fig.9. As 
compared to the most powerful commercially available GaAs DA this amplifier has 10 
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and development of diamond-based substrates will allow increasing the 2-18 GHz MMIC 
DA’s output power to the level of 20 to 30 W.  
 

Parameters MMIC DA 
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Output CW Power (W) 1.0 – 1.2 11.0 
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Table 8. GaN  vs. GaAs  MMIC distributed amplifier’s main parameters  
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3.2.2 Reactive matched multistage MMIC amplifiers 
The second solution that is often used for building MMIC amplifiers with frequency 
coverage from 1.4:1 to 3:1 is a two- or three-stage circuit with a corporate reactive output 
matching circuit and reactive/dissipative inter-stage and input matching circuits (RMA). 
Today the majority of GaAs MMIC power amplifiers with the output power of over 1 or 2 W 
have been built in accordance with this principle. This scheme has a better efficiency, 
however it does not provide for a good input and inter-stage matching and, as a rule, it has 
large gain ripple. And here also the appearance of GaN MMIC technology has allowed 
making a considerable jump in parameters. In Table 9 we give main parameters of RMA-
amplifiers realized on  GaAs  and  GaN technologies in the frequency ranges of 2-6 GHz and 
6-18 GHz having frequency coverage of 3:1.  
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Parameters MMIC   RMA   2-6 GHz MMIC   RMA   6 - 18 GHz 
GaAs GaN GaAs GaN 

Output CW Power (W) 10-12 22 - 35 2.5 - 3 6 - 10 
PAE (%) 25 - 32 42 - 44 18 - 30 15 - 20 
Linear gain (dB) 16 - 21 21 - 28 23 - 27 18 - 20 
Vd (V) 10 28 8 25 
Die size  (mm2)  5.0 x 6.34 3.6 х 3.6 4.3 x 2.9 6.43 x 3.08 

Model M/A Com 
MAAPGM 
0078-Die 

Cree 
CMPA20600

25D 

TriQuint 
TGA2501 

(Mouginot et 
al., 2010) 

Table 9. GaN  vs. GaAs  MMIC reactively matched amplifier’s main parameters  

On frequencies up to 6 GHz the advantages of GaN MMICs are considerably in all parameters: 
the output power is 2.5-3 times higher, the  efficiency is 1.5 times higher, and the die size is 2.5 
times smaller. In the range from 6 to 18 GHz GaN MMIC has the output power 3 times as 
great, but in the PAE and dimensions it is still inferior to GaAs amplifier. It should be noted 
that GaN amplifier is one of the first models in the given class of MMIC, while the GaAs 
amplifier has already been manufactured for 10 years. With improvement of technology, 
nonlinear models of GaN transistors, and design methods GaN MMICs in this range will show 
advantages in the efficiency as well. Image of the 2,5-6 GHz 30 W GaN MMIC amplifiers, 
developed by the specialists of TriQuint Semiconductor (TGA2576) is shown in Fig.10.  
 

 
Fig. 10. Photograph of the 2.5-6 GHz 30 Watt MMIC amplifier (www.triquint.com) 

Improvement of hetero-structures parameters and mastering of diamond-based substrates 
will allow increasing further the output power of MMIC RMA  in the range from 2 to 6 GHz 
up to the level of 50 to 60 W.  

3.3 Commercially available GaN MMIC amplifiers 
Parameters of some types of UWB MMIC amplifiers produced nowadays are given in Table 
10. These MMICs cover the range of frequencies from 20 MHz to 17 GHz with the output 
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saturated power from 2 to 25-30 W. Among the manufactured MMICs only two types are 
DA amplifiers, while in all the others the principle of reactive/dissipative matching is used. 
All the UWB ranges with the output CW power from 10 to 30 Watt and DC-RF efficiency 
from 20% to 50% are being overlapped by GaN MMIC amplifiers already in the third year of 
manufacturing. Promotion of these devices in the market in future will depend on the 
successes  in the increase of production yield and lowering of prices as well as on the 
“second jump” of the power density from 4-8 Watt/mm to 10-15 Watt/mm due to the 
implementation of diamond-based substrates and improvement of transistor 
heterostructures.  The laboratory results of recent years (Micovic, 2008), that have 
demonstrated the possibility of realizing MMIC amplifiers in the ranges up to 95 GHz with 
the output power up to 0.5 Watt, will also be realized in commercially available MMICs. 
 

Model Manu-
facturer 

ΔF, GHz P-3dB, 
W 

Gss, dB ΔG, 
±dB 

PAE, 
% 

RLin, 
dB 

RLout, 
dB 

RFHA1000 RFMD 0,03-1,0 12-20 15 - 18 ±1.5 60 -13 -5 
RF3833 RFMD 0,03-2,1 25 10-13 ±1.5 40-50 -9 -5 
RF3826 RFMD 0,02-2,5 9 13 ±1.0 35-45 -10 -- 
TGA2540-FL TQ 0,03-3 9 19 -- 40 -- -- 
CMPA0060002D Cree 0,02 – 6,0 2-4 17 ±1.0 28-43 -9 -11 
CMPA0060025F  Cree 0,02 – 6,0 25 16 - 21 ±3.0 26-40 -4 -7 
CMPA2060025D Cree 2.0-6.0 25 21 - 28 ±3.5 42-44 -7 -7 
CMPA2560025F  Cree 2.5-6.0 25-37 22 - 28 ±3.0 > 30 -6 -5 
TGA2576 TQ 2.5-6.0 35-45 20 - 23 ±1.5 > 35 -15 -6 
CMPA801B025D Cree 8 - 11 32-47 27-30 ±1.5 37-44 -5 -12 
TGA2570 TQ 2 - 17 8-12 10-12 ±2.0 20 -10 -10 

Table 10.  Some GaN power MMIC amplifiers parameters   

4. High power GaN amplifier modules 
Successes in the industrial development of GaN transistors and MMIC have immediately 
found response in the efforts and results of the work of the developers of high power  UWB 
amplifier modules and systems. In 2009 through 2011 new devices appeared in the 
catalogues of the majority of companies producing power amplifiers, which in their overall 
mass parameters and the levels of CW output power surpass the earlier amplifiers on GaAs 
components. The attraction of the discrete GaN transistors is conditioned by the following 
considerations. 
First. The scheme of the amplifier’s output stage, which provides for the main energy  
consumption and dimensions, has been greatly simplified. To receive the required output 
power one needs from 4 to 10 times less of the discrete or MMIC devices, power combiners, 
and passive components. This cuts down the cost of the module construction and allows 
making it much smaller in size. To illustrate the above we present in Fig.11 in the same scale 
photographs of output stages of MIC broadband amplifiers with the output power of 10-15 
Watt and the frequency range 4-11 GHz manufactured by Microwave Systems JSC on the 
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saturated power from 2 to 25-30 W. Among the manufactured MMICs only two types are 
DA amplifiers, while in all the others the principle of reactive/dissipative matching is used. 
All the UWB ranges with the output CW power from 10 to 30 Watt and DC-RF efficiency 
from 20% to 50% are being overlapped by GaN MMIC amplifiers already in the third year of 
manufacturing. Promotion of these devices in the market in future will depend on the 
successes  in the increase of production yield and lowering of prices as well as on the 
“second jump” of the power density from 4-8 Watt/mm to 10-15 Watt/mm due to the 
implementation of diamond-based substrates and improvement of transistor 
heterostructures.  The laboratory results of recent years (Micovic, 2008), that have 
demonstrated the possibility of realizing MMIC amplifiers in the ranges up to 95 GHz with 
the output power up to 0.5 Watt, will also be realized in commercially available MMICs. 
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4. High power GaN amplifier modules 
Successes in the industrial development of GaN transistors and MMIC have immediately 
found response in the efforts and results of the work of the developers of high power  UWB 
amplifier modules and systems. In 2009 through 2011 new devices appeared in the 
catalogues of the majority of companies producing power amplifiers, which in their overall 
mass parameters and the levels of CW output power surpass the earlier amplifiers on GaAs 
components. The attraction of the discrete GaN transistors is conditioned by the following 
considerations. 
First. The scheme of the amplifier’s output stage, which provides for the main energy  
consumption and dimensions, has been greatly simplified. To receive the required output 
power one needs from 4 to 10 times less of the discrete or MMIC devices, power combiners, 
and passive components. This cuts down the cost of the module construction and allows 
making it much smaller in size. To illustrate the above we present in Fig.11 in the same scale 
photographs of output stages of MIC broadband amplifiers with the output power of 10-15 
Watt and the frequency range 4-11 GHz manufactured by Microwave Systems JSC on the 
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basis of GaAs p-HEMT transistors (by combining the power of four balance quasi-
monolithic MIC amplifying chains) and on the basis of GaN HEMT transistors (one balance 
MIC chain). The width of a module with GaN-based output stage has decreased three times 
as compared with the variant on GaAs transistors with the same level of the output power. 
  

 
Fig. 11. Output stages of  4-11 GHz 15 Watt MIC amplifiers based on GaAs and GaN 
commercially available transistors – sizes and output CW power (Microwave Systems JSC) 

The advantage in the size of the GaN modules may be estimated looking at Fig.12, where 
photographs of two amplifiers produced by Empower RF Systems (www.empowerrf.com) 
are given in the same scale. Both pictured models have the 50 W saturated output power in 
the 1 to 3 GHz frequency range. GaAs-based model (BBM4A6AH5) have the volume of 71.8 
inch3 and weight of 5 lb, while the volume and the weight of the GaN-based model 
(BBM4A6AHM) are correspondingly 23.9 inch3 and 1.5 lb (the ratio here is 3:1). 
 

 
Fig. 12. Comparison of sizes of 1-3 GHz 50W GaAs vs. GaN amplifier modules (Empower 
RF Systems). 

Second. With the appearance of GaN transistors the design methodology of the broadband 
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impedance of the optimal transistor load necessary for obtaining the maximum output 
power and power-added  efficiency make much simpler the construction of the output 
matching circuits and improve the quality of matching in a much wider  band of 
frequencies. 
Third. The use of GaN transistors allows increasing DC-RF efficiency of amplifiers.  The 
drain efficiency of GaN transistor itself biased in class AB without the use of special circuits 
with harmonic reflections comprises from 60% to 65%, while in GaAs p-HEMT transistors it 
is rarely over 55%.  Due to this, as well as because here is a considerable decrease of losses in 
the output combiners, DC-RF efficiency of GaN-amplifiers is as a rule from 1.2 to 1.8 times 
greater than that in GaAs-amplifiers with the same power.  
At the same time GaN amplifiers have specific features affecting their application in the 
some systems. Primarily these are specificities of the dynamic characteristic having a 
lengthy part of a monotonous gain compression with the growth of the input power, which 
is not typical  for GaAs amplifiers. The maximum output power and DE in GaN amplifiers 
is realized with the gain compression from 3 to 7 or 8 dB and more, while in most GaAs 
amplifiers the value of compression is not greater than 1 or 2 dB. Different characters have 
also dependences of the harmonic level and intermodulation distortions from the input 
power. Fig.13 gives dependences of the 2-tone output power and third order combination 
components for two models of amplifiers having the same frequency range (from 2 to 4 
GHz), the same maximum output CW power (25 W), and the same linear gain (43 dB), but 
built on different types of transistors.  
 

 
Fig. 13. Dynamic transfer characteristics and third-order intermodulation products of GaN 
vs. GaAs 2-4 GHz 25W power amplifiers (Microwave Systems JSC) 

The active introduction of GaN transistors and MMICs in the industry and the advantages 
described above have led to the situation that during three years (from 2008 through 2010) 
tens of UWB high power GaN amplifier modules have been put out into the market, while a 
considerable part of the earlier GaAs amplifiers up to 3 GHz disappeared from the catalogs 
of manufacturers due to harsh competition. The main characteristics of the most powerful 
UWB GaN amplifiers that are being produced in 2011 are described in Table 11. 
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basis of GaAs p-HEMT transistors (by combining the power of four balance quasi-
monolithic MIC amplifying chains) and on the basis of GaN HEMT transistors (one balance 
MIC chain). The width of a module with GaN-based output stage has decreased three times 
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Model Manufacturer ΔF, GHz Psat, W Gss, 
dB 

ΔG, 
±dB 

PAE, 
% 

Vdc, 
V 

BME2719-150 Comtech PST 0,02-1,0 150-200 70 - 35 18-36 
BBM3T6AMQ Empower RF 0,96-3,0 160 56 ±2 30 28 
BME19258-150 Comtech PST 1,0-2,5 250 70 -- 25 18-36 
SSPA-1,5-3,0-200 Aethercomm 1,5-3,0 200 67 ±2,5 25 36 
BME25869-150 Comtech PST 2,5-6,0 150-200 65 -- 18 18-36 
BBM5A8CGM Empower RF 2,0-6,0 40 55 ±1,5 15 28 
PA020180-3932 Aeroflex 2,0-16,0 8 22 ±3,5 24 28 

Table 11. UWB high power amplifiers parameters. 

Thus, the area of radio frequencies from 20MHz to 6 GHz is occupied by module UWB 
amplifiers on GaN transistors and MMICs with drain  efficiency from 20% to 35% and the 
output CW power up to 200 Watt. On the frequencies of over 6 GHz the level of the output 
power of GaN amplifiers has so far been somewhat more modest; however there is no doubt 
that in the nearest future in these ranges up to millimeter waves the models on GaAs will 
partially be forced out from the market by devices on GaN. 

5. Conclusion  
This Chapter is devoted to consideration of the development process in the technology of 
GaN microwave power transistors and MMICs and to demonstration of the prospects for 
the development of this technology as an industrial standard in the nearest future. Electric 
and exploitation parameters of GaAs and GaN technologies were compared with the 
consideration of possible migration of power amplifier technical solutions from one to the 
other. Considered and analyzed were also parameters and specific features of commercially 
available GaN discrete transistors and MMICs, features of their application in constructions 
of high power UWB amplifiers, and the parameters of industrial models of such amplifiers.  
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1. Introduction  
Recently, compact wireless modules using low temperature co-fired ceramic (LTCC) 
technology are widely used for the wireless systems such as mobile phones, Bluetooth, and 
wireless local-area networks(Lin et al.,2004; Wang et al.,2005). Fig.1 shows the general 
structure of the compact wireless modules using the LTCC technology. The modules consist 
of an LTCC substrate, integrated circuits, chip components, a shield, and passive 
components embedded in the LTCC substrate (e.g., the bandpass filter, coupler and balun). 
The embedded components in the LTCC substrate are fabricated by using the multilayer 
structures based on thin ceramic sheets and conductor patterns. It becomes possible to 
produce very compact modules compared to those with a general printed circuit board 
substrate, because a number of passive components can be embedded in the substrate. To 
adapt this technology for ultra wideband (UWB) wireless systems, a wideband bandpass 
filter in the LTCC substrate is one of the most important technology because it decreases the 
influences from other wireless systems. Various wideband bandpass filters have already 
been presented(Ishida & Araki, 2004; Saitou et al.,2005; Li et al., 2005; Zhu et al.,2005; Horii  
 

 
Fig. 1. A general structure of the compact wireless module using the LTCC technology. 
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et al.,2006; Yamamoto et al.,2007; Shaman & Hong,2007; Tanii et al., 2008 ; Sun & Zhu, 2009). 
However, these approaches cannot be easily applied for the embedded components in the 
LTCC substrate. Therefore we have studied the compact wideband bandpass filters based 
on the LTCC technology(Oshima et al.,2008; Oshima et al.,2010). 
In this study, we propose a method for improving out-of-band characteristics of a wideband 
bandpass filter. It is suitable for the compact UWB wireless modules using the LTCC 
technology. The UWB systems assume the band group 1 (3.168-4.752GHz) of the multiband 
orthogonal frequency-division multiplexing systems (Ghorashi et al., 2004).  
Section 2 describes a wideband filter using the LTCC technology. We also point out that the 
filter is desired to improve the attenuation characteristics. Section 3 explains a method for 
improving out-of-band characteristics. In Section 4 and Section 5, we indicate the LTCC 
structure of the presented filter, the simulated results, and the experimental results. Finally, 
the conclusion of this study is summarized in Section 6. 

2. Bandpass filter for UWB systems using the low-frequency band 
Fig.2 shows the schematic of the wideband bandpass filter for UWB systems using the low-
frequency band (Oshima et al., 2010). Resonator 2 is the resonator which has a wide 
passband and creates attenuation poles near the passband. Resonator 1 and Resonator 3 are 
tap-feed resonators. The capacitors of C2 and C3 are coupling capacitors between the 
resonators. The capacitors of C4 and C5 are used for the impedance matching and they also 
improve out-of-band characteristics in the high-frequency region. The capacitor C6 is used to 
shorten the length of the strip line. In this study, the length of Resonator 3 differs from that 
of Resonator 1 in order to create two attenuation poles at the high-frequency region. The 
attenuation pole created by Resonator 1 is given by 

 A B

A B B A
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The attenuation pole created by Resonator 3 is also given by 
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The attenuation poles created by Resonator 2 are given by 
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The circuit parameters of the bandpass filter are decided by means of adjusting the 
parameters in consideration of the conditions for the attenuation poles. This adjustment is 
carried out by a commercial circuit simulator (ADS, Agilent Technologies, Inc.). Table 1 
shows the parameters of the filter. Here, the reference frequency for the electrical length is 
4.0 GHz. In this study, we use the physical strip line model in the circuit simulation because 
this model can simulate the losses of the conductor and the LTCC substrate. Fig.3 shows the 
physical strip line model. The relative permittivity of the LTCC substrate and the dielectric 
loss tangent of the substrate are 7.1 and 0.005, respectively. The conductor in the substrate is 
silver. Fig.4 indicates the results of the circuit simulation. The filter produces good 
attenuation performances near the passband due to attenuation poles (f1 and f2) which are 
created by Resonator 2. The filter achieves good spurious suppression up to 10 GHz due to 
the attenuation poles (f3 and f4). They are created by Resonator 1 and Resonator 3. The input 
impedance of the filter is also 50 ohm in the wide passband. However this filter is desired to 
improve the attenuation characteristics because the filter cannot create a number of 
attenuation poles at the frequency region lower than the passband and has the spurious 
responses at the frequency band higher than 10 GHz . 
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et al.,2006; Yamamoto et al.,2007; Shaman & Hong,2007; Tanii et al., 2008 ; Sun & Zhu, 2009). 
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C1 1.0pF ZA 46.3 ohm Aθ  43.9deg. 

C2 0.75pF ZB 46.3 ohm Bθ  26.9deg. 

C3 0.75pF ZC 46.3 ohm Cθ  50.9 deg. 

C4 0.5pF ZD 38.6 ohm Dθ  15.7deg. 

C5 0.5pF ZE 46.3 ohm Eθ  38.4 deg. 

C6 2.7pF ZF 46.3 ohm Fθ  26.9 deg. 

Table 1. Parameters for the schematic shown in Fig.2. 

 
 
 

 
Fig. 3. Physical model for a stripline. 

 

 
Fig. 4. Simulated results of the filter shown in Fig.2. 
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3. A method for improving out-of-band characteristics 
In order to improve the spurious responses, the lowpass filter is very useful (Kurita & Li, 
2007.). Fig.5 shows the schematic of the lowpass filter. This filter consists of a stripline and a 
capacitor, which is suitable for the embedded components in the LTCC substrate (Ohwada 
et al., 2002.). Fig.6 indicates the simulated results of the lowpass filter by the circuit 
simulator. Where, ZS and Sθ  are 46.3ohm and 33 deg.(@4GHz), respectively. In Case A, the 
capacitor Ca is 0.27 pF. In Case B, the capacitor is 0.34 pF. This lowpass filter can attenuate 
the frequency region which is higher than 10 GHz. The attenuation characteristics of the 
filter can be controlled by the value of the capacitor Ca. However, the lowpass filter can not 
attenuate the low-frequency band.   
 

 
Fig. 5. Schematic of the lowpass filter. 

 

 
Fig. 6. Simulated results of the lowpass filter shown in Fig.5. 
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The input/output coupled filter can create attenuation poles (Shaman & Hong. 2007). It is 
useful for improving the attenuation performances near the passband. However this filter 
requires the quarter-wavelength coupled line and has the third harmonic.  
For improving the out-of-band characteristics of the filter, we propose a method using 
lowpass filters which consist of the coupling structure. Fig.7 shows the schematic of the 
filter using the presented method. This circuit adds the lowpass filters at the input/output 
ports of the filter shown in Fig.2. And a part of the stripline of the lowpass filters is the 
coupling structure. Table 2 shows the parameters of the lowpass filters shown in Fig.7. In 
Table 2, the reference frequency for the electrical length is 4.0 GHz. ZSo and ZSe are odd- and 
even-mode characteristic impedances. Fig.8 indicates the simulated results of the filter. We 
can confirm that the filter has an additional attenuation pole (f5) at the low-frequency band 
and suppresses the second and third harmonics. Fig.9 shows the characteristics of the filter, 
when the coupling condition of the stripline is varied. It is confirmed that the attenuation 
pole (f5) is controlled by the coupling stripline. This method uses the weak coupling 
condition. Therefore it has little effect on the passband and the attenuation poles near the 
passband. The filter keeps a high attenuation level in the high-frequency region. Note that 
the locations of attenuation poles especially in the high-frequency region are varied by the 
coupling condition. 
 

 
Fig. 7. Schematic of the bandpass filter. 
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Ca1 0.27pF ZS1 46.3 ohm ZSo 45.7 ohm 2Sθ  10 deg. 

Ca2 0.25pF ZSe 45.9 ohm 1Sθ  18 deg. 3Sθ  5 deg. 

Table 2. Parameters of the lowpass filters shown in Fig.7. 

 

 
Fig. 8. Simulated results of the filter shown in Fig.7. 

 

 
Fig. 9. Simulated results of the filter shown in Fig.7, when the coupling condition of the 
stripline is varied. 
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4. LTCC structure 
Fig.10, Fig.11 and Fig.12 indicate the LTCC structure of the filter. The filter is obtained by 
means of modifying the structure based on the basic circuit shown in Fig.7, taking into 
consideration the various parasitic effects caused by the three-dimensional LTCC structure. 
The filter consists of the three conductor layers inserted into the middle portion of the LTCC 
substrate, with the ground planes on the top and bottom layers. The conductor thickness is 8 
um. The diameter of via holes is 0.1 mm. The ground planes are connected by the via holes. 
The via hole between the coupled line adjusts the coupling condition. The dimensions of the 
bandpass filter are 6.2 x 2.7 x 0.366 mm3, and this size could be fabricated into the LTCC 
substrate for wireless modules. Fig.13 shows the simulated results using a commercial 
electromagnetic simulator (HFSS Ansys Inc.). The filter has the wide passband and 
suppresses second and third harmonics. The filter also has an additional attenuation pole at 
the low-frequency region. 
 
 

 
Fig. 10. Three-dimensional structure of the filter. 

 

 
Fig. 11. Cross sectional structure of the filter. 
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Fig. 12. Top view of the filter. 
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Fig. 13. Simulated results by the electromagnetic simulator. 

5. Experiments 
We verify the effectiveness of the presented method by experiments. Fig. 14 indicates the 
LTCC structure for the evaluation of the embedded filter. The dimensions of the LTCC  
 
 

 
Fig. 14. Structure of the LTCC substrate for evaluation. 
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substrate are 8.0 x 5.0 x 0.63 mm3. The presented filter (6.2 x 2.7 x 0.366 mm3) is fabricated in 
the substrate. In order to connect the SMA connectors for the evaluation, the top layer of the 
LTCC substrate has the electrodes for RF signals and a ground plane. The feed lines between 
the filter and the input/output ports consist of a via hole, a stripline, and the electrode of the 
top layer. These feed lines are designed 50 ohm. Fig. 15 shows a photograph of the LTCC 
substrate. The prototype which is connected to the SMA connectors is measured by a vector 
network analyzer (N5230A PNA-L, Agilent Technologies Inc). Fig.16 and Fig.17 indicate the 
measured results. It is confirmed that the filter suppresses the spurious responses less than 
20 dB up to 16 GHz and has an additional attenuation pole in the low-frequency region. In 
addition, the insertion loss is less than 3.0dB and the group delay is within 1 ns in the wide 
passband. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 15. Photograph of the prototype.  
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Fig. 16. Measured results of the filter shown in Fig.15. 

 

 
 

Fig. 17. Measured group delay of the filter shown in Fig.15. 

A Method for Improving Out-Of-Band Characteristics  
of a Wideband Bandpass Filter in an LTCC Substrate 245 

6. Conclusion 
In this study, we propose a method for improving out-of-band characteristics for the 
wideband filter in the LTCC substrate. This method uses the lowpass filters with the 
coupling structure, which are set at input and output ports of the bandpass filter. This 
method is very useful for the compact wireless modules because additional compact circuits 
can suppress spurious responses and can add an attenuation pole in the low-frequency 
band. The fabricated UWB bandpass filter for the low-frequency band achieves the insertion 
loss less than 3.0 dB and the group delay within 1 ns in the wide passband. The filter also 
suppresses spurious responses up to 16 GHz and has the good attenuation performances in 
the low-frequency region. 
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The Analogue/Digital Converters (ADCs) play a very important role in several wideband 
applications like wired and wireless high speed telecommunication systems (e.g., 802.11g) 
or communication over powerlines (IEEE P.1901). High definition TV or high precision real 
time image processing are also examples of applications that require a conversion rate of 
several hundreds MSamples/sec or even multi-GSsamples/sec. 
While the ADCs may operate in an optimal way when they are initially designed and 
verified using DC simulation, a transient simulation can designate several problems that 
appear during the high speed operation. Additional linearity errors are posed by process 
variations and component mismatches after the chip fabrication. Finally, operating 
conditions like voltage supply levels and temperature variations can also affect the linearity 
of an ADC. Several foreground and background calibration techniques have been proposed 
in the literature. Most of them are developed for specific ADCs and cannot be applied to 
different ADC architectures.  
The most important error sources and the most popular calibration methods for Pipelined, 
Segmentation/Reassembly and Sigma Delta ADCs as well as a number of generic error 
compensation methods based on the processing of the ADC output are presented in 
(Balestrieri et al, 2005). A popular error correction technique used in pipelined ADCs 
exploits the least significant bit of a “coarse” ADC stage for the error detection and 
correction. For example, in (Colleran & Abidi, 1993) a 10-bit ADC is constructed by a 4-bit 
“coarse” and a 7-bit “fine” ADC. The least significant bit of the coarse ADC should match 
the most significant bit of the fine ADC. Similarly, a 10-bit pipeline ADC consists of a coarse 
6-bit and a fine 5-bit ADC in (Sone et al, 1993). Two more recent approaches that are 
described in (Kurose et al, 2006) and in (Ahmed & Johns, 2005)(Ahmed & Johns, 2008) use 8 
stages of 1.5-bit and a 2-bit Flash ADC stage in a 10-bit (or 11-bit in (Ahmed & Johns, 2008)) 
pipelined ADC architecture. Moreover, in (Ahmed & Johns, 2008), the DAC linearity errors 
are also taken into consideration. The use of a redundant signed digit also appears at an 
Analogue-to-Quaternary pipelined converter in (Chan et al, 2006). 
The ADC architectures that are based on high precision capacitors suffer from the effects of 
the mismatch. In (Wit et al, 1993), an additional array of capacitors is used for real time 
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trimming that is performed by an algorithm implemented on-chip in order to handle 
component ageing. Trimming arrays are also used in (Ohara et al, 1987). A digital 
calibration of the capacitor mismatch, the comparator offsets and the charge injection 
offsets in a pipelined ADC is performed in (Karanicolas et al, 1993) for the improvement 
of DNL errors. 
The biasing of the operational amplifiers used in a pipelined ADC according to the power 
supply, the temperature and the sampling speed is determined by calibration in (Iizuka et 
al, 2006). The offset of the residue amplifiers is calibrated in the background in (Ploeg et al, 
2005) (Van De Vel, 2009). Background calibration is also performed in (McNeill et al, 2005) 
where two identical algorithmic ADCs operate in parallel, their output is averaged and any 
difference in their results steers the calibration procedure. In (Wang et al, 2009), a nested 
digital calibration method is described for a pipeline ADC that does not require an input 
Sample/Hold Amplifier. A digital background calibration technique is proposed in (Hung 
& Lee, 2009) to correct gain errors in pipelined ADCs. This calibration technique performs 
the error estimation and the adaptive error correction based on the concept of split ADCs. In 
(Sun et al, 2008), a technique called Commutated Feedback Capacitor Switching is used to 
extract information about the mismatches of the capacitors used and then this information is 
exploited by a digital background calibration method.  
Post processing techniques offer a different approach to the linearity error reduction of the 
ADCs. While all the aforementioned techniques target to the correction of the error sources, 
the post processing methods operate on the ADC output. The Differential or Integral Non-
Linearity (DNL/INL) errors can be measured in order to estimate correction factors for 
each output code. These correction factors are stored in large lookup tables and are added 
to or subtracted from the corresponding output codes at real time. These lookup tables are 
also subject to real time calibration as described in (De Vito et al, 2007). The estimation of 
the correction factors can be performed in the simplest case by applying successive DC 
levels at the ADC input and measuring the DNL of the generated ADC output codes 
(Provost & Sanchez-Sinencio, 2004). More sophisticated techniques apply a sinusoidal 
signal to the ADC input and construct a Histogram using the resulting ADC output in 
order to estimate the DNL errors and consequently the correction factors (Correa-Alegria 
& Cruz-Sera, 2009). 
In this chapter, some representative calibration approaches presented in the literature are 
described emphasising on the more general ones in the sense that they can be applied to 
different ADC architectures. Moreover, the calibration schemes proposed by the authors in a 
current mode implementation of a 12-bit ADC with a novel binary tree structure (Petrellis et 
al, 2010a) as well as in a voltage mode subrange ADC (Petrellis et al, 2010b, 2010c) are also 
presented since they can also be used in different target applications. 

2. Resistor and capacitor trimming 
The highest speed ADCs are based on the Flash or Parallel architecture where the input 
signal is concurrently compared to 2n reference levels generated by a resistor ladder 
consisting of identical resistors R. The Flash ADCs cannot offer a high resolution (it is 
practically lower than 8-bits) since the required area and power is increased in an 
exponential manner. Linearity is essential in these ADCs in order to prevent the already low 
dynamic resolution from a further reduction. 
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A significant linearity error source in these ADCs is the component mismatches in the 
resistor ladders. If the tolerance in these resistors is expressed as ±kΔR, then it can be 
reduced to ±ΔR as shown in Fig. 1a where each resistor R has been replaced with a resistor 
R-kΔR connected in series with 2k trimming ΔR resistors that can be bypassed by the 
calibration algorithm or at a final stage of the fabrication process. 

 
            (a)            (b) 

Fig. 1. Resistor (a) and Capacitor (b) trimming 

High precision capacitors are used in several ADC architectures that are based on charge 
redistribution, integrators, Sigma-Delta ADCs etc (Quiquempoix et al, 2006). Capacitor 
trimming can be performed in a similar way to the resistors whenever high precision 
capacitors have to be used (Wit et al, 1993). A simple way to perform such a capacitor 
trimming is shown in Fig. 1b. If the tolerance of a capacitor C is ±kΔC then, by using a 
fundamental C-kΔC capacitance and 2k trimming capacitors ΔC that can be potentially 
connected in parallel, the tolerance can be reduced to ±ΔC. 

3. Redundant bits in pipeline ADCs 
Pipeline, Subfolder and Subrange ADCs can achieve a descent resolution higher than 8-bit 
with a conversion speed that is comparable to that of the Flash ADCs. This is achieved by 
using a number of Flash ADC stages with lower resolution. For example in a two stage 
Pipeline ADC with m+n bits resolution, the analogue input is connected to a “coarse” m-bit 
ADC that generates the m most significant bits. These bits are used as input to a DAC in 
order to reconstruct an analogue signal that is subtracted by the original input and a residue 
is generated that serves as input to the second “fine” ADC stage that has an n-bit resolution. 
If the “coarse” ADC generates m+1 instead of m bits but the least significant bit is not input 
to the DAC as shown in Fig. 2, then this least significant bit should match the most 
significant bit of the n-bit “fine” ADC, otherwise the subtraction or the DAC operation has 
not been performed accurately enough (Iizuka et al, 2005)(Van De Vel et al, 2009). In this 
case, the offset of the subtraction operational amplifier or a resistor/capacitance trimming at 
the side of the DAC may be necessary. 
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Fig. 2. Two stage pipeline ADC with a redundant bit correction  
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The biasing of the operational and differential amplifiers used in several ADC architectures 
like pipeline or Sigma Delta ADCs often requires an accurate real time calibration around a 
typical value. An ordinary DAC cannot offer a high resolution adjustment since its dynamic 
range spans from 0 volts to its maximum range and is not focused around the typical bias 
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value that is required. For example, if an accurate adjustment has to be performed around 
500mV in a range of ±16mV in steps of 1mV, then an ordinary 10-bit DAC would be 
required with reference voltage of 1024mV. Such an ADC is capable of providing any of the 
voltages between 0 and 1023mV in steps of 1mV, but most of these output levels would be 
unused in the specific bias requirement.  
A much lower area/power 5-bit DAC would be sufficient if it could provide an offset of 
484mV and a dynamic range of 32mV above the 484mV level. This can be achieved e.g., with 
a weighted current source DAC with offset like the one presented in (Petrellis et al, 2010a). 
An example of such a 3-bit DAC is shown in Fig. 3. The output current range of such a DAC 
is [Ic..Ic+7Ip] according to the switch configuration. Of course, this current range can be 
mapped to a voltage one through the current to voltage converter I2V that can be simply a 
resistor R. In this case the voltage range is [RIc..R(Ic+7Ip)]  

5. Averaging the output of a pair of identical ADCs  
Another method for the detection and the correction of errors at an ADC output is based on 
the generation of a duplicated output by a pair of identical ADCs (McNeil et al, 2005). For 
example, if two ADCs accept the same input they should generate the same digital output. 
Nevertheless, their outputs may differ slightly due to component mismatches and process 
variations. The averaging of these outputs can lead to an error reduction. Assuming that the 
ADC digital outputs are D+ε1 and D+ε2 respectively, where D is the ideal output and ε1, ε2 
are the signed errors of each ADC output, the averaged output is  

 1 2'
2

D D  
   (1) 

If ε1<0 and ε2>0 the averaged output has lower error than any of the two separate ADC 
outputs. Moreover, there is a great possibility that ε1=-ε2 and in this case the error is totally 
eliminated. In the worst case where ε1 and ε2 have the same sign, the averaged output has 
smaller error than the higher ε1 or ε2 error. More specifically if |ε1|<|ε2| then  

 1 21 2
2

  
   (2) 

The main drawback of this approach is the required die area and power duplication. A 
difference in the ADC outputs may trigger a more sophisticated calibration algorithm that 
corrects the error at its source instead of simply using the average of these outputs.  

6. Lookup tables with DNL error correction factors 
Another error correction technique that is based on the processing of the ADC output, 
estimates the DNL error of each output code and a corresponding correction factor. All of 
these correction factors are stored in a lookup table and are accessed at real time in order to 
determine how the current output code should be altered to improve linearity. 
 The DNL error is defined using the ADC transfer function shown in Fig. 4. In the ideal case, 
any output code should have the same width as the Least Significant Bit (LSB): 
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value that is required. For example, if an accurate adjustment has to be performed around 
500mV in a range of ±16mV in steps of 1mV, then an ordinary 10-bit DAC would be 
required with reference voltage of 1024mV. Such an ADC is capable of providing any of the 
voltages between 0 and 1023mV in steps of 1mV, but most of these output levels would be 
unused in the specific bias requirement.  
A much lower area/power 5-bit DAC would be sufficient if it could provide an offset of 
484mV and a dynamic range of 32mV above the 484mV level. This can be achieved e.g., with 
a weighted current source DAC with offset like the one presented in (Petrellis et al, 2010a). 
An example of such a 3-bit DAC is shown in Fig. 3. The output current range of such a DAC 
is [Ic..Ic+7Ip] according to the switch configuration. Of course, this current range can be 
mapped to a voltage one through the current to voltage converter I2V that can be simply a 
resistor R. In this case the voltage range is [RIc..R(Ic+7Ip)]  

5. Averaging the output of a pair of identical ADCs  
Another method for the detection and the correction of errors at an ADC output is based on 
the generation of a duplicated output by a pair of identical ADCs (McNeil et al, 2005). For 
example, if two ADCs accept the same input they should generate the same digital output. 
Nevertheless, their outputs may differ slightly due to component mismatches and process 
variations. The averaging of these outputs can lead to an error reduction. Assuming that the 
ADC digital outputs are D+ε1 and D+ε2 respectively, where D is the ideal output and ε1, ε2 
are the signed errors of each ADC output, the averaged output is  

 1 2'
2

D D  
   (1) 

If ε1<0 and ε2>0 the averaged output has lower error than any of the two separate ADC 
outputs. Moreover, there is a great possibility that ε1=-ε2 and in this case the error is totally 
eliminated. In the worst case where ε1 and ε2 have the same sign, the averaged output has 
smaller error than the higher ε1 or ε2 error. More specifically if |ε1|<|ε2| then  

 1 21 2
2

  
   (2) 

The main drawback of this approach is the required die area and power duplication. A 
difference in the ADC outputs may trigger a more sophisticated calibration algorithm that 
corrects the error at its source instead of simply using the average of these outputs.  

6. Lookup tables with DNL error correction factors 
Another error correction technique that is based on the processing of the ADC output, 
estimates the DNL error of each output code and a corresponding correction factor. All of 
these correction factors are stored in a lookup table and are accessed at real time in order to 
determine how the current output code should be altered to improve linearity. 
 The DNL error is defined using the ADC transfer function shown in Fig. 4. In the ideal case, 
any output code should have the same width as the Least Significant Bit (LSB): 

 
2

ref

n

V
LSB   (3) 



  
Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 

 

252 

 
Fig. 4. DNL error 

The parameter Vref is the maximum input voltage of the ADC and n is its resolution. The 
DNL error represents the relative difference of the actual code width from the LSB: 
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If the Di code is corrected by a factor fi that is defined as: 

 i if LSB D   (5) 

the corresponding DNLi error would be eliminated. Nevertheless, it is easier to estimate the 
initial DNLi error of a code instead of its width Di using for example the Histogram method 
(Correa-Alegria & Cruz-Sera, 2009). The correction factor can be estimated in this case as: 
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The lookup tables with the correction factors may also require real time calibration as 
described in (De Vito et al, 2007). 

7. Current mode circuit calibration 
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Nevertheless, this scaling is not as accurate as indicated by equation (7) due to component 
mismatches, while it is also affected by temperature. Cascode current mirrors offer a higher 
accuracy and temperature stability than simple current mirrors due to higher output 
resistance but their usage leads to slower implementations.  
In (Petrellis et al, 2010a) two versions of an ADC that is based on a current mode integer 
division are presented. Higher speed can be achieved by using simple current mirrors 
instead of cascode ones for the generation of reference currents and the implementation of 
operations like subtraction and multiplication/division by a constant. Since simple current 
mirrors are faster but more sensitive to component mismatches and temperature variations 
than cascode ones, replacing some critical simple current mirrors with gain-boosted ones in 
such an ADC can reassure its correct operation without sacrificing speed. The biasing of 
these gain-boosted mirrors is controlled by an appropriate calibration algorithm. 
The novel ADC architecture presented in (Petrellis et al, 2010a) is based on the integer 
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Fig. 4. DNL error 
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current Iref. All the Iref current sources are implemented using current mirrors with equally 
sized transistors, while the 2Iref, 3Iref, etc, levels are generated by current mirrors with output 
transistors that have twice, or three times respectively the width of the input transistor as 
shown at the bottom of Fig. 5. 
A novel ADC architecture based on integer division was presented in (Petrellis et al, 2010a) 
and is shown in Fig. 6. A binary tree structure is used and each node of the tree implements 
an integer division by a number of the form: 

L22 , where L is the level of the tree (leaves are 
assigned to level L=0). The quotient and the residue of such a division are the outputs of 
each node and are connected to subtrees that correspond to ADCs with lower resolution. 
The residue can be estimated by subtracting the quotient from the original input of the 
integer divider.  For example, if a copy of the input signal is available at the output of a 
PMOS current mirror and a quotient copy is available at the output of a NMOS current 
mirror, the subtraction can be carried out by simply connecting these two outputs and 
driving the residue to the input of a second NMOS current mirror. 
Simple current mirrors with small transistors can be used to implement time critical 
operations of the ADC architecture that is shown in Fig. 6. At such critical nodes like the 
ones at the root of the binary tree of Fig. 6, gain-boosted current mirrors can be used like 
(M5, M6, IC0) and (M7, M8, IC1) that are shown in Fig. 7. 
Fig. 7 also shows how the amplitude and offset of a current signal like the residue of the 
integer division can be adjusted by an equation like (9). 

 ( )r g in q off offI a I I a I    (9) 
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Fig. 7. Gain boosted current mirrors used in the residue adjustment of the integer divider 
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Fig. 8. Residue imperfections  

A simple way to handle this kind of problem is to detect the changes in the bit No. 4 and 
keep the previous ADC output stable for an interval equal to the falling edge of the residue. 
Although, this technique does not lead to a linear solution, it eliminates most of the non-
monotonic errors that are more important than the ones of the linearity. A simple analogue 
circuit capable of performing this non-monotonic error elimination is shown in Fig. 9. 
When the input of each XOR gate in Fig. 9 rises from 0 to 1 the connected capacitor is 
charged almost immediately but when the input changes from 1 to 0, the capacitor is 
discharged through the resistor connected in parallel with the capacitor. During the time 
that it takes the capacitor to discharge the inputs of the corresponding XOR gate are 
different and its output is 1 generating a pulse with a duration that is determined by the RC 
constant. A pair of RC components are driven by the Q and the Q~ output of the D-flip flop 
that is used at the input of this circuit in order to generate a pulse at the BUSY signal both at 
the rising and the falling edge of the observed bit Bi of the ADC output. The BUSY signal 
indicates to the system that reads the ADC output, should not take into consideration this 
output as long as the BUSY signal is active. 
 

 
Fig. 9. BSY signal generation based on RC time interval 
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The BUSY signal duration cannot be determined very accurately in the way described above 
because it depends on the RC constant. A higher precision digital BUSY signal generator is 
shown in Fig. 10. The XOR gate of Fig. 10 compares two successive values of the observed 
ADC output bit Bi. If they are different, a timer is enabled activating the BUSY signal for a 
specific time period that is determined from simulation results. The effect of the BUSY 
signal use is shown in Fig. 11 where the ADC output is reconstructed by an ideal DAC at the 
top of this figure and the non-monotonic error reduction that occurs when the BUSY signal 
is taken into consideration is shown at the bottom of this figure. 
 

 
Fig. 10. BUSY signal generation based on digital circuit 
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Fig. 11. Non-monotonic error reduction with the use of the BUSY signal 
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single-ended one is omitted. Moreover, differential signals are more immune to noise 
interference.  
 

 
Fig. 12. Expected differential residue  

In voltage mode ADCs like the one presented in (Petrellis et al, 2010b, 2010c), the differential 
amplifiers that are used to perform addition or subtraction are also sensitive to component 
mismatches that can lead to the drifting of the output differential signals, away from their 
predefined levels as well as the modification of their amplitude. The authors propose a 
calibration method that continuously observes such differential signals and shifts them 
appropriately to their correct positions. Auxiliary components like draft frequency detectors 
and digital to analogue converters that generate fine voltage levels around an offset, are also 
required in such ADC architectures and are described in this paragraph. 
A monitoring circuit can be used to decide whether two differential signals overlap or not. 
For example, if Fig. 12 shows the optimal differential residue signals form, then a voltage 
comparator that accepts as input these differential signals can decide whether they overlap 
or not. 
The circuit shown in Fig. 13a monitors two differential signals (V+, V-) and can control the 
level shifter logic of Fig. 13b. The circuit shown in Fig. 13b can insert delay and shift 
appropriately the inputs (Vi+, Vi-) of a differential amplifier stage. Delaying and shifting just 
one of the differential amplifier inputs (Vi+ in the case of Fig. 13b) is adequate in order to set 
the amplifier outputs at the correct level. More specifically, the offset of the signals Vi+ and 
Vi+ can be determined by the bias voltages Vb1 and Vb2 respectively. The bias voltage Vb2 can 
be connected to a constant source while Vb1 can be controlled by the Digital to Analogue 
Converter (DAC) of the circuit presented in Fig. 13a.    
When the calibration starts, the counter of Fig. 13a is cleared, shifting away the signals Vi+ 
and Vi-. Consequently, the outputs V+ and V- of the following differential amplifier stage are 
also shifted away. The comparator output at the input stage of the differential signal 
monitor shown in Fig. 13a is low, enabling the counting operation. The increasing counter 
output values force the differential amplifier input and output signals to get closer. When 
these signals start overlapping, the D-flip flop output will be set, disabling a further level 
shifting and after this time point, the differential amplifier output will have the desirable 
form of Fig. 12. 
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Fig. 13. Differential Signal Monitor (a) and Delay Insertion/Level Shifting circuit (b) 
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signals could be employed to decide the appropriate capacitance combination through the 
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The comparator of Fig. 14 and the 2nd Counter are used to enumerate how many times a 
monitored differential signal like Vp+ crosses a reference voltage Vcmp in a time interval 
specified by the 1st Counter of Fig. 14. The Combinatorial Logic circuit disables both 
counters after the specified time interval. The output of the 2nd Counter can directly give an 
indication of the draft frequency range that was detected if this time interval has an 
appropriate duration. The switches S0-S2 of Fig. 13b can be directly connected to the output 
of the 2nd Counter.  
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Fig. 14. Frequency Range Detector 
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frequencies. This is due to the fact that the amplitude of this Flash ADC input signal is 
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enough to reach their maximum amplitude as the frequency increases. Instead of attempting 
to adjust the same signal amplitude in all frequency ranges, the resistor ladder bias can be 
adapted to the input signal amplitude at a specific frequency. The output S0-S2 of the 
frequency detector shown in Fig. 14 can adjust this bias by connecting different voltage 
dividers or active DC voltage level generators. 
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The use of the Differential Signal Monitor and the Delay Insertion/Level Shifting circuit of 
Fig. 13 as well as the draft Frequency Range Detector of Fig. 14 are demonstrated in Fig. 15. 
The differential sawtooth curves at the bottom of that figure represent the monitored 
residue signals (V+ and V-) that are initially shifted away when the Vb1 bias voltage of Fig. 
13b that is driven by the DAC output of Fig. 13a, has its lowest value. The DAC output is the 
curve that appears at the top of Fig. 15 and is increased forcing the V+ and V- distance to be 
reduced. When these differential signals start to overlap, the DAC output level is stabilised 
since the counter operation of Fig. 13a is disabled. The frequency range detector of Fig. 14 
estimates then the frequency of the residue signals for the period indicated by the signal in 
the middle of Fig. 15.  

10. Post processing techniques for linearity improvement 
The use of the correcting factors stored in lookup tables that were presented in paragraph 6 
is a type of post processing technique. The authors are currently developing different post 
processing techniques that are general enough to be used for the linearity improvement of 
several ADC architectures. These techniques are based on the fact that often the high DNL 
errors have a periodic form and appear at output codes with a specific format. For example, 
in a two stage pipeline ADC the residue that serves as input to the “fine” ADC stage may 
not consist of identical teeth in the sense that some teeth may have different amplitude or 
offset as shown in Fig. 16.  
 

 
Fig. 16. Differential residue with non-identical teeth 

If the differential signals of Fig. 16 are input to a 4-bit “fine” Flash ADC, then the two 
resistor ladders that generate the voltage levels of each differential comparator at the input 
stage of this ADC have to be biased appropriately. Consider for example the differential 
signal at the top of Fig. 16. If the input range of this signal is assumed to be 680mV..880mV 
in order to cover the minimum/maximum peaks of all teeth, then some codes will be 
missing at the ADC output since some teeth do not span at the whole range (they have a 
lower than 200mV amplitude). In order to avoid missing codes, a smaller range can be 
assumed for this specific differential signal e.g., 700mV..840mV. A similar biasing approach 
may be chosen for the differential signal at the bottom of Fig. 16 to avoid missing codes. 
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Nevertheless, in this case the codes of the binary form x0000 and x1111 will have a 
significantly higher DNL error than the others due to the teeth clipping. In fact, the DNL of 
these output codes will probably be higher than 1 LSB.  
A post processing technique is under development by the authors that corrects such a high 
DNL error by detecting the erroneous codes at the ADC output and replacing them with 
successive codes of 1-bit higher resolution. The rest of the codes are simply shifted 
appropriately and their resolution is also extended by 1-bit. In order to decide the duration 
of the inserted codes an averaging of the ADC output code duration is continuously 
performed by a digital circuit. Simulation results show that the SNDR of the 8-bit ADC 
described in (Petrellis et al, 2010c) can be increased in this way by up to 6dB.  
In a more general approach, the average duration of the ADC output codes can be 
continuously estimated, and a correction of the successive codes’ duration can be carried 
out. For example, if a code appears in average 5 consequent times while the codes X and 
X+1 appear 7 and 3 times respectively, then the last 2 appearances of X can be replaced 
with X+1. 

11. Conclusion  
The appropriate calibration techniques allow the ADCs to operate at the extremely high 
conversion rates required by the nowadays applications. Although many ADC architectures 
require customised solutions it was attempted to select and present the most popular and 
general ones. A number of calibration and post processing techniques that have been 
developed by the authors have also been presented. These techniques include current mode 
calibration based on the use of gain boosted mirrors as well as voltage mode calibration 
methods that perform differential signal monitoring, level shifting, delay insertion, 
frequency range detection and bias adjustment.  
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1. Introduction   
The demand of wireless services is increasing and new generations of mobile radio systems 
are promising to provide higher data rates and a large variety of applications to mobile 
users. Besides, one of the major challenging problems in future wireless communication 
systems is how to offer the ability to transport multimedia services at different channel 
conditions and bandwidth capacities with various quality of service (QoS) requirements. 
However, this goal must be achieved under the constraint of limited available frequency 
spectrum because numerous licensed services and applications already exploit the spectral 
resource up to several gigahertz. Thereby, the multiple access and the coexistence are 
challenging matters for the next generation wireless communication systems. 
Two exciting solutions have recently risen to circumvent the limited frequency spectrum 
problem. The first solution is based on spectrum sensing and dynamic spectrum access (DSA) 
techniques to find available spectrum which can be used by a cognitive radio user without 
causing any harmful interference to licensed users. The other solution is to set up underlay 
communications that would allow so-called secondary users to judiciously exploit some 
frequency resource already allocated to licensed primary users such that the former does not 
impact on the quality of the communications of the latter significantly. The latter solution can 
namely be achieved by imposing tough radiation restrictions to the secondary users. 
In that context, ultra-wideband (UWB) has recently been attracting great interest as a 
suitable technology for unlicensed short range communications. With the data rate of 
several hundred Mbps, and the restricted power transmission, UWB demonstrates great 
potential in the coexistence issue and the support of multimedia services such as high-
definition television (HDTV), videos and music sharing, console gaming, etc., in home 
networks known as the wireless personal area network (WPAN).  
Given the power constraint and the extremely wide bandwidth of UWB, a fundamental 
problem arises is how to manage the multiple-user access to efficiently utilize the 
bandwidth, support the QoS requirements of multimedia applications and provide fairness 
among the existing users. Moreover, to this date, research works on resource allocation for 
UWB communications are still limited. Based on the WiMedia Alliance, solution proposed 
for the UWB communications, the objective of this chapter is to define a new approach for 
the spectrum sharing and multiple access problems in the scope of the resource allocation in 
UWB systems while taking into account the various system constraints. Thus, to deal with 
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among the existing users. Moreover, to this date, research works on resource allocation for 
UWB communications are still limited. Based on the WiMedia Alliance, solution proposed 
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the channel quality, and the QoS constraints, which are viewed as heterogeneous 
constraints, we follow a cross-layer approach based on a cooperation between the two 
lowest layers of the Open Systems Interconnection (OSI) model, namely the physical (PHY) 
and the medium access control (MAC) layers.  
This chapter is divided into two main parts: In the first part, we describe the multiband 
orthogonal frequency-division multiplexing (MB-OFDM) approach, solution proposed for 
the high-rate UWB systems. Next, we present the physical specifications of the WiMedia 
solution, which is based on the MB-OFDM approach. The indoor channel model that will be 
used in our simulations is then presented. Afterwards, we present the resource management 
principles in OFDM and MB-OFDM systems. We then discuss the resource allocation 
strategies proposed for OFDM systems while stressing on the need of the QoS support in a 
multiuser context to respond to the different users demands. Finally, we define our cross-
layer strategy for a distributed multiuser resource allocation scheme under QoS 
requirements in MB-OFDM systems.  
Based on the cross-layer approach defined in the first part, we analytically study in the 
second part of the chapter the multiuser resource allocation problem for MB-OFDM systems 
by deriving a constrained optimization problem. The cross-layer approach is exploited by 
defining a PHY-MAC interplay mechanism that is able to provide new functionalities of the 
physical and the medium access control layers. The PHY layer is responsible for providing 
the physical channel conditions through the exploitation of the channel state information 
(CSI), while the MAC layer is in charge of differentiating and classifying the existing users 
using a priority-based approach that guarantees a high level of QoS support for real-time 
and multimedia services. An optimal sub-band and power allocation is then derived from 
the formulated cross-layer optimization problem. To evaluate the efficiency of the proposed 
multiuser allocation scheme, we define a cross-layer metric called the satisfaction index (SI). 
Finally, the new multiuser resource allocation solution is compared to the single-user 
WiMedia solution in terms of bit error rate (BER).  

2. MB-OFDM system 
Multiband OFDM (MB-OFDM) is the primary candidate for high data rate UWB 
applications. It was first proposed by Anuj Batra et al. from Texas Instruments for the IEEE 
802.15.3a task group (Batra et al., 2003, 2004a, 2004b). This approach is today supported by 
the WiMedia Alliance and adopted by the ECMA-368 standard (Standard ECMA-368, 2007). 
 

Data 
rate 

(Mbps) 
Constellation

Coding 
rate 
(r) 

FDS TDS Coded bits / OFDM symbol 
(NCBPS) 

53.3 QPSK 1/3 Yes Yes 100 
80 QPSK 1/2 Yes Yes 100 

110 QPSK 1/3 No Yes 200 
160 QPSK 1/2 No Yes 200 
200 QPSK 5/8 No Yes 200 
320 DCM 1/2 No No 200 
400 DCM 5/8 No No 200 
480 DCM 3/4 No No 200 

Table 1. WiMedia-based MB-OFDM data rates. 
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The WiMedia Alliance MB-OFDM scheme consists in combining OFDM with a multi-
banding technique that divides the available band into 14 sub-bands of 528 MHz each, as 
illustrated in Fig. 1. An OFDM modulation with 128 subcarriers is applied on each sub-band 
separately. As evident from the figure, five band groups or channels are defined, each being 
made from three consecutive sub-bands, except for the fifth one which encompasses only 
the last two sub-bands. To be exhaustive, a sixth band group is also defined within the 
spectrum of the first four, consistent with usage within worldwide spectrum regulations. A 
WiMedia compatible device should actually make use of only one out of these six defined 
channels. Initially, most of the studies in the literature have been performed on the first 
band group from 3.1 to 4.8 GHz. 
The MB-OFDM system is capable of transmitting information at different data rates varying 
from 53.3 to 480 Mbps, listed in Table 1. These data rates are obtained through the use of 
different convolutional coding rates, frequency-domain spreading (FDS) and time-domain 
spreading (TDS) techniques. FDS consists in transmitting each complex symbol and its 
conjugate symmetric within the same OFDM symbol. It is used for the modes with data 
rates of 53.3 and 80 Mbps.  With the TDS, the same information is transmitted during two 
consecutive OFDM symbols using a time-spreading factor of 2. It is applied to the modes 
with data rates between 53.3 and 200 Mbps. 
For data rates lower than 320 Mbps, the constellation applied to the different subcarriers 
is a quadrature phase-shift keying (QPSK). Nevertheless, for data rates of 320 Mbps and 
higher, the binary data is mapped onto a multi-dimensional constellation using a dual-
carrier modulation (DCM) technique. The DCM modulation consists in mapping four bits 
onto two 16-point constellations. The resulting mapped tones are then separated by at 
least 200 MHz of bandwidth. The DCM technique is not applied for low data rates (200 
Mbps and below) since the frequency diversity is better exploited through the use of low 
rate Forward Error Correction (FEC) codes, TDS and FDS techniques. Therefore, the 
expected DCM diversity gain for these data rates is minimal and the added complexity for 
DCM is not justified. Note that the first MB-OFDM proposals for IEEE 802.15.3a, 
including the September 2004 proposal, considered only a QPSK constellation for all the 
data rates (Batra et al., 2004b). 
 

 
Fig. 1. UWB spectrum bands in the MB-OFDM system. 

2.1 UWB indoor channel model 
Since UWB channels have some particular propagation process and models which carry a 
considerable difference with the classical narrowband models, many studies on the 
propagation and the channel models for UWB signaling have been issued since the late 
1990s (Cassioli et al., 2002) (Win  & Sholtz, 2002). 
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In fact, since we are working in an indoor environment and due to the very fine resolution 
of UWB waveforms, different objects or walls in a room could contribute to different clusters 
of multipath components. In early 2003, the IEEE 802.15.3a committee adopted a new UWB 
channel model for the evaluation of UWB physical layer proposals (Foerster, 2003). This 
model is a modified version of Saleh-Valenzuela (SV) model for indoor channels (Saleh  & 
Valenzuela, 1987), fitting the properties of UWB channels. A log-normal distribution is used 
for the multipath gain magnitude. In addition, independent fading is assumed for each 
cluster and each ray within the cluster. The impulse response of the multipath model is 
given by 
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where Gi is the log-normal shadowing of channel realization i,  iT z  the delay of cluster z, 
 ,i z p  and  ,i z p  represent the gain and the delay of multipath p within cluster z, 

respectively. Independent fading is assumed for each cluster and each ray within the cluster. 
The cluster and path arrival times can be modeled as Poisson random variables. The path 
amplitude follows a log-normal distribution, whereas the path phase is a uniform random 
variable over  0,2 . Four different channel models (CM1 to CM4) are defined for the UWB 
system modelling, each with arrival rates and decay factors chosen to match different usage 
scenarios and to fit line-of-sight (LOS) and non-line-of-sight (NLOS) cases. The channel 
models characteristics are presented in Table 2.  

3. Resource allocation in OFDM systems 
OFDMA has attracted great interest as a promising approach to provide an efficient 
modulation and multiple-access technique for future wireless communications (Astely et al., 
2006) (Moon et al., 2006). It is based on OFDM modulation, which is characterized by its 
immunity to intersymbol interference (ISI), its robustness in presence of frequency selective 
 

 CM1 CM2 CM3 CM4 
Mean excess delay (ns) 5.05 10.38 14.18 — 

Delay spread (ns) 5.28 8.03 14.28 25 
Distance (m) < 4 < 4 4–10 10 
LOS/NLOS LOS NLOS NLOS NLOS 

Table 2. Multipath channel characteristics. 

fading and narrowband interference and its high spectral efficiency. Besides, the major 
advantage of OFDMA is its ability to schedule resources in both time and frequency 
dimensions which gives a good flexibility in any multiple-access scheme. However, the 
performance of OFDMA depends on the ability to provide an efficient and flexible resource 
allocation scheme that should adapt to wireless fading channels, as well as improve the 
spectrum efficiency and satisfy the existing users.  
In OFDM, the broadband channel is divided into orthogonal narrowband subcarriers. In a 
multiuser context, different subcarriers can be allocated to different users. However, the 
channels on each subcarrier are independent for each user; the subcarriers that experience 
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deep fading for one user could be in a good condition for another user. Consequently, 
efficient resource allocation in OFDMA shall be based on dynamic subcarrier allocation that 
responds to each user channel quality. 
In the literature, related studies have addressed the OFDM radio resource allocation 
problem as an optimization problem where optimal and suboptimal algorithms have been 
proposed. Two well-known classes of optimization techniques have been proposed for the 
dynamic multiuser OFDM allocation: margin adaptive (MA) and rate adaptive (RA). The 
MA concept is to achieve the minimum overall transmit power under a data rate or BER 
constraint. On the other hand, the RA concept is to maximize the users data rate under a 
total transmit power constraint (Jang & Lee, 2003) (Shen et al., 2005). 

3.1 Resource allocation in MB-OFDM UWB systems 
UWB channel response varies slowly in time and could be considered as quasi-static during 
one frame. Accordingly, the CSI can be sent to the transmitter by a simple feedback that 
does not increase significantly the complexity of the resource allocation mechanism. 
However, to this date, research works on resource allocation for UWB communications are 
still limited. 
Several research studies on MB-OFDM UWB systems have been strictly devoted to physical 
layer issues or have addressed the question of resource allocation yet without taking into 
consideration the MAC layer constraints. In (Chen et al., 2006) for instance, in order to 
improve the BER performance, an adaptive carrier selection and power allocation is 
proposed. An optimal algorithm with Lagrange multiplier method is derived. Based on the 
CSI information, the carriers and the power are dynamically allocated with the constraint of 
fixed data rate and fixed total power. In (Wang et al., 2005), the authors propose two power 
allocation schemes to maximize the total capacity for single-band OFDM UWB 
transmissions with space-time codes, under the assumption of perfect and partial CSI at the 
transmitter. The results show that the water-filling scheme provides the smallest outage 
probability while the scheme with limited CSI feedback has lower feedback overhead and 
slight performance loss. In (Xu & Liu, 2004), a power allocation scheme is proposed for 
clustered MB-OFDM. In this study, a cluster which is a group of subcarriers is dynamically 
assigned a unique power in order to maximize the total system throughput. The results 
show that the proposed solution, with its low complexity, has a performance close to the one 
of a standard water-filling scheme. 
On the other hand, other studies have been focusing on improved MAC algorithms 
independently of any information feedback from the PHY layer. In (Cuomo et al., 2002), a 
joint rate and power assignment algorithm is proposed for multiuser UWB networks. 
Optimal and suboptimal algorithms are proposed to dynamically assign the rate and the 
transmitted power of each node. To establish a communication link, the proposed radio 
resource sharing scheme defines a handshaking stage between a sender and receiver. The 
proposed allocation scheme relies on two handshakes between the sender and its neighbors 
to obtain the required information for link rate and power assignments. In (Zhai, 2008), a 
QoS support mechanism for multimedia services in UWB-based WiMedia mesh networks is 
proposed. An integer-linear programming model is derived to solve the path available 
bandwidth problem. Lower and upper bounds are also derived to reduce the computation 
complexity. In addition, a distributed QoS routing algorithm is defined to find the paths 
with enough end-to-end available bandwidth. Results show that the proposed algorithms 
perform very well in predicting the available bandwidth of paths and can admit more traffic 
flows than existing ones.  
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Few studies consider both the physical and MAC layers in the resource allocation matter for 
MB-OFDM UWB systems. In (Siriwongpairat et al., 2007), a novel channel allocation scheme 
is proposed by efficiently allocating power, data rate and sub-bands among all the users. 
The sub-band and power assignment problem is formulated as an optimization problem 
whose goal is to minimize the total power under the condition that all users achieve their 
requested data rates. A low-complexity fast suboptimal algorithm is also proposed to reduce 
the complexity of the formulated problem. Results show that the proposed solution can save 
up to 61% of power consumption compared to the standard multiband scheme. Although this 
latter study exploits information laying in the physical and MAC layers, some aspects are not 
ensured in the proposed resource allocation scheme. The QoS support for instance is not fully 
exploited since no service differentiation scheme is defined. Furthermore, some physical 
conditions are not taken into consideration in the sub-band assignment such as the number of 
sub-bands per channel and the number of users that can coexist in the same channel. 

3.2 Resource allocation for MB-OFDM-MA: cross-layer approach  
While OFDMA is the multiuser OFDM scheme that allows multiple access on the same 
channel by distributing subcarriers among users, MB-OFDM-MA is the multiuser MB-OFDM 
scheme that shares the available sub-bands of the same channel among the existing users.  
Inevitably, there is a need in any resource allocation scheme to exploit some channel 
parameters reflecting the channel quality of each user aiming at accessing the network. 
These physical conditions are provided by the PHY layer. On the other hand, in a multiuser 
context, we need to determine how much end-users are satisfied and how efficient the 
available resources are shared among the existing users. Information about QoS 
requirements and fairness are thus of great importance to be provided by the MAC layer. As 
a result, the interplay between the two lowest layers of OSI model becomes a crucial need 
for the resource allocation in the next generation wireless communication systems since 
independent optimization of the two layers may not lead to an optimal overall system 
performance. Fig. 2 illustrates the idea of the PHY-MAC interaction model for a cross-layer 
optimization resource allocation scheme. 
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Fig. 2. PHY-MAC interaction for a cross-layer resource allocation scheme. 

 
Cross-Layer Resource Allocation for MB-OFDM UWB Systems 

 

273 

3.2 Cross-layer performance optimization  
The management of the available resources is of major importance in a multiuser system 
when we want to optimize its performance. In our proposed cross-layer system that takes 
into consideration two different layers aspects, we should ensure an efficient exploitation of 
the available optimization features.  
From the physical perspective, metrics such as spectrum efficiency and minimum BER are 
the most important constraints to be considered. On the other hand, from a user perspective, 
QoS as well as fairness among the competing users are the main metrics because they 
determine how much end-users are satisfied and how efficient the available resources are 
shared among the existing users. The optimization of the joint consideration of the PHY and 
MAC layers through the proposed cross-layer mechanism is thus performed by adopting 
two strategies: 
Optimization problem formulation 
The proposed cross-layer resource allocation problem is first studied analytically by 
deriving a constrained optimization problem to find the optimal allocation solution. Indeed, 
different parameters from the PHY and MAC layers are collected to define the objective 
function and the different constraints of the optimization problem. 
Layer abstraction 
To reduce the overall processing and the complexity of the layer-independent performance 
evaluation, an abstraction of one layer processing is carried out in the other layer. More 
precisely, all the proposed MAC processes will be abstracted at the PHY level for the sake of 
a simplified system performance evaluation.  

4. Multiuser resource allocation optimization for MB-OFDM UWB  
The proposed multiuser allocation scheme counts on the collection of information located at 
two different levels, more precisely the PHY and the MAC levels. In this section, we present 
the new functionalities of these two layers that should contribute to the optimization 
problem formulation. 

4.1 PHY layer information 
As mentioned before, the main functionality of the PHY layer is to provide the users channel 
gains of each sub-band in order to achieve efficient spectrum utilization and a sub-band 
allocation that respects the competing users PHY conditions. Therefore, the CSI is needed at 
the transmitter side.  
In an OFDM system, by assuming a normalized emission power, we can derive the 
instantaneous signal to interference and noise ratio (SINR) for each subcarrier given by 
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where hi is the channel response of subcarrier i, |hi|2 and σ2 are the subcarrier power and 
the noise and interference power respectively. 
On the other hand, in a multiuser environment, it is desirable to evaluate the system level 
performance in terms of BER, considered as the physical QoS parameter. This can be 
motivated by the need of such parameter for accurate and realistic evaluation of the system 
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MB-OFDM UWB systems. In (Siriwongpairat et al., 2007), a novel channel allocation scheme 
is proposed by efficiently allocating power, data rate and sub-bands among all the users. 
The sub-band and power assignment problem is formulated as an optimization problem 
whose goal is to minimize the total power under the condition that all users achieve their 
requested data rates. A low-complexity fast suboptimal algorithm is also proposed to reduce 
the complexity of the formulated problem. Results show that the proposed solution can save 
up to 61% of power consumption compared to the standard multiband scheme. Although this 
latter study exploits information laying in the physical and MAC layers, some aspects are not 
ensured in the proposed resource allocation scheme. The QoS support for instance is not fully 
exploited since no service differentiation scheme is defined. Furthermore, some physical 
conditions are not taken into consideration in the sub-band assignment such as the number of 
sub-bands per channel and the number of users that can coexist in the same channel. 

3.2 Resource allocation for MB-OFDM-MA: cross-layer approach  
While OFDMA is the multiuser OFDM scheme that allows multiple access on the same 
channel by distributing subcarriers among users, MB-OFDM-MA is the multiuser MB-OFDM 
scheme that shares the available sub-bands of the same channel among the existing users.  
Inevitably, there is a need in any resource allocation scheme to exploit some channel 
parameters reflecting the channel quality of each user aiming at accessing the network. 
These physical conditions are provided by the PHY layer. On the other hand, in a multiuser 
context, we need to determine how much end-users are satisfied and how efficient the 
available resources are shared among the existing users. Information about QoS 
requirements and fairness are thus of great importance to be provided by the MAC layer. As 
a result, the interplay between the two lowest layers of OSI model becomes a crucial need 
for the resource allocation in the next generation wireless communication systems since 
independent optimization of the two layers may not lead to an optimal overall system 
performance. Fig. 2 illustrates the idea of the PHY-MAC interaction model for a cross-layer 
optimization resource allocation scheme. 
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Fig. 2. PHY-MAC interaction for a cross-layer resource allocation scheme. 
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3.2 Cross-layer performance optimization  
The management of the available resources is of major importance in a multiuser system 
when we want to optimize its performance. In our proposed cross-layer system that takes 
into consideration two different layers aspects, we should ensure an efficient exploitation of 
the available optimization features.  
From the physical perspective, metrics such as spectrum efficiency and minimum BER are 
the most important constraints to be considered. On the other hand, from a user perspective, 
QoS as well as fairness among the competing users are the main metrics because they 
determine how much end-users are satisfied and how efficient the available resources are 
shared among the existing users. The optimization of the joint consideration of the PHY and 
MAC layers through the proposed cross-layer mechanism is thus performed by adopting 
two strategies: 
Optimization problem formulation 
The proposed cross-layer resource allocation problem is first studied analytically by 
deriving a constrained optimization problem to find the optimal allocation solution. Indeed, 
different parameters from the PHY and MAC layers are collected to define the objective 
function and the different constraints of the optimization problem. 
Layer abstraction 
To reduce the overall processing and the complexity of the layer-independent performance 
evaluation, an abstraction of one layer processing is carried out in the other layer. More 
precisely, all the proposed MAC processes will be abstracted at the PHY level for the sake of 
a simplified system performance evaluation.  

4. Multiuser resource allocation optimization for MB-OFDM UWB  
The proposed multiuser allocation scheme counts on the collection of information located at 
two different levels, more precisely the PHY and the MAC levels. In this section, we present 
the new functionalities of these two layers that should contribute to the optimization 
problem formulation. 

4.1 PHY layer information 
As mentioned before, the main functionality of the PHY layer is to provide the users channel 
gains of each sub-band in order to achieve efficient spectrum utilization and a sub-band 
allocation that respects the competing users PHY conditions. Therefore, the CSI is needed at 
the transmitter side.  
In an OFDM system, by assuming a normalized emission power, we can derive the 
instantaneous signal to interference and noise ratio (SINR) for each subcarrier given by 
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where hi is the channel response of subcarrier i, |hi|2 and σ2 are the subcarrier power and 
the noise and interference power respectively. 
On the other hand, in a multiuser environment, it is desirable to evaluate the system level 
performance in terms of BER, considered as the physical QoS parameter. This can be 
motivated by the need of such parameter for accurate and realistic evaluation of the system 
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level performance but also for suitable development of adaptive resource allocation and 
packet scheduling algorithms. However, the heavy computation cost of any simulator 
assessing the system performance in terms of BER would result in long simulation times.  
Therefore, separate link and system simulators are needed for the evaluation of the network 
performance. For this purpose, link to system (L2S) methods have been proposed in recent 
3GPP standardizations, which can be effectively be used in OFDM systems by using 
effective SNR concept (3GPP, 2003a, 2003b). 
The basic idea of the effective SINR method is to find a compression function that maps the 
sequence of varying SINRs to a single value that is correlated with the BER. This can be 
stated as  
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where I(x) is called the information measure function and N the number of subcarriers in a 
sub-band. An approach used for the effective SINR mapping method is called the 
Exponential Effective SINR Mapping (EESM) (3GPP, 2004a, 2004b).EESM uses the following 
information measure 
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The inverse function of I(x) is 

 1( ) ln( )I x x    (5) 

Eventually, the effective SINR writes  
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where λ is a scaling factor that is used to adjust the compression function in a way that 
compensates the difference between the actual BER and the predicted BER. λ depends only 
on the selected modulation and coding scheme (MCS). 
In order to apply the effective SINR mapping method to MB-OFDM systems, we evaluate 
the value of λ for the eight data rate modes of the WiMedia system defined in Table 1. These 
values are listed in Table 3. In practice, based on the CSI knowledge, each user is capable of 
computing the effective SINR value in each sub-band by using (6). For instance, in the case 
of one channel divided into 3N   sub-bands, and with 3K   users, the physical layer 
information is reduced to the knowledge of only 9N K  effective SINR values.  

4.2 MAC layer information 
In a multiuser context, the MAC layer is responsible for providing medium access 
mechanisms that should manage the radio access in an efficient way that respects the 
different users conditions. However, optimizing the use of radio resources is a critical issue 
when spectrum has to be allocated with respect to end-users needs. Scheduling and queuing 
are key concepts of medium access mechanisms to ensure fairness among the users aiming 
at accessing the medium as well as to respond to high-priority users demands.  
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On the other hand, to achieve an efficient scheduling in a heterogeneous context where users 
have different level of QoS requirements, a service differentiation scheme is crucial for end-to-
end QoS provisioning. In the WiMedia solution, we have seen that none of the proposed 
medium access mechanisms is based on an efficient service differentiation scheme that ensures 
prioritization without causing access problems. Therefore, we define in this section a service 
differentiation model for UWB users based on service classification and weight assignment. 

4.2.1 Service differentiation 
Since multimedia applications or real-time services are key applications for next generation 
wireless networks, especially in high-rate UWB networks, it is desirable to assign them a 
high level of priority in any radio access mechanism. A two-level service classification 
model is proposed in this chapter to ensure the prioritization principle and to respond to 
next generation systems QoS requirements. Consequently, we classify the UWB service 
types into two classes: 
1. Hard-QoS class: This class is defined for applications or services that require strong QoS 

support, more precisely real-time or multimedia applications. Voice and video services 
for instance are non delay-tolerant applications; they have thus strict QoS requirements 
and they definitely belong to this class.  

2. Soft-QoS class: This class is dedicated to applications that don’t have strict QoS 
requirements, more precisely non real-time or data applications. BE and file transfer 
services for instance are delay-tolerant applications. Thus, they belong to this class. 

 
Data rate (Mbps) Constellation Coding rate (r) λ 

53.3 QPSK 1/3 1.49 
80 QPSK 1/2 1.57 

110 QPSK 1/3 1.52 
160 QPSK 1/2 1.57 
200 QPSK 5/8 1.82 
320 DCM 1/2 1.85 
400 DCM 5/8 1.82 
480 DCM 3/4 1.80 

Table 3. WiMedia data rates and associated parameter λ. 

4.2.2 Weight assignment 
The defined service classification scheme offers a two-level priority-based model which 
affects the scheduling decision. Effectively, we assign a class weight to the different users or 
applications belonging to the two defined classes. A higher weight is thus to be assigned to 
the service type with strict QoS requirements.  
Our weight assignment model is divided into two parts: fixed class weight assignment and 
dynamic service weight assignment. 
Fixed class weight 
According to our two-level service classification model, the priority level of the hard-QoS 
users is set to be two times greater than the priority level of the soft-QoS users. Weight q = 2 
is thus attributed to the hard-QoS class and weight q = 1 to the soft-QoS class. 
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level performance but also for suitable development of adaptive resource allocation and 
packet scheduling algorithms. However, the heavy computation cost of any simulator 
assessing the system performance in terms of BER would result in long simulation times.  
Therefore, separate link and system simulators are needed for the evaluation of the network 
performance. For this purpose, link to system (L2S) methods have been proposed in recent 
3GPP standardizations, which can be effectively be used in OFDM systems by using 
effective SNR concept (3GPP, 2003a, 2003b). 
The basic idea of the effective SINR method is to find a compression function that maps the 
sequence of varying SINRs to a single value that is correlated with the BER. This can be 
stated as  
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sub-band. An approach used for the effective SINR mapping method is called the 
Exponential Effective SINR Mapping (EESM) (3GPP, 2004a, 2004b).EESM uses the following 
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where λ is a scaling factor that is used to adjust the compression function in a way that 
compensates the difference between the actual BER and the predicted BER. λ depends only 
on the selected modulation and coding scheme (MCS). 
In order to apply the effective SINR mapping method to MB-OFDM systems, we evaluate 
the value of λ for the eight data rate modes of the WiMedia system defined in Table 1. These 
values are listed in Table 3. In practice, based on the CSI knowledge, each user is capable of 
computing the effective SINR value in each sub-band by using (6). For instance, in the case 
of one channel divided into 3N   sub-bands, and with 3K   users, the physical layer 
information is reduced to the knowledge of only 9N K  effective SINR values.  

4.2 MAC layer information 
In a multiuser context, the MAC layer is responsible for providing medium access 
mechanisms that should manage the radio access in an efficient way that respects the 
different users conditions. However, optimizing the use of radio resources is a critical issue 
when spectrum has to be allocated with respect to end-users needs. Scheduling and queuing 
are key concepts of medium access mechanisms to ensure fairness among the users aiming 
at accessing the medium as well as to respond to high-priority users demands.  
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On the other hand, to achieve an efficient scheduling in a heterogeneous context where users 
have different level of QoS requirements, a service differentiation scheme is crucial for end-to-
end QoS provisioning. In the WiMedia solution, we have seen that none of the proposed 
medium access mechanisms is based on an efficient service differentiation scheme that ensures 
prioritization without causing access problems. Therefore, we define in this section a service 
differentiation model for UWB users based on service classification and weight assignment. 

4.2.1 Service differentiation 
Since multimedia applications or real-time services are key applications for next generation 
wireless networks, especially in high-rate UWB networks, it is desirable to assign them a 
high level of priority in any radio access mechanism. A two-level service classification 
model is proposed in this chapter to ensure the prioritization principle and to respond to 
next generation systems QoS requirements. Consequently, we classify the UWB service 
types into two classes: 
1. Hard-QoS class: This class is defined for applications or services that require strong QoS 

support, more precisely real-time or multimedia applications. Voice and video services 
for instance are non delay-tolerant applications; they have thus strict QoS requirements 
and they definitely belong to this class.  

2. Soft-QoS class: This class is dedicated to applications that don’t have strict QoS 
requirements, more precisely non real-time or data applications. BE and file transfer 
services for instance are delay-tolerant applications. Thus, they belong to this class. 

 
Data rate (Mbps) Constellation Coding rate (r) λ 

53.3 QPSK 1/3 1.49 
80 QPSK 1/2 1.57 

110 QPSK 1/3 1.52 
160 QPSK 1/2 1.57 
200 QPSK 5/8 1.82 
320 DCM 1/2 1.85 
400 DCM 5/8 1.82 
480 DCM 3/4 1.80 

Table 3. WiMedia data rates and associated parameter λ. 

4.2.2 Weight assignment 
The defined service classification scheme offers a two-level priority-based model which 
affects the scheduling decision. Effectively, we assign a class weight to the different users or 
applications belonging to the two defined classes. A higher weight is thus to be assigned to 
the service type with strict QoS requirements.  
Our weight assignment model is divided into two parts: fixed class weight assignment and 
dynamic service weight assignment. 
Fixed class weight 
According to our two-level service classification model, the priority level of the hard-QoS 
users is set to be two times greater than the priority level of the soft-QoS users. Weight q = 2 
is thus attributed to the hard-QoS class and weight q = 1 to the soft-QoS class. 
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Dynamic service weight 
Since different services belonging to the same class may have different QoS requirements, 
we define a dynamic service weight that ensures an additional level of differentiation 
between users according to their requested data rates. Consequently, a user k is assigned a 
service weight sk defined as 

 min

max min
1 k

k
R Rs

R R
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where Rk is the user k requested data rate, Rmin and Rmax are the lowest and the highest data 
rates respectively, taken dynamically from WiMedia rate modes as presented in Table 1. 
Thereby, this service weight gives advantage to users having higher data rate requirements.  
Note that this dynamic weight assignment which depends on the WiMedia specifications 
can be applied in any other system by adjusting the values of Rmin and Rmax. This reflects the 
flexibility and the generality of this weight assignment approach. 
Absolute user weight 
Provided by the MAC layer, the fixed and dynamic weights definition ensures an adaptive 
rate differentiation for the end-users according to their requirements and to the system 
constraints. Accordingly, the absolute user weight W is the combination of the class weight 
with the service weight defined as 

 k k kW q s   (8) 

where qk is the user k class weight and sk its service weight.  

4.3 Analytical study for the multiuser optimization problem  
In order to address the resource allocation matter in a multiuser context under QoS 
requirements, we follow an analytical study by deriving a constrained optimization 
problem. Since UWB communication systems are based on an underlay usage of the 
spectrum obtained under tough power spectral density limitations, there is no necessity to 
minimize the total power transmission. MA technique is however of interest for our 
aimed multiuser allocation scheme since we want to allocate sub-bands to different users 
having different data rate requirements. As our objective is to ensure fairness among the 
different users while satisfying high-priority users, we actually define our optimization 
goal as:  
 Optimizing the resource allocation under the power constraint imposed by UWB 

systems. Note that the power spectral density constraint is transformed into a total 
power constraint. This is justified by the fact that, in our allocation scheme, we need to 
differentiate between the heterogeneous users by assigning them different power levels 
that respect the different QoS requirements. 

 Maximizing the total data rate of the soft-QoS users while guaranteeing a certain level 
of transmission rate for the hard-QoS users. 

4.3.1 Problem formulation 
We consider a system that consists of K UWB users aiming at accessing the network. The 
users are classified into two groups; the first Kh users are hard-QoS users and the remaining 
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hK K users are soft-QoS users. We first derive the expression of the rate used for the 
problem formulation. The rate of a user k in a sub-band b is expressed as 

 , 2 , ,log (1 )k b k b k br P     (9) 

where Pk,b is the allocated power of user k in sub-band b and Ek,b the effective SINR of user k 
in sub-band b. Actually, the advantage of expressing the rate in terms of the effective SINR 
is twofold: First, in the sub-band allocation the effective SINR results from mapping the 
instantaneous subcarrier SINRs to one scalar value by sub-band. This reduces the 
computation cost of the rate since the effective SINR values are already computed by the 
new physical layer entity previously defined. Second, considered as a cross-layer metric, the 
effective SINR acts as a link between the physical data rate and the MAC user requested rate 
via the exploitation of λ parameter as shown in Table 3.  
The optimization problem can thus be formulated as  
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where B is the total number of sub-bands, Rk the hard-QoS user k required data rate, Sk the 
set of sub-bands assigned to user k. In our case, S1,S2,..,Sk are disjoint and each user is 
assigned one sub-band during one time interval. This problem is a mixed integer linear 
programming problem since Sk are integer variables. Consequently, the problem is classified 
as NP-hard. A method that makes the problem solvable is to relax the constraint that each 
sub-band is assigned to one user only. This approach is used in (Zhang & Letaief, 2004).  The 
idea is to allow the users to time-share each sub-band by defining a new parameter ωk,b, 
which represents the time-sharing factor for user k in sub-band b. The optimization problem 
can then be stated as    

 

, ,

, ,
, 2, ,1 1

, ,
, 2

,1

,
1

P :        max     log (1 )                           

               log (1 ) ,   1,.....

                               

k b k b
h

K B
k b k b

k bP k bk K b
B

k b k b
k b k h

k bb
K

k b
k

P

P
subject to R k K

   






 




   





 



 ,

,
1 1

1,            0 1     ,      

                              

k b

K B

k b T
k b

b k b

P P
 

     



 (11) 

The latter optimization problem is a convex optimization problem since it has the following 
characteristics: 
 The objective function of the maximization problem is concave since it is a linear 

combination of concave functions. 
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Dynamic service weight 
Since different services belonging to the same class may have different QoS requirements, 
we define a dynamic service weight that ensures an additional level of differentiation 
between users according to their requested data rates. Consequently, a user k is assigned a 
service weight sk defined as 
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where Rk is the user k requested data rate, Rmin and Rmax are the lowest and the highest data 
rates respectively, taken dynamically from WiMedia rate modes as presented in Table 1. 
Thereby, this service weight gives advantage to users having higher data rate requirements.  
Note that this dynamic weight assignment which depends on the WiMedia specifications 
can be applied in any other system by adjusting the values of Rmin and Rmax. This reflects the 
flexibility and the generality of this weight assignment approach. 
Absolute user weight 
Provided by the MAC layer, the fixed and dynamic weights definition ensures an adaptive 
rate differentiation for the end-users according to their requirements and to the system 
constraints. Accordingly, the absolute user weight W is the combination of the class weight 
with the service weight defined as 

 k k kW q s   (8) 

where qk is the user k class weight and sk its service weight.  

4.3 Analytical study for the multiuser optimization problem  
In order to address the resource allocation matter in a multiuser context under QoS 
requirements, we follow an analytical study by deriving a constrained optimization 
problem. Since UWB communication systems are based on an underlay usage of the 
spectrum obtained under tough power spectral density limitations, there is no necessity to 
minimize the total power transmission. MA technique is however of interest for our 
aimed multiuser allocation scheme since we want to allocate sub-bands to different users 
having different data rate requirements. As our objective is to ensure fairness among the 
different users while satisfying high-priority users, we actually define our optimization 
goal as:  
 Optimizing the resource allocation under the power constraint imposed by UWB 

systems. Note that the power spectral density constraint is transformed into a total 
power constraint. This is justified by the fact that, in our allocation scheme, we need to 
differentiate between the heterogeneous users by assigning them different power levels 
that respect the different QoS requirements. 

 Maximizing the total data rate of the soft-QoS users while guaranteeing a certain level 
of transmission rate for the hard-QoS users. 

4.3.1 Problem formulation 
We consider a system that consists of K UWB users aiming at accessing the network. The 
users are classified into two groups; the first Kh users are hard-QoS users and the remaining 
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hK K users are soft-QoS users. We first derive the expression of the rate used for the 
problem formulation. The rate of a user k in a sub-band b is expressed as 
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instantaneous subcarrier SINRs to one scalar value by sub-band. This reduces the 
computation cost of the rate since the effective SINR values are already computed by the 
new physical layer entity previously defined. Second, considered as a cross-layer metric, the 
effective SINR acts as a link between the physical data rate and the MAC user requested rate 
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where B is the total number of sub-bands, Rk the hard-QoS user k required data rate, Sk the 
set of sub-bands assigned to user k. In our case, S1,S2,..,Sk are disjoint and each user is 
assigned one sub-band during one time interval. This problem is a mixed integer linear 
programming problem since Sk are integer variables. Consequently, the problem is classified 
as NP-hard. A method that makes the problem solvable is to relax the constraint that each 
sub-band is assigned to one user only. This approach is used in (Zhang & Letaief, 2004).  The 
idea is to allow the users to time-share each sub-band by defining a new parameter ωk,b, 
which represents the time-sharing factor for user k in sub-band b. The optimization problem 
can then be stated as    
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The latter optimization problem is a convex optimization problem since it has the following 
characteristics: 
 The objective function of the maximization problem is concave since it is a linear 

combination of concave functions. 
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 The first and third constraints (inequality constraints) of the problem are convex. 
 The second constraint (equality constraint) is affine. 
Consequently, using the properties of a convex optimization problem, we derive the 
Lagrangian of the problem: 
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where αk, βb and γ are the Lagrange multipliers for the different constraints of the 
optimization problem. Besides, to find the optimal solution of the problem, we need the 
Karush–Kuhn–Tucker or KKT conditions (Bertsekas, 1999). Let ω*k,b and P*k,b denote the 
optimal solution. The KKT conditions of the formulated problem are given by 
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Applying the first KKT condition, we obtain:  

 

*
, ,

,

*
, ,

,

1( ),        for 1,..,
ln 2
1 1( ),        for 1,..,   
ln 2

k
k b k b h

k b

k b k b h
k b

P k K

P k K K


   

 

    
 

                              (14) 

Then, the second KKT condition derives: 
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After having used the time-sharing factor to find the optimal solution, we now go backward 
and enforce that one sub-band is assigned to one user only during one time interval. 
Therefore, we consider that ωk,b  cannot take values other than 0 or 1. Consequently, 
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where Hk,b is defined as:  
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We conclude that, for a selected sub-band b, the user k having the highest Hk,b is assigned 
the sub-band. In other words, for a sub-band b, if Hk,b are different for all k then  

 * *
, ,1 ,  0          for all k b k b k k             (19)  

Where 

 ,arg max k bk
k H   (20) 

Afterwards, we derive the last KKT condition that characterizes the hard-QoS users rate 
constraint: 
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As a result, to obtain the optimal solution, we have to compute the optimal power allocation 
function Pk,b and the optimal sub-band allocation function Hk,b. To do so, we need to find the 
set of αk such that the hard-QoS users rate constraint given in (22) is satisfied.  

4.3.2 Mathematical characteristics of the optimal solution 
To solve the formulated optimization problem, we first study the characteristics of the sub-
band and power allocation functions given in (14) and (18) respectively. These two functions 
have the following properties: 
 First, they are monotonically increasing with respect to Ek,b. This means that, for a 

selected sub-band, the user having better channel conditions has more chance to be 
assigned this sub-band with a good power level. 

 Second, the two allocation functions are monotonically increasing with respect to αk. 
This can be viewed as a result of the service differentiation principle. In other terms, the 
functions depend on the user priority and thus, the stricter the user requirements, the 
higher the value of αk and consequently the higher the value of these functions. 
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 The first and third constraints (inequality constraints) of the problem are convex. 
 The second constraint (equality constraint) is affine. 
Consequently, using the properties of a convex optimization problem, we derive the 
Lagrangian of the problem: 
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where αk, βb and γ are the Lagrange multipliers for the different constraints of the 
optimization problem. Besides, to find the optimal solution of the problem, we need the 
Karush–Kuhn–Tucker or KKT conditions (Bertsekas, 1999). Let ω*k,b and P*k,b denote the 
optimal solution. The KKT conditions of the formulated problem are given by 
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Then, the second KKT condition derives: 
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After having used the time-sharing factor to find the optimal solution, we now go backward 
and enforce that one sub-band is assigned to one user only during one time interval. 
Therefore, we consider that ωk,b  cannot take values other than 0 or 1. Consequently, 
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where Hk,b is defined as:  
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We conclude that, for a selected sub-band b, the user k having the highest Hk,b is assigned 
the sub-band. In other words, for a sub-band b, if Hk,b are different for all k then  
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Where 
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Afterwards, we derive the last KKT condition that characterizes the hard-QoS users rate 
constraint: 
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As a result, to obtain the optimal solution, we have to compute the optimal power allocation 
function Pk,b and the optimal sub-band allocation function Hk,b. To do so, we need to find the 
set of αk such that the hard-QoS users rate constraint given in (22) is satisfied.  

4.3.2 Mathematical characteristics of the optimal solution 
To solve the formulated optimization problem, we first study the characteristics of the sub-
band and power allocation functions given in (14) and (18) respectively. These two functions 
have the following properties: 
 First, they are monotonically increasing with respect to Ek,b. This means that, for a 

selected sub-band, the user having better channel conditions has more chance to be 
assigned this sub-band with a good power level. 

 Second, the two allocation functions are monotonically increasing with respect to αk. 
This can be viewed as a result of the service differentiation principle. In other terms, the 
functions depend on the user priority and thus, the stricter the user requirements, the 
higher the value of αk and consequently the higher the value of these functions. 



 
 Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 

 

280 

 Third, we conclude from the hard-QoS users constraint given in (22) that αk is 
monotonically increasing with respect to Rk. 

As a result, the power and the sub-band allocation functions depend on the rate constraints 
of the users, in particular the hard-QoS users which have strict data rate requirements.  

4.3.3 Optimal power and sub-band allocation algorithm 
Based on the above observations, we propose an iterative algorithm for the search of the 
optimal sub-band and power allocations. The process consists in incrementing αk iteratively 
by a small value δ until reaching the hard-QoS users data rate request while respecting the 
power constraint.  
The algorithm is detailed in Algorithm 1. We first start by initializing the αk by a value 
slightly greater than one. Then, we process the sub-band allocation based on the defined αk 
value by computing Hk,b using (18) and finding ωk,b and k  using (19) and (20). We test 
afterwards the rate constraint of the hard-QoS users by using (22). While there are hard-QoS 
users not satisfying their rate constraints, we increment their corresponding αk values by δ. 
 

1. Initialization  
alpha = 1; 
αk = alpha + δ,       for k = 1,.., kh 

 
2. Sub-band allocation 

a. for sub-band b = 1,..,B 
                      compute Hk,b using (18) for all k 
                      obtain ωk,b and kusing (19) and (20)  

b. for k = 1,..,kh 
                     compute kr  using (22)  

c. for k = 1,..,kh 
                     find k  with  and k kk k k kr R r R r R          

d. while k kr R    
                     k k       
                repeat a., b. and c. 
 

3. Power allocation 
a. compute Pk,b using (14) for all k 

b. compute ,
1 1

K B

T k b
k b

P P
 

    

c. if T TP P   
                       /2k k       
                     else 
                       /2k k       
                repeat 2. and 3. until T TP P   

Algorithm 1. Iterative algorithm for optimal power and sub-band allocation. 
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Next, based on the obtained αk values we process the power allocation by using (14). We 
then check the total power constraint. If we find that the total power exceeds the imposed 
total power, we decrement the αk values by half the value of δ; otherwise we increment it by 
half of the same value.  

4.3.4 Performance evaluation 
In this section, we present some results of simulations obtained with the MB-OFDM UWB 
systems described previously. In these simulations, we consider an indoor environment, 
and we use the channel model adopted by the IEEE 802.15.3a task group, whose 
characteristics are listed in Table 2. In what follows, simulations are applied on channel 
model CM1 where a LOS case is considered and the transceiver spacing is less than 4 
meters. Frames of 150 OFDM symbols are used, and each frame is transmitted on a different 
channel realization, from a total of 100 available realizations.  
The objective is to study the performance of the allocation of three users in the same 
WiMedia frequency channel so that they can transmit simultaneously by assigning each user 
one sub-band according to the optimal allocation solution previously derived. Further, we 
compare our multiuser solution performance to the single-user WiMedia solution. 
Thereby, we define a cross-layer performance metric called the satisfaction index (SI) 
defined as 

 ,

,
( )

max
k b

k bb

SI k 



 (23) 

where ,k b  is the effective SINR of the user k in its assigned sub-band b . This metric 
evaluates the satisfaction level of a user k by using the effective SINR value which is 
correlated to its BER and its effective data rates via parameter λ as given in Table 2. It will be 
equal to one if the user is fully satisfied since it is assigned its best sub-band. The SI is 
consequently a QoS parameter and can be used to evaluate fairness among users. 
In Fig. 3, we consider a ‘three-users’ allocation scheme. Four scenarios with different users 
rate requirements are studied where the three users are classified according to their highest 
allocation function value given by (18). We consider that all the users requesting a data rate 
greater than 200 Mbps are hard-QoS users. As evident from the obtained results, the 
proposed scheme respects the priority of the users so that the highest priority user is fully 
satisfied in all the cases since it is first assigned its most favorite sub-band. Consequently, 
the SI of the highest priority user is always equal to one. On the other hand, the SI of the 
other users depends on their rate requirements. We observe from the four scenarios that, for 
the second and third users, the SI is inversely proportional to the data rate requirement. For 
instance, if we compare the SI of the second user in the first and fourth scenarios, we see that 
it is more satisfied when its data requirement is lower. This is due to the fact that the 
satisfaction level is represented in terms of the effective SINR including parameter λ which 
is correlated to the data rate as shown in Table 2.  
Fig. 4 shows the simulation results performed on the band group 1 {3168 - 4752} MHz of the 
WiMedia solution using a TFC (time-frequency code) sequence of [1 3 2] which provides a 
frequency hopping between the three bands at the end of each OFDM symbol. The BER is 
presented as a function of Eb/N0, where Eb is the average energy per useful bit and N0 is the 
AWGN power density. The ideal case of perfect channel estimation is considered. The 
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 Third, we conclude from the hard-QoS users constraint given in (22) that αk is 
monotonically increasing with respect to Rk. 

As a result, the power and the sub-band allocation functions depend on the rate constraints 
of the users, in particular the hard-QoS users which have strict data rate requirements.  

4.3.3 Optimal power and sub-band allocation algorithm 
Based on the above observations, we propose an iterative algorithm for the search of the 
optimal sub-band and power allocations. The process consists in incrementing αk iteratively 
by a small value δ until reaching the hard-QoS users data rate request while respecting the 
power constraint.  
The algorithm is detailed in Algorithm 1. We first start by initializing the αk by a value 
slightly greater than one. Then, we process the sub-band allocation based on the defined αk 
value by computing Hk,b using (18) and finding ωk,b and k  using (19) and (20). We test 
afterwards the rate constraint of the hard-QoS users by using (22). While there are hard-QoS 
users not satisfying their rate constraints, we increment their corresponding αk values by δ. 
 

1. Initialization  
alpha = 1; 
αk = alpha + δ,       for k = 1,.., kh 

 
2. Sub-band allocation 

a. for sub-band b = 1,..,B 
                      compute Hk,b using (18) for all k 
                      obtain ωk,b and kusing (19) and (20)  

b. for k = 1,..,kh 
                     compute kr  using (22)  

c. for k = 1,..,kh 
                     find k  with  and k kk k k kr R r R r R          

d. while k kr R    
                     k k       
                repeat a., b. and c. 
 

3. Power allocation 
a. compute Pk,b using (14) for all k 

b. compute ,
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    

c. if T TP P   
                       /2k k       
                     else 
                       /2k k       
                repeat 2. and 3. until T TP P   

Algorithm 1. Iterative algorithm for optimal power and sub-band allocation. 
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Next, based on the obtained αk values we process the power allocation by using (14). We 
then check the total power constraint. If we find that the total power exceeds the imposed 
total power, we decrement the αk values by half the value of δ; otherwise we increment it by 
half of the same value.  

4.3.4 Performance evaluation 
In this section, we present some results of simulations obtained with the MB-OFDM UWB 
systems described previously. In these simulations, we consider an indoor environment, 
and we use the channel model adopted by the IEEE 802.15.3a task group, whose 
characteristics are listed in Table 2. In what follows, simulations are applied on channel 
model CM1 where a LOS case is considered and the transceiver spacing is less than 4 
meters. Frames of 150 OFDM symbols are used, and each frame is transmitted on a different 
channel realization, from a total of 100 available realizations.  
The objective is to study the performance of the allocation of three users in the same 
WiMedia frequency channel so that they can transmit simultaneously by assigning each user 
one sub-band according to the optimal allocation solution previously derived. Further, we 
compare our multiuser solution performance to the single-user WiMedia solution. 
Thereby, we define a cross-layer performance metric called the satisfaction index (SI) 
defined as 
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where ,k b  is the effective SINR of the user k in its assigned sub-band b . This metric 
evaluates the satisfaction level of a user k by using the effective SINR value which is 
correlated to its BER and its effective data rates via parameter λ as given in Table 2. It will be 
equal to one if the user is fully satisfied since it is assigned its best sub-band. The SI is 
consequently a QoS parameter and can be used to evaluate fairness among users. 
In Fig. 3, we consider a ‘three-users’ allocation scheme. Four scenarios with different users 
rate requirements are studied where the three users are classified according to their highest 
allocation function value given by (18). We consider that all the users requesting a data rate 
greater than 200 Mbps are hard-QoS users. As evident from the obtained results, the 
proposed scheme respects the priority of the users so that the highest priority user is fully 
satisfied in all the cases since it is first assigned its most favorite sub-band. Consequently, 
the SI of the highest priority user is always equal to one. On the other hand, the SI of the 
other users depends on their rate requirements. We observe from the four scenarios that, for 
the second and third users, the SI is inversely proportional to the data rate requirement. For 
instance, if we compare the SI of the second user in the first and fourth scenarios, we see that 
it is more satisfied when its data requirement is lower. This is due to the fact that the 
satisfaction level is represented in terms of the effective SINR including parameter λ which 
is correlated to the data rate as shown in Table 2.  
Fig. 4 shows the simulation results performed on the band group 1 {3168 - 4752} MHz of the 
WiMedia solution using a TFC (time-frequency code) sequence of [1 3 2] which provides a 
frequency hopping between the three bands at the end of each OFDM symbol. The BER is 
presented as a function of Eb/N0, where Eb is the average energy per useful bit and N0 is the 
AWGN power density. The ideal case of perfect channel estimation is considered. The 
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performance of the MB-OFDM system is presented for the different MB-OFDM data rates 
listed in Table 1. Evidently, the MB-OFDM system with a data rate of 53.3 Mbps has the 
lowest BER, since it uses the lowest coding rate with FDS and TDS techniques. Similarly, the 
system with the highest data rate of 480 Mbps has the worst performance in terms of BER 
due to its high coding rate of 3 / 4r  . Besides, if we compare data rates 53.3 and 110 Mbps, 
as well as data rates 80 and 160 Mbps, we notice that the difference in 0/bE N  at a BER level 
of 10-4 is less than 0.5 dB. This means that applying the FDS reduces the data rate by half 
without offering a considerable 0/bE N  gain. In addition, if we compare systems with data 
rates of 80 and 110 Mbps, we notice that the system with a data rate of 110 Mbps offers 
better performance even if it provides higher data rate. This is due to the fact that the FDS 
applied to the system with a data rate of 80 Mbps is not efficiently exploited. 
To compare the performance of our proposed multiuser allocation scheme to that of the 
single-user WiMedia scheme, we present in Fig. 5 two different scenarios where we evaluate 
the performance of the hard-QoS users in terms of BER. In both scenarios, we consider two 
hard-QoS users transmitting at the same data rate of 400 Mbps in the first scenario and 320 
Mbps in the second one. The soft-QoS user is transmitting at the same data rate of 53.3 Mbps 
in both scenarios. The average BER of the two hard-QoS users is computed and the result is 
compared to the single-user WiMedia transmitting at the same data rate. We can notice from 
the figure that in both scenarios the hard-QoS users in the multiuser allocation solution 
outperforms the single-user WiMedia by an average gain of 1.5 dB at a BER level of 10-4. 
This is justified by the fact that in the proposed allocation solution, the hard-QoS users are 
given a high level of privilege that affects the quality of their assigned channels and 
consequently decreases their BER level. 
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performance of the MB-OFDM system is presented for the different MB-OFDM data rates 
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outperforms the single-user WiMedia by an average gain of 1.5 dB at a BER level of 10-4. 
This is justified by the fact that in the proposed allocation solution, the hard-QoS users are 
given a high level of privilege that affects the quality of their assigned channels and 
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Fig. 6 shows further comparison between the proposed multiuser cross-layer scheme and 
the single-user WiMedia solution. To perform an efficient comparison, we consider 
scenarios where all the users are transmitting at the same data rate but belonging to 
different service classes. All the scenarios consist of two hard-QoS users and one soft-QoS 
user. The evaluation is performed for the eight WiMedia data rates, i.e. from 53.3 to 480 
Mbps. The plotted curves represent the Eb/N0 required to reach a BER level of 10-4 for each of 
the data rates. As shown in the figure, the highest priority user has a considerable gain 
compared to the lowest priority user. For instance, at a data rate equal to 480 Mbps, the 
highest priority user outperforms the lowest priority user with a 2.8 dB gain. On the other 
hand, the lowest priority user performance is slightly degraded compared to the WiMedia 
solution. This performance degradation of the low priority users can be viewed as a sacrifice 
for the sake of the high priority users to ensure their strict QoS requirements 
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Fig. 6. Performance comparison of the highest and lowest priority users with the single-user 
WiMedia solution for the eight data rate modes. 

5. Conclusion 
In this chapter, we have investigated the sub-band and power allocation for MB-OFDM 
UWB systems in a multiuser context taking into account the users QoS requirements. For 
this purpose, we have defined new PHY-MAC metrics that are at the core of the cross-layer 
allocation scheme, so that new functionalities are added in the PHY and MAC layer 
respectively. While the PHY layer task is achieved through the use of the effective SINR 
method, the MAC layer is responsible for differentiating and classifying the users by 
assigning them different QoS weights.  
We have then studied the multiuser allocation problem analytically by formulating a 
constrained multiuser optimization problem. An optimal solution for the sub-band and the 
power allocation has been thus carried out. To evaluate the performance of the different 
users, we have defined a satisfaction index parameter considered as a cross-layer metric to 
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assess the QoS level of the different users. Simulation results have shown that the new 
multiuser allocation scheme can guarantee a good level of QoS for users having strict QoS 
requirements by adopting a strict priority-based approach in any ‘three-users’ allocation 
scenario. This priority-based approach gives advantage to the highest priority user that is 
totally satisfied while the other users satisfaction depends on their constraints and 
requirements. Compared to the single-user WiMedia solution, the proposed multiuser 
scheme is advantageous for hard-QoS users and slightly inconvenient for soft-QoS users. 
However, the performance degradation of the soft-QoS is tolerable since these users QoS 
requirements are less restrictive.  
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1. Introduction 

Recently, semiconductor and circuits have been developed to make many high technologies 
of processing be easier to be introduced. By using this technology, there has been 
considerable amount of research effort directed towards applied information and 
communications technology (ICT) to medical services [1, 2]. Body area networks (BANs) 
have emerged as an important subject in personal wireless communications. The 
standardization task group IEEE 802.15.6 determines the standardization of PHY and MAC 
layers for BANs. WBAN are networks composed of in vivo and in vitro wireless 
communication. Communication between devices located outside of a human body is 
named wearable WBAN, and similarly, Communication between devices located inside of a 
human body is called implanted WBAN.  
Wearable WBAN is expected to have numerous applications [3]. For example, each sensor 
device, which consists of wearable WBAN, can continuously measure and transmit vital 
parameters data via wearable WBAN. Based on the information sent by a wearable WBAN 
worn by a particular patient, the hypo-thetical Healthcare Central System of the hospital can 
be continuously aware of the patient vital functions and is able to take the appropriate 
countermeasures in case of medical alert. And wearable WBAN is also taken non-medical 
use (entertainment: video game, music, etc) into consideration. The potential mass market 
includes medical and non-medical applications. In wearable WBAN, devices treat vital signs 
of a human body and, therefore, more secure communications are needed. Furthermore, 
medical ICT has needed data rates of about 10 kbps. Considering practical purposes and 
non-medical use, however, it is necessary to achieve higher data rates [4, 5]. Most cases of 
non-medical applications do not require strong error controlling but less complexity and 
power consumption, and in the special case of video transmission a large throughput and 
low latency are needed to keep their battery life longer. On the contrary, medical 
applications require high reliability and relative low data rate transmission as well high data 
rate transmission. Hence, strong error controlling is expected while relatively larger 
complexity is allowed. As they require different quality of service (QoS) in terms of 
reliability and performance, a fixed error controlling mechanism like forward error 
correction (FEC) is not appropriate.  
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In order to reconcile medical and non-medical applications requirements, we propose  
an adaptive error controlling mechanism in the form of hybrid ARQ (H-ARQ). Such  
error-controlling system adapts to the channel conditions which can optimize the 
throughput, latency and reliability according to the application specification and channel 
conditions.  
The proposed scheme can be used for both narrowband and wideband PHYs. Although, in 
the current status of the task group IEEE 802.15.6, non-medical applications are envisioned 
for the wideband PHY proposal only, i.e., UWB-PHY. On the other hand, medical 
applications use the narrowband and wideband PHYs. Therefore, we focus on the UWB-
PHY for designing and showing the coexistence of medical and non-medical applications for 
BANs through the proposed H-ARQ. 
UWB systems have emerged as a potential candidate for on-body communications in BANs. 
Indeed, UWB radios allow [1]: 
 Low implementation complexity, which is critical for low power consumption. 
 The signal power levels are in the order of those used in the MICS band. That is, UWB 

provides safe power levels for the human body, besides low interference to other 
devices. 

 Finally, impulse radio based UWB systems allows bit rate scalability. 
In this section, we propose a simple and practical binary pulse position modulation (2PPM) 
scheme with energy detection at the receiver. This makes it feasible to implement and 
analogue front-end at the receiver (with low power consumption) in the high band of UWB, 
where UWB-BANs are proposed to operate, globally. 
In this research, it is assumed that there are interference among coexisting piconets BANs, 
because a coordinator in each piconet BAN of IEEE802.15.6 can control the whole device 
access within its coordinating piconet so as to avoid contention among accesses of all the 
devices although interference among coexisting piconet BANs due to asynchronous access 
among the coexisting piconets. Since high band of UWB regulation such as 7.25-10.25GHz 
has suppressed interference enough low for coexistence with other radio communication 
systems. However, non-coherent transceivers have poorer performance than coherent 
architectures. Therefore, it is necessary to introduce an error controlling mechanism that can 
guarantee QoS and performance depending on the application and channel condition, while 
relying on a simple UWB-PHY. 
We show that the good performance in UWB-BAN channels can be achieved.  Therefore, a 
robust scheme is possible for the medical applications of BANs. The advantage of this 
scheme is its less complex and consequently less power consumption plus it achieves higher 
throughput compared to using the FEC alone, which are important for BAN applications. 
Furthermore, from comparing the performance of without our proposed scheme, the 
proposed schemes obtain up to 2dB of gain at the uncorrected erroneous packet rate and its 
throughput efficiency improves at a maximum 40 percent while the bit rate for non-medical 
communications is not changed. Moreover, this error-controlling scheme is proposed at 
IEEE 802.15.6 committee and that standardization makes agreement to oblige employing 
this scheme for UWB based medical applications. 

2. System model and the definition of WBAN 
In this section, we briefly describe the definition of wireless body area network (WBAN) 
[1, 2], and the description of ultra wideband (UWB) signal and transmission system [4, 5]. 
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2.1 Aim of WBAN 
WBAN is for short range, wireless communication in the vicinity of, or inside, a human 
body (but not limited to humans). It uses existing ISM bands as well as frequency bands 
approved by national medical and/or regulatory authorities such as UWB(Ultra Wide 
Band). Quality of service (QoS), extremely low power, and data rates up to 10 Mbps are 
required while satisfying a strict non-interference guideline. IEEE 802.15.6 standardization 
considers effects on portable antennas due to the presence of a person (varying with male, 
female, skinny, heavy, etc.), radiation pattern shaping to minimize Specific Absorption 
Rate(SAR) into the body, and changes in characteristics as a result of the user motions. 
The purpose of WBAN is to provide an international standard for a short range (ie about 
human body range), low power and highly reliable wireless communication for use in close 
proximity to, or inside, a human body. Data rates can be offered to satisfy an evolutionary 
set of entertainment and healthcare services. Current Personal area networks (PANs) do not 
meet the medical (proximity to human tissue) and relevant communication regulations for 
some application environments. They also do not support the combination of reliability, 
QoS, low power, data rate and non-interference required to broadly address the breadth of 
body area network applications.  

2.2 General framework elements 
This section provides the basic framework required for all nodes and hubs. It covers the 
following fundamental aspects: the network topology used for medium access, the reference 
model used for functional partitioning, the time base used for access scheduling, the state 
diagram used for frame exchange, and the security paradigm used for message protection.  

2.2.1 Network topology 
All nodes and hubs will be organized into logical sets, referred to BANs in this specification, 
and coordinated by their respective hubs for medium access and power management as 
illustrated in figure 1. There should be one and only one hub in a BAN.  In a one-hop star 
BAN, frame exchanges may occur directly only between nodes and the hub of the BAN.  In 
a two-hop extended star BAN, the hub and a node may optionally exchange frames via a 
relay capable node. 
 

 
Fig. 1. Network topology 



  
Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 

 

290 

In order to reconcile medical and non-medical applications requirements, we propose  
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We show that the good performance in UWB-BAN channels can be achieved.  Therefore, a 
robust scheme is possible for the medical applications of BANs. The advantage of this 
scheme is its less complex and consequently less power consumption plus it achieves higher 
throughput compared to using the FEC alone, which are important for BAN applications. 
Furthermore, from comparing the performance of without our proposed scheme, the 
proposed schemes obtain up to 2dB of gain at the uncorrected erroneous packet rate and its 
throughput efficiency improves at a maximum 40 percent while the bit rate for non-medical 
communications is not changed. Moreover, this error-controlling scheme is proposed at 
IEEE 802.15.6 committee and that standardization makes agreement to oblige employing 
this scheme for UWB based medical applications. 

2. System model and the definition of WBAN 
In this section, we briefly describe the definition of wireless body area network (WBAN) 
[1, 2], and the description of ultra wideband (UWB) signal and transmission system [4, 5]. 
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2.2.2 MAC frame formats 
All nodes and hubs should establish a time reference base, if their medium access must be 
scheduled in time, where the time axis is divided into beacon periods (superframes) of equal 
length and each beacon period is composed of allocation slots of equal length and numbered 
from 0, 1, .... An allocation interval may be referenced in terms of the numbered allocation 
slots comprising it, and a point of time may be referenced in terms of the numbered 
allocation slot preceding or following it as well. 
If time reference is needed for access scheduling in its BAN, the hub will choose the 
boundaries of beacon periods (superframes) and hence the allocation slots therein. In beacon 
mode operation for which beacons are transmitted, the hub shall communicate such 
boundaries by transmitting beacons at the start or other specified locations of beacon 
periods (superframes), and optionally time frames (T-Poll frames) containing their transmit 
time relative to the start time of current beacon period (superframe).  In non-beacon mode 
operation for which beacons are not transmitted but time reference is needed, the hub will 
communicate such boundaries by transmitting time frames (T-Poll frames) also containing 
their transmitted time relative to the start time of current superframe. 
A node requiring a time reference in the BAN will derive and recalibrate the boundaries of 
beacon periods (superframes) and allocation slots from reception of beacons or/and time 
frames (T-Poll frames). A frame transmission may span more than one allocation slot, 
starting or ending not necessarily on an allocation slot boundary. 

2.3 UWB PHY description 
The UWB PHY specification is designed to provide robust performance for BANs. UWB 
transceivers allow low implementation complexity (critical for low power consumption). 
Moreover, the signal power levels are in the order of those used in the MICS (Medical 
Implant Communication Services) band, for example, safety power levels for the human 
body and low interference to other devices.  

2.3.1 Signal model 
The paper assumes UWB impulse radio and non-coherent modulation in the form of 2PPM, 
energy detection. This is the most promising candidate as mandatory mode for the 
wideband PHY of the IEEE 802.15.6 TG on BANs. 
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where gm∈{0,1} is the mth component of a given codeword, TBPM is the slot time for 2PPM, 
and Tsym is the symbol time. The basis function w(t) is a burst of short pulses p(t), where dm,n 
is a scrambling sequence and Ncpb is a sequence length. This is only to control data rate and 
legacy to IEEE 802.15.4a systems. 
For the sake of illustration and without loss of generality, it is assumed that Ncpb=1 and dm,0 
=1,for all m. Moreover, p(t) is a modulated square root raised cosine pulse waveform with 
duration Tp=2nsec, roll-off factor of 0.5 and truncated to 8 pulse times. The central frequency 
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fc is 7.9872 GHz (corresponding to the 9th band of the IEEEE 802.15.4a band plan) and the 
bandwidth is 499.2 MHz.  

3. Proposed error-controlling scheme for WBAN 
This section explains our proposed error controlling scheme for WBAN. First, proposed 
scheme and system model description are described. Next, we derive the theoretical 
performance of our proposed scheme. 

3.1 Error-controlling scheme necessity 
Medical and non-medical applications need to coexist in BANs. In particular, the 
communication link for medical applications requires higher reliability or QoS in contrast to 
non-medical applications. Most cases of non-medical applications do not require strong 
error controlling but less complexity and power consumption, and in the special case of 
video transmission a large throughput and low latency are needed. On the contrary, medical 
applications require high reliability and relative low data rate transmission. Hence, strong 
error controlling is expected while relatively larger complexity is allowed. Consequently, 
the higher QoS BAN needs, the more complexity and higher power consumption are 
required.  

3.1.1 Our idea for error-controlling scheme 
As they require different QoS in terms of reliability and performance, a fixed error 
controlling mechanism like FEC is not appropriate. Thus, in order to reconcile between 
medical and non-medical applications requirements, we propose an adaptive error 
controlling mechanism in the form of H-ARQ. Such error system adapts to the channel 
conditions which can optimize the throughput, latency and reliability according to the 
application specification and channel conditions.  
As H-ARQ combines FEC and retransmission, the main purpose is to design the FEC such 
that it corrects the error patterns that appear frequently in the channel. The FEC is 
maintained with low complexity as much as possible. On the other hand, when error 
patterns appear less frequently like time-varying behaviour and/or deep fades, a 
retransmission is requested. Hence, a fine balance between throughput and error correction 
is achieved, which makes the system much more reliable.  

3.1.2 H-ARQ scheme of our proposed system 
The compliant UWB PHY in cases of medical and non-medical should support a mandatory 
FEC [1] : (63, 51) BCH codes. Since it is not our research, we refer the draft of IEEE 802.15.6 
WBAN standard. In order to harmonize medical a non-medical applications, the first 
transmission packet should be encoded by (63, 51) BCH code. H-ARQ is only required for 
high QoS medical applications. Thus, we propose that non-medical devices employ only (63, 
51) BCH code and medical devices are H-ARQ enabled. 
As WBAN devices should be as less complex as possible, when the retransmitted packet is 
received, it would be better to minimize the buffering size of the receiver. 
In general, the two main types of H-ARQ are Chase combining (CC) and incremental 
redundancy (IR) [6, 7, 8]. With CC schemes, the same encoded packet is sent for 
transmission and retransmission. On retransmission, the packets are combined based on 
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2.2.2 MAC frame formats 
All nodes and hubs should establish a time reference base, if their medium access must be 
scheduled in time, where the time axis is divided into beacon periods (superframes) of equal 
length and each beacon period is composed of allocation slots of equal length and numbered 
from 0, 1, .... An allocation interval may be referenced in terms of the numbered allocation 
slots comprising it, and a point of time may be referenced in terms of the numbered 
allocation slot preceding or following it as well. 
If time reference is needed for access scheduling in its BAN, the hub will choose the 
boundaries of beacon periods (superframes) and hence the allocation slots therein. In beacon 
mode operation for which beacons are transmitted, the hub shall communicate such 
boundaries by transmitting beacons at the start or other specified locations of beacon 
periods (superframes), and optionally time frames (T-Poll frames) containing their transmit 
time relative to the start time of current beacon period (superframe).  In non-beacon mode 
operation for which beacons are not transmitted but time reference is needed, the hub will 
communicate such boundaries by transmitting time frames (T-Poll frames) also containing 
their transmitted time relative to the start time of current superframe. 
A node requiring a time reference in the BAN will derive and recalibrate the boundaries of 
beacon periods (superframes) and allocation slots from reception of beacons or/and time 
frames (T-Poll frames). A frame transmission may span more than one allocation slot, 
starting or ending not necessarily on an allocation slot boundary. 

2.3 UWB PHY description 
The UWB PHY specification is designed to provide robust performance for BANs. UWB 
transceivers allow low implementation complexity (critical for low power consumption). 
Moreover, the signal power levels are in the order of those used in the MICS (Medical 
Implant Communication Services) band, for example, safety power levels for the human 
body and low interference to other devices.  

2.3.1 Signal model 
The paper assumes UWB impulse radio and non-coherent modulation in the form of 2PPM, 
energy detection. This is the most promising candidate as mandatory mode for the 
wideband PHY of the IEEE 802.15.6 TG on BANs. 
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where gm∈{0,1} is the mth component of a given codeword, TBPM is the slot time for 2PPM, 
and Tsym is the symbol time. The basis function w(t) is a burst of short pulses p(t), where dm,n 
is a scrambling sequence and Ncpb is a sequence length. This is only to control data rate and 
legacy to IEEE 802.15.4a systems. 
For the sake of illustration and without loss of generality, it is assumed that Ncpb=1 and dm,0 
=1,for all m. Moreover, p(t) is a modulated square root raised cosine pulse waveform with 
duration Tp=2nsec, roll-off factor of 0.5 and truncated to 8 pulse times. The central frequency 
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fc is 7.9872 GHz (corresponding to the 9th band of the IEEEE 802.15.4a band plan) and the 
bandwidth is 499.2 MHz.  

3. Proposed error-controlling scheme for WBAN 
This section explains our proposed error controlling scheme for WBAN. First, proposed 
scheme and system model description are described. Next, we derive the theoretical 
performance of our proposed scheme. 

3.1 Error-controlling scheme necessity 
Medical and non-medical applications need to coexist in BANs. In particular, the 
communication link for medical applications requires higher reliability or QoS in contrast to 
non-medical applications. Most cases of non-medical applications do not require strong 
error controlling but less complexity and power consumption, and in the special case of 
video transmission a large throughput and low latency are needed. On the contrary, medical 
applications require high reliability and relative low data rate transmission. Hence, strong 
error controlling is expected while relatively larger complexity is allowed. Consequently, 
the higher QoS BAN needs, the more complexity and higher power consumption are 
required.  

3.1.1 Our idea for error-controlling scheme 
As they require different QoS in terms of reliability and performance, a fixed error 
controlling mechanism like FEC is not appropriate. Thus, in order to reconcile between 
medical and non-medical applications requirements, we propose an adaptive error 
controlling mechanism in the form of H-ARQ. Such error system adapts to the channel 
conditions which can optimize the throughput, latency and reliability according to the 
application specification and channel conditions.  
As H-ARQ combines FEC and retransmission, the main purpose is to design the FEC such 
that it corrects the error patterns that appear frequently in the channel. The FEC is 
maintained with low complexity as much as possible. On the other hand, when error 
patterns appear less frequently like time-varying behaviour and/or deep fades, a 
retransmission is requested. Hence, a fine balance between throughput and error correction 
is achieved, which makes the system much more reliable.  

3.1.2 H-ARQ scheme of our proposed system 
The compliant UWB PHY in cases of medical and non-medical should support a mandatory 
FEC [1] : (63, 51) BCH codes. Since it is not our research, we refer the draft of IEEE 802.15.6 
WBAN standard. In order to harmonize medical a non-medical applications, the first 
transmission packet should be encoded by (63, 51) BCH code. H-ARQ is only required for 
high QoS medical applications. Thus, we propose that non-medical devices employ only (63, 
51) BCH code and medical devices are H-ARQ enabled. 
As WBAN devices should be as less complex as possible, when the retransmitted packet is 
received, it would be better to minimize the buffering size of the receiver. 
In general, the two main types of H-ARQ are Chase combining (CC) and incremental 
redundancy (IR) [6, 7, 8]. With CC schemes, the same encoded packet is sent for 
transmission and retransmission. On retransmission, the packets are combined based on 
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either the weighted SNR's (signal to noise ratio) of individual bits or soft energy values. 
Thus, the receiver must utilize soft decision, and buffer soft output. Its buffering size is three 
times higher than without using H-ARQ; i.e., ‘111’represents ‘1’. 
With IR schemes, transmission and retransmission differ. However, if a half-rate code is 
used in this scheme, the buffering size is same or double than without using H-ARQ. In this 
scheme, retransmission packets consist only of parity bits. The receiver combines additional 
parity bits from retransmission, and decodes in an efficient manner. The retransmissions are 
alternate repetitions of the parity bits and first transmission bits. 
Thus, we employ the notion of IR scheme. At the first transmission of both medical and 
non-medical, the transmission packets consist only of (63, 51) BCH codewords. For  
a retransmission, the transmitter encodes the first transmission packets based on a half-
rate  systematic codes and obtains retransmission packets of parity bits only. Therefore, 
the buffering size of our proposed scheme is same or double than without using H-ARQ. 
Additionally, decoding (63, 51) BCH codes and a half-rate systematic codes makes  
its performance more effective than the basic IR scheme since double coding and 
decoding. 
This error-controlling scheme is proposed at IEEE 802.15.6 committee by Prof.Kohno in 
March and May 2009. That standardization makes agreement to oblige employing this 
scheme for UWB based medical applications.  

3.2 Proposed system description 
As mentioned above, the proposed system is H-ARQ with IR scheme. In such scheme, only 
parity bits are sent with some retransmissions. Erroneous packets are not discarded and the 
decoder can employ the previous received packets. The main requirement for the error 
controlling scheme are low coding overhead and are suitable for bursty (time-varying) 
channels. 
Figures 2 and 3 show the flowchart and our proposed system model, respectively. Where, û 
and u’ represent demodulated and decoding bits 
In our proposed system, both of the medical and non-medical applications use the same 
modulation and demodulation schemes. But only the medical application has a H-ARQ 
function. Hence, when the lack of the reliability has detected, the medical devices can 
request a retransmission. 
First transmissions packet (we call data packet) shown in figure 3(a) consists of (n=63, k=51) 
BCH codewords c0=(m,p0) where 

 1 2{ , ,..., ,..., }, {0,1},(1 )i k im m m m m i k   m  (3) 

 
0 00 01 02 0 0( ) 0 0{ , ,..., ,..., }, {0,1},(1 )j n k jp p p p p j n k    p  (4) 

denote information and parity bits respectively. 
Date packets occur in both case of medical and non-medical and decoding based on (63, 51) 
BCH codes is processed. If medical receiver detects erroneous bits by computing its 
syndrome, the packet consists only of half-rate systematic parity bits c1 (we call parity 
packet) is required by sending NAK. Figure 3(b) shows the parity packet transmission. Upon 
receiving the second NAK, the transmitter re-sends the data packet or the parity packet 
alternately. The parity bits c1=(p1) 
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Fig. 2. The flowchart of the proposed system 
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are obtained from encoding the data packet c0. 
After receiving the data (or parity) packet or parity packet, previous data (or parity) packet 
is discarded and combined with previous parity (or data) packet. And the receivers decode 
based on (63, 51) BCH codes and a half-rate systematic codes. Thus, the data and parity 
packet are buffered at the receiver. 
The retransmissions continue until the error bits are not detected in information bits m' or 
the number of retransmission reaches the limited number. 
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either the weighted SNR's (signal to noise ratio) of individual bits or soft energy values. 
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Fig. 3. The proposed system model 

3.2.1 Packet construction of our proposed system 
From above mentioned, figure 4 shows packet construction of our proposed system. 
 
 

 
Fig. 4. Packet construction of our proposed system 

The data packets c0=(m, p0) comprise of (n=63, k=51) BCH codewords. And the parity 
packets c1=(p1)  consist of only parity bits of a half-rate systematic (n1, k1)  codewords. 
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After receiving the parity packets, the receivers combine the data packets c0 and the parity 
packets c1 and obtain a half-rate systematic (n1, k1) codewords. 
First, the receivers decode based on a half-rate systematic (n1, k1) codes, and then decode 
based on (n=63, k=51) BCH codes.  

3.3 Derived theoretical performance 
In this section, we derive the theoretical performance of our proposed scheme. For 
comparison, we also consider the case of ARQ system. In this case, the retransmission is 
occurred by collision.  

3.3.1 Assumed MAC layer configuration 
Figure 5 shows the diagram of transmission protocol. 
The message is divided into the packets and then transmitted. The length of the packet is 
less the length of the slot. If the number of retransmission is limited, there is a possibility of 
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The message transmission delay $D$ is assumed to be a passing number of slots between 
the message #A arrive at sending node and all $N$ packets that belong to #A are accepted at 
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pb : Channel bit error rate. 
Rc : Passing number of slots until the following transmission (or retransmission) when 
collision occurred. 
We must note that ACK/NAK is sent until the end of slot. 
The probability of transmission success Ps and failure Pf with each number of retransmission 
are followed. 
 m=1, Ps=1-q, Pf=q. 
 m=2, Ps=q(1-q), Pf=q2, Ps (when m=1)=1-q. 
 m=i, Ps=q(i-1)(1-q), Pf=qi , Ps (when m=1,2,...,i-1)=1-q(i-1). 
Thus，when the maximum number of transmission equals M, received bit error rate pARQ 
and the message transmission delay DARQ are calculated by these equations. 
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3.3.3 Our proposed system 
Additionally, we use the following variables. 
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Thus，when the maximum number of transmission equals M, received bit error rate pprop 
and the message transmission delay Dprop are described by the equations below. 
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4. Code selection for proposed error-controlling scheme 
First, we explain the description of a mandatory FEC for WBAN. And the bit error rate 
performance of our proposed scheme in cases of using other codes is showed. Moreover, we 
derive the effect of FEC of Hybrid ARQ on the bit error rate performance at each number of 
retransmission. 
Finally, we determine which code employed for proposed scheme. Moreover, since our 
proposed scheme is employed the IEEE802.15.6 standardization, code selection is important 
research.  

4.1 Requirements for codes of our proposed H-ARQ scheme 
In order to ensure interoperability, a mandatory mode is required. A compliant FEC for 
UWB PHY should support systematic (63, 51) BCH code [1]. 
From the construction of packet for our proposed system in section 3, candidate codes must 
have the following features: 
 The code is a half-rate and systematic. For decreasing the buffer usage as far as possible, 

it is desired that the length of candidate codeword is double as long as first 
transmission codeword. 

 The information length of the code is 63 or it is a divisor of 63. Since a compliant FEC 
for UWB PHY should support systematic (63, 51) BCH code. 

If a compliant FEC for UWB PHY is different, requirement of the code is a half-rate and 
systematic is same.  

4.2 Candidate codes for proposed error-controlling scheme 
The above mentioned are qualified as a candidate FEC for H-ARQ of our proposed system. 
Since it is satisfied the above mentioned requirements for codes of our proposed H-ARQ 
scheme, we use shortened BCH codes and systematic convolutional codes to make the code 
rate 1/2. The decoding methods are the bounded distance decoding and the viterbi 
decoding. For employment viterbi decoding, constraint length must be less of 10 [8]. 
Parameters and its generator polynomial are noted in table 1 and 2.  
Although, (30, 15) BCH code is not satisfied for our proposed H-ARQ scheme, we consider 
to compare. 
 

(n, k) code dmin

(6, 3) BCH code (shortened (7,4) BCH code) 3 
(30, 15) BCH code (shortened (31,16) BCH code) 7 
(126, 63) BCH code (shortened (127,64) BCH code) 21 

Table 1. Parameters of systematic BCH code with code rate 1/2. 

 
Constraint length K dmin

3 4 
7 6 
9 (,10) 8 

Table 2. Parameters of systematic convolutional code with code rate 1/2. 
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4.3 Performance evaluation for code selection 
In this section, the performances of the above-mentioned candidate codes are evaluated for 
code selection.  

4.3.1 Decoded bit error performance of candidate codes 
The decoded bit error performances of the above-mentioned candidate codes are evaluated 
by the Monte-Carlo simulations. 
The simulation parameters are summarized in the table 3 [1, 5, 8]. 
 

Channel IEEE802.15.6 CM3 
Pulse shape Modulated RRC 
Bandwidth 500MHz 
Bit rate 2Mbps 
Coding Data packet : (63,51) BCH codes 

Parity packet : above-mentioned 
ARQ protocol Selective Repeat ARQ 

Table 3. Simulation Parameters for code selection 

In the case of using the candidate BCH codes, the improvement of the data packet 
retransmission is larger than the parity packet retransmission. This performance declares the 
block code is affected by erroneous data bits. On the other hand, using convolutional codes, 
the improvement of each retransmission is same. It denotes that the encoding and decoding 
processes are influenced previous bits. 
 

 
Fig. 6. SNR (signal to ratio) at BER (bit error rate)=10-3 with each codes 
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Fig. 7. SNR (signal to ratio) at BER (bit error rate)=10-6 with each codes 

4.3.2 Decoding complexity of candidate codes 
In bounded distance decoding with euclid algorithm, the decoding complexity is O(t2), 
where t represents error correcting capability and it is calculated by this equation. 

 min 1
2

dt     
 (18) 

 
(n, k) (6, 3) (30, 15) (126, 63)
O(t2) O(1) O(9) O(100) 

Table 4. The decoding complexity O(t2) of bounded distance decoding 

Meanwhile, the complexity of viterbi decoding increases as O(2K), with the constraint length K. 
 

K 3 7 9 
O(2K) O(8) O(128) O(512)

Table 5. The decoding complexity O(2K) of viterbi decoding 

Table 5.4 and 5.5 show O(t2) and O(2K) of the candidate codes, respectively. 
The complexity of (126, 63) BCH code is smaller than K=7 convolutional code. Also, (126, 63) 
BCH code has good bit error rate performance. Moreover, lower code rate of block codes 
makes low undetected erroneous bit. It is good for retransmission to determine. 
From these performances, we select (126, 63) BCH code. 

5. Performance evaluation 
In this section, the above-mentioned proposed system considering PHY and MAC is 
evaluated by the Monte-Carlo simulations. Then, we evaluate the performance of our 
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proposed scheme, and we show that our proposed scheme makes low erroneous frame rate. 
Moreover, message throughput efficiency becomes more efficient than using FEC only.  

5.1 Simulation parameters and definitions 
The simulation parameters are summarized in the table 6. We refer the standardization of 
IEEE 802.15.6 [1, 5, 8]. 
 

Channel IEEE802.15.6 CM3 
Pulse shape Modulated RRC 
Bandwidth 500MHz 
Bit rate 2Mbps 
Coding Data packet : (63,51) BCH codes 

Parity packet : (126,63) BCH codes 
Decoding Bounded distance decoding 
ARQ protocol Selective Repeat ARQ 
Rc 1~5 slot (uniform pseudorandom number) 
Re 1 slot 
N 5 [packets] 
Lm 1020 [bits] 

Table 6. Simulation Parameters 

Using Slotted ALOHA algorithm, if the average probability of frame arrival is equal toλ, 
the probability P(K) that the K frames arrive at the sending node in the interval time τ is  

 
( ) exp( )( )

!

K
P K

K
 

  (19) 

Then, offered traffic G=λτ is fixed; 0.01, 0.5, 1.00 and the probability of occurring collision 
are calculated [22]. Besides, using Polling algorithm, the number of users U is fixed; 2, 4, and 
the performance are derived. 
For comparing, we also derive the performance of without using H-ARQ scheme. In this 
case, the receiver can detect erroneous bits by calculating the syndrome of (63,51) BCH 
codes. However, an only data packet is retransmitted.  

5.2 Numerical results and theoretical value 
The maximum number of transmissions M is bounded 1~10. 
We show our proposed scheme effectively from evaluating the performances of uncorrected 
erroneous packet rate and throughput efficiency. And, since the drawback is increasing of 
buffer usage, also we derive this performance.  

5.2.1 Uncorrected erroneous packet rate 
Erroneous packet is received when the number of transmission is reached the maximum 
number of transmission M. Figures 7 shows the performances of uncorrected erroneous 
packet rate of simulation and theoretical results using S-ALOHA algorithm when G=0.01. 
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Fig. 7. SNR (signal to ratio) at BER (bit error rate)=10-6 with each codes 
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 min 1
2

dt     
 (18) 

 
(n, k) (6, 3) (30, 15) (126, 63)
O(t2) O(1) O(9) O(100) 

Table 4. The decoding complexity O(t2) of bounded distance decoding 
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proposed scheme, and we show that our proposed scheme makes low erroneous frame rate. 
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Table 6. Simulation Parameters 

Using Slotted ALOHA algorithm, if the average probability of frame arrival is equal toλ, 
the probability P(K) that the K frames arrive at the sending node in the interval time τ is  

 
( ) exp( )( )

!

K
P K

K
 

  (19) 
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erroneous packet rate and throughput efficiency. And, since the drawback is increasing of 
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number of transmission M. Figures 7 shows the performances of uncorrected erroneous 
packet rate of simulation and theoretical results using S-ALOHA algorithm when G=0.01. 



  
Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 

 

304 

In case of polling algorithm, the performance is not influenced from the number of other 
users U. We show only the performance of uncorrected erroneous packet rate of simulation 
and theoretical results using polling algorithm when U =2 at figures 8. 
For deriving the performance by Monte-Carlo simulations, the large number of trials 
requires a lot of time. Thus, at low value of uncorrected erroneous packet rate cannot be 
shown these figures. 
 

 
Fig. 8. Uncorrected erroneous packet rate using S-ALOHA algorithm (G=0.01) 

 

 
Fig. 9. Uncorrected erroneous packet rate using polling algorithm (U=2) 
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5.2.2 Buffer usage 
Figure 10 shows the average buffering usage [packets] per one message with S-ALOHA and 
polling algorithms. When the $N$ packets are accepted, they are sent to the user and deleted 
in buffer. 
To compare without using proposed scheme, figure 11 and 12 show the performance of 
G=1.0 and U=2 respectively. 
 

 
Fig. 10. The average number of buffering packets per one message 
 

 
Fig. 11. The average number of buffering packets per one message using S-ALOHA 
algorithm (G=1.0) 
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Fig. 12. The average number of buffering packets per one message using Polling algorithm 
(U=2)  

5.2.3 Throughput efficiency 
The message throughput efficiency η with S-ALOHA and polling algorithm shows in 
figures 13 and 14. We want to make the performance more visible, these figures shows at 
SNR=11.5 and 12.5dB respectively (each marker denotes: ○:S-ALOHA, G=0.01., □:S-
ALOHA, G =0.5., ◇:S-ALOHA, G =1., ＋:polling, U=2., ×:polling, U =4.)  
 

 
Fig. 13. Message throughput efficiency using S-ALOHA and polling algorithms at SNR=11.5 
dB(medical case) 
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Fig. 14. Message throughput efficiency using S-ALOHA and polling algorithms at SNR=12.5 
dB(medical case) 

In figure 14, the message throughput efficiency ηof without or using our proposed scheme 
with S-ALOHA algorithm (G=0.01). 
 

 
Fig. 15. Message throughput efficiency using S-ALOHA algorithms (medical case) 

Furthermore, figures 15 and 16 shows the throughput efficiency of medical and non-medical 
communication cases. For comparing medical and non-medical usage, the throughput 
efficiency is redefined the following equations. 



  
Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 

 

306 

 
Fig. 12. The average number of buffering packets per one message using Polling algorithm 
(U=2)  

5.2.3 Throughput efficiency 
The message throughput efficiency η with S-ALOHA and polling algorithm shows in 
figures 13 and 14. We want to make the performance more visible, these figures shows at 
SNR=11.5 and 12.5dB respectively (each marker denotes: ○:S-ALOHA, G=0.01., □:S-
ALOHA, G =0.5., ◇:S-ALOHA, G =1., ＋:polling, U=2., ×:polling, U =4.)  
 

 
Fig. 13. Message throughput efficiency using S-ALOHA and polling algorithms at SNR=11.5 
dB(medical case) 

 
Throughput Efficiency of Hybrid ARQ Error-Controlling Scheme for UWB Body Area Network 

 

307 

 
Fig. 14. Message throughput efficiency using S-ALOHA and polling algorithms at SNR=12.5 
dB(medical case) 

In figure 14, the message throughput efficiency ηof without or using our proposed scheme 
with S-ALOHA algorithm (G=0.01). 
 

 
Fig. 15. Message throughput efficiency using S-ALOHA algorithms (medical case) 

Furthermore, figures 15 and 16 shows the throughput efficiency of medical and non-medical 
communication cases. For comparing medical and non-medical usage, the throughput 
efficiency is redefined the following equations. 
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 (1 ') /mL D     (20) 

Medical cases: ε' denotes received erroneous packet rate. 
Non-medical cases: ε' denotes received bit error rate. 
In the case of non-medical communications, the receiver does not check the erroneous 
packet and accepts any packet. On the other hand, in medical cases, the receiver checks. 
Furthermore, the erroneous packet is discarding. 
Since the performances of first transmission of proposed scheme overlap the unapplied one, 
the first transmission performance of proposed scheme is not shown in figures 15 and 16. 
 

 
Fig. 16. Throughput efficiency of simulation and theoretical results using S-ALOHA 
algorithm (medical and non-medical) 

 

 
Fig. 17. Throughput efficiency of simulation and theoretical results using polling algorithm 
(medical and non-medical) 

5.3 Performance evaluation 
From figure7, since the collision is a lot of occurred and the same data or parity packet are 
retransmitted, the improvement by H-ARQ is limited. On the other hand, using polling 
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algorithm, there is no collision. Thus, our proposed scheme performances of each number of 
transmissions improve as shown figure 8. Both of S-ALOHA and polling algorithm, our 
proposed schemes achieve up to 2dB of gain from comparing the unapplied proposed 
scheme. So the proposed scheme provides the high reliability of the medical 
communications. 
Figure 9 shows the average number of buffering packets per one message. If SNR is low, 
they are not accepted easily. Therefore the buffering usage increases. However, when a lot 
of the collision makes the number of the transmission reaches M, the receiver accepts the 
packet and deletes in buffer. So the buffering usage is decreases. Therefore, at SNR < 9.5-11 
dB, as G is larger, the buffer usage is lower. Meanwhile, since N packets are accepted 
successfully by improvement of receiving both of data and parity packets, a lot of deleted 
packet is arisen. Hence, the buffering usage decreases. 
For comparing the unapplied proposed scheme, figures 10 and 11 bring out our proposed 
scheme drawback. When SNR is low, a lot of data and parity packets are transmitted. 
Therefore, the proposed scheme is less inferior to the unapplied. However, if the channel 
condition becomes good, packets are accepted successfully by improvement of H-ARQ and 
a lot of deleted packet is arisen. 
In figures 12 and 13, the performance of our proposed scheme has large efficient at 
SNR=11.5dB. It shows the effectiveness of H-ARQ on the poor channel conditions. And, the 
performance of using S-ALOHA algorithm G=0.50 at SNR=11.5dB is larger than using 
polling U=4 at M > 6. This reason is that the using polling algorithm makes a lot of message 
delay when the maximum number of retransmission is large. Furthermore, figure 14 shows 
the adequate number of transmission is determine at each SNR (i.e. at SNR=12.5dB, the 
adequate number of transmission is 3). 
From figures 15 and 16, the throughput performance of non-medical case exceed medical 
cases at SNR < 10dB. The reason of performance is receivers of non-medical applications do 
not check erroneous packets. It makes high bit rate for non-medical communications. Also 
figures show throughput efficiency of proposed scheme improves at a maximum 40 percent. 
Therefore, the medical communications can satisfy its QoS by using proposed scheme while 
the bit rate for non-medical communications is not changed. Our proposed scheme achieves 
to reconcile medical and non-medical applications requirements. 
To summarize, using polling algorithm achieves good performance of received erroneous 
packet rate and buffering usage. However, it is not same for the throughput efficiency. 
When there are many other communication devices, the performance using polling 
algorithm is low efficiency as shown figures 12 and 13. Thus, we are going to propose the 
system which can decide retransmission by consideration of both PHY and MAC. 

6. Conclusion 
We show using our proposed error-controlling scheme can be achieved robustness for 
medical applications without ruining efficiency of data rate for non-medical applications in 
UWB-BAN channels. 
This research work explored H-ARQ techniques for BANs. The signalling scheme was IR-
UWB in the high band of UWB with 2PPM and energy detection. The investigated H-ARQs 
were based on IR scheme combined with two linear codes. We employed (126, 63) BCH 
codes based H-ARQ to achieve both of high data rate of the non-medical application and 
low bit error rate of the medical one. This error-controlling scheme is proposed at IEEE 
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algorithm, there is no collision. Thus, our proposed scheme performances of each number of 
transmissions improve as shown figure 8. Both of S-ALOHA and polling algorithm, our 
proposed schemes achieve up to 2dB of gain from comparing the unapplied proposed 
scheme. So the proposed scheme provides the high reliability of the medical 
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Figure 9 shows the average number of buffering packets per one message. If SNR is low, 
they are not accepted easily. Therefore the buffering usage increases. However, when a lot 
of the collision makes the number of the transmission reaches M, the receiver accepts the 
packet and deletes in buffer. So the buffering usage is decreases. Therefore, at SNR < 9.5-11 
dB, as G is larger, the buffer usage is lower. Meanwhile, since N packets are accepted 
successfully by improvement of receiving both of data and parity packets, a lot of deleted 
packet is arisen. Hence, the buffering usage decreases. 
For comparing the unapplied proposed scheme, figures 10 and 11 bring out our proposed 
scheme drawback. When SNR is low, a lot of data and parity packets are transmitted. 
Therefore, the proposed scheme is less inferior to the unapplied. However, if the channel 
condition becomes good, packets are accepted successfully by improvement of H-ARQ and 
a lot of deleted packet is arisen. 
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From figures 15 and 16, the throughput performance of non-medical case exceed medical 
cases at SNR < 10dB. The reason of performance is receivers of non-medical applications do 
not check erroneous packets. It makes high bit rate for non-medical communications. Also 
figures show throughput efficiency of proposed scheme improves at a maximum 40 percent. 
Therefore, the medical communications can satisfy its QoS by using proposed scheme while 
the bit rate for non-medical communications is not changed. Our proposed scheme achieves 
to reconcile medical and non-medical applications requirements. 
To summarize, using polling algorithm achieves good performance of received erroneous 
packet rate and buffering usage. However, it is not same for the throughput efficiency. 
When there are many other communication devices, the performance using polling 
algorithm is low efficiency as shown figures 12 and 13. Thus, we are going to propose the 
system which can decide retransmission by consideration of both PHY and MAC. 

6. Conclusion 
We show using our proposed error-controlling scheme can be achieved robustness for 
medical applications without ruining efficiency of data rate for non-medical applications in 
UWB-BAN channels. 
This research work explored H-ARQ techniques for BANs. The signalling scheme was IR-
UWB in the high band of UWB with 2PPM and energy detection. The investigated H-ARQs 
were based on IR scheme combined with two linear codes. We employed (126, 63) BCH 
codes based H-ARQ to achieve both of high data rate of the non-medical application and 
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802.15.6 committee and that standardization makes agreement to oblige employing this 
scheme for UWB based medical applications. 
Simulations results show that good performance in UWB-BAN channels can be achieved.  
Hence, a robust scheme is possible for the medical applications of BANs. The advantage of 
this scheme is less complex and consequently less power consumption plus it achieves 
higher throughput than when only the FEC was used, which are important for BAN 
applications. Furthermore, from comparing the performance of without our proposed 
scheme, the proposed schemes obtain up to 2dB of gain at the uncorrected erroneous packet 
rat and its throughput efficiency improves at a maximum 40 percent while the bit rate for 
non-medical communications is not changed. Finally, the proposed schemes showed a 
practical form of coexistence between the medical and the non-medical applications in 
BANs. 
According to the performance evaluation, it is obvious not only channel condition but also 
the probability of collision effect the performance. It is considered that if the waiting time for 
packet transmission exceeds the tolerable quantity or transmission delay $D$ much 
increases, using more complexity decoding at the receiver makes the number of waiting 
packet decreases. However, the drawback is the improvement of the error rate cannot 
exceed when the retransmission is received. In the future, we are going to construct the 
system which can decide retransmission by consideration of both PHY and MAC. 
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1. Introduction  
The access network is the part of the telecommunications infrastructure responsible for the 
connectivity in the last mile, i.e. from the operator’s Central Office or Exchange to the 
customer premises. At the Central Office the access network interfaces with the 
metropolitan or with the core optical networks, which aggregate and routes the data from a 
large number of users. At the customer premises, the access network extends the 
connectivity to the so-called user network. Different user network implementations can be 
found nowadays: LAN (Local Area Network), PAN (Personal Area Network), HAN 
(Human Area Network) or even BAN (Body Area Network). A combination of some of 
these can be present in a given usage scenarios. 
Different usage profiles must be accommodated in the access network: a residential user, a 
small-office, or even a large company - all these exhibit very different connectivity 
requirements- leading to different technological implementations. Currently deployed access 
networks are based on copper twisted-pair transmission media and are deployed over legacy 
telephone networks. This is, by example, the case of ADSL (Asymetric Digital Suscriber Line). 
Access networks based on legacy infrastructures are reaching their capacity limits. The 
conventional access network infrastructures, namely the twisted-pair telephony networks 
and the coaxial Cable Television (CATV) networks, struggle to support current data traffic 
demands for high-definition content distribution and real-time applications. Digital 
Subscriber Line (DSL) techniques and cable modem techniques evolved into higher speeds, 
but at the cost of a shorter reach. Currently, the unique properties of optical fibres (e.g. low 
losses and extremely wide bandwidth) have made them the ideal candidate to meet the 
capacity challenges for now and the foreseeable future (Koonen, 2006). The access network 
based on optical fibre is called fibre-to-the-home (FTTH). FTTH networks transport 
baseband data modulated in one or several optical carriers (laser lights) at different 
wavelengths. 
FTTH networks are largely under deployment nowadays (Japan Today, 2008). FTTH access 
is a flexible, future-proof access technology that enables the provision of Gb/s bitrates per 
user. FTTH is already being commercially offered in countries like Japan. However, FTTH 
deployment is a very expensive investment. For example, the Spanish incumbent operator 
Telefonica has recently announced a €1bn programme to deploy FTTH in Spain. In UK, BT 
is currently running a £1.5bn programme (recently announced, March 2009) to deploy 
optical access to 10 million UK homes (40%) by 2012 (Jackson, 2009). 
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Several studies point out that FTTH will become the key differentiator between competing 
operators (FTTH Council, 2009; Saorin, 2009). In addition, FTTH is the only technology 
capable of creating new revenue streams from high-bitrate applications, e.g. high-definition 
entertainment (HD-video, HD-games, etc). Another advantage to FTTH is that permits 
better operational efficiencies compared with other access technologies, primarily by 
reducing maintenance and operating costs. Also, FTTH tends to require smaller central 
offices, and exhibits lower energy consumption. Next-generation optical access networks 
(Kazousky et al., 2007) is an step-forward over current FTTH technology. Next-generation 
optical access must support advanced telecommunications services requiring high bitrate 
provision to an ever increasing number of users. The access network topology, configuration 
and functionalities will evolve driven by high-bitrate demanding services like high-
definition video, 3-D video, on-line gaming, cloud storage and cloud applications and, of 
course, Internet browsing of complex webpages. Video or multimedia transmission accounts 
today for a large percentage of the data transmitted in the access network (Werbach, 2009). 
Video coding technology is evolving optimising the performance and permitting an 
effective bitrate reduction in single-digit percentages year-after-year (Etoh et al., 2005). 
Nevertheless, it is difficult to assure that this coding gain could be sustained in the long 
term to compensate the data traffic originated in multimedia transmissions (Pyramid 
Research, 2010). Effectively, the network infrastructure must evolve to accommodate higher 
bitrates for a larger number of users, i.e. to increase the overall network capacity. 
Moreover, in order to satisfy these higher data rates requirements, new techniques for the 
integrated distribution of wireless communication signal are required. These techniques 
must facilitate the deployment of an integrated access network at the customer premises, 
enabling the integration of optical transmission over an optical access network and radio-
frequency transmission in the same infrastructure.  
In conclusion, three important paradigms should be addressed in next-generation optical 
access networks: 
 Spectral efficiency leads the overall network capacity expansion. The conventional 

strategy to increase the network capacity relies on deploying more fibre or transmission 
equipment. Advances in the processing/cost ratio of modern digital signal processors 
(DSP) and field-programmable gate arrays (FPGA) integrated circuits indicate that a 
shift from raw transmission equipment to advanced modulations based on very fast 
data processing is expected. Advanced modulation schemes permit higher spectral 
efficiency ratios, measured in bit/s/Hz. Updating the programmatic code implemented 
on these integrated circuits is a less expensive solution compared to the deployment of 
new transmission equipment on the field. 

 Integration of the optical access network and the user radio environment. Optical access 
becomes the first step to establish the communication with the costumer. The second 
and last step is the final user radio link. Both optical access and user radio networks 
must be integrated in order to provide high-performance end-to-end connectivity, from 
the central office to the user device, including quality of service management. 

 Increasing use of commercial off-the-shelf (COTS) electronic equipment. The performance 
and capabilities of current commercial devices operating wireless technologies make them 
and interesting option from the operator point of view in order to reduce the deployment 
cost (CAPEX) and the sustained operational expenses (OPEX). 

These three next-generation optical access paradigms can be addressed employing ultra-
wideband (UWB) technology. UWB technology is already one of the most promising 
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techniques for the user wireless networks due tolerance to multi-path fading, low 
probability of interception and high-bitrate capabilities (Llorente et al., 2008). Nowadays, 
market applications of UWB aim to high bit-rate wireless communications at picocell range, 
namely as a replacement of high definition (HD) video/audio cabling (Morant et al., 2009a) 
among others. 
The extension of UWB technology to the optical access network in the so-called radio-over-
fibre configuration permits the transmission of UWB signals in their native format through 
fibre-to-the-home (FTTH) access networks. This approach exhibits several advantages:  
i. FTTH networks provide bandwidth enough to distribute a large number of UWB signals, 

as each one of them can occupy up to 7.5 GHz in current UWB regulation (FCC, 2002). 
ii. No trans-modulation is required at user premises. HD audio/video content is 

transmitted through the fibres in UWB native format. 
iii. No frequency up-conversion is required at customer premises. The UWB signals are 

photo-detected, filtered, amplified and radiated directly to establish the wireless 
connection. 

iv. FTTH networks are transparent to the specific UWB implementation employed. This 
flexibility is of special interest for operators as UWB regulation is still evolving. 

Hence, UWB radio-over-fibre is a rapid and cost-effective solution to deliver HD content in 
FTTH access networks with further wireless PAN (WPAN) transmission in home. FTTH 
passive optical network (PON) architectures are cost efficient compared with architectures 
including amplification and regeneration stages in the field, and are supported by a set of 
mature international standards (G/E-PON) (Prat, 2008). Current standard PON based on 
time-division multiple access (TDMA) are expected to evolve toward PON based on 
wavelength division multiplexing (WDM-PON) to keep up with the requirements of future 
access networks regarding the  aggregated bandwidth. 
UWB is a radio technology capable of providing multi-Gbit/s short-range indoor 
communications. UWB uses regulated spectrum from 3.1 to 10.6 GHz with a minimum 
signal bandwidth of 500 MHz (or 20% fractional bandwidth) (FCC, 2002). UWB presents the 
unique characteristic of being designed for coexistence with other licensed or unlicensed 
services in the same frequency range. This is achieved limiting the equivalent isotropic 
radiated power (EIRP) density to −41.3 dBm/MHz and introducing detection-and-avoid 
(DAA) mechanisms (WiMedia, 2009b; ECC, 2008). UWB operation in the 60-GHz band is an 
open opportunity to provide potential data rates of >3 Gbit/s worldwide (Beltrán & 
Llorente, 2010a). The EIRP limit constrains UWB radio to WPAN. There is a large market 
availability of UWB devices addressing wireless peripheral inter-connection and HD 
audio/video streaming functionalities (Alereon, 2009; Wisair, 2010). These devices are based 
on the multi-band orthogonal frequency-division multiplexing (OFDM) implementation as 
defined in the ECMA-368 standard (ECMA, 2008a). Maximum capacity in actual UWB 
equipment is 480 Mbit/s per band. This gives a maximum overall capacity of 6.72 Gbit/s 
per user when fourteen bands are combined. This capacity is supported in single-chip UWB 
solutions (Alereon, 2009). In addition, the impulse-radio UWB implementation is capable of 
providing simultaneous communications and high-resolution ranging (Dardari et al., 2009). 
At this point, multi-service coexistence with other wireless signals is an important factor in 
optical transmission. With the recent introduction of radio standards such as WiMAX or 
LTE the coexistence issues appear as a possible issue. From one side, WiMAX is considered 
as an effective but challenging approach to extend IPTV services in the wireless and 
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Several studies point out that FTTH will become the key differentiator between competing 
operators (FTTH Council, 2009; Saorin, 2009). In addition, FTTH is the only technology 
capable of creating new revenue streams from high-bitrate applications, e.g. high-definition 
entertainment (HD-video, HD-games, etc). Another advantage to FTTH is that permits 
better operational efficiencies compared with other access technologies, primarily by 
reducing maintenance and operating costs. Also, FTTH tends to require smaller central 
offices, and exhibits lower energy consumption. Next-generation optical access networks 
(Kazousky et al., 2007) is an step-forward over current FTTH technology. Next-generation 
optical access must support advanced telecommunications services requiring high bitrate 
provision to an ever increasing number of users. The access network topology, configuration 
and functionalities will evolve driven by high-bitrate demanding services like high-
definition video, 3-D video, on-line gaming, cloud storage and cloud applications and, of 
course, Internet browsing of complex webpages. Video or multimedia transmission accounts 
today for a large percentage of the data transmitted in the access network (Werbach, 2009). 
Video coding technology is evolving optimising the performance and permitting an 
effective bitrate reduction in single-digit percentages year-after-year (Etoh et al., 2005). 
Nevertheless, it is difficult to assure that this coding gain could be sustained in the long 
term to compensate the data traffic originated in multimedia transmissions (Pyramid 
Research, 2010). Effectively, the network infrastructure must evolve to accommodate higher 
bitrates for a larger number of users, i.e. to increase the overall network capacity. 
Moreover, in order to satisfy these higher data rates requirements, new techniques for the 
integrated distribution of wireless communication signal are required. These techniques 
must facilitate the deployment of an integrated access network at the customer premises, 
enabling the integration of optical transmission over an optical access network and radio-
frequency transmission in the same infrastructure.  
In conclusion, three important paradigms should be addressed in next-generation optical 
access networks: 
 Spectral efficiency leads the overall network capacity expansion. The conventional 

strategy to increase the network capacity relies on deploying more fibre or transmission 
equipment. Advances in the processing/cost ratio of modern digital signal processors 
(DSP) and field-programmable gate arrays (FPGA) integrated circuits indicate that a 
shift from raw transmission equipment to advanced modulations based on very fast 
data processing is expected. Advanced modulation schemes permit higher spectral 
efficiency ratios, measured in bit/s/Hz. Updating the programmatic code implemented 
on these integrated circuits is a less expensive solution compared to the deployment of 
new transmission equipment on the field. 

 Integration of the optical access network and the user radio environment. Optical access 
becomes the first step to establish the communication with the costumer. The second 
and last step is the final user radio link. Both optical access and user radio networks 
must be integrated in order to provide high-performance end-to-end connectivity, from 
the central office to the user device, including quality of service management. 

 Increasing use of commercial off-the-shelf (COTS) electronic equipment. The performance 
and capabilities of current commercial devices operating wireless technologies make them 
and interesting option from the operator point of view in order to reduce the deployment 
cost (CAPEX) and the sustained operational expenses (OPEX). 

These three next-generation optical access paradigms can be addressed employing ultra-
wideband (UWB) technology. UWB technology is already one of the most promising 
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techniques for the user wireless networks due tolerance to multi-path fading, low 
probability of interception and high-bitrate capabilities (Llorente et al., 2008). Nowadays, 
market applications of UWB aim to high bit-rate wireless communications at picocell range, 
namely as a replacement of high definition (HD) video/audio cabling (Morant et al., 2009a) 
among others. 
The extension of UWB technology to the optical access network in the so-called radio-over-
fibre configuration permits the transmission of UWB signals in their native format through 
fibre-to-the-home (FTTH) access networks. This approach exhibits several advantages:  
i. FTTH networks provide bandwidth enough to distribute a large number of UWB signals, 

as each one of them can occupy up to 7.5 GHz in current UWB regulation (FCC, 2002). 
ii. No trans-modulation is required at user premises. HD audio/video content is 

transmitted through the fibres in UWB native format. 
iii. No frequency up-conversion is required at customer premises. The UWB signals are 

photo-detected, filtered, amplified and radiated directly to establish the wireless 
connection. 

iv. FTTH networks are transparent to the specific UWB implementation employed. This 
flexibility is of special interest for operators as UWB regulation is still evolving. 

Hence, UWB radio-over-fibre is a rapid and cost-effective solution to deliver HD content in 
FTTH access networks with further wireless PAN (WPAN) transmission in home. FTTH 
passive optical network (PON) architectures are cost efficient compared with architectures 
including amplification and regeneration stages in the field, and are supported by a set of 
mature international standards (G/E-PON) (Prat, 2008). Current standard PON based on 
time-division multiple access (TDMA) are expected to evolve toward PON based on 
wavelength division multiplexing (WDM-PON) to keep up with the requirements of future 
access networks regarding the  aggregated bandwidth. 
UWB is a radio technology capable of providing multi-Gbit/s short-range indoor 
communications. UWB uses regulated spectrum from 3.1 to 10.6 GHz with a minimum 
signal bandwidth of 500 MHz (or 20% fractional bandwidth) (FCC, 2002). UWB presents the 
unique characteristic of being designed for coexistence with other licensed or unlicensed 
services in the same frequency range. This is achieved limiting the equivalent isotropic 
radiated power (EIRP) density to −41.3 dBm/MHz and introducing detection-and-avoid 
(DAA) mechanisms (WiMedia, 2009b; ECC, 2008). UWB operation in the 60-GHz band is an 
open opportunity to provide potential data rates of >3 Gbit/s worldwide (Beltrán & 
Llorente, 2010a). The EIRP limit constrains UWB radio to WPAN. There is a large market 
availability of UWB devices addressing wireless peripheral inter-connection and HD 
audio/video streaming functionalities (Alereon, 2009; Wisair, 2010). These devices are based 
on the multi-band orthogonal frequency-division multiplexing (OFDM) implementation as 
defined in the ECMA-368 standard (ECMA, 2008a). Maximum capacity in actual UWB 
equipment is 480 Mbit/s per band. This gives a maximum overall capacity of 6.72 Gbit/s 
per user when fourteen bands are combined. This capacity is supported in single-chip UWB 
solutions (Alereon, 2009). In addition, the impulse-radio UWB implementation is capable of 
providing simultaneous communications and high-resolution ranging (Dardari et al., 2009). 
At this point, multi-service coexistence with other wireless signals is an important factor in 
optical transmission. With the recent introduction of radio standards such as WiMAX or 
LTE the coexistence issues appear as a possible issue. From one side, WiMAX is considered 
as an effective but challenging approach to extend IPTV services in the wireless and 
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mobility dimension, and from the other, LTE in femtocell applications is expected to become 
an important part of next-generation cellular networks.  
Fig. 1 shows the network architecture integrating the complete optical path (FTTH and in-
building distribution network) and also the user radio path for a converged service 
provision. The network provides triple-play services. HD content is provided by UWB, LAN 
connectivity is provided by WiMAX, and cellular phone connectivity is provided by LTE. 
This architecture permits a centralized network management strategy to be used in the LTE, 
WiMAX, and UWB terminals in a given user area. 
In addition, UWB in the 60-GHz band has been reported as a very interesting approach for 
next-generation integrated PON-radio systems  (Beltrán et al., 2011) and for interference-
sensitive scenarios like on-board plane equipment (Beltrán & Llorente, 2010a). 60-GHz UWB 
systems would benefit from the unlicensed worldwide availability of the 60-GHz band 
together with the maturity and intrinsic coexistence characteristics of UWB technology. 
60-GHz radio is about to become easily available for consumer applications and permits 
secure multi-Gbit/s wireless communications with reach exceeding typical WPAN.  
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Fig. 1. Integrated FTTH and in-building optical and radio transmission of triple-play radio 

Optical techniques are critical for future-proof, versatile and high-capacity service 
provisioning via UWB-over-fibre in optical access networks. Optical techniques can also 
benefit from the well-known advantages offered by microwave photonics devices, such as 
light weight, small size, and immunity to electromagnetic interference (Capmany & 
Novak, 2007). 

1.1 Next-generation access networks 
FTTH network architectures are the foundation of next-generation optical access. In practice, 
many access technologies are commonly referred to as FTTx when in fact they are simply 
combinations of optical fibre and twisted pair or coaxial cable networks. This has created some 
confusion though as FTTx covers several different architectures and protocols. In fact, some of 
Digital Subscriber Lines (DSL) and Hybrid Fibre Coax (HFC) networks have been qualified as 
FTTx networks due to their use of fibre in the access, as a PON does. Hence, it is best when 
referring to a deep fibre penetration network to specify its actual architecture. The most 
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common architectures are: Fibre-to-the-Home (FTTH), Fibre-to-the-Building (FTTB), FTTCurb 
(FTTC) and FTTNode (FTTN) (Kunigonis, 2009). 
Fibre-to-the-premises (FTTP) is a term used in several contexts: as a blanket term for both 
FTTH and FTTB, or in the cases where the fibre network includes both homes and small 
businesses. Each of these has a different physical architecture as depicted in Fig. 2, and its 
main characteristics are described below: 
 FTTH pushes fibre all the way to individual residential wells. FTTH is completely 

absent copper in the outside plant and provides at least 30 Mbps service, but due to the 
inherent characteristics of optical fibre can provide literally infinite bandwidth.  

 FTTB typically uses the Point-to-Point (P2P) architecture in the outside plant providing 
a dedicated fibre to each building or block of buildings. The fibre is terminated at a 
Remote Terminal (RT) which is an active device requiring powering and security 
typically located in the basement, communications room or utility closet. Usual FTTB 
applications have been providing at least 10 Mbps. If twisted pair is installed to provide 
requirement bandwidth services it can reach up to 50 Mbps. 

 FTTC, also called Fibre-to-the-Cabinet (FTTCab), extends fibre to a street-side cabinet or 
Digital Loop Carrier (DLC). Typically uses ADSL2 technology pushing fibre 150-700 m 
from the subscriber terminating at a RT. 

 FTTN is similar in architecture to FTTC except that the RT is positioned much further 
from the subscribers up to 1500 m and can serve 3-500 subscribers. Both utilize existing 
twisted pair outside plant to connect to the customer. In this case, bandwidth is dictated 
by two factors: DSL technology and copper loop length.  

 

 
Fig. 2. FTTx Deployment  

Signals over copper are significantly degraded over long distances directly affecting the 
bandwidth capacity. In the most extreme conditions (4-5 km) some customers may not even 
be able to be served by DSL. In some cases the carrier will use both twisted pairs to boost the 
bandwidth throughput. Due to shorter copper loop lengths in a FTTC network the operator 
has improved scalability from a bandwidth perspective. 
Fibre penetration directly correlates to the bandwidth throughput of each defined 
architecture and therefore the service capability for the operator. The bandwidth 
requirements of each network operator differ but all are growing. Fibre penetration is also 
an indicator on the CAPEX and OPEX expected. Deep fibre will result in a higher CAPEX 
for existing neighbourhoods, but is actually near cost parity with all architectures for new 
builds. Deep fibre will deliver the maximum amount of OPEX savings comparably. 
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mobility dimension, and from the other, LTE in femtocell applications is expected to become 
an important part of next-generation cellular networks.  
Fig. 1 shows the network architecture integrating the complete optical path (FTTH and in-
building distribution network) and also the user radio path for a converged service 
provision. The network provides triple-play services. HD content is provided by UWB, LAN 
connectivity is provided by WiMAX, and cellular phone connectivity is provided by LTE. 
This architecture permits a centralized network management strategy to be used in the LTE, 
WiMAX, and UWB terminals in a given user area. 
In addition, UWB in the 60-GHz band has been reported as a very interesting approach for 
next-generation integrated PON-radio systems  (Beltrán et al., 2011) and for interference-
sensitive scenarios like on-board plane equipment (Beltrán & Llorente, 2010a). 60-GHz UWB 
systems would benefit from the unlicensed worldwide availability of the 60-GHz band 
together with the maturity and intrinsic coexistence characteristics of UWB technology. 
60-GHz radio is about to become easily available for consumer applications and permits 
secure multi-Gbit/s wireless communications with reach exceeding typical WPAN.  
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Optical techniques are critical for future-proof, versatile and high-capacity service 
provisioning via UWB-over-fibre in optical access networks. Optical techniques can also 
benefit from the well-known advantages offered by microwave photonics devices, such as 
light weight, small size, and immunity to electromagnetic interference (Capmany & 
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1.1 Next-generation access networks 
FTTH network architectures are the foundation of next-generation optical access. In practice, 
many access technologies are commonly referred to as FTTx when in fact they are simply 
combinations of optical fibre and twisted pair or coaxial cable networks. This has created some 
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Digital Subscriber Lines (DSL) and Hybrid Fibre Coax (HFC) networks have been qualified as 
FTTx networks due to their use of fibre in the access, as a PON does. Hence, it is best when 
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common architectures are: Fibre-to-the-Home (FTTH), Fibre-to-the-Building (FTTB), FTTCurb 
(FTTC) and FTTNode (FTTN) (Kunigonis, 2009). 
Fibre-to-the-premises (FTTP) is a term used in several contexts: as a blanket term for both 
FTTH and FTTB, or in the cases where the fibre network includes both homes and small 
businesses. Each of these has a different physical architecture as depicted in Fig. 2, and its 
main characteristics are described below: 
 FTTH pushes fibre all the way to individual residential wells. FTTH is completely 

absent copper in the outside plant and provides at least 30 Mbps service, but due to the 
inherent characteristics of optical fibre can provide literally infinite bandwidth.  

 FTTB typically uses the Point-to-Point (P2P) architecture in the outside plant providing 
a dedicated fibre to each building or block of buildings. The fibre is terminated at a 
Remote Terminal (RT) which is an active device requiring powering and security 
typically located in the basement, communications room or utility closet. Usual FTTB 
applications have been providing at least 10 Mbps. If twisted pair is installed to provide 
requirement bandwidth services it can reach up to 50 Mbps. 

 FTTC, also called Fibre-to-the-Cabinet (FTTCab), extends fibre to a street-side cabinet or 
Digital Loop Carrier (DLC). Typically uses ADSL2 technology pushing fibre 150-700 m 
from the subscriber terminating at a RT. 

 FTTN is similar in architecture to FTTC except that the RT is positioned much further 
from the subscribers up to 1500 m and can serve 3-500 subscribers. Both utilize existing 
twisted pair outside plant to connect to the customer. In this case, bandwidth is dictated 
by two factors: DSL technology and copper loop length.  
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Signals over copper are significantly degraded over long distances directly affecting the 
bandwidth capacity. In the most extreme conditions (4-5 km) some customers may not even 
be able to be served by DSL. In some cases the carrier will use both twisted pairs to boost the 
bandwidth throughput. Due to shorter copper loop lengths in a FTTC network the operator 
has improved scalability from a bandwidth perspective. 
Fibre penetration directly correlates to the bandwidth throughput of each defined 
architecture and therefore the service capability for the operator. The bandwidth 
requirements of each network operator differ but all are growing. Fibre penetration is also 
an indicator on the CAPEX and OPEX expected. Deep fibre will result in a higher CAPEX 
for existing neighbourhoods, but is actually near cost parity with all architectures for new 
builds. Deep fibre will deliver the maximum amount of OPEX savings comparably. 
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FTTH enables the delivery of savings due to reductions in cost for network, central office 
and outside plant operations as well as customer service. Network reliability dramatically 
increases as well with FTTH ensuring a steady stream of revenue and enhanced customer 
satisfaction (Kunigonis, 2009). 

1.2 State-of-the-art of radio-over-fibre systems  
Wireless communication has been experiencing phenomenal growth for some time. It is now 
the fastest growing sector of the telecommunications industry. While voice and low bit-rate 
data were the main wireless services in the past, the focus of today’s wireless networks has 
clearly shifted towards high bit-rate data services. The proliferation of WiFi hotspots and the 
introduction of new cellular systems (such as 3G, LTE, and HSPA) and other high-data-rate 
wireless systems such as WiMAX (IEEE 802.16e) are some examples. With the advent of 
popular bandwidth services such as HD video or on-line gaming, these and other wireless 
systems are under pressure to offer higher data speeds in order to enable the delivery of 
such services to the ever increasing number of wireless users.  
Some ways of increasing the data throughput to the wireless users are: using antenna 
diversity through multiple-input-multiple-output (MIMO) system configurations, greater 
RF bandwidth or smaller radio cells. As the radio channel is a shared medium, wireless 
users end up competing for bandwidth in any given radio cell. By reducing the cell size, the 
number of users sharing bandwidth may be reduced, thereby considerably increasing the 
share of the average data throughput available to each user in the cell. However, this 
approach of deploying small radio cells leads to a tremendous increase in the density of the 
required radio access points. This presents significant challenges in terms of the extensive 
feeder network required to interconnect the large number of radio access points (antennas) 
(Sauer et al., 2007). For this reason, the capacity of the wireless system is ultimately 
dependent on the utilized RF bandwidth. The ISM band frequencies at 2.4 and 5-GHz are 
severely congested with a multitude of consumer products using those frequencies. 
Therefore, the most promising path towards high-data rate (Gbit/s) wireless 
communication is to migrate to higher carrier frequencies, which offer much more 
bandwidth (Razavi, 2008). For instance the FCC has set aside 7-GHz contiguous bandwidth 
for wireless data communication in the 60-GHz band (57 – 64-GHz).  
Radio-over-fibre technology has long been proposed as an effective way to deal with the 
demands of small-radio-cell networks (Sauer et al., 2007). This chapter discusses the use of this 
technology in using UWB-over-fibre techniques in the 3.1-10.6-GHz and in the 60-GHz band. 

2. UWB-over-fibre performance in optical access and in-building networks 
Radio-over-fibre transport of UWB wireless signals, i.e. radio transmission over a shared 
optical media fibre, is a rapid and cost-effective solution to extend the UWB radio range to 
in-home, in-building or even wide area applications. The application scenario in this case is 
UWB range extension.    
Two major UWB implementations are mainstream nowadays: OFDM-based and impulse-
radio. The compared performance of the two UWB implementations along different optical 
access fibre links was demonstrated in the literature (Llorente et al., 2008). The experimental 
results demonstrate the feasible distribution of 1.25 Gbit/s UWB signals achieving BER 
operation of 10-9 at 50 km with both IR-UWB and OFDM-UWB implementations where 
impulse-radio UWB is more affected by the frequency response of the electrical devices. 
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The in-building network distribution performance was evaluated in (Beltrán et al., 2009). 
Comparing impulse radio and OFDM UWB it is observed that impulse-radio UWB requires 
less optical launched power than its OFDM-UWB counterpart for successful standard 
single-mode fibre (SSMF) transmission over a distance of 300 m. In the case of in-building 
distributions different optical media can be employed, such as multi-mode fibre (Beltrán et 
al., 2009), plastic optical fibre (POF) (Lethien et al., 2009) or bend-insensitive optical fibre 
(Beltrán et al., 2011).  
The spectral efficiency in these systems can be maximised by the distribution of 
polarization-multiplexed UWB (PM-UWB) signals is a suitable technique for the provision 
of wireless connectivity to a large number of users. This approach provides a higher spectral 
efficiency and the user capacity is doubled compared with UWB on a single wavelength. 
The maximum transmission reach of the proposed PM-UWB technique has been 
investigated in (Morant et al., 2009b) demonstrating successful transmission of 1.2 Gbit/s 
OFDM-UWB signals with 0.76 bit/s/Hz spectral efficiency at PON distances up to 25 km.  

3. Multi-service coexistence with UWB 
With the recent introduction of radio standards as Mobile WiMAX or LTE the coexistence 
issues of UWB with other licensed radio signals appear as a possible issue. From one side, 
WiMAX is considered as an effective but challenging approach to extend IPTV services in 
the wireless and mobility dimension, and from the other, LTE in femtocell applications is 
expected to become an important part of next-generation cellular networks. UWB 
coexistence with WiMAX and LTE is herein addressed.  
The most important similarity between UWB, LTE and WiMAX is the OFDM signalling. 
LTE and WiMAX technologies also employ Viterbi and turbo accelerators for further error 
correction. From the viewpoint of chip designer view, it is possible to reuse gates if you have 
to support both schemes in the same chip set. For these reasons, recently it has been 
proposed to provide triple-play services, mainly data, voice and video using a simultaneous 
transmission of WiMAX, LTE and UWB standard signals. In particular, this proposal 
implies the simultaneous radio-over-fibre transmission of the full standard OFDM signals in 
coexistence in optical access networks as it can be observed in Fig. 3. 
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Fig. 3. Application scenario for bi-directional 3PLAY (LTE, WiMAX and UWB) distribution 
in FTTH access networks and radio propagation at user premises 
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FTTH enables the delivery of savings due to reductions in cost for network, central office 
and outside plant operations as well as customer service. Network reliability dramatically 
increases as well with FTTH ensuring a steady stream of revenue and enhanced customer 
satisfaction (Kunigonis, 2009). 

1.2 State-of-the-art of radio-over-fibre systems  
Wireless communication has been experiencing phenomenal growth for some time. It is now 
the fastest growing sector of the telecommunications industry. While voice and low bit-rate 
data were the main wireless services in the past, the focus of today’s wireless networks has 
clearly shifted towards high bit-rate data services. The proliferation of WiFi hotspots and the 
introduction of new cellular systems (such as 3G, LTE, and HSPA) and other high-data-rate 
wireless systems such as WiMAX (IEEE 802.16e) are some examples. With the advent of 
popular bandwidth services such as HD video or on-line gaming, these and other wireless 
systems are under pressure to offer higher data speeds in order to enable the delivery of 
such services to the ever increasing number of wireless users.  
Some ways of increasing the data throughput to the wireless users are: using antenna 
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The in-building network distribution performance was evaluated in (Beltrán et al., 2009). 
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The maximum transmission reach of the proposed PM-UWB technique has been 
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expected to become an important part of next-generation cellular networks. UWB 
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The most important similarity between UWB, LTE and WiMAX is the OFDM signalling. 
LTE and WiMAX technologies also employ Viterbi and turbo accelerators for further error 
correction. From the viewpoint of chip designer view, it is possible to reuse gates if you have 
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Fig. 3. Application scenario for bi-directional 3PLAY (LTE, WiMAX and UWB) distribution 
in FTTH access networks and radio propagation at user premises 
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This provides to the user a higher aggregated capacity and simplifies the overall 
architecture as it is transparent to the service provided and simplifies the deployment cost at 
customer premises as no transmodulation or recodification is needed and the different 
services could be received with standard equipment without additional set-top box.  

3.1 Wireless standard overview 
3.1.1 WiMAX 
WiMAX stands for Worldwide Interoperability for Microwave Access and it is a wireless 
standard for transmitting data using radio waves. It is a radio technology known as last mile 
application that allows reception of data by microwave and radio wave transmission. The 
protocol that characterizes this technology is the IEEE 802.16. One of the main goals of this 
radio technology is to provide broadband services in areas where the deployment of cable or 
fibre for the low density of population has a very high cost per user as in rural environments.  
WiMAX Forum is the standardization body authorized to certify compliance and 
interoperability between equipment from different manufacturers, which means that any 
equipment that does not have this certification, cannot guarantee its interoperability with 
other products. The profiles of WiMAX equipment that is currently on the market use 
frequencies of 2.5 GHz and 3.5 GHz. 
Currently there are two different mobility profiles contained within the 802.16 standard. 
One with fixed access (802.16d), which establishes a radio link between base station and user 
equipment located in the user's home, to the fixed environment. The maximum theoretical 
speeds that are available are 70 Mbps with a bandwidth of 20 MHz, however, in real 
environments could achieve speeds of 20 Mbps shared by all the users of the cell with a cell 
radius of up to 6 km. And a second one with complete mobility 802.16e, which allows the 
movement of the user in a manner similar to GSM / UMTS. 

3.1.2 LTE 
LTE (Long Term Evolution) is a 3GPP standard proposed for mobile Internet services like data 
transmission over 300 meters and high-definition video thanks to OFDM access (OFDMA) 
technology. The most common frequency band in commercial available devices is 2.6 GHz, but 
also operates at 800 MHz, 1.5 GHz, 1.8 GHz and 3.5 GHz. The novelty of LTE is that the radio 
interface based on OFDMA for the downlink (DL) and YSC-FDMA for uplink (UL). The 
modulation chosen by the 3GPP standard makes the different antenna technologies (such as 
multiple input multiple output or MIMO) have greater ease of implementation, which 
improves the performance in even quadrupling the data transmission efficiency. 

3.2 Performance evaluation 
Following with the radio-over-fibre techniques described in Section 2, polarization 
multiplexing could be used for the transmission of different radio services in each 
polarization. This was demonstrated in (Perez et al., 2009) with a simultaneous UWB and 
WiMAX service provision in two orthogonal polarizations achieving 25 km PON reach with 
only 2 dB EVM penalty compared with a UWB single-polarization distribution scheme. 
However the polarization multiplexing technique becomes more complex as the number of 
services increases, as the orthogonality of the different optical lights is affected. For this 
reason the coexistence of different radio standards for multiple service provision was 
further investigated using radio-over-fibre techniques. 
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In (Morant et al., 2011a) it is proposed and demonstrated the bi-directional radio-over-fibre 
transmission of triple-format LTE, WiMAX and UWB full-standard OFDM signals in 
coexistence. Coarse wavelength division multiplexing (CWDM) is employed to map the 
uplink and downlink optical signals in 1300 nm and 1550 nm respectively. Moreover, the 
optical-to-radio and radio-to-optical interfaces was investigated in (Morant et al., 2011b) for 
the triple-play transmission including the wireless transmission at customer premises after 
the radio-over-fibre distribution through a PON. 
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Fig. 4. Block diagram of the experimental setup for the demonstration of triple-play 
bi-directional UWB-over-fibre transmission 

Fig. 4 depicts the experimental setup used for the demonstration of triple-play bi-directional 
transmission evaluating the optical access performance (connecting point (2) to (3), and (4) 
to (5)) and the radio performance at customer premises with wireless transmission at 
different radio distances d(m). 
In the optical access evaluation the launch power level of the lasers at both sides of the 
communication are changed and different lengths of the PON are evaluated in order to 
emulate a fibre-to-the-home deployment up to 120 km standard single-mode fibre. The 
triple-play signal comprises: a UWB channel full WiMedia compliant (ECMA-368, 2008a) in 
center frequency at 3.96 GHz with 528 MHz bandwidth. The LTE and WiMAX signals are 
generated with two vector signal generators (VSG). The first one generates an advanced LTE 
signal using frequency division duplex at 2.6-GHz with full-filled 16QAM in 20 MHz 
bandwidth, and the second one a fixed IEEE 802.16 WiMAX signal at 3.5-GHz using 16QAM 
in 24 MHz bandwidth.  The three standard OFDM signals are combined together and 
applied to Mach-Zehnder modulators working at quadrature bias point for each 1300 nm 
and 1550 nm path. Both paths are combined using CWDM splitters and the signal is 
transmitted through SSMF. Signal detection was accomplished using 10-GHz bandwidth  
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Fig. 5. Received constellations of LTE, WiMAX and UWB at different points of the 
experimental setup of Fig. 4: (a) after 101.8 km SSMF [Point (2)] for the 1550 nm downstream 
path, and (b) after 50.6 km SSMF for the 1300 nm upstream path 
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customer premises as no transmodulation or recodification is needed and the different 
services could be received with standard equipment without additional set-top box.  
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WiMAX stands for Worldwide Interoperability for Microwave Access and it is a wireless 
standard for transmitting data using radio waves. It is a radio technology known as last mile 
application that allows reception of data by microwave and radio wave transmission. The 
protocol that characterizes this technology is the IEEE 802.16. One of the main goals of this 
radio technology is to provide broadband services in areas where the deployment of cable or 
fibre for the low density of population has a very high cost per user as in rural environments.  
WiMAX Forum is the standardization body authorized to certify compliance and 
interoperability between equipment from different manufacturers, which means that any 
equipment that does not have this certification, cannot guarantee its interoperability with 
other products. The profiles of WiMAX equipment that is currently on the market use 
frequencies of 2.5 GHz and 3.5 GHz. 
Currently there are two different mobility profiles contained within the 802.16 standard. 
One with fixed access (802.16d), which establishes a radio link between base station and user 
equipment located in the user's home, to the fixed environment. The maximum theoretical 
speeds that are available are 70 Mbps with a bandwidth of 20 MHz, however, in real 
environments could achieve speeds of 20 Mbps shared by all the users of the cell with a cell 
radius of up to 6 km. And a second one with complete mobility 802.16e, which allows the 
movement of the user in a manner similar to GSM / UMTS. 

3.1.2 LTE 
LTE (Long Term Evolution) is a 3GPP standard proposed for mobile Internet services like data 
transmission over 300 meters and high-definition video thanks to OFDM access (OFDMA) 
technology. The most common frequency band in commercial available devices is 2.6 GHz, but 
also operates at 800 MHz, 1.5 GHz, 1.8 GHz and 3.5 GHz. The novelty of LTE is that the radio 
interface based on OFDMA for the downlink (DL) and YSC-FDMA for uplink (UL). The 
modulation chosen by the 3GPP standard makes the different antenna technologies (such as 
multiple input multiple output or MIMO) have greater ease of implementation, which 
improves the performance in even quadrupling the data transmission efficiency. 

3.2 Performance evaluation 
Following with the radio-over-fibre techniques described in Section 2, polarization 
multiplexing could be used for the transmission of different radio services in each 
polarization. This was demonstrated in (Perez et al., 2009) with a simultaneous UWB and 
WiMAX service provision in two orthogonal polarizations achieving 25 km PON reach with 
only 2 dB EVM penalty compared with a UWB single-polarization distribution scheme. 
However the polarization multiplexing technique becomes more complex as the number of 
services increases, as the orthogonality of the different optical lights is affected. For this 
reason the coexistence of different radio standards for multiple service provision was 
further investigated using radio-over-fibre techniques. 
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In (Morant et al., 2011a) it is proposed and demonstrated the bi-directional radio-over-fibre 
transmission of triple-format LTE, WiMAX and UWB full-standard OFDM signals in 
coexistence. Coarse wavelength division multiplexing (CWDM) is employed to map the 
uplink and downlink optical signals in 1300 nm and 1550 nm respectively. Moreover, the 
optical-to-radio and radio-to-optical interfaces was investigated in (Morant et al., 2011b) for 
the triple-play transmission including the wireless transmission at customer premises after 
the radio-over-fibre distribution through a PON. 
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Fig. 5. Received constellations of LTE, WiMAX and UWB at different points of the 
experimental setup of Fig. 4: (a) after 101.8 km SSMF [Point (2)] for the 1550 nm downstream 
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photodiodes followed by electrical amplification. As it can be observed it is a straight-
forward deployment where the signals are only photodetected, amplified and radiated to 
the final user, without needing any upconversion in frequency or remodulation of the 
signals. This simplifies the overall scheme and provides transparency to the system, as any 
other full-standard signal could be transmitted in the same architecture only designing the 
power levels necessary at the central office. 
At both ends of the architecture the error vector magnitude (EVM) of each OFDM standard 
signal is measured and compared with the maximum EVM limit stated in current 
regulations: -17 dB for ECMA-368 UWB using dual-carrier modulation (DCM) or -14.5 dB 
for UWB in QPSK (ECMA-368, 2008a), -24.43 dB for 802.16 WiMAX using 16QAM (IEEE 
802.16, 2009a), and -18 dB for GPP LTE using 16QAM (3GPP TS 36.101, 2009).  
It is demonstrated that up to 50.6 km SSMF can be reach for successful transmission of the 
triple play signals in passive optical networks without amplification or regeneration stages. 
This maximum reach is limited by the performance of the 1300 nm path that has higher 
losses at the fibre than the 1550 nm path, as it can be observed in Fig. 5 that the 1550 nm can 
achieve more than 100 km SSMF transmission.  
The experimental results show up that signal with less than 14 dB signal-to-noise ratio (SNR) 
do not fulfil the wireless channel specifications. This can be observed in the received electrical 
spectrums shown in Fig. 6, where it can be appreciated that when the signals are less than the 
required limits, the SNR is very similar in both directions: 24.2 dB in the 1550 nm path after 
101.8 km, and 23.5 dB in the 1300 nm path after 50.6 km SSMF. This confirms that, for the same 
PON reach, the 1300 nm path needs more launch power than the 1550 nm path.  
 

 
Fig. 6. Electrical spectrum examples and signal-to-noise ratio values working at (a) 1550 nm 
(after SSMF length of L=101.8 and 121 km) and (b) 1300 nm (L=50.6 and 63.3 km) 

In the radio performance evaluation, the wireless path is included as depicted in Fig. 4. 
Fig. 7 shows the degradation of the received constellations at different points of the system. 
Clearly defined constellations and the EVM values below the regulation threshold indicate 
that a reliable opto-electronic link was established after 20.2 km SSMF and 3 m radio 
transmission in both directions. 

4. UWB in the 60-GHz band 
UWB technology is capable of providing multi-Gbit/s wireless communications. Maximum 
capacity in actual UWB devices is 480 Mbit/s per band as of WiMedia specification v1.2 
(WiMedia, 2007; ECMA, 2008a). This gives an overall capacity of 6.72 Gbit/s per user when the  
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Fig. 7. Received constellations of LTE, WiMAX and UWB at different points of the 
experimental setup of Fig. 4: (a) input of the MZ [Point (1)] and (b) after 20.2 km SSMF and 3 m 
radio transmission [Point (3)] for the 1550 nm downstream path, and (c) radiated signal for 
upstream [Point (4)] and (d) after 20.2 km SSMF and 3 m radio for the 1300 nm upstream path 

fourteen OFDM bands are combined. This capacity is supported in commercially-available 
single-chip UWB implementations (Alereon, 2009). The maximum theoretical UWB capacity 
would be achieved when the fourteen UWB bands are used bearing 1024 Mbit/s each as of 
WiMedia specification v1.5 (WiMedia, 2009a) giving 14.336 Gbit/s aggregated bitrate per 
user. Nevertheless, no commercial equipment to date supports this configuration. UWB 
capacity is further restricted outside the U.S. by regulation in force in each country due to 
coexistence issues (WiMedia, 2009b). UWB operation in the 60-GHz band is an open 
opportunity to provide potential data rates of >3 Gbit/s worldwide (Beltrán & Llorente, 
2010a). 60-GHz radio is about to become easily available for consumer applications and 
permits secure multi-Gbit/s wireless communications with reach exceeding typical WPAN.  
UWB operation in the 60-GHz band is interesting for several reasons:  
1. The unlicensed frequency range regulated for generic 60-GHz radio worldwide (within 

57–66 GHz) can allocate very well the UWB bandwidth in current regulation (up to 
7.5 GHz).  

2. UWB is a mature technology with efficient software and single-chip solutions are also 
available. This permits UWB to be introduced in devices with specific space and power 
requirements, like mobile phones. 

3. UWB is, in origin, a coexistence technology. Translating UWB technology from the 
3.1−10.6-GHz band to the 60-GHz band opens the opportunity of coexistence with other 
wireless transmissions in the band. 

4. UWB operation in the 60-GHz band permits extending the transmission reach by 
increasing the EIRP spectral density over −41.3 dBm/MHz, as in current UWB 
regulation worldwide, up to 13 dBm/MHz, as permitted in regulation in force in the 
band. 

60-GHz UWB-over-fibre systems have been considered for two main applications. First, 
indoor distributed antenna systems (DAS) where 60-GHz UWB signals are distributed 
over fibre links from a central unit to remote antenna units (RAUs). This application is 
particularly interesting in interference-sensitive scenarios such as in-aircraft cabins 
(Beltrán & Llorente, 2010a). The fibre length in indoor DAS application is in the range of a 
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photodiodes followed by electrical amplification. As it can be observed it is a straight-
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fourteen OFDM bands are combined. This capacity is supported in commercially-available 
single-chip UWB implementations (Alereon, 2009). The maximum theoretical UWB capacity 
would be achieved when the fourteen UWB bands are used bearing 1024 Mbit/s each as of 
WiMedia specification v1.5 (WiMedia, 2009a) giving 14.336 Gbit/s aggregated bitrate per 
user. Nevertheless, no commercial equipment to date supports this configuration. UWB 
capacity is further restricted outside the U.S. by regulation in force in each country due to 
coexistence issues (WiMedia, 2009b). UWB operation in the 60-GHz band is an open 
opportunity to provide potential data rates of >3 Gbit/s worldwide (Beltrán & Llorente, 
2010a). 60-GHz radio is about to become easily available for consumer applications and 
permits secure multi-Gbit/s wireless communications with reach exceeding typical WPAN.  
UWB operation in the 60-GHz band is interesting for several reasons:  
1. The unlicensed frequency range regulated for generic 60-GHz radio worldwide (within 

57–66 GHz) can allocate very well the UWB bandwidth in current regulation (up to 
7.5 GHz).  

2. UWB is a mature technology with efficient software and single-chip solutions are also 
available. This permits UWB to be introduced in devices with specific space and power 
requirements, like mobile phones. 

3. UWB is, in origin, a coexistence technology. Translating UWB technology from the 
3.1−10.6-GHz band to the 60-GHz band opens the opportunity of coexistence with other 
wireless transmissions in the band. 

4. UWB operation in the 60-GHz band permits extending the transmission reach by 
increasing the EIRP spectral density over −41.3 dBm/MHz, as in current UWB 
regulation worldwide, up to 13 dBm/MHz, as permitted in regulation in force in the 
band. 

60-GHz UWB-over-fibre systems have been considered for two main applications. First, 
indoor distributed antenna systems (DAS) where 60-GHz UWB signals are distributed 
over fibre links from a central unit to remote antenna units (RAUs). This application is 
particularly interesting in interference-sensitive scenarios such as in-aircraft cabins 
(Beltrán & Llorente, 2010a). The fibre length in indoor DAS application is in the range of a 
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few hundred meters. In the second application, 60-GHz UWB signals are distributed from 
a central office through FTTH networks with further 60-GHz UWB wireless transmission 
in home (Beltrán & Llorente, 2010b; Beltrán et al., 2011). The approach in (Beltrán & 
Llorente, 2010b) can potentially integrate 60-GHz FTTH networks with 24-GHz and 
W-band optical networks exploiting chromatic dispersion of the fibre links. Cost-effective 
standard single-mode fibre (SSMF) is widely used in FTTH networks with distances up to 
approximately 40 km (Hülsermann et al., 2010). Recently-developed bend-insensitive 
single-mode fibre (BI-SMF) opens up an interesting opportunity for 60-GHz UWB-over-
fibre to be deployed at indoor environments including in-home optical distribution as 
extension of the FTTH network. BI-SMF maintains the transmission properties of SSMF 
and is backwards compatible with SSMF. BI-SMF presents much lower bending loss than 
SSMF facilitating installation where tight corners and staples are required, thus reducing 
installation cost (Li et al., 2010). BI-SMF can also reduce the size of fibre installation and 
optical cabinets.  

4.1 60-GHz radio 
Millimetre-wave radio in the 60-GHz band is an open opportunity to support multi-Gbit/s 
services to multiple televisions and computers distributed throughout a dwelling/office 
replacing pervasive, HDMI and high-speed Internet cabling. 60-GHz transmission uses up 
to 9 GHz of frequency range available for unlicensed use over a short range. The increased 
free space loss in the 60-GHz band limits coverage area compared with links operating at 
lower frequencies enabling higher frequency reuse per indoor environment and secure 
communications (Daniels & Heath, 2007). In addition, the increased atmospheric attenuation 
in the 60-GHz band is the reason that 60-GHz links cannot cover the outdoor distances 
achieved by other millimetre-wave links without employing very large and very high gain 
antennas (Wells, 2009).  
60-GHz frequency permits to employ directional and high-gain antennas with size much 
smaller than the lower frequency bands. This facilitates radio coexistence, provides 
multipath robustness, and makes it possible to have very small radios with multiple 
antennas solutions, enabling MIMO, beamforming and beam steering, which enhances the 
channel capacity and also supports non-line-of-sight (NLOS) communications. 
International 60-GHz standards have been recently launched, leading to consumer 
electronics products, which are overviewed in Section 4.1.2. 

4.1.1 Worldwide regulatory status 
Current regulation in force for unlicensed use of 60-GHz radio worldwide is summarized in 
Table 1. The frequency range in the 60-GHz band can allocate very well the UWB bandwidth 
in current regulation (up to 7.5 GHz). Up to 9 GHz bandwidth is permitted in the EU and 
for indoor use in Australia, 7 GHz bandwidth is allocated in the U.S. and Canada,  
and 7 GHz in Japan (with 2.5 GHz maximum transmission bandwidths). There is a 
worldwide overlap in 5 GHz bandwidth in the range from 59 GHz to 64 GHz. In addition, 
60-GHz UWB could operate at EIRP spectral density up to 13 dBm/MHz. This allows 
extending UWB range by increasing EIRP spectral density over −41.3 dBm/MHz provided 
that the increment in radio path attenuation at 60 GHz is compensated. Relatively high 
transmitter power employing shorter antennas allow for lower-power shorter-distance 
communications.  
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Country Frequency 
Range Usage Maximum EIRP 

Maximum 
transmitter 

power 
Reference 

EU 57 – 66 
GHz 

Indoor 
only 

13 dBm/MHz 
40 dBm 

Not Defined ETSI, 2009 Indoor 
and 

Outdoor 

-2 dBm/MHz 
25 dBm 

Australia 57 – 66 
GHz 

Indoor 
only 43 dBm 13 dBm ComLaw, 

2009 

U.S. 57 – 64 
GHz 

Not 
Defined 

43 dBm peak 
(= 18 μW/cm2@ 3 m)

40 dBm average 
(= 9 μW/cm2@ 3 m) 

27 dBm 
FCC, 2008 

Canada 57 – 64 
GHz 

Not 
Defined IC, 2007 

Japan 59 – 66 
GHz 

Not 
Defined 57 dBm 10 dBm ARIB, 

2005 

Table 1. Current regulatory status in the 60-GHz band in major worldwide markets 

4.1.2 Standardization status 
A number of technologies capable of providing multi-Gbit/s wireless communications in 
the 60-GHz band targeting different markets have been proposed in the recent years. These 
technologies are summarized in Table 2. WirelessHD-based chips have been integrated into 
consumer electronic products such as TVs and wireless adapters. The operation of an 
ECMA-387-compliant link has also been demonstrated using a single-chip solution (ECMA, 
2008b). In addition, the 802.11ad draft standard is expected to seamlessly integrate 60-GHz 
Wi-Fi into existing 2.4 GHz and 5 GHz Wi-Fi networks thus enabling next-generation tri-
band radios. 
 

Standard Status 
Theoretical 
maximum 

bitrate 
Remarks Reference 

WirelessHD 
v1.0 Jan. 
2008 v1.1 
May 2010 

28 Gbit/s 

Target WVAN 
applications: Cable 

replacement for HDMI, 
etc. OFDM only up to 10 
Gbit/s in current market-

available products 

WirelessHD, 
2010 

ECMA-387 Dec. 2008 25.402 
Gbit/s 

Target WPAN applications 
single-carrier and OFDM ECMA, 2008b 

IEEE 
802.15.3c Oct. 2009 5 Gbit/s Target WPAN applications 

single-carrier and OFDM IEEE, 2009b 

WiGig July 2010 7 Gbit/s 
Based on IEEE 802.11 

target WLAN applications 
single-carrier and OFDM 

WiGig, 2010 

Table 2. Standards in the 60-GHz band  
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few hundred meters. In the second application, 60-GHz UWB signals are distributed from 
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Llorente, 2010b) can potentially integrate 60-GHz FTTH networks with 24-GHz and 
W-band optical networks exploiting chromatic dispersion of the fibre links. Cost-effective 
standard single-mode fibre (SSMF) is widely used in FTTH networks with distances up to 
approximately 40 km (Hülsermann et al., 2010). Recently-developed bend-insensitive 
single-mode fibre (BI-SMF) opens up an interesting opportunity for 60-GHz UWB-over-
fibre to be deployed at indoor environments including in-home optical distribution as 
extension of the FTTH network. BI-SMF maintains the transmission properties of SSMF 
and is backwards compatible with SSMF. BI-SMF presents much lower bending loss than 
SSMF facilitating installation where tight corners and staples are required, thus reducing 
installation cost (Li et al., 2010). BI-SMF can also reduce the size of fibre installation and 
optical cabinets.  

4.1 60-GHz radio 
Millimetre-wave radio in the 60-GHz band is an open opportunity to support multi-Gbit/s 
services to multiple televisions and computers distributed throughout a dwelling/office 
replacing pervasive, HDMI and high-speed Internet cabling. 60-GHz transmission uses up 
to 9 GHz of frequency range available for unlicensed use over a short range. The increased 
free space loss in the 60-GHz band limits coverage area compared with links operating at 
lower frequencies enabling higher frequency reuse per indoor environment and secure 
communications (Daniels & Heath, 2007). In addition, the increased atmospheric attenuation 
in the 60-GHz band is the reason that 60-GHz links cannot cover the outdoor distances 
achieved by other millimetre-wave links without employing very large and very high gain 
antennas (Wells, 2009).  
60-GHz frequency permits to employ directional and high-gain antennas with size much 
smaller than the lower frequency bands. This facilitates radio coexistence, provides 
multipath robustness, and makes it possible to have very small radios with multiple 
antennas solutions, enabling MIMO, beamforming and beam steering, which enhances the 
channel capacity and also supports non-line-of-sight (NLOS) communications. 
International 60-GHz standards have been recently launched, leading to consumer 
electronics products, which are overviewed in Section 4.1.2. 

4.1.1 Worldwide regulatory status 
Current regulation in force for unlicensed use of 60-GHz radio worldwide is summarized in 
Table 1. The frequency range in the 60-GHz band can allocate very well the UWB bandwidth 
in current regulation (up to 7.5 GHz). Up to 9 GHz bandwidth is permitted in the EU and 
for indoor use in Australia, 7 GHz bandwidth is allocated in the U.S. and Canada,  
and 7 GHz in Japan (with 2.5 GHz maximum transmission bandwidths). There is a 
worldwide overlap in 5 GHz bandwidth in the range from 59 GHz to 64 GHz. In addition, 
60-GHz UWB could operate at EIRP spectral density up to 13 dBm/MHz. This allows 
extending UWB range by increasing EIRP spectral density over −41.3 dBm/MHz provided 
that the increment in radio path attenuation at 60 GHz is compensated. Relatively high 
transmitter power employing shorter antennas allow for lower-power shorter-distance 
communications.  
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technologies are summarized in Table 2. WirelessHD-based chips have been integrated into 
consumer electronic products such as TVs and wireless adapters. The operation of an 
ECMA-387-compliant link has also been demonstrated using a single-chip solution (ECMA, 
2008b). In addition, the 802.11ad draft standard is expected to seamlessly integrate 60-GHz 
Wi-Fi into existing 2.4 GHz and 5 GHz Wi-Fi networks thus enabling next-generation tri-
band radios. 
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replacement for HDMI, 
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target WLAN applications 
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4.2 Integrated optical access and pico-cell transmission performance 
Photonic generation of UWB signals can be a competitive solution supporting A/V 
streaming in the 60-GHz band due to the inherent coexistence characteristics of UWB, giving 
the benefit of seamless integration of optical transmission (access network) and radio 
provision (user pico-cell). Furthermore, optical frequency up-conversion at the central office 
is an interesting approach to reduce overall complexity and cost by centralized network 
management and simplified RAUs. 
Fig. 8 shows a simple approach for photonic generation and integrated FTTH and radio 
transmission of 60-GHz UWB signals (Beltrán et al., 2011). At the central office, a 10-Gbit/s 
1550-nm vertical-cavity surface-emitting laser (VCSEL) is employed for electro-optical 
conversion of baseband UWB signals. The optical UWB signal is modulated with a RF signal 
(local oscillator) in a Mach-Zehnder intensity modulator (MZM) to perform frequency up-
conversion. The MZM is biased at the minimum transmission point to generate a double 
sideband with supressed optical carrier signal. The two sidebands beat in the photodetector 
located at the RAU, yielding the UWB signal up-converted to the second harmonic of the local 
oscillator frequency. This up-conversion technique reduces RF power fading induced by 
chromatic dispersion of the fibre link (Schmuck, 1995) and the frequency requirement of the 
up-conversion devices at expense of reduced RF power (Ma et al., 2007). The baseband signal 
is also available after photodetection and it could be radiated meeting current UWB regulation. 
At the receiver, the received 60-GHz UWB signal is down-converted by electrical mixing with 
a local oscillator signal and digitized to be processed by digital signal processing (DSP). 
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Fig. 8. Photonic generation and integrated FTTH and radio transmission of UWB signals in 
the 60-GHz band. PC: Polarization controller. LO: Local oscillator. PD: Photodetector. BPF: 
Band-pass filter. Amp: Amplification. A/D: Analogue-to-digital conversion 

Performance of both impulse-radio UWB and standard OFDM UWB signals at 1.44 Gbit/s 
has been evaluated experimentally employing the scheme in Fig. 8. FTTH PON links 
employing optical amplification at the central office and 5-m wireless distance (directional 
antennas, line-of-sight path) is evaluated. Signals at point (3) in Fig. 8 are digitized at 
40 GS/s. 

4.2.1 OFDM UWB  
An OFDM UWB signal fully-compliant with the ECMA-368 standard (ECMA, 2008a) is 
generated at point (1) in Fig. 8 employing commercially-available dongles. The signal 
comprises the Band #1, Band #2, and Band #3 employing the time-frequency codes TFC5, 
TFC6, and TFC7 as specified in the standard. Random data are modulated in each band 
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employing dual-carrier modulation (DCM) at 480 Mbit/s, thus providing an aggregated 
bitrate of 1.44 Gbit/s and a spectral efficiency of 0.91 bit/s/Hz. 
The OFDM UWB signal is up-converted to 64.5 GHz and filtered at 58.125–61.875 GHz. The 
down-converted OFDM UWB signal at point (3) in Fig. 8 is demodulated employing 
commercially-available software. Fig. 9(a) shows performance in terms of EVM as a function 
of the optical power at point (2) in Fig. 8 for Band #1. Performance is evaluated for each 
OFDM UWB band and is limited by Band #1. Two optical transmission cases are 
considered: 40 km of SSMF and a 50-km dispersion-managed link comprising 25 km of 
SSMF and 25 km of inverse dispersion fibre (IDF) (Mukasa et al., 2006). The optical receiver 
sensitivity at EVM< −17 dB (ECMA, 2008a) is 1 dBm and −2 dBm for 40 km SSMF and 
25-km SSMF+25-km IDF, respectively.  
Minimum EVM for optical back-to-back (B2B) is limited by optical SNR. The chromatic 
dispersion of 40-km SSMF distorts the signal degrading the minimum EVM with respect to 
B2B. However, this degradation does not translate into penalty on optical receiver 
sensitivity. This is ascribed to gain in the fibre RF transfer function induced by the 
interaction of the chirp of the direct-modulated VCSEL with fibre chromatic dispersion 
(Wedding, 1994). The gain improves SNR limited by electrical noise at low received optical 
power, thus improving EVM. The gain in the power level as well as signal distortion for 
40 km of SSMF with respect to B2B can be verified in Fig. 2(b). In addition, 25 km of IDF 
compensates for RF power fading induced by 25-km SSMF dispersion. The optical receiver 
sensitivity improvement for 25-km SSMF+25-km IDF with respect to B2B in Fig. 2(a) is again 
ascribed to the interplay between VCSEL chirp and residual dispersion of the dispersion-
managed link. Fig. 2(c) shows examples of DCM-OFDM constellation diagrams at different 
EVM values. 
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Fig. 9. Performance of the 60-GHz OFDM UWB signal measured at point (3) in Fig. 8 
integrating optical and 5-m wireless transmission. (a) EVM for Band #1. (b) RMS spectrum 
(resolution bandwidth: 5 MHz). (c) Constellation diagrams for Band #1 

4.2.2 Impulse-radio UWB  
An impulse-radio UWB signal is generated by an arbitrary waveform generator (AWG) at 
23.04 GS/s at point (1) in Fig. 8. The UWB pulse is a fifth-order derivative Gaussian shape 
comprising a single band in good compliance with the UWB EIRP spectral density mask in 
current regulation (FCC, 2002), as shown in Fig. 10. A pseudo random binary sequence 
(PRBS) with a word length of 211–1 is modulated employing bi-phase modulation (binary 
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(local oscillator) in a Mach-Zehnder intensity modulator (MZM) to perform frequency up-
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Performance of both impulse-radio UWB and standard OFDM UWB signals at 1.44 Gbit/s 
has been evaluated experimentally employing the scheme in Fig. 8. FTTH PON links 
employing optical amplification at the central office and 5-m wireless distance (directional 
antennas, line-of-sight path) is evaluated. Signals at point (3) in Fig. 8 are digitized at 
40 GS/s. 

4.2.1 OFDM UWB  
An OFDM UWB signal fully-compliant with the ECMA-368 standard (ECMA, 2008a) is 
generated at point (1) in Fig. 8 employing commercially-available dongles. The signal 
comprises the Band #1, Band #2, and Band #3 employing the time-frequency codes TFC5, 
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employing dual-carrier modulation (DCM) at 480 Mbit/s, thus providing an aggregated 
bitrate of 1.44 Gbit/s and a spectral efficiency of 0.91 bit/s/Hz. 
The OFDM UWB signal is up-converted to 64.5 GHz and filtered at 58.125–61.875 GHz. The 
down-converted OFDM UWB signal at point (3) in Fig. 8 is demodulated employing 
commercially-available software. Fig. 9(a) shows performance in terms of EVM as a function 
of the optical power at point (2) in Fig. 8 for Band #1. Performance is evaluated for each 
OFDM UWB band and is limited by Band #1. Two optical transmission cases are 
considered: 40 km of SSMF and a 50-km dispersion-managed link comprising 25 km of 
SSMF and 25 km of inverse dispersion fibre (IDF) (Mukasa et al., 2006). The optical receiver 
sensitivity at EVM< −17 dB (ECMA, 2008a) is 1 dBm and −2 dBm for 40 km SSMF and 
25-km SSMF+25-km IDF, respectively.  
Minimum EVM for optical back-to-back (B2B) is limited by optical SNR. The chromatic 
dispersion of 40-km SSMF distorts the signal degrading the minimum EVM with respect to 
B2B. However, this degradation does not translate into penalty on optical receiver 
sensitivity. This is ascribed to gain in the fibre RF transfer function induced by the 
interaction of the chirp of the direct-modulated VCSEL with fibre chromatic dispersion 
(Wedding, 1994). The gain improves SNR limited by electrical noise at low received optical 
power, thus improving EVM. The gain in the power level as well as signal distortion for 
40 km of SSMF with respect to B2B can be verified in Fig. 2(b). In addition, 25 km of IDF 
compensates for RF power fading induced by 25-km SSMF dispersion. The optical receiver 
sensitivity improvement for 25-km SSMF+25-km IDF with respect to B2B in Fig. 2(a) is again 
ascribed to the interplay between VCSEL chirp and residual dispersion of the dispersion-
managed link. Fig. 2(c) shows examples of DCM-OFDM constellation diagrams at different 
EVM values. 
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Fig. 9. Performance of the 60-GHz OFDM UWB signal measured at point (3) in Fig. 8 
integrating optical and 5-m wireless transmission. (a) EVM for Band #1. (b) RMS spectrum 
(resolution bandwidth: 5 MHz). (c) Constellation diagrams for Band #1 

4.2.2 Impulse-radio UWB  
An impulse-radio UWB signal is generated by an arbitrary waveform generator (AWG) at 
23.04 GS/s at point (1) in Fig. 8. The UWB pulse is a fifth-order derivative Gaussian shape 
comprising a single band in good compliance with the UWB EIRP spectral density mask in 
current regulation (FCC, 2002), as shown in Fig. 10. A pseudo random binary sequence 
(PRBS) with a word length of 211–1 is modulated employing bi-phase modulation (binary 
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phase-shift keying BPSK) at 1.44 Gbit/s. Compared with other modulation formats such as 
on-off keying (OOK) and pulse position modulation (PPM), BPSK modulation reduces 
spectral peaks at multiples of the data rate, thus providing better power efficiency under the 
UWB mask. Power efficiency is critical to extend UWB reach. This system has potential 
ranging capabilities taking advantage of the excellent accuracy of impulse-radio UWB when 
short pulses are employed. 
The impulse-radio UWB signal is up-converted to 64.66 GHz and filtered at 
58.125−61.875 GHz. The down-converted impulse-radio UWB signal at point (3) in Fig. 8 is 
demodulated employing custom DSP. The DSP comprises re-sampling, low-pass filtering, 
matched filtering with the original UWB pulse shape, bit synchronization and calculation of 
the optimum decision threshold. Fig. 10 shows performance in terms of bit error rate (BER) 
as a function of the optical power at point (2) in Fig. 8. Two optical transmission cases are 
considered: 25 km of SSMF (5.2-dB loss) and 40 km of SSMF (7.7-dB loss). The optical 
receiver sensitivity at BER< 2.2·10−3 (BER limit including forward error correction) is 
−12.5 dBm and −15.6 dBm, respectively. The maximum received optical power in the 
experiment is 10 dBm so that the optical power budget apart from fibre loss is 17.3 dB and 
17.9 dB, respectively. Fig. 10 shows examples of BPSK eye diagrams. 
BER is limited by electrical noise. Decreasing the received optical power further increases 
BER due to the reduction in signal-to-noise ratio (SNR). In addition, BER improves after 
optical transmission with respect to optical B2B. This is ascribed to gain in the fibre RF 
transfer function induced by the interaction of the chirp of the directly-modulated VCSEL 
with fibre chromatic dispersion (Wedding, 1994), like for the OFDM UWB signal. 
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Fig. 10. (a) Impulse-radio UWB signal applied to the AWG. The UWB EIRP spectral density 
mask in current regulation (FCC, 2002) is shown via a dashed line; Performance of the 
60-GHz impulse-radio UWB signal measured at point (3) in Fig. 8 integrating optical and 
5-m wireless transmission: (b) BER. The forward error correction limit of 2.2·10−3 is shown 
via a dashed line. (c) Eye diagrams 

5. Conclusion 
In this chapter, UWB radio-over-fibre in FTTH access networks with PON architecture is 
proposed as a next-generation optical access solution. Optical and radio transmission 
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performance is investigated employing commercially-available UWB transmitters, fully 
compliant with the ECMA-368 standard. Standard OFDM UWB transmission is reported in 
FTTH PON access including radio transmission.  
The coexistence characteristics of UWB with WiMAX and LTE radio, the most limiting 
impairment in next-generation optical access, are reported considering bidirectional full-
standard triple-play provision. Successful full-duplex provision of triple-play services via 
UWB in coexistence with standard OFDM-based WiMAX and LTE radio is possible up to 
20.2 km of SSMF including 3 m radio propagation. 
UWB operation in the 60 GHz radio band has been also proposed as an interesting approach. 
The 60 GHz UWB systems proposed could operate in a dual 3.1−10.6 GHz/60 GHz 
configuration if desired. 60-GHz band operation would re-use and extend UWB technology in 
terms of range and flexibility, and is the focus of this work. 
Finally, the performance of the two mainstream UWB implementations -dual-carrier 
modulation orthogonal frequency division multiplexing (DCM-OFDM) and binary phase-
shift keying impulse radio modulation- is also described in this chapter. The results 
presented permit, from an application point-of-view, to select a given UWB implementation 
depending on network reach and system complexity desired.  
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phase-shift keying BPSK) at 1.44 Gbit/s. Compared with other modulation formats such as 
on-off keying (OOK) and pulse position modulation (PPM), BPSK modulation reduces 
spectral peaks at multiples of the data rate, thus providing better power efficiency under the 
UWB mask. Power efficiency is critical to extend UWB reach. This system has potential 
ranging capabilities taking advantage of the excellent accuracy of impulse-radio UWB when 
short pulses are employed. 
The impulse-radio UWB signal is up-converted to 64.66 GHz and filtered at 
58.125−61.875 GHz. The down-converted impulse-radio UWB signal at point (3) in Fig. 8 is 
demodulated employing custom DSP. The DSP comprises re-sampling, low-pass filtering, 
matched filtering with the original UWB pulse shape, bit synchronization and calculation of 
the optimum decision threshold. Fig. 10 shows performance in terms of bit error rate (BER) 
as a function of the optical power at point (2) in Fig. 8. Two optical transmission cases are 
considered: 25 km of SSMF (5.2-dB loss) and 40 km of SSMF (7.7-dB loss). The optical 
receiver sensitivity at BER< 2.2·10−3 (BER limit including forward error correction) is 
−12.5 dBm and −15.6 dBm, respectively. The maximum received optical power in the 
experiment is 10 dBm so that the optical power budget apart from fibre loss is 17.3 dB and 
17.9 dB, respectively. Fig. 10 shows examples of BPSK eye diagrams. 
BER is limited by electrical noise. Decreasing the received optical power further increases 
BER due to the reduction in signal-to-noise ratio (SNR). In addition, BER improves after 
optical transmission with respect to optical B2B. This is ascribed to gain in the fibre RF 
transfer function induced by the interaction of the chirp of the directly-modulated VCSEL 
with fibre chromatic dispersion (Wedding, 1994), like for the OFDM UWB signal. 
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Fig. 10. (a) Impulse-radio UWB signal applied to the AWG. The UWB EIRP spectral density 
mask in current regulation (FCC, 2002) is shown via a dashed line; Performance of the 
60-GHz impulse-radio UWB signal measured at point (3) in Fig. 8 integrating optical and 
5-m wireless transmission: (b) BER. The forward error correction limit of 2.2·10−3 is shown 
via a dashed line. (c) Eye diagrams 
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performance is investigated employing commercially-available UWB transmitters, fully 
compliant with the ECMA-368 standard. Standard OFDM UWB transmission is reported in 
FTTH PON access including radio transmission.  
The coexistence characteristics of UWB with WiMAX and LTE radio, the most limiting 
impairment in next-generation optical access, are reported considering bidirectional full-
standard triple-play provision. Successful full-duplex provision of triple-play services via 
UWB in coexistence with standard OFDM-based WiMAX and LTE radio is possible up to 
20.2 km of SSMF including 3 m radio propagation. 
UWB operation in the 60 GHz radio band has been also proposed as an interesting approach. 
The 60 GHz UWB systems proposed could operate in a dual 3.1−10.6 GHz/60 GHz 
configuration if desired. 60-GHz band operation would re-use and extend UWB technology in 
terms of range and flexibility, and is the focus of this work. 
Finally, the performance of the two mainstream UWB implementations -dual-carrier 
modulation orthogonal frequency division multiplexing (DCM-OFDM) and binary phase-
shift keying impulse radio modulation- is also described in this chapter. The results 
presented permit, from an application point-of-view, to select a given UWB implementation 
depending on network reach and system complexity desired.  
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1. Introduction  

Ultra wideband (UWB) communications is one of the most promising recent developments 
in wireless world for high-speed applications as shown in figure 1. In addition, the use of 
millimeter-waves has allowed in recent years the development of wireless communications: 
unlicensed short-range (57 – 64 GHz), outdoor semi-unlicensed point to point links (71 - 76 
GHz, 81 - 86 GHz, and 92 - 95 GHz), automotive radar (76 - 77 GHz), and imaging sensor (84 
– 89 GHz and 94 GHz) systems. 
 

 
Fig. 1. High-speed wireless applications 
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the very recent researches, it is known that millimeter-wave technology enables the design 
of compact and low-cost wireless transceivers which can permit convenient terminal 
mobility up to Gb/s data-rates. 
The chapter is organized as follows:  
 Section 2 provides an overview of millimeter-wave technology (60 GHz), compared 

with other microwave band communications (5 GHz). 
 Section 3 states the UWB conventional definition, given by Federal Communications 

Commission (FCC), and how to use this special technology into millimeter-wave range. 
 Section 4 analyses a proposed 60 GHz wireless multiport millimeter-wave system 

dedicated to high-speed UWB communications. 
 Conclusions are summarized at the end of the chapter. 

2. Millimeter-wave technology for high-speed communications 
Due to the recent dramatic growth of high-bandwidth commercial wireless 
communications, the microwave communication bands are becoming over crowded. 
Moreover, the ever increasing high-speed and large-channel capacity digital data rates used 
in multimedia wireless communications are requiring millimeter-wave bandwidths 
(frequencies between 30 GHz and 300 GHz). For example, a TV at home will be able to 
access all sources in the house: a "box" in the lounge, a PlayStation in the bedroom, or a 
DVD reader in another room through a wireless system focusing on the 60 GHz band. 
The 60 GHz band is of much interest since a massive amount of unlicensed spectrum (5 
GHz) has been allocated worldwide for dense wireless local communications (Cabric et al, 
2006; Park & Rappaport, 2007; Engen, 1977; Yacabe et al, 2001). A couple of multimedia 
applications calling for wireless transmission over short distances are existing,  such as 
wireless IEEE 1394 (actually this is an international standard digital interface that can run  
up to 400 Mb/s over a thin cable), wireless high-resolution TV and videoconferences, 
wireless internet download of lengthy files, wireless direct communication between 
notebooks and related devices, patient monitoring in hospitals (patients can freely walk 
within the hospital grounds with devices that transmit ECG (Electro-Cardio-Gram), blood 
pressure information, etc), remote controls, and wireless embedded systems, etc. This 
wide range of applications requires low–cost equipment operating at hundred of megabits 
per second. 
In the European Advanced Communication Technology and services (ACTS) program, the 
40 and 60 GHz have been addressed by various research projects with target radio bit rates 
of 150 Mb/s. In Japan, the Multimedia Mobile Access Communication (MMAC) committee 
is looking into the possibility of Ultra-high speed wireless indoor LANs supporting 156 
Mb/s using 40 and 60 GHz. In the United States, the Federal Communications Commission 
(FCC) sets aside the 59-64 GHz frequency band for general unlicensed applications. This is 
the largest contiguous block spectrum ever allocated. Thus, a spectral space has been 
assigned around 60 GHz having a worldwide overlap, as shown in figure 2. 
The 60 GHz band can not only achieve very high data rates several Gbit/s but has many 
other characteristics for applications in millimeter wave range: 
 An atmospheric oxygen absorption of 10-15 dB/Km. Indeed, the oxygen have a 

resonant frequency of 60 GHz. So the transmitted energy is absorbed very quickly by 
oxygen in the air. (90 % of energy is absorbed by oxygen at 60 GHz). 

 88 dB/Km due to the free space path loss as demonstrated using Friis transmission 
equation: 
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Fig. 2. Unlicensed bandwidth – 60 GHz 
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The Friis path loss equation shows that, for equal antenna gains, path loss increases 
with the square of the carrier frequency. Therefore 60 GHz communications must 
content with an additional 22 dB of path loss when compared to an equivalent 5 GHz 
system. Then, the free space path loss will be around 88 dB for 10 m and 68 dB for a 
distance of 1 m, at this very high carrier frequency. The space path loss attenuation for a 
distance of 10m is calculated for different frequencies, as shown in table 1.  

 One of the major limitations of the maximum range for a link at 60 GHz is the attenuation 
due to rain. In fact, the rainfall of a region is even considered as limiting factor more than 
the absorption of oxygen. The 60 GHz links shall be constructed in specific way to be able 
to overcome the rain limitations and will therefore vary according to different regions. 
The maximum distance increases when the rate of rainfall decreases. In regions with 
moderate rainfall, attenuation due to rain can be twice higher than oxygen and can be up 
to three times higher in regions with high rainfall. 
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Frequency Wavelength Free Path Attenuation 

2.4 GHz 125 mm 30 dB 
5 GHz 60 mm 66 dB 

60 GHz 5 mm 88 dB 

Table 1. Space attenuation for different frequencies 

 The very high attenuation suffered by the 60 GHz links permits the frequency reuse 
in very close areas. Thus it is possible to deploy multiple devices operating at the 
same frequency in a high density pattern and without any risk of interference 
between them. 

 The 60 GHz band advantage is to be in the millimeter wave length range. Thus, it is 
very small, allowing high degree integration for all elements: filters, passive 
components and antennas. The 60 GHz antennas have a smaller form factor than 5 GHz 
antennas, as antenna dimensions are inversely proportional to carrier frequency. For 
example, to obtain an antenna with a gain of 40 dBi and beam width of 1°, the size of 
the antenna at 60 GHz will be ten times smaller than at 6 GHz. Therefore, at 60 GHz it is 
possible to produce very compact low-cost antennas with higher directivity. In fact, 
future high data-rate WLAN will be certainly realized using smart antennas to reduce 
the power consumption, the link budget and the multipath effects. 

This high and severe attenuation makes the 60 GHz band unsuitable for long-range (>2 
Km) communications, so it can be entirely dedicated for short-range use (<50 m), where 
this supplementary attenuation has no significant impact. This makes the 60 GHz band of 
hugely interesting for many types of short-range wireless applications, as WPANs 
(Wireless Personal Area Networks) and WLANs (Wireless Local Area Networks). These 
products are proprietary systems or based on the IEEE 802.11 standards. These products 
operate in the 2.4 and 5.8 GHz bands and provide a user capacity up to 54 Mb/s. 
Currently, IEEE 802.15.3c and WirelessHD, the two well-known 60 GHz standards for 
WLANs and WPANs, are capable to deliver Gb/s streamed video and audio (Daniels & 
Health, 2010).  
In the last decade, intensive researches have been done, especially in terms of designing new 
millimeter wave components operating over the V-band frequency (50 - 75 GHz). Through 
those papers and publications, it has been proved that the millimeter-wave frequencies 
enable the design of compact low-cost wireless millimeter-wave communications front-ends 
which can permit convenient terminal mobility up to Gb/s data-rates (Smulders et al, 2007; 
Smulders, 2002; Collonge et al, 2003; Tatu & Moldovan, 2007). 

3. UWB in millimeter-wave communications 
Before explaining how the UWB characteristics can be reflected in millimeter-wave 
communications, let’s first give a brief description of UWB principles. 
The recent development of digital technologies in civil and military fields (radar, instrument 
for earth observation and space, etc...) associated with the telecommunications (WiFi / 
WiMAX, WLAN, GPS) demonstrates the great possibility to optimize the use of allocated 
frequency bands. The FCC defines UWB as "any radio technique that has a bandwidth 
exceeding 500 MHz or greater than 25% of its center frequency”. The UWB technology is 
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dedicated for transmitting wireless data with a throughput up to several hundreds of 
Mbit/s. UWB presents itself as an evolution of both Bluetooth and USB wireless. It is a radio 
technology based on the generation of very short duration pulse over a wide frequency 
band, hence its name. 
In the United States, the FCC has reserved microwave frequency bands between 3.1 and 10.6 
GHz for UWB devices. However, in Europe, the frequencies are reduced to the band 
between 6 and 10 GHz (3 GHz less than in the U.S.). UWB technology is used for 
radar/sensors, communications, radio astronomy, imaging systems and automotive anti-
collision systems. Currently, UWB is already authorized for licensed use in the United 
Kingdom for the defects detection in runways. 
UWB is a good alternative for domestic radio networks (WLAN and WPAN) that is found in 
the networked home, hotel, conference locations, administrative sites, and all places that do 
not want the hassle of wiring. Figure 3 gives an idea about the possible applications of 
UWB, regarding the mobility, costs, speed, and cost, etc. 
 

 
Fig. 3. UWB applications 

Although these excellent advantages for microwave UWB, there are some disadvantages at 
the same time: 
 Relatively low frequency carrier 
 Low data rate compared to huge ones required in the actual market 
 Frequency distortion over wide bandwidth 
Compared to conventional microwave UWB technology, 60 GHz millimeter-wave 
communications will operate in currently unlicensed spectrum (57 – 64 GHz) and will 
provide high data-rates up to several Gb/s, as detailed in paragraph 2. Hence, the 
millimeter-wave communications can be largely considered to be used for UWB purposes 
(WLANs and WPANs). This is the main concern of the following paragraph. 



 
Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 334 

Frequency Wavelength Free Path Attenuation 

2.4 GHz 125 mm 30 dB 
5 GHz 60 mm 66 dB 

60 GHz 5 mm 88 dB 

Table 1. Space attenuation for different frequencies 

 The very high attenuation suffered by the 60 GHz links permits the frequency reuse 
in very close areas. Thus it is possible to deploy multiple devices operating at the 
same frequency in a high density pattern and without any risk of interference 
between them. 

 The 60 GHz band advantage is to be in the millimeter wave length range. Thus, it is 
very small, allowing high degree integration for all elements: filters, passive 
components and antennas. The 60 GHz antennas have a smaller form factor than 5 GHz 
antennas, as antenna dimensions are inversely proportional to carrier frequency. For 
example, to obtain an antenna with a gain of 40 dBi and beam width of 1°, the size of 
the antenna at 60 GHz will be ten times smaller than at 6 GHz. Therefore, at 60 GHz it is 
possible to produce very compact low-cost antennas with higher directivity. In fact, 
future high data-rate WLAN will be certainly realized using smart antennas to reduce 
the power consumption, the link budget and the multipath effects. 

This high and severe attenuation makes the 60 GHz band unsuitable for long-range (>2 
Km) communications, so it can be entirely dedicated for short-range use (<50 m), where 
this supplementary attenuation has no significant impact. This makes the 60 GHz band of 
hugely interesting for many types of short-range wireless applications, as WPANs 
(Wireless Personal Area Networks) and WLANs (Wireless Local Area Networks). These 
products are proprietary systems or based on the IEEE 802.11 standards. These products 
operate in the 2.4 and 5.8 GHz bands and provide a user capacity up to 54 Mb/s. 
Currently, IEEE 802.15.3c and WirelessHD, the two well-known 60 GHz standards for 
WLANs and WPANs, are capable to deliver Gb/s streamed video and audio (Daniels & 
Health, 2010).  
In the last decade, intensive researches have been done, especially in terms of designing new 
millimeter wave components operating over the V-band frequency (50 - 75 GHz). Through 
those papers and publications, it has been proved that the millimeter-wave frequencies 
enable the design of compact low-cost wireless millimeter-wave communications front-ends 
which can permit convenient terminal mobility up to Gb/s data-rates (Smulders et al, 2007; 
Smulders, 2002; Collonge et al, 2003; Tatu & Moldovan, 2007). 

3. UWB in millimeter-wave communications 
Before explaining how the UWB characteristics can be reflected in millimeter-wave 
communications, let’s first give a brief description of UWB principles. 
The recent development of digital technologies in civil and military fields (radar, instrument 
for earth observation and space, etc...) associated with the telecommunications (WiFi / 
WiMAX, WLAN, GPS) demonstrates the great possibility to optimize the use of allocated 
frequency bands. The FCC defines UWB as "any radio technique that has a bandwidth 
exceeding 500 MHz or greater than 25% of its center frequency”. The UWB technology is 

60 GHz Ultra Wideband Multiport Transceivers  
for Next Generation Wireless Personal Area Networks 335 

dedicated for transmitting wireless data with a throughput up to several hundreds of 
Mbit/s. UWB presents itself as an evolution of both Bluetooth and USB wireless. It is a radio 
technology based on the generation of very short duration pulse over a wide frequency 
band, hence its name. 
In the United States, the FCC has reserved microwave frequency bands between 3.1 and 10.6 
GHz for UWB devices. However, in Europe, the frequencies are reduced to the band 
between 6 and 10 GHz (3 GHz less than in the U.S.). UWB technology is used for 
radar/sensors, communications, radio astronomy, imaging systems and automotive anti-
collision systems. Currently, UWB is already authorized for licensed use in the United 
Kingdom for the defects detection in runways. 
UWB is a good alternative for domestic radio networks (WLAN and WPAN) that is found in 
the networked home, hotel, conference locations, administrative sites, and all places that do 
not want the hassle of wiring. Figure 3 gives an idea about the possible applications of 
UWB, regarding the mobility, costs, speed, and cost, etc. 
 

 
Fig. 3. UWB applications 

Although these excellent advantages for microwave UWB, there are some disadvantages at 
the same time: 
 Relatively low frequency carrier 
 Low data rate compared to huge ones required in the actual market 
 Frequency distortion over wide bandwidth 
Compared to conventional microwave UWB technology, 60 GHz millimeter-wave 
communications will operate in currently unlicensed spectrum (57 – 64 GHz) and will 
provide high data-rates up to several Gb/s, as detailed in paragraph 2. Hence, the 
millimeter-wave communications can be largely considered to be used for UWB purposes 
(WLANs and WPANs). This is the main concern of the following paragraph. 



 
Ultra Wideband Communications: Novel Trends – System, Architecture and Implementation 336 

4. UWB at 60 GHz: different approaches 

There are many different ways to use the UWB at millimeter-wave frequencies. In this 
paragraph, two approaches are considered:  
 Transposition of conventional impulse radio at millimeter-wave  
 Direct use of inherent wide-band into a multi-port interferometer 

4.1 Up-conversion of an UWB impulse radio signal (IR-UWB) in the 60 GHz frequency 
range. 
(Deparis et al, 2005) have demonstrated that the impulse radio-UWB used in the 60 GHz 
band can provide both transceiver simplicity, and high data rate. Their proposed transmitter 
contains a voltage controlled oscillator (VCO) working at 30 GHz, a double frequency up-
converter to reach the 60 GHz frequency, and a pulse generator (1st pulse generator) to 
generate the pulse position modulation (PPM) pulses in order to modulate the transmitted 
signal at 60 GHz. This modulation is realized with a switch in ∏-topology, as shown in 
figure 4. After amplification, Gaussian pulses are transmitted over several GHz bandwidth 
centered into the 60 GHz band (Tatu el al, 2009).  
At the meanwhile, the receiver is composed of a low noise amplifier (LNA), a detector at 60 
GHz, and a fast sampling and hold - S/H (Win & Scholtz, 2000; El Aabbaoui et al, 2005; 
Deparis et al, 2004). A pulse generator (2nd pulse generator) is used to control the S/H 
circuit. The receiver may contain either a mixer or a detector. If a mixer is implemented, a 
millimeter-wave oscillator is needed. However, the oscillator is not needed when a topology 
with detector is chosen, as shown in figure 5. 
 

 
Fig. 4. Transmitter at 60 GHz. 

 

 
Fig. 5. Receiver at 60 GHz. 

X2 Switch in ∏ 
topology A

1st pulse 
generator

Detector
60 GHZ

ADC

2nd pulse 
generator

LNA
Correlator

S/H

60 GHz Ultra Wideband Multiport Transceivers  
for Next Generation Wireless Personal Area Networks 337 

The main advantage of this architecture is that no phase information is needed, and thus, no 
sophisticated coherent stable sources or carrier recovery circuits are involved. This impulse 
radio-UWB/60 GHz approach can offer transceiver simplicity, high-data rate and is suitable 
for future low-cost high speed wireless transceivers. 

4.2 Proposed 60 GHz transceiver based on six-port circuits 
The main objective of this paragraph is to analyze and discuss a 60 GHz transceiver based 
on six-port circuits. Our target is to provide a transmission bandwidth exceeding 500 MHz, 
so the proposed architecture can be considered as part of UWB communications systems. 

4.2.1 S-parameters and scattering matrix 
For high frequencies and since it is very difficult to measure the voltage signal and energy, 
the scattering parameters [S] are used instead and considered as a convention for describing 
the RF and microwave waves. In microwave circuits, the required parameters are the 
amplitude and the phase of the signals. Many electrical properties can be expressed using 
the S-parameters such as the transmission coefficients, return loss and SWR (standing wave 
ratio) parameters. S-parameters can be calculated using analytical techniques of network 
analysis or measured with vector network analyzer equipment. Once identified, these S-
parameters can be set in matrix form, called scattering matrix. For example, a two-port 
network microwave system as shown in figure 6 is represented as follows: 
 

 
Fig. 6. Quadripole microwave system. 

The wave’s equations and the S-parameters scattering matrix are: 

 1 11 1 12 2b S a S a     (4) 

 2 21 1 22 2b S a S a         (5) 

 1 11 12 1

2 21 22 2
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     

 (6) 

 ai: Incident wave 
 bi: Reflected wave  
 S11 : Input reflection coefficient  
 S12 : transmission coefficient  
 S21 : transmission coefficient (gain) 
 S22 : Output reflection coefficient 
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Deparis et al, 2004). A pulse generator (2nd pulse generator) is used to control the S/H 
circuit. The receiver may contain either a mixer or a detector. If a mixer is implemented, a 
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Fig. 4. Transmitter at 60 GHz. 
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The main advantage of this architecture is that no phase information is needed, and thus, no 
sophisticated coherent stable sources or carrier recovery circuits are involved. This impulse 
radio-UWB/60 GHz approach can offer transceiver simplicity, high-data rate and is suitable 
for future low-cost high speed wireless transceivers. 

4.2 Proposed 60 GHz transceiver based on six-port circuits 
The main objective of this paragraph is to analyze and discuss a 60 GHz transceiver based 
on six-port circuits. Our target is to provide a transmission bandwidth exceeding 500 MHz, 
so the proposed architecture can be considered as part of UWB communications systems. 

4.2.1 S-parameters and scattering matrix 
For high frequencies and since it is very difficult to measure the voltage signal and energy, 
the scattering parameters [S] are used instead and considered as a convention for describing 
the RF and microwave waves. In microwave circuits, the required parameters are the 
amplitude and the phase of the signals. Many electrical properties can be expressed using 
the S-parameters such as the transmission coefficients, return loss and SWR (standing wave 
ratio) parameters. S-parameters can be calculated using analytical techniques of network 
analysis or measured with vector network analyzer equipment. Once identified, these S-
parameters can be set in matrix form, called scattering matrix. For example, a two-port 
network microwave system as shown in figure 6 is represented as follows: 
 

 
Fig. 6. Quadripole microwave system. 

The wave’s equations and the S-parameters scattering matrix are: 

 1 11 1 12 2b S a S a     (4) 

 2 21 1 22 2b S a S a         (5) 

 1 11 12 1

2 21 22 2

b S S a
b S S a
     

      
     

 (6) 

 ai: Incident wave 
 bi: Reflected wave  
 S11 : Input reflection coefficient  
 S12 : transmission coefficient  
 S21 : transmission coefficient (gain) 
 S22 : Output reflection coefficient 
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4.2.2 Six-port modeling versus conventional: architecture equivalence 
The six-port circuit is a conventional linear passive component, which consists of several 
couplers, connected by transmission lines. The idea of using a six-port structure to determine 
the phase of a microwave signal was first presented in 1964 (Cohn & Weinhouse, 1964). The 
six-port circuit can be considered as a black box with two inputs, one for the reference signal 
from local oscillator and one for the RF signal to identify, and four outputs. Using an 
appropriate algorithm, the amplitude and phase of the RF signal to identify can be determined 
by measuring the four power signals of the diodes at the outputs of the six-port. 
The six port model used in this chapter consists of four 90° hybrid couplers interconnected  
by transmission lines and four power detectors, as shown in figure 7 (Tatu et al, 2005, 2006). 
The signals a5 and a6 are two normalized waves’ inputs and related to local oscillator  
(LO) and radio-frequency signals, respectively. As known, the hybrid coupler splits 
    

 
Fig. 7. Six-Port block diagram. 
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A popular scheme of the conventional I/Q modulator/demodulator consists of a 90° phase 
shifter, two mixers and a combiner/divider. The equivalence between the conventional and 
the six-port demodulator has been demonstrated, as shown in figure 8. (Khaddaj Mallat & 
Tatu, 2007). The quadrature (I/Q) signals equations are expressed in (11) and (12). 
 

 
Fig. 8. Conventional and Six-Port Receivers. 
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In order to obtain the DC output signals, four power detectors are connected to the six-port 
outputs. The I/Q signals are obtained using a differential approach, as indicated in 
equations (11) and (12), where K is a constant, I/Q signals (In-phase/Quadrature-phase), V1 
to V4 are the detectors outputs signal, a is the LO signal power, (t) = 6(t)–5 is the 
instantaneous phase difference, and α(t) is the power ratio of RF and LO. 
A millimeter-wave receiver system simulation is done by Advanced Design System (ADS) of 
Agilent Technologies. This receiver system is composed of the proposed six-port, local 
oscillators, amplifiers, pass-band filters and “Sample_and_Hold” circuits (SHCs). The 
simulation block diagram is presented in figure 9. The operating frequency is set at 60 GHz 
and the modulation types discussed are M-PSK/QAM (Phase Shift Keying/Quadrature 
Amplitude Modulation). In the next paragraph, the simulation of the proposed receiver will be 
based on the measurements results of a fabricated hybrid coupler and not simulation results. 
Figure 10 shows the simulation results of demodulated constellations using the proposed 
receiver for 16PSK and 16QAM signals respectively. It proves that this receiver is 
performing the analog demodulator task. For 16 PSK modulations, the constellation points 
(I/Q) are positioned on a circle and these points are equidistant for the 16QAM modulated 
signal. During this simulation, a coherent LO is used to generate the six-port reference 
signal. It is be noted that if the phase of the LO changes in time, the demodulated 
constellation turns clockwise or anticlockwise depending on the sign of this variation. 
Figure 11 shows the simulated constellation with additional white noise (a white noise was 
added in the transmission path), signal to noise ratio is 12 dB for 16PSK and 8 dB for 
16QAM. The white noise effect is evident as the constellation point is not clear  
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A popular scheme of the conventional I/Q modulator/demodulator consists of a 90° phase 
shifter, two mixers and a combiner/divider. The equivalence between the conventional and 
the six-port demodulator has been demonstrated, as shown in figure 8. (Khaddaj Mallat & 
Tatu, 2007). The quadrature (I/Q) signals equations are expressed in (11) and (12). 
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Fig. 9. Conventional and Six-Port Receivers. 
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as before. The noise is expressed by the “cloud” covering every point I/Q. As suggested by 
previous analysis, excellent simulations are obtained as well for another constellation types 
with reduced number of symbols (BPSK, QPSK, 8PSK). The millimeter-wave frequency 
conversion and direct quadrature demodulation are obtained using the specific properties of 
the proposed six-port circuit, avoiding the use of the conventional mixers which require a 
considerably increased LO power (diode mixers) or active costly devices. 
 
 

 
Fig. 11. Demodulated signals with white noise: 16PSK/16QAM. 
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Microwave Integrated Circuit (MHMIC) technology. Figure 12 shows several 
microphotographs of the MHMIC 90º hybrid coupler. The diameter of the coupler is around 
700 μm and the 50 Ω line width is nearly equal to the thickness of the alumina substrate. In 
order to characterize these circuits, on-wafer measurements are performed using a Microtech 
probe station connected to an Agilent Technologies millimeter-wave precision network 
analyzer (PNA) model E8362B. 
 

 
Fig. 12. MHMIC 90º hybrid coupler. 

Figure 13 shows that the transmission measured phase of S12 and S13 is roughly 90°, as 
known for the hybrid couplers, over 4 GHz of bandwidth. Figure 14 shows that the isolation 
(S23) and return loss (S11) are higher than -15 dB and -20 dB, respectively. The measured 
power splits (S12 & S13) over the band of 4 GHz are between -3 dB to -4 dB, very close to the 
theoretical value of -3 dB. Due to the circuit symmetry, equal measured isolations between 
ports 1-4 and 2-3 are obtained, as well as the return loss at all ports, Sii. 
The six-port model is simulated in ADS using the S-parameters measurements results of the 
fabricated MHMIC hybrid coupler. A matching of more than -15 dB and isolation of -20 dB 
are obtained for the input ports. The quadrature (I/Q) down-converted signals, using 
equations (11) and (12), are obtained through harmonic balance simulations for several 
discrete frequency points over 4 GHz band of interest. These signals have quasi co-
sinusoidal/sinusoidal shapes, as requested for I/Q down-converters. The means of 
quadrature signals (dotted lines) are non-zero values, and, therefore, small DC offsets 
appear. They can be successfully eliminated using DC blocks, as shown in figure 15. 
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Fig. 13. S-parameters phases measurements results: Hybrid coupler. 

 
 
 

 
Fig. 14. Transmission, return loss, and isolation measurements results: Hybrid coupler. 
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Fig. 14. Transmission, return loss, and isolation measurements results: Hybrid coupler. 
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Fig. 15. Six-port harmonic balance. 

4.2.2.2 60 GHz transceiver architecture for UWB 
Using previous characterization results of the hybrid coupler a six-port model was built into 
ADS according to block diagram in Figure 7. Figure 16 shows the block diagram of a 
proposed wireless transceiver system working in V-band (60 GHz). The system parameters’ 
are as follows: transmitted LO power = -25 dBm, amplifier gain (A) = +20 dB, and an 
antenna transmitting gain (GT) = 10 dBi. These values are been intentionally chosen in order 
to obtain a transmitted signal power equal to 10 dBm (allowed by FCC for V-band 
communications system). The antenna receiving gain is +10 dBi, the LNA gain is +20 dB, so 
the six-port input signal power has a value of -38 dBm. 
 

 
Fig. 16. 60 GHz transceiver system – UWB. 
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the transmitted signals are modulated in QPSK, for 1 Gbit/s of data-rate communication. 
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the spectrum of the transmitted QPSK signal received at the six-port receiver input. The 
main lobe is related to the single carrier at 62 GHz.  
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Fig. 17. QPSK spectrum of transmitted signal. 

Figure 18 shows the BER variation versus energy per bit to the spectral noise density 
(Eb/N0) for the same distance of 10m. Obviously, this six-port receiver architecture using 
the single carrier scheme has an excellent BER performance (close to the theoretical one). 
Using limiters in the last stage of the receiver, the output square signals are obtained, as 
shown in figure 19. For a bit sequence of 200 nanoseconds, the output demodulated (I) 
signals have the same bit sequence as those transmitted. The same conclusion is obtained 
for the (Q) signals. 
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Fig. 15. Six-port harmonic balance. 
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the single carrier scheme has an excellent BER performance (close to the theoretical one). 
Using limiters in the last stage of the receiver, the output square signals are obtained, as 
shown in figure 19. For a bit sequence of 200 nanoseconds, the output demodulated (I) 
signals have the same bit sequence as those transmitted. The same conclusion is obtained 
for the (Q) signals. 
 

 
Fig. 18. BER results: QPSK signal at 1 Gbit/s 
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Fig. 19. Demodulation results of 1 Gbit/s QPSK pseudo-random (I) bit sequence: (a): 
transmitted, (b): received, after six-port, (c): demodulated, at limiter output. 

5. Conclusion 
The principle and the design of six-port 60 GHz transceivers dedicated to be used in future 
millimeter-wave UWB WLAN is presented in this chapter. It is demonstrated that the 60 
GHz UWB transceiver architectures proposed can offer transceiver simplicity, high data-rate 
together with system miniaturization. This multiport receiver can be considered an excellent 
candidate for low-cost high speed future wireless communication systems. 
Considerable research effort will be required to develop cost-effective, efficient and reliable 
designs for these wireless systems. In order to satisfy the technical requirements of wireless 
networks such as high data-rate and low-power consumption, it is important to design low-
complexity and low-power consumption transceivers. Simple architectures are therefore 
requested for the future millimeter-wave UWB WLAN. 
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