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Preface

Series Preface

This series is directed to diverse managerial professionals who are leading the
transformation of individual domains by using expert information and domain
knowledge to drive decision support systems (DSSs). The series offers a broad range of
subjects addressed in specific areas such as health care, business management,
banking, agriculture, environmental improvement, natural resource and spatial
management, aviation administration, and hybrid applications of information
technology aimed to interdisciplinary issues.

This book series is composed of three volumes: Volume 1 consists of general concepts
and methodology of DSSs; Volume 2 consists of applications of DSSs in the biomedical
domain; Volume 3 consists of hybrid applications of DSSs in multidisciplinary
domains. The book is shaped decision support strategies in the new infrastructure that
assists the readers in full use of the creative technology to manipulate input data and
to transform information into useful decisions for decision makers. This book series is
dedicated to support professionals and series readers in the emerging field of DSS.

Preface

Clinical decision support systems (CDSSs) are computer-based applications that can
effectively assist clinical practitioners and healthcare providers in decision making to
improve their clinical practice skills and reduce preventable medical errors. A popular
example of CDSSs is computerized physician order entry (CPOE) systems that provide
patient-specific recommendations, collaborate active problems on the problem list
with prescribed medications on the medication list, attach care reminders and alerts to
the charts of patients in electronic health records, link laboratory test data to alert
physicians while atypical values are detected.

Patient safety was once an emerging field when the Institute of Medicine's (IOM)
report (“To Err is Human: Building a Safer Health System") was first released and
captured the attention of the healthcare community in late 1999. Many of the errors in
the biomedical domain result from a culture and a fragmented system. Evidences from
research studies indicated that mistakes were not due to clinicians not trying hard
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Preface

enough; they resulted from inherent shortcomings in the health caring system.
Appropriate design of CDSSs assists in reducing such kinds of mistakes and
promoting patient safety.

Book Volume 2 extends the concepts and methodology of decision support systems
(DSS) mentioned in Book Volume 1 to the applications of CDSS in the biomedical-
related domain. This book collects a variety of topics that cover design and
development of CDSS applications. It can be used as a textbook in formal courses or a
reference book for practitioners. The readers will gain in-depth knowledge about the
applications of CDSSs to detect/prevent specific diseases, to facilitate medical
procedures during operations, and to collaborate the knowledge of biomedical domain
experts for making better decisions.

Section 1, including Chapter 1 through 3, illustrates challenges, impacts, risks and
success factors in developing and adopting a DSS in the clinical domain. Chapter 1
and 2 explore challenges, impacts and risks in developing and adopting effective
CDSS. Chapter 3 presents potential success factors and barriers of implementing
advanced CDSS. These findings assist decision makers in identifying potential
bottlenecks about the development and assessment of a useful CDSS. It is evident that
the appropriate use of CDSSs with emerging technologies could enhance the adoption
and acceptance rate of CDSS in clinical practice.

Section 2, including Chapter 4 and 5, illustrates the applications of CDSS based on
clinical practice guidelines (CPG). Chapter 4 highlights the importance of CPG in
documenting the clinical diagnosis, prognosis, and treatment of specific diseases. The
information extraction approach can connect relevant information in the clinical
documents and is critical in enhancing the knowledge acquisition on CPG in CDSS. An
experiment was conducted to obtain an intermediate representation of actions from a
textual CPG in XML format by means of an information extraction module. Chapter 5
presents a guideline-based CDSS for prevention and management of chronic diseases.
The example of an evidence-based conceptual CDSS framework is illustrated how to
identify that CDSS can improve CPG implementation by reducing guideline
complexity.

Section 3 and 4, including Chapter 6 throughout 14, present extensive applications of
CDSS developing to diagnose/treat specific diseases (such as vector-borne diseases
and pulmonary tuberculosis) or to operate medical procedures (such as endoscopy
and radiation oncology) effectively. In each chapter, the readers are able to identify the
use of appropriate CDSS models in individual specialty frameworks. It is noteworthy
that Chapter 14 presents the visual incidence anamneses (VIA) tool to improve
decision support and process transparency in diagnosing patients using the DSS so as
to improve patient safety. The readers are able to recognize the deficiencies of patient
safety in health care due to the invisibility of potential causes of incidents, injuries and
deaths. The VIA can be supportive to screen out unnecessary alternatives and identify
the cause of vulnerable events.



Preface

Section 5, including Chapter 15 through 17, present three case studies of CDSS
Applications in the field of pharmaco-epidemiology, animal health, and image data
retrieval. Chapter 15 introduces the design and execution of pharmaco-
epidemiological databases using the Veterans Affairs DSS. The authors employ data
mining strategies applied to the DSS database. This study generates the DSS database
that led to the outcomes of reducing incidents of given clinical problems related to the
use of medications. It is significant that the DSS data can be cross-referenced to
Medicare in USA, which can capture some off-plan elements such as nursing home
utilization and use of health systems outside the system.

Chapter 16 presents the infrastructure and implementation of an animal health DSS.
This chapter covers the current situation of the animal health DSS in developing
countries and discusses the issues when the DSS is used to detect emerging diseases in
an animal population. Future directions in developing an animal health DSS are also
suggested to reduce the cost and alleviate the obstacles for widespread update of this
technology.

This book concludes in Chapter 17 that presents an interesting topic about image
retrieval for biomedical image databases that support communication among
healthcare decision makers and communities at large. A neural network model with
backward propagation algorithm is applied to generate expert rules and to improve
predictive accuracy. The proposed methodology for image indexing can facilitate
efficient retrieval of time-oriented medical images that have direct reliance on medical
diagnosis and intervention.

Chiang S. Jao

Transformation, Inc. Rockville

Maryland University of Illinois (Retired) Chicago
Illinois
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Part 1

Barriers, Challenges, Impacts, and
Success Factors of System Adoption






Challenges in Developing Effective Clinical
Decision Support Systems

Kamran Sartipi, Norman P. Archer and Mohammad H. Yarmand
McMaster University
Canada

1. Introduction to CDSS

Decision making is one of the most important and frequent aspects of our daily activities.
Personal decisions display our characteristics, behavior, successes, failures, and the nature
of our personalities. These decisions affect us in different ways, such as reasoning style,
relationships, education, purchasing, careers, investments, health, and entertainment. The
effectiveness of such decisions is affected by our age, knowledge, environment, economic
status, and regulations. Our business related decisions are influenced by our knowledge,
experience, and the availability of supporting systems in terms of employed processes,
standards and techniques. Due to the importance of decision making, different technologies
have been developed to help humans make effective decisions in the shortest time. Current
advances in Information and Communication Technology (ICT) have revolutionized the way
people communicate, share information, and make effective decisions.

Decision making is a complex intellectual task that uses assistance from different resources. In
the past, such resources were restricted to personal knowledge, experience, logic, and human
mentors. However, the norms of current society and existing technologies have enhanced
critical decision making. Educational systems are not restricted to physical classrooms any
more; on-line education is gradually taking over. Knowledge about a technical domain
can be obtained easily using Internet search engines and free on-line scientific articles.
Mentorship has expanded from colleagues and friends to a large community of domain
experts through subject-specific social networking facilities. Moreover, due to ubiquitous
wireless communication technologies, such facilities are also accessible from small and remote
communities. As a result, technology and different web-based tools (browse and search,
document sharing, data mining, maps, data bases, web services) can be utilized as computing
support for people, to help them make more knowledgeable and effective decisions.

The healthcare domain has recently embraced new information and communication
technologies to improve the quality of healthcare delivery and medical services. This long
overdue opportunity is expected to reduce high costs and medical errors in patient diagnosis
and treatment; enhance the way healthcare providers interact; increase personal health
knowledge of the public; improve the availability and quality of health services; and promote
collaborative and patient-centric healthcare services. To meet demands arising from these
improved services, new tools, methods, and business models must emerge.

Clinical Decision Support Systems (CDSS) are defined as computer applications that
assist practitioners and healthcare providers in decision making, through timely access to
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electronically stored medical knowledge, in order to improve their medical practices. For
example, with the recent increased focus on the prevention of medical errors, Computer-based
Physician Order Entry (CPOE) systems enhanced by CDSS have been proposed as a key
element in improving patient safety (Berner, 2007).

An “effective” CDSS must also take into consideration the working environment of the
practitioners and care providers. Hence such a CDSS should: not interfere with professional
authority; recognize the context of the user and adapt itself accordingly; manage different
types of information and interruptions that may affect the physician; save operating cost and
time; be easy to use; adhere to medical guidelines provided by evidence-based research and
practice; and support a patient-centric and collaborative decision making environment.
Clinical Decision Support Systems (CDSS) are specialized forms of general Decision Support
Systems (DSS) that have been applied in many other domains. Research in decision support
systems for organizational decision making began in the late 1950s, and research in the more
technical aspects started in the 1960s (Keen & Morton, 1978). Scott Morton (1971) was one of
the first researchers to coin the term decision support systems (Eom & Kim, 2006). Since then,
major advances in computer technology have contributed to the application of DSS in many
different disciplines and problem domains. In particular, advances in information technology
infrastructure, data processing, microcomputers, networks, and human computer interactions
have influenced DSS developments. Use of the Internet has enhanced DSS in terms of
efficiency, widespread usage, and the employment of typical web browsers as user interface
components. Recent advances in wireless communication technology and mobile devices
have resulted in many new applications for decision support systems in daily activities (Shim
et al., 2002).

The structure of this chapter is as follows. Section 2 provides an overview of different
techniques and standards for representing clinical knowledge and information, with an
emphasis on international standards such as HL7. Section 3 explores the nature of data mining
techniques in assisting clinicians to diagnose illnesses and communicating the results of data
mining. Section 4 discusses the influence of modern technologies and ad hoc web-application
integration techniques to make collaborative decisions. Section 5 discusses the importance
of user context and customizable software agents at the client platform. Section 6 provides
a set of approaches to evaluate the success or failure of existing techniques, with a focus on
business aspects and user adoption. In Section 7 the authors propose some research ideas that
might contribute to the future development of more effective and acceptable clinical decision
support systems. Section 8 provides several models and techniques from different fields that
are used to support CDSS. Finally, Section 9 summarizes conclusions from this chapter.

2. Clinical knowledge and information representation

In a nutshell, a decision support system consists of the following components: i) knowledge
base to store, maintain and retrieve knowledge from the relevant domain; ii) inference engine
to retrieve the relevant knowledge from the knowledge base and interpret the knowledge to
infer a decision; and iii) user support to interact with the user in a meaningful and natural
way, with operations for data entry, representation, and result output. Such a system can also
be improved by adding a history of the previous decisions, which is dynamically updated
when new decisions are made.

We will discuss knowledge representation in this section. The inference engine is represented
by different models and techniques that will be discussed in Section 8. The user support
component is mostly designed with web-based Graphical User Interfaces (GUI); however
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since this component has a major impact on the effectiveness of a CDSS, it requires particular
attention from the research community.

Knowledge should be represented formally so that it can be efficiently processed. Such
representation should be: human and machine readable; accurate in specifying domain
knowledge; and portable and reusable among organizations (Verlaene et al., 2007). In general,
knowledge representation methods can be categorized as declarative (using propositions and
sentences), and procedural (explicitly defining the actions to be taken) (Aleksovska-Stojkovska
& Loskovska, 2010).

According to (Kong et al., 2008) four categories of knowledge representation are: i) Logical
conditions: where variables and their valid ranges are provided and variable values are
verified against their ranges; Boolean operators are used to specify more complicated cases.
ii) Rules: expressed by if-then-else statements which emulate human reasoning processes;
nesting statements are used for more complex cases. iii) Graphs: including decision trees and
artificial neural networks. iv) Structures: high level categorization of relevant knowledge that
allows focused observation of each of the healthcare sub-domains.

A major source of medical knowledge for decision making in a diagnosis or treatment process
is the medical or clinical guidelines which have been used throughout the history of medicine.
Modern clinical guidelines are developed based on rigorous studies of the medical literature
and are based on consensus and evidence in medical research and practice. Such guidelines
are represented as rules or flow charts and may include the computation algorithms to
be followed. Guideline engines are used to execute the clinical guidelines in the context
of Electronic Medical Record (EMR) systems. The GuideLine Interchange Format (GLIF)
(Collaboratory, 2004) is a computer representation format for clinical guidelines that can be
used for developing interoperable flow-based guidelines to be executed by such engines.
Another source of medical knowledge is the clinical terminology systems which allow healthcare
professionals to use widely agreed sets of terms and concepts for communicating clinical
information among healthcare professionals around the world for the purposes of diagnosis,
prognosis, and treatment of diseases. A clinical terminology system facilitates identifying
and accessing information pertaining to the healthcare process and hence improves the
provision of healthcare services by care providers. The (Systematized Nomenclature of Medicine
Clinical Terminology (SNOMED CT), 2011) is a comprehensive clinical terminology system that
provides clinical content and expressiveness for clinical documentation and reporting. It can
be used to code, retrieve, and analyze clinical data. The terminology is comprised of concepts,
terms and relationships with the objective of precisely representing clinical information across
the scope of healthcare. SNOMED CT uses healthcare software applications that focus on the
collection of clinical data, linking to clinical knowledge bases and information retrieval, as
well as data aggregation and exchange.

A number of tools exist that support knowledge construction during the CDSS development
process. Four important tools are introduced here. UMLS - Unified Medical Language
System is a repository of biomedical vocabularies which integrates over 2 million names for
some 900 000 concepts from more than 60 families of biomedical vocabularies, as well as 12
million relations among these concepts (Bodenreider, 2004). Protege is an ontology editor
and knowledge-base framework that provides a suite of tools to construct domain models
using frames and the Web Ontology Language (OWL) (Protege website, 2011). GLARE is used
to acquire, represent, and execute clinical guidelines. It provides consistency checking and
temporal and hypothetical reasoning (Anselma et al., 2011). PROforma is a formal knowledge
representation language for specifying clinical guidelines in a machine executable format.
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Each guideline is expressed as a set of tasks, where a task can be of type: plan - contains
any number of tasks; decision - taken at a point where options are presented; action: medical
procedure; or inquiry - request for further information (Open Clinical: PROforma website, 2011).

2.1 HL7 v3 reference information modeling

Health Level Seven (HL?7) (Health Level Seven official website, 2011) is an international
community of healthcare experts and information scientists collaborating to create standards
for the exchange, management and integration of electronic healthcare information. HL7
also refers to internationally accepted standards for healthcare information. Over the two
decades since its inception, HL7 has undergone an evolutionary process starting from version
2.1 to its current version 3 (v3). HL7 v3 was a complete overhaul of its predecessor and was
designed with consistency and comprehensive coverage in mind. It supports a wide range of
areas such as patient care, patient administration, laboratory, pharmacy, diagnostic imaging,
surgical procedures, insurance, accounting and clinical decision support systems. While all
these topics are related, each of them has unique features and information requirements that
need to be addressed by the standard. Furthermore, HL7 v3 uses several standard clinical
terminology systems such as SNOMED and LOINC to represent information content. HL7 v3
uses Reference Information Model (RIM), a large class diagram representation of the clinical
data. HL7 v3 applies object-oriented development methodology to RIM and its extensions to
create standard message content.

The HL7 refinement process uses RIM class diagrams, HL7-specified vocabulary domains,
and data type specifications, and applies refinement rules to these base standards to generate
information structures for HL7 v3 messages. The message development process consists of
applying constraints to a pair of base specifications, i.e., HL7 RIM and HL7 Vocabulary Domains,
and the extension of those specifications to create representations constrained to address a
specific healthcare requirement.

We now refer to the artifacts generated in the refinement process. The Domain Message
Information Model (D-MIM) is a subset of RIM that includes a fully expanded set of class
clones, attributes and relationships that are used to create messages for any particular domain.
The Refined Message Information Model (R-MIM) is used to express the information content
for one or more messages within a domain. Each R-MIM is a subset of the D-MIM and contains
only those classes, attributes and associations required to compose the set of messages.
Hierarchical Message Description (HMD) is a tabular representation of the sequence of
elements (i.e., classes, attributes and associations) represented in an R-MIM. Each HMD
produces a single base message template from which the specific HL7 v3 message types are
drawn (Health Level Seven Ballot, 2011; HL7, 1999).

3. Data mining and interoperability in CDSS

In this section, we describe a set of related techniques that demonstrate the role of data
mining in discovering important hidden patterns among clinical data. In this case, association
mining using concept lattice analysis discovers groups of diseases, symptoms, and signs that
are highly associated. These groups assist the physician in disease diagnosis process. We
further discuss how such important patterns of relationships (we call them mined-knowledge)
can be transported to the point of use, where such knowledge can be incorporated into
decision support systems to enhance physician decision making activity. We also present the
supporting standards and infrastructure that allow such collaboration among heterogeneous
systems. Data mining is the process of analyzing data from different perspectives to extract
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information and hidden patterns that are useful for planning and configuration purposes.
Technologies from various domains such as statistics, data warehousing, and artificial
intelligence support data mining activities. Chapter 3 in the book by (Berner, 2007) discusses
the applications of data mining in CDSS.

3.1 Concept lattice analysis in diagnostic process

The following discussion is based on (Yousefi et al., 2009). The exploration nature of the
association based data mining techniques (e.g., concept lattice analysis) in a diagnostic process
simulates the normal process that a practitioner follows in clinical practice. On a daily
basis, physicians encounter complex clinical scenarios where they compare a set of clinical
observations in the form of symptoms and signs, with those they know based on their
medical knowledge and experience, in order to make accurate disease diagnoses. In this
context, the patient history from the EMR is also used as complementary information to
clinical observations. The approach takes advantage of the automatic extraction of patterns
from a patient EMR system using concept lattice analysis and uses a ranking mechanism to
indicate the degree of relevancy of the clinical observation to each member of the identified
group of diseases. Syndrome is a set of signs and symptoms which tend to occur together
and reflect the presence of a particular disease. There are a large number of major clinical
syndromes that can be modeled according to this technique. As a case study, the authors
modeled a syndromic approach to Fever of Unknown Origin (FUO) due to its importance and
complexity in the medical domain. There are a large number of cases with FUO which are
undiagnosed despite hospitalization, costly paraclinic requests and invasive procedures. The
authors have modeled FUO as an example of a major clinical syndrome. The case study
modeled 45 diseases and 64 common symptoms and signs associated with FUO from a heavily
cited medical reference by (Mandell et al., 2004). In this approach, a Concept Explorer tool
(Formal concept analysis toolkit version 1.3, 2009) was used to illustrate the context table and
concept lattice which present the relations among the diseases and their associated symptoms
and signs in a large lattice consisting of 499 concept nodes. The concept lattice can be used as
follows. During a patient visit, the physician observes and records the patient symptoms
and signs, and consults the patient EMR to obtain other possible symptoms that may be
relevant to the current visit. The tool then compares this set of symptoms and signs with
those of different concepts in the concept lattice. The concepts with the highest overlap of
symptoms and signs are then retrieved and a ranked list of the diseases within the concepts
is presented to the physician. The physician uses his/her discretion to identify which disease
within the provided concepts would be the best match with the patient’s situation. The
authors discuss a case of an elderly female patient who had a fever for four days with other
symptoms such as anorexia, malaise, non productive cough, night sweats, and chill. Using the
approach described, four diseases were suggested to the physician: Tuberculosis, Sarcoidosis,
Lymphoma, and Recurrent Pulmonary Emboli, where the latter was found to have the highest
overlap with the patient’s symptoms.

3.2 Interoperability of mined-knowledge for CDSS

The details of this technique were presented in (Sherafat & K. Sartipi, 2010). Currently,
decision making knowledge within most guideline modeling languages are represented by
basic logical expressions. However, the results of data mining analyses from healthcare
data can be employed as a source of knowledge to improve decision making. A CDSS can
interact with practitioners and electronic medical records systems to receive patient data as
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input and provide reminders, alerts, or recommendations for patient diagnosis, treatment,
long-term care planning, and the like. A CDSS requires access to healthcare data and
knowledge that are stored in data and knowledge bases. Since these repositories normally
have diverse internal representations, data and knowledge interoperability are major issues.
To achieve data interoperability, two systems that participate in data communication must
use the same vocabulary set, data model, and data interpretation mechanism. On the other
hand, knowledge interoperability refers to the ability of healthcare information systems to
incorporate and interpret the knowledge that is produced in other systems. Here, we focus on
encoding, sharing, and using the results of data mining analyses for clinical decision making
at the point of care.

The proposed approach relies on adoption of standards to encode healthcare data and
knowledge. In an off-line operation, existing healthcare databases (i.e., EMRs) are mined
using different mining techniques to extract and store clinical mined-knowledge. In order
to make this knowledge portable it is encoded in the form of a data mining model using
a specialized XML-based standard, namely Predictive Model Markup Language (PMML)
(DMG, 2010). Also, it is necessary for the patient data that are stored in EMR systems
to be encoded using a specialized XML-based standard, namely Clinical Data Architecture
(CDA) (HL7, 2005) so the data can be ported between heterogeneous systems. At the point
of care, a decision module accesses and operates on both data and knowledge in order to
make patient-specific interpretations of the knowledge available to the healthcare practitioner.
Within the CDSS we adopt a flow-oriented clinical guideline modeling language GLIF3
(Collaboratory, 2004) to specify the overall decision making process. In this context, at
different states of the flow-oriented guideline the CDSS accesses patient data by querying the
EMR. Moreover, to perform knowledge-based decision making, the CDSS supplies patient
data to the decision modules and receives the results of applying mined-knowledge to the
patient data. Finally, healthcare personnel receive comments, recommendations, or alerts
through interaction with the CDSS system, allowing them to make more knowledgeable
decisions based on system-provided information.

3.3 Interoperability of clinical information and concept

The details of this technique were presented in (Jayaratna & Sartipi, 2009). A key objective
of effective healthcare delivery is to facilitate seamless integration among heterogeneous
applications, to provide a unified view of information to health practitioners and other
stakeholders. Achieving such flawless integration requires interoperability among data
sources serving the applications. This can only be achieved through standardization of
information exchange and representation. The HL7 Reference Information Model (RIM) was
introduced in Section 2.1. HL7 v3 based integration of systems requires an expert in medical
domain who is also familiar with HL7 v3 standards and documentation. Hence, such an
integration process is expensive, slow, and expert-based. In the following, we present a
framework to support HL7 v3 message extraction for standard compliant integration projects,
based on Semantic Web (SW) technologies.

We have observed that the existing HL7 domain model does not facilitate efficient discovery
of HL7 v3 messages due to overlaps and disconnects among the domains. Therefore, we
developed a more intuitive and finer categorization for HL7 domains, namely contexts, which
consist of 50 contexts to represent areas of healthcare that superimpose well with actual
healthcare transactions. Each HL7 v3 message was associated with a single context. Context
acts as a key piece of metadata in the search tool. Next, we classified HL7 messages into a
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hierarchy of classes based on the purpose of the messages they convey. This classification has
been designed to be intuitive and general enough so that it could also be used to formally
express a clinical transaction. In the following, the steps for the message extraction process
are discussed.

o Step 1: Integration Requirements Analysis. This step consists of: i) Storyboards which are a set
of scenarios in the health domain written by health professionals in their own terminology.
ii) Context extraction, where the tool searches storyboard text to create possible semantic
maps between the Contexts and the words and phrases in the text. Within the tool, each
Context has been annotated with Cognitive Synonyms that describe it. WordNet and
SNOMED vocabularies were used to incorporate as many cognitive synonyms and phrases
needed to describe each Context. iii) Identify transaction initiators, where each initiator starts
a message in a sequence of messages that complete a transaction. Transaction initiators
can be easily identified manually from storyboard text, while adhering to the obtained
Contexts.

o Step 2: Structured transaction generation. Each transaction initiator is then structured
according to the proposed transaction schema so it is in machine readable format.

* Step 3: Mapping. This step consists of: i) Message mapping, where structured transactions
are entered into the tool, and the tool’s advanced semantic search feature searches the
main artifact repository to find a matching message. ii) Vocabulary mapping, which converts
local terms into standard terminology codes for transmission. The tool integrates with
terminology systems SNOMED and LOINC to search for the most appropriate code for
a particular legacy clinical term. Data fields extracted during Step 1 are used as search
criteria.

4. Collaborative decision making

In this section, we discuss the influence of modern technologies in social networks and
ad hoc web application integration techniques to form focused groups of specialists to
make collaborative decisions about a critically ill patient. Such an environment integrates
different facilities for collecting patient records from the Electronic Health Record (EHR)
system according to the case at hand and allows clinicians, nurses, and other support staff
to communicate asynchronously through email, text messaging, and video conferencing. The
platform will support conversations, collaborative decisions, etc. in a secure data center and
will issue reminders and follow-ups to the group and the patient.

In current healthcare systems, patients are often not active participants in their treatment;
instead they rely on the practitioner who guides the diagnosis and treatment process. This
process is not particularly effective as the patient may not be interested in the process, but
just in a favorable outcome, i.e., a successful treatment. With the advent and popularity of
social networking, people tend to form groups with special interests and share information
and knowledge. This allows different patients with the same health related subject of
interest to form small communities to share their experiences, augment their knowledge, and
mutually encourage themselves to be more involved in their treatment process (Bos et al.,
2008). Current Personal Health Record (PHR) systems help patients to be more aware of
their treatment processes and to obtain information about their health. However, future PHR
systems will allow more patient involvement through improved user interfaces to access their
own healthcare data and sophisticated services through new features empowered by Web 2.0
technologies (Oreilly Web 2.0 Books, 2011).
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A Mashup (Abiteboul et al., 2008) is a Web 2.0 technology which is gaining popularity for
developing complex applications by combining data, presentations, and applications from
different sources to create a new web application. The approach is new and is still being
enhanced. However, the need for fast and easy development of ad hoc web based applications
has caused a large number of Mashups to be developed that are organized into different
categories (ProgrammableWeb Web site, 2011). Such characteristics make Mashups an ideal tool
for non-critical web-based data management applications, since they can be developed in a
short time, with very little programming skill. The goal of a Mashup is to provide a means to
utilize a large number of web based applications and heterogeneous data sources in a unified
representation. However, Mashups do not meet the hard constraints imposed by application
domains that incorporate sensitive data, real-time operations, or mission critical tasks.

An example of a Mashup, namely MedicklT, is presented by (Abiteboul et al., 2008), and
it consists of six components (or Mashlets). These Mashlets can be GUI-based components
(i.e., widgets) or web services. The MedicklIT consists of six Mashlets: an Electronic Health
Record viewer, a map widget, a calendar, a medical search engine, an SMS, and a medical
data analyzer. Such a Mashup allows a patient to access his/her medical data through the
EMR; retrieve a doctor appointment from the calendar and drag it into the map to see the
location of the doctor’s office, or drag it into the SMS widget so that a phone call is initiated
to remind the patient about forthcoming doctor appointments. Such a Mashup will allow the
patient to gain more control over his/her health information. Depending on the needs of the
patient, other combinations of Mashlets are feasible.

The (IBM Mash up Center, 2011) is an end-to-end enterprise Mashup platform that supports
rapid assembly of dynamic web applications with management, security, and governance
capabilities. It allows both nontechnical users and IT personnel to develop complex
applications. In the case of collaborative healthcare delivery, an ad hoc case-specific team of
local and remote professionals can be formed which consists of doctors, nurses, administrative
and support staff. The team can communicate and brainstorm through the e-conferencing
widget, access the patient’'s EMR record, obtain reports of the patient’s risk factors by
consulting with a CDSS tool, and make collaborative diagnostic decisions for the patient.

5. Challenges in future CDSS

In this section, we discuss some challenges that designers of future clinical decision support
systems face. Such challenges include better interactions with users to understand their
work context, and utilizing customizable computer agents in the client platform. In general,
user-centric and collaborative features of CDSS systems impose higher levels of abstraction
and more intelligent service-based computing at both the application and middle-ware layers.

5.1 Customizable and context-based CDSS

The current state of CDSS web applications is represented by the services that require extra
knowledge and expertise from a normal user to take advantage of the available features and
operations of these services. Given the large variety of web applications as Mashups and the
tight time schedules of users, they will have to limit themselves to a minimum set of available
service features. This is also the case in using other types of computerized systems such as
automobile gadgets, home appliances and entertainment centers. In other words, the proper
and efficient use of computerized systems (embedded or software based) requires an extended
level of knowledge in different application domains. The user interaction capabilities of these
systems tend to be sophisticated and hence these systems act as effective user assistants by
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providing different types of information to assist users in performing their tasks. However,
domain knowledge and expertise are still needed by users.

The next generation of CDSS systems will become even more sophisticated when the required
expertise is incorporated as part of the system’s functionality. For example, instead of
expecting users of a collaborative CDSS that uses a Mashup service to understand the details
and the operational steps needed to use the specialized web application, the web service itself
should act as an expert. This expert would consult with the user to provide an effective and
customized use of operations according to the user’s specific context information. This would
provide an opportunity for the user to employ an expert software agent for managing web
assets and performing the desired tasks with minimum effort and time. Such a software agent
would support smart interactions with the system by the user. Such customizable software
agents are resident at the client platform (as opposed to mobile agents that can move among
different platforms) with a customizable architecture that receives a set of well-defined tasks in
order to become expert and serve the user. The proposed customizable software agents would
add to current traditional services, which receive a client’s request for a service, perform the
service at the provider’s platform, and return the results to the user. In the following, the steps
for using such a client-based customizable expert agent are presented:

e Step 1: identifying user context. Context refers to any information that can be used to
characterize the situation of a service requester or provider. We define a context as a tuple:
<User, Role, User Location, Server Location, Time of Day, Team, Delegation, Requested
Profile Status, Service Invocation Type, Requested Data Type, Login/Logout Event>. This
context information is monitored dynamically to feed a database of context logs which will
be used during the service selection.

* Step 2: selecting the required task. The user (e.g., a physician) asks for a specific task
and the required expertise needed for assistance. By mining the context logs (Step 1)
and consulting with a web registry, a client proxy obtains a list of relevant services to
perform the task, and generates a list that ranks them according to their capabilities and
any associated charges. The user then selects an appropriate service, which best matches
with the situation. In this context, the web registry must possess a list of application
domains such as: banking, insurance, healthcare, telephone, airline, government, etc.; as
well as a list of tasks within each domain, such as: PHR viewer, medication administrator,
medical data analyzer, and medical search engine, within the healthcare domain.

¢ Step 3: delegating expertise to the client. After selecting the required task, the client
proxy retrieves the service descriptions of the selected service and invokes the service
from the provider’s platform. Instead of performing the requested task for the client, the
provider will send a set of instructions to the client where the customizable expert agent
will customize itself to serve the physician in an interactive clinical decision activity.

We have already applied the above architecture in several projects, including a customizable
virtual remote nurse (Najafi et al., 2011), web service composition (Najafi & Sartipi, 2010), and
web service selection tasks.

6. Evaluation of techniques, adoption, and success of CDSS

The four key functions of CDSS were outlined by (Perreault & Metzger, 1999), as follows: i)
Administrative: supporting clinical coding and documentation, authorization of procedures,
and referrals; ii) Managing clinical complexity and details: keeping patients on chemotherapy
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protocols, tracking orders, referrals follow-up, and preventive care; iii) Cost control:
monitoring medication orders, avoiding duplicate or unnecessary tests; and iv) Decision
support: supporting clinical diagnosis and treatment plan processes and promoting use of best
practices, condition-specific guidelines, and population-based management. These functions
are not necessarily logically separable, so they are addressed in a relatively all-inclusive
manner in this section.

In some cases, a CDSS may not need to be justified through improved patient outcomes
because these systems are designed to influence healthcare providers and it is necessary
only to demonstrate changes in clinician performance (Balas & Boren, 2007). But in many
cases relationships between process and outcome is unclear (such as personal electronic
medical records used by patients for self-management of certain chronic illnesses). However,
in order to compete for scarce resources in the healthcare environment, developers must
demonstrate the relevance of their systems to healthcare quality improvement and cost
control. This requires evaluation approaches that are convincing to potential users, and
focused on differences in the process or care outcomes involving the use of the CDSS (Balas &
Boren, 2007).

CDSS vendors often claim that their systems can directly improve clinical decisions. A wide
variety of approaches and methodologies are available to assess these claims, ranging from
controlled clinical trials to use of questionnaires and interviews with users. Techniques that
are used should be based on fundamental principles and methods from cognitive science and
usability engineering, where human computer interaction and usability in both laboratory
and natural environments are examined. Methods can and should include the formative
evaluation of systems during iterative development, and can also complement traditional
summative assessment methods for completed systems (Kushniruk & Patel, 2004). CDSS
designers may prefer to use benchmark tests, surveys, and historical control comparisons
(before-after studies) to indicate improvements in quality due to the use of a new system.
But benchmark tests only measure a system’s technical performance, and do not indicate
the system’s impact on processes or outcomes of care. User opinion surveys can only
provide indirect information about system impact. Before-after studies may provide useful
information, but analysis of databases or historical control groups of patients cannot replace
planned clinical experimentation. Randomized Controlled clinical Trials (RCTs) are generally
recognized as the gold standard for determining the efficacy of computerized information
systems in patient care. There are many types of randomized clinical trials but the basic
principles are the same: prospective and contemporaneous monitoring of the effect of a
randomly allocated intervention (Balas & Boren, 2007).

One dissenter is (Kaplan, 2001) who suggests that Randomized Controlled clinical Trials
(RCTs) are not suited to determining whether and /or how systems will be used. In particular,
since CDSS are not yet widely used, it is important to develop evaluation techniques that will
determine why this is the case, even for systems that seem to offer a great deal of promise
for clinical support. Kaplan proposes a 4C approach that focuses on communication, control,
care, and context, an approach that can be used for evaluating other types of clinical systems.
For a fuller understanding of system operations, it is important to investigate social, cultural,
organizational, cognitive, and other contextual concerns that can increase the understanding
of other influences that affect systems application development and deployment.

In a systematic review of controlled clinical trials of CDSS systems on physician performance
and patient outcomes in 1998, (Johnston et al., 1994) studied 68 controlled trials, and found
that 43 of the 65 that evaluated physician performance showed a benefit, and six of 14
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studies assessing patient outcomes found an improvement. Their basic conclusions were
that CDSS can enhance physician clinical performance for drug dosing, preventive care, and
other aspects of medical care, but not convincingly for diagnosis and that there was not yet
sufficient evidence to determine the effects of CDSS on patient outcomes. In a 2005 followup
review of 100 studies, (Garg et al., 2005) found that improved practitioner performance was
associated with CDSS that automatically prompted users to activate the system, or when the
study authors actually developed the CDSS. However, there were still not enough studies of
patient outcomes available, so the impact on patient outcomes was not clear. RCTs do have
limitations, since they can test only hypotheses about certain aspects of computer systems.
RCT studies need to identify the conditions to be treated, interventions to be tested, and
outcome variables to be measured. The results can then be regarded as specific, interpretable,
and useful for practical purposes (Balas & Boren, 2007).

Measuring and managing user attitudes toward various aspects of information systems is
important in showing that computer systems are successful, since success is not possible
without gaining the support of practitioners. Questionnaires can be used to measure user
attitudes to the system. A critical success criterion for the usefulness of a system is how
users react to various system aspects. Overall high satisfaction levels usually result in users
adapting their activities to take advantage of the system. If satisfaction levels are low, users
may actually become antagonistic and sabotage the system, or develop workarounds that
avoid using the system.

Randomized controlled trials have shown that there are four generic information
interventions that can make a significant difference in patient care (patient education,
treatment planning, physician and patient reminders) (Balas et al., 1996). It is therefore
important to incorporate these information services into any CDSS that will be used for
primary care, in order to improve its effectiveness.

Following are three examples that demonstrate the diversity of methods for implementing
and evaluating CDSS that all include the modern approach of using some form of a parallel
development and evaluation process.

¢ (Trafton et al., 2010) developed and implemented a CDSS using iterative evaluation
throughout system analysis, design, development, implementation, including simulation
and in-clinic assessments of usability for providers followed by targeted system revisions.
Volunteers that evaluated the system at particular times provided detailed feedback that
was used to guide improvements in the graphical user interface, system content, and
design changes that increased clinical usefulness, understandability, clinical workflow fit,
and ease of completing recommended practices according to specific guidelines. These
revisions led to improved CDSS usability ratings over time, including attention to other
practice concerns outside the scope of the CDSS.

* One of the anticipated benefits from Computerized Physician Order Entry (CPOE) systems
is the reduction of medication errors, but only a minority of hospitals have successfully
implemented such systems. Physician resistance and frustration with such systems have
been barriers to their use. An innovative approach to improve adoption and to realize
the full benefits of such systems is to involve nurses in the order entry process in order to
reduce physician data entry workload and resistance. (Kazemi et al., 2010) investigated
whether a collaborative order entry method consisting of Nurse Order Entry (NOE)
followed by physician verification and countersignature was as effective as a strictly
Physician Order Entry (POE) method in reducing dose and frequency medication errors in
a neonatal ward. They found a significant reduction in medication errors during the NOE
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period compared to the POE approach. The additional benefit to using such an approach is
that physicians no longer have to participate in data entry, helping to overcome this barrier
to CPOE use.

* A good example of modern CDSS development is provided in a paper by (Leslie et al.,
2005). This work focused on the development and evaluation of a CDSS to assist
physicians in treating patients with chronic heart failure, and provides definitive support
for the concept of iterative evaluation during CDSS development (Trafton et al., 2010)
combined with a multidisciplinary approach to organizational and social aspects of the
system environment (Kaplan, 2001). The CDSS was developed after discussions with a
multidisciplinary panel, and evaluation took place during three stages over a 6 month
period that involved an editorial check, interviews with potential users, and educational
meetings with users. The process resulted in several changes to the CDSS at different
stages of evaluation and development. Trends were found when comparing the CDSS with
paper guidelines. GPs scored less well but junior doctors and medical students appeared
to improve their scores. 70% of the users indicated that the CDSS was more useful than
written guidelines. Implementation barriers included lower computer literacy among GPs,
a lack of complexity within the CDSS that could address non-medical needs of patients,
and medical staff reluctance to consult guidelines during patient consultations.

7. Research challenges in CDSS

In this section, the authors propose some research ideas that they believe would contribute
to the development of more effective and acceptable clinical decision support systems in
future. Due to several limitations imposed by current economic and environmental situations
world-wide, both the public and industry have raised their expectations in terms of the
quality, performance and cost of future systems and equipment in different fields. Healthcare
is no exception. In fact, given the recent increased adoption of IT by healthcare professionals
we envision that promising changes in terms of efficiency and effectiveness of healthcare
service delivery will happen in the near future. As suggested in this chapter, clinical decision
support systems have already taken advantage of existing techniques and models from the
computer science and information systems fields. However, the following research avenues
need more exploration:

*  Human Computer Interaction (HCI): current computer interfaces seem to be restrictive and
less flexible than expected for seamless and natural interactions that clinicians might expect
to use in daily practice when using clinical decision support. Therefore, HCI research
plays a key role in making CDSS systems more effective and acceptable. HCI involves
inter-disciplinary research covering computer vision, machine learning, network security,
database design, artificial intelligence, multimedia technology, embedded computation,
ergonomics and cognitive psychology. It includes the design, implementation and
evaluation of interactive computing systems for human use (ACM SIGCHI Curricula for
Human-Computer Interaction, 2011). The goal of HCI is to achieve natural interaction
between humans and computers. Actions of users can be captured as inputs, including
vision (e.g., body movement and hand gestures), audio (e.g., speech), smell, touch, and
taste. Advances in context awareness and context mining technologies have made it
possible to extract and analyze implicit inputs. These implicit outputs can be integrated
with the user environment instead of interrupting the user, allowing users to concentrate
on their work (Schmidt, 2002).
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o Security and privacy: healthcare systems that operate with sensitive clinical data require
particular attention and procedures to ensure authorized access in order to prevent
privacy and security breaches of clinical data residing in the CDSS. There has been a
dramatic increase in reports of security breaches. In particular, since most healthcare
systems (including CDSS) are web and service-based (e.g., Mashups), preserving the
integrity, security and privacy of patient data has utmost importance. Therefore, a research
challenge is to target security and privacy issues. As an example of such research, (Sandell,
2007) secures personal health data by proposing a framework which breaks CDSS into data
gathering, data management, and data delivery functions. It then provides vulnerability
factors and the required measures to protect data.

* Mobile CDSS: uses mobile devices or smart phones as the mediator between the healthcare
provider (clinician, pharmacist, emergency staff) and the patient, so that the provider sends
specific instructions and guidelines to the mediator. The mobile device then interacts with
the patient to control his/her health condition according to the received instructions and
guidelines. New advances in mobile communications allow remote areas and homecare
to use a variety of remote health services. This opportunity has aroused much attention in
the research and development of mobile healthcare (mHealth) and related services, such
as Mobile CDSS (Tsumoto et al., 2005).

8. Related techniques in CDSS

Several models and approaches have been proposed for decision support systems. In
particular, management science and operations research models have been used frequently.
In this section, we briefly present the techniques that have been applied in health and medical
domains (Berner & Lande, 2007; Eom & Kim, 2006; Shim et al., 2002). These techniques can be
categorized as follows.

Deterministic models

* Linear programming: a method for finding the best solution for a given mathematical model
satisfying certain constraints by maximizing or minimizing an objective function, subject to
linear equality and inequality constraints. (Hershey, 1991) uses linear programming to find
optimal clinical strategies when event probabilities are not known but their value ranges
are available. Linear programming has also been used for an operating room planning
problem which employs 0-1 linear programming (Testi & Tanfani, 2009).

* [Inventory models: designed to minimize inventory costs by setting optimal values for time
to place an order and order quantity. Placing an order can be performed either at fixed time
spots or decisions can be based on the condition or level of the inventory (Oh & Hwang,
2005).

» Integer programming: a mathematical optimization problem and a special form of linear
programming problems where variables are restricted to be integer. In (Eben-Chaime
& Pliskin, 1992) a mixed integer programming model is used to decide on the size
and location of beds required in a given region, incorporating travel times into dialysis
planning.

* Nonlinear programming: used to maximize or minimize an objective function subject to a
system of equality and inequality constraints where either the objective function or some
of the constraints are nonlinear. (Aspden et al., 1981) use a non-linear programming model
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to study the problem of distributing available healthcare resources (such as hospital beds
or nurses) to assist health services planing.

* Dynamic programming: a problem solving method similar to divide-and-conquer with
overlapping sub-problems that have optimal sub-structures. (Hall, 2010) uses dynamic
programming models to investigate individual behaviors and their economic implications.
This approach has been applied to healthcare spending, long-term care insurance,
employment, entrepreneurial risk taking, and consumer debt.

Stochastic models

* Queuing: a technique for representing different types of queues to study their behavior.
Certain performance measures are extracted as the result of queueing analysis. (Patrick
& Puterman, 2006) use a queueing model to increase the utilization of Computed
Tomography (CT) scanning devices and reduce waiting times of patients with several
priority levels.

* Markov: a stochastic model that is suitable for problems where the Markov assumption
holds, i.e., problems that have memoryless properties. Problems may become intractable
without this assumption. (Sonnenberg & Beck, 1993) discuss applications of Markov
models in CDSS. They introduce the generic class of problems suitable for modeling
with Markov models and different evaluation methods such as matrix algebra, cohort
simulation, or Monte Carlo simulation.

Artificial Intelligence

» Artificial neural networks: an information processing paradigm that is inspired by the
structure and functional aspects of biological neural networks and the way they process
information. A neural network consists of an interconnected group of processing elements
(artificial neurons). Adaptive learning, self-organizations, and fault tolerance are among
dominant features of this paradigm. (Mangalampalli et al., 2006) used the concept of
neural networks to develop a decision-support system, that suggests medications for a
gynecological disease, based on the primary and secondary symptoms of the disease.

* Genetic algorithms: an adaptive heuristic search algorithm that relies on the concept and
process of natural evolution, selection, and genetics. This method is used in search spaces
where little knowledge exists about the domain, the existing knowledge is difficult to
encode, or mathematical models are not available. (Zellner et al., 2004) employed genetic
algorithms to improve the performance of a logistic regression model in predicting the
presence of brain neoplasia with magnetic resonance spectroscopy data.

* Game theory: mathematical modeling for games in which a player attempts to achieve
a certain goal which is dependent on the choices of other players. Game theory offers
strategies for increasing the probability of success. Solutions can be extended to cases
where several players seek goals with multiple criteria (Parsons et al., 2002).

* Decision trees: visual and analytical tools that consist of three types of nodes: decision
nodes, chance nodes, and end nodes. Decision trees are usually used for guidelines and are
extensively used in CDSS. Examples can be found in (Critchfield & Willard, 1986; Hazen
et al., 1998; Sonnenberg & Beck, 1993).
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Practical

* Simulation: a generic term that encompasses approaches using simulation for decision
making. (Critchfield & Willard, 1986) use Monte Carlo simulation techniques to model
the uncertainty in the specification of decision tree probabilities. They apply their method
to the clinical problem of anti-coagulation versus observation in combatting deep vein
thrombosis during the first trimester of pregnancy. Their method provides decision
analysts with tools to quantitatively evaluate the problem. In another work, simulation
was used to determine the utilization of a cancer agency ambulatory care unit. This work
analyzed the impact of operations, scheduling, and resource allocation on patient wait
time, clinic overtime, and resource utilization (Santibanez et al., 2009).

* Visual interactive modeling: provides animated graphics for target applications. This model
offers interaction facilities so users can explore the dynamics of an application in order to
gain an understanding of its features (Au & Paul, 1996).

9. Conclusion

The healthcare system is witnessing major changes, in terms of reengineering healthcare
processes and policies which will affect all stakeholders, ranging from healthcare providers
to policy makers to consumers. These changes will bring technologists and medical experts
closer together and will provide a more homogeneous environment for effective collaboration
of these two groups. Effective and efficient decision making processes are the most critical
aspect of any application domain but particularly in healthcare, as the costs of erroneous
decisions are huge in terms of human quality of life, and the resulting damage in most cases is
irreversible. In this chapter, we outlined different aspects and challenges in providing effective
clinical decision support systems, mostly from a technical view point. We discussed different
models and approaches, information and knowledge representations, using data mining
techniques to provide patterns and trends as additional type of clinical knowledge, challenges
in future systems through customization of expert agents, and evaluation and acceptance
of CDSS by users. However, as clinical decision systems are heavily user-oriented systems
and clinicians are in general less technically oriented and overwhelmed by different types of
information and workplace interruptions, user acceptance and adoption is very important to
the success of such systems. We have included a section to overview the challenges in system
evaluation, user adoption, and other related topics that consider the impact of human factors
in the success of clinical decision support systems.
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1. Background

The development of interoperable Healthcare Information Systems such as Electronic
Health Record (EHR), Electronic Medical Record (EMR), and Personal Health Record (PHR)
has created a platform environment whereby massive data is collected, stored, shared, and
analyzed at the point of care to support patient outcomes and efficient healthcare delivery.
However, the analysis of structured and unstructured clinical datasets to support the
decision-making process of healthcare providers is proving to be difficult in the healthcare
industry as data is being captured in different and/or multiple formats. Clinical Decision
Support Systems (CDSS) have emerged as toolkits for efficiently managing and analyzing
the clinical datasets stored in the repositories of EHR, EMR, and PHR. In this book chapter, a
literature review is used to explore and answer the following questions:
e  What are clinical decision support systems (CDSS)?
¢ How does CDSS influence the decision-making process of clinicians in medical
practice?
e  What are the significant impacts and risks associated with the use and adoption of
CDSS?

2. Introduction

Increasing in computing power has provided a platform for developers to build numerous
computing applications that “would have been impossible just a few years ago” (Seltzer, 2005,
p- 50). Clinical Decision Support Systems (CDSS) are computer-based healthcare applications
used to integrate clinical and patient information to provide support for decision-making in
patient care as well as to generate case-specific advices (Bonney, 2009; Kotze & Brdaroska,
2004). CDSS aid in clinical decision-making not only by providing physicians and other
healthcare stakeholders with computerized advice regarding drug doses, medications,
laboratory results and diagnosis but also by enhancing a clinician’s ability to process data and
information (Bonney, 2009; Kaushal, Shojania, & Bates, 2003; K. Kawamoto, Houlihan, Balas, &
Lobach, 2005). However, there is growing evidence that when poorly designed, deployed
and/or used, CDSS may lead to more harm than good (Coiera, Westbrook, & Wyatt, 2006;
Kotze & Brdaroska, 2004; Toth-Pal, Wardh, Strender, & Nilsson, 2008).

This paper aims to explore the significant impacts and risks of adopting CDSS in clinical
practice. Whereas the impact factors will explore how the use of CDSS has impacted clinical
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decision-making, clinical practice guidelines, efficiency of healthcare delivery, and patient
safety and outcomes; the risk factors will focus on the CDSS dependence on repositories,
knowledge management, misinterpretation of clinical datasets, and failure to fit routine
works of clinicians.

3. Methodology

A literature review is used to highlight the relevant impacts and risks of adopting CDSS in
clinical practice. The methodology involves a systematic review of relevant publications,
found and accessed with the help of ProQuest (with multiple databases option) and
EBSCOhost databases. Additional sources were retrieved using the ScienceDirect, PubMed
and ACM digital libraries. Whereas the impact factors explore how the use of CDSS has
impacted clinical decision-making, clinical practice guidelines, efficiency of healthcare
delivery, and patient outcomes and safety; the risk factors focus on the CDSS dependence on
repositories, knowledge management, misinterpretation of clinical datasets, and failure to fit
routine works of clinicians.

4. Overview of Clinical Decision Support Systems (CDSS)

CDSS have been recognized as promising tools for influencing healthcare provider
performance to improve and streamline the quality of healthcare delivery (Bassa et al., 2005;
Pearson et al., 2009). CDSS originated from Decision Support Systems (DSS). According to
Donzelli (2006), DSS simply “combine individuals” and computers” capabilities to improve
the quality of decisions” (p. 67). These functionalities and capabilities of DSS have
contributed to its popularity and use in the healthcare domain. Hwang, Chang, Hung, Sung,
and Yen (2004) asserted that a “DSS that supports physicians with the potential to minimize
practice variation and improve patient care” (p. 240) is known as CDSS.

Throughout their inception in the medical arena in the early 1970s, CDSS have evolved
immensely to support the workflow of clinicians and improved the effectiveness of decision
outcomes (Bassa et al., 2005; Hwang et al., 2004; Pearson et al., 2009). Although several
challenges are facing the use and adoption of CDSS in the healthcare setting, the technology
still remains promising when it comes to its ability to support evidence-based practice and
enhancing the clinical decision-making process of healthcare providers. It is in this regard
that Kawamoto et al. (2005) noted that CDSS provide “clinicians with patient-specific
assessments or recommendations to aid clinical decision making” (p. 765). Examples of
CDSS include technologies such as Computerized Physician Order Entry (CPOE) systems
that provide patient-specific recommendations as part of the order entry process; outpatient
systems that attach care reminders to the charts of patients in need of specific preventive
care services; and laboratory alerting systems that page physicians when critical laboratory
values are detected (Kawamoto & Esler, 2006).

The architecture components of CDSS consist of knowledge base, inference/reasoning
engine, and user communication/interaction (Kola, n.d.; O'Kane et al., 2010). Figure 1 shows
the architecture components of CDSS. Whereas the knowledge base is made up guidelines,
rules, and probabilistic models, the inference/reasoning engine combines the data in the
knowledge base with that of the patient data. The user communication component of the
architecture consists of a simple way of getting data into the system and getting results to
the user (O'Kane et al., 2010; Berner & La Lande, 2007). The fact that the architecture of the
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CDSS depends on knowledge bases means that inappropriate representation of data,
information, and knowledge present enormous threats to the adoption of CDSS in clinical
practice.
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Fig. 1. Architecture components of CDSS (Kola, n.d.)

5. Impact factors

The impact factors associated with the use and adoption of CDSS could be categorized
under five broad themes: clinical decision-making, clinical practice guidelines, efficiency of
healthcare delivery, and patient safety and outcomes.

5.1 Clinical decision-making

CDSS has a significant impact on the quality of decision making by healthcare providers.
According to Kawamoto et al. (2005), CDSS provide “clinicians with patient-specific
assessments or recommendations to aid clinical decision making” (p. 765). However, this
goal of achieving quality decision making is not an easy endeavour. Clinical decision-
making is a “complex task requiring a knowledgeable practitioner, reliable informational
inputs, and a supportive environment” (O'Neill, Dluhy, & Chin, 2005, p. 69). According to
Buckingham (2002), clinical decision-making consists of classification tasks “where cues are
used to assign patients to one of a number of potential categories” (p. 238). This complexity
of achieving quality clinical decision making by healthcare providers is often facilitated with
the use of CDSS as a supportive tool.
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In an attempt to improve the use of CDSS to support quality decision making in clinical
practice, Buckingham (2002) proposed a gelatean model with the goal of linking “intuitive
explanations of clinical expertise with empirical data analysis to enhance judgement
accuracy” (p. 250). Buckingham (2002) identified this relation as a symbiotic relationship
between clinicians and computers. Whereas the clinicians are responsible for using their
psychological validity, the computers’ side of the symbiosis comes with its powers of data
storage and analysis (Buckingham, 2002, p. 249). Enhancing judgement accuracy of clinicians
is critical in ensuring that information emanating from the CDSS are interpreted well by the
attending clinicians and not misinterpreted. Physicians can enhance their clinical judgement
accuracy by combining their experiential knowledge with the use of CDSS so that a
symbiotic relationship can be established.

5.2 Clinical practice guideline

Many healthcare providers depend on clinical practice guidelines for quality and evidence-
based healthcare delivery. Clinical practice guidelines are “systematically developed
statements to assist practitioners and patient decisions about appropriate health care for
specific clinical circumstances” (Kotze & Brdaroska, 2004, p. 361). According to Kotze and
Brdaroska (2004), clinical practice guidelines have “little influence upon clinician practice
and patient outcomes unless they are effectively implemented and integrated into the
clinical setting” (p. 362).

One approach for effectively integrating clinical practice guidelines into medical practice is
the use of CDSS. The use of CDSS has facilitated clinicians” adherence to clinical practice
guidelines, thereby improving patient outcomes (Kotze & Brdaroska, 2004; Kwok, Dinh,
Dinh, & Chu, 2009). Kotze and Brdaroska (2004) noted that the “ability of computers to
store, search and sort large volumes of data rapidly, as well as the everexpanding
knowledge, access and use of computers, have paved the way for the incorporation of
clinical practice guidelines into computer-based decision support systems” (p. 362). This is
because not only does the use of CDSS demand clinical practice guidelines but it also makes
it easier for programmers to develop rule-based and/or case-based reasoning to support the
advices emanating from the CDSS.

The encoded rules in the clinical practice guidelines provide the framework in which
programming rules are encoded and used in the development of CDSS. For example, Kwok
et al. (2009) found that the use of an integrated and dynamic electronic decision support
system (EDSS) at a single emergency department promoted strict adherence to asthma
clinical guidelines and improved clinical documentation and discharge management plans
for asthma management. It is in this regard that Kotze and Brdaroska (2004) indicated that
CDSS are “crucial elements in long-term strategies for promoting the use of clinical practice
guidelines” (p. 362).

5.3 Efficiency of healthcare delivery

In a study conducted to assess the impact of CDSS on the management of patients with
Hypercholesterolemia, Bassa et al. (2005) found that “it is possible to optimize the efficiency
of the management of hypercholesterolemia in standard practice by the implementation of a
CDSS” (p. 71). In a similar study, Cobos et al. (2005) found that the use and adoption of
CDSS in clinical practice “was as effective as usual care and induced important savings in
the management of hypercholesterolemia” (p. 431). The above two studies contribute to our
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understanding about the need to implement CDSS in clinical practice so as to support the
efficiency of healthcare delivery.

Healthcare providers stand to gain enormously and streamline the workflow of physicians
by adopting CDSS. For example, Pomerleau (2008) noted that the use of CDSS allow “nurses
to have information and unit policies at their fingertips, which help them adhere to
standards while at the bedside” (p. 154). Successful implementation of CDSS in clinical
settings will reduce waiting times, minimize the length of stay in hospitals, and enhance the
efficiency of healthcare delivery.

5.4 Patient safety and outcomes

Improving patient outcomes requires the use of efficient decision-making process and
evidence-based practice that can only be best achieved through the utilization of CDSS. One
of the ultimate uses of CDSS is to improve patient safety and outcomes. CDSS have
consistently shown great promise for reducing medical errors and improving patient care,
safety, and outcomes (K. Kawamoto et al, 2005, Mahoney, Berard-Collins, Coleman,
Amaral, & Cotter, 2007; Pomerleau, 2008; Sintchenko, Coiera, Iredell, & Gilbert, 2004;
Subramanian et al., 2007). When it comes to the use of medications and diagnostic testing in
clinical settings, CDSS has emerged as a technology to reduce medication errors, “improve
diagnostic accuracy, provide easier and more rapid access to patient information and more
complete medical records” (Courtney, Alexander, & Demiris, 2008, p. 692).

According to Mahoney et al. (2007), medication errors are deleterious, prevalence and
costly. Hence the need to use robust healthcare information systems to monitor, track, and
manage medications administered to patients is of prime concern to many healthcare
providers. Mahoney et al. (2007) found that the use of integrated clinical information
system technology “decreased selected types of medication errors throughout the
medication-use process in a health care system and improved therapeutic drug
monitoring in patients” (p. 1969). In the context of identifying the potential adverse drug
events (ADEs) at the medication ordering stage, Roberts et al. (2010) noted that successful
implementation of CPOE and other advanced CDSS tools “significantly increased the
number of potential ADE alerts for pharmacist review and the number of true-positive
ADE alerts identified per 1000 admissions” (p. 1845).

Moreover, in a randomized control trial conducted to evaluate the effectiveness
of CDSS in reducing potentially inappropriate prescribing to older adults, Terrell et al.
(2009) found that CPOE with decision support “significantly reduced prescribing of
potentially inappropriate medications for seniors” (p. 1389). In another study, Subramanian
et al. (2007) found that the increasing use of CPOE has facilitated the “elimination of
handwriting identification problems, reductions in error associated with similar drug
names, faster delivery of orders to the pharmacy” (p. 1451). These studies and others from
the literature affirm the significant impact of CDSS in reducing medical errors in clinical
practice, thereby, improving the quality of care, patient safety, and patient outcomes
(Pearson et al., 2009).

6. Risk factors

The risk factors focus on the CDSS dependence on repositories, knowledge management,
misinterpretation of clinical datasets, and failure to fit routine works of clinicians.
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6.1 Dependence on repositories

One of the critical architecture components of all CDSS is the knowledge base. The
knowledge base depends on a centralized clinical data repository (K. Kawamoto, Lobach,
Willard, & Ginsburg, 2009; Roberts et al., 2010). The fact that CDSS depends on good quality
clinical data repository reinforces the need for standardized data representation, storage,
and retrieval that can be centrally managed in the knowledge base repositories. Lack of
good clinical data warehouse could have significant impact on the quality of advices
emanating from CDSS. Data mining algorithms require good quality clinical data
repositories to be able to extract knowledge to support clinical decision-making.

CDSS also depend profoundly on large volumes of readily-accessible, existing clinical
datasets (Bonney, 2009). These large volumes of data are usually extracted from the
repository content of EHR, EMR and PHR. Lack of standardized data capture by these
systems will lead to corrupt datasets. When the entries in these data repository are not
coded appropriately, there is tendency that the resulting datasets will not be a good
representative of the patient population (Bonney, 2009). It is therefore essential that
standardized data representation are used for leveraging the knowledge base repositories
contained in the CDSS so as to facilitate the generation of patient-specific care
recommendations at the point of care (K. Kawamoto et al., 2009).

6.2 Knowledge management

CDSS depend on appropriate implementation of knowledge management. According to
Kalkan (2008), the whole concepts of data, information and knowledge are generally
misunderstood. Acknowledging the fact that information results from replacing data within
some meaningful content, Kalkan (2008) noted that knowledge is an “organized and
transformed combination of information, assimilated with a set of rules, procedures and
operations learnt through experience and practice” (p. 391). This definition of knowledge
emphasizes the need to manage knowledge appropriately. Without proper set of rules,
guidelines and operations, knowledge cannot be assimilated. Thus the need for knowledge
management in CDSS cannot be ignored.

Knowledge management is defined as a “systematic management of knowledge-related
activities, practices, programs and policies within the enterprise” (Kalkan, 2008, p. 392).
Knowledge management has gain popularity in the IT industry because of its emphasis on
how to articulate, capture and distribute explicit and tacit knowledge in different formats
(Herschel & Jones, 2005; Kalkan, 2008). Knowledge management activities aim to
“effectively apply an organization’s knowledge to create new knowledge to achieve and
maintain competitive advantage” (Kalkan, 2008, p. 392). Creating new knowledge in the
medical field is crucial in helping healthcare providers in combating new diseases and
symptoms. However, when the newly created knowledge is based on poor quality data, the
resulting outcome could be very devastating in clinical settings.

The fact that CDSS have “become increasingly sophisticated by matching patient
characteristics with computerised knowledge bases and using algorithms to generate
patient-specific assessments or treatment recommendations” (Pearson et al., 2009, p. 155)
demand that appropriate management of knowledge is implemented in the CDSS to ensure
that the patient-specific assessments and/or treatment recommendations are not based on
poor quality data. It is therefore important that narrative information emanating from the
CDSS is further processed and analyzed by healthcare providers before clinical decisions are
made (Pearson et al., 2009).
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6.3 Misinterpretation of clinical datasets

Clinical information stored in the CDSS are often misrepresented and misinterpreted. This is
partly due to the inconsistencies in data coding and extraction of poor quality data.
According to Coiera et al. (2006), the use of CDSS can “improve the overall safety and
quality of health care delivery, but may also introduce machine-related errors” (p. 20).
Coiera et al. (2006) noted that the use of poor quality data could lead to wrong medications
and misdiagnosis. Coiera et al. (2006) also noted that automation biases and using evidence-
retrieval systems may generate decision errors that might not necessarily correlates with the
experiential knowledge of the physicians.

Acknowledging the fact that inference rules forms the basic building blocks of any given
CDSS and are usually extracted by data mining existing clinical datasets, Bonney (2009)
noted that the “trustworthy of CDSS is based on how effective the extracted inference rules
correlates with the experiential knowledge of domain experts” (p. 116). Chaudhry (2008)
also emphasized the misrepresentation of clinical datasets by noting that, “real clinical data
from patient interviews or medical records are far less structured and would likely alter the
performance of the system considerably” (p. 86), if not extracted appropriately. This has a
significant effect on the quality of data used in developing CDSS. Poor quality data will lead
to misinterpretation of clinical datasets. The use of health information standards such as
ICD-10, SNOMED, LOINC and UMLS will ensure uniformity and consistency of the health
datasets, used in generating the inference rules (Bonney, 2009).

6.4 Failure to fit routine works of clinicians

According to Hwang et al. (2004), accessing CDSS in a computer by medical practitioners is
not a smooth process for actual usage/implementation. Hwang et al. (2004) attributed the
complexity of the process to the fact that in actual clinical settings, integrating CDSS with
the routine work of clinicians will demand that the physicians “run back and forth from
point of care to computer station to complete their diagnosis” (p. 240). This approach could
be daunting considering the workload of average physicians. Moreover, the routine use of
CDSS during consultation could alienate patients from the direct contact with their
physicians.

When it comes to the use and adoption of technology, medical practitioners with
experiential knowledge are more likely to override the decisions and advices presented by
CDSS. For example, Dowding et al. (2009) noted that nurses are “less likely to use CDSS for
telephone triage decisions that they feel they have experience in making” (p. 1160). These
attitudes of medical practitioners towards CDSS often impede their overall acceptance and
adoption in clinical practice.

Acknowledging the fact that perceived usefulness of medical information is a function of its
relevance, validity, and the effort involved in searching for it, Sintchenko et al. (2004) noted
that physicians often “choose not to use available evidence at the time of decision making
but rely on what they know and choose the strategy requiring least effort” (p. 75). Hence
clinicians” attitudes and the environment in which decisions are made influence the overall
acceptance and adoption of decision support tools (Sintchenko et al., 2004; Toth-Pal et al.,
2008). It is therefore recommended that the development and deployment of the CDSS
should fit the workflow of clinicians so as to ensure that the system is enabling without
constraining (Ash, Gorman, Lavelle, & Payne, 2003; Bonney, 2009).
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7. Discussion and conclusion

In a qualitative study conducted to explore general practitioners’ (GPs) handling of a
CDSS during the implementation process, Toth-Pal et al. (2008) found that despite their
benefits in medicine, CDSS are rarely used in clinical practice. Toth-Pal et al. (2008)
attributed CDSS barriers to “limited computer skills, shortage of time during consultation,
problems with interpreting the recommendations given, and the GPs’ concerns about
patient reactions” (p. 40).

Moreover, in an analysis of 70 randomized controlled trial, Kawamoto et al. (2005) found
that successful implementation of CDSS should “(a) provide decision support automatically
as part of clinician workflow, (b) deliver decision support at the time and location of
decision making, (c) provide actionable recommendations, and (d) use a computer to
generate the decision support” (p. 771). These four recommendations seem to support the
overall use of CDSS in improving the quality of clinical care. They also make it easier for
clinicians to use CDSS thereby minimising the effort required by clinicians to receive and act
on system recommendations (Kawamoto et al., 2005). The development of CDSS should also
utilize health information standards so as to ensure its interoperability with other legacy
systems and support distributed computing (Bonney, 2009).

This research has the potential to benefit healthcare providers and stakeholders in
determining the significant impacts and risks of adopting CDSS in medical practice. With
the impacts and risks presented in the paper, it is evident that the appropriate use CDSS
with emerging technologies could enhance the adoption and acceptance rate of CDSS in
clinical practice. Future research should therefore focus on how to integrate Business
Intelligence (BI) into CDSS. This is because Bl is emerging as the new frontier in data
mining that will facilitate the extraction of both structured and unstructured datasets. It is
also important that future research promote the rigorous testing of CDSS to provide high
quality evidence about their clinical and economic impacts on healthcare delivery
(Pearson et al., 2009).
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1. Introduction

Ten years ago, the US Institute of Medicine (IOM) called for a massive redesign of the
healthcare delivery system.(Committee on Quality of Health Care in America, 2001) Today
it is clear that one of the goals, the nationwide use of an electronic medical record (EMR) by
2010, has failed to be reached as the process of adoption has been slow. Some may consider
an EMR as a final destination, although in fact it is only the start point of a revolution in
healthcare: the implementation of clinical decision support systems (CDSS) that ‘make
it easy to do it right’.(James, 2001) These systems are able to address the large, potential
additional value of the implementation of an EMR. When an EMR is available, this
is already a step in the right direction, to have an easy and structured access to all patient
data available for all healthcare professionals that need them. However, this is still a huge
amount of data, but one should also have the ability to integrate all these data and use these
data in making the right choices in therapy. Practice has shown that despite the availability
of an EMR, still many medication errors are made. Therefore, CDSS are designed to
aid clinical decision-making by matching patient characteristics to a computerized
knowledge or rule base to generate patient-specific recommendations.(Kawamoto et al.,
2005) In the trendsetting IOM reports ‘“To Err is Human’ (2000) and ‘Crossing the quality
chasm’ (2001), a CDSS was endorsed as one of the most powerful tools available for
improving patient safety and healthcare quality.(Kohn et al., 2000;Committee on Quality of
Health Care in America, 2001)

It is difficult to accept that despite multiple opportunities and promising results, these
systems instead of being common practice, still remain ‘next-generation’.(James, 2001)
During the last five years, research gave more insight in the success factors that could
accelerate the idle process of CDSS adoption. (Kawamoto et al., 2005; Garg et al., 2005;Nies
et al., 2006) The conclusions however are not univocal because the reviews included a wide
variety of systems ranging from computerised to non-computerised CDSS as well as from
basic to advanced systems. Basic decision support includes checking on drug-drug
interactions, duplicate therapy, drug-allergies and generalized drug dosing. Advanced
CDSS, used in addition to basic CDSS, includes for example checking on contra-indications
(disease and drugs), individualized dosing support during renal impairment or guidance
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for medication-related laboratory testing.(Kuperman et al., 2007) Basic decision support is
nowadays commonly available. In the Netherlands, this provision is used nationwide since
1980, integrated in a drug database (G-standaard, Royal Dutch Association for the
Advancement of Pharmacy). Despite this support that is available for every physician and
pharmacy, medication errors occur frequently which emphasizes the urge for advanced
solutions.(Leendertse et al., 2008)

In our 600-bed university-affiliated hospital, we have implemented an advanced CDSS in
practice on a few departments already and are on the eve of hospital-wide expansion. A
critical examination of the literature made clear which prerequisites are needed for optimal
implementation of advanced CDSS. To accelerate the process of CDSS adoption, we present
an overview of success factors and barriers for implementation of advanced CDSS in
hospital practice. Subsequently, we present our own experienced success factors and
barriers after implementing an advanced decision support system in 2008 in daily hospital
practice and compare these results with literature findings.

2. Background

Medication errors occur distressingly frequent due to deficiencies in the overall system of
healthcare delivery despite use of current medication safety systems.(Kohn et al.,
2000;Committee on Quality of Health Care in America, 2001;Schiff et al., 2003) Many
reports call attention to the gaps between optimal and actual practice. (Kohn et al,,
2000;Committee on Quality of Health Care in America, 2001;Aspden et al., 2006)
The report “To Err is human’ indicated that 44.000 to 98.000 patients die in hospitals each
year due to medical errors.(Kohn et al., 2000) The recent IOM report ‘Preventing Medication
Errors’(Aspden et al., 2006) showed that in the USA medications harm at least 1.5 million
people per year of which at least 400,000 preventable adverse drug events (ADE’s) in
hospitals.

The number of patients, dying from medical errors is probably a low estimate and the
situation in Europe is not expected to be different. The Dutch statistics are, for example, not
encouraging either. From the patients that died in Dutch hospitals in 2007, 10.7%
experienced preventable medical complications; resulting in the death of 1735 patients
(4.1%). Even more discouraging is the fact that the number of unnecessary deaths tends to
increase. For the Netherlands these were 1745 deaths in 2004 and 1960 in 2008; an increase
of 11.5%, despite advances in knowledge and IT-systems (Langelaan, 2010) The HARM-
report (2006, NL) showed 19.000 preventable drug related admissions a year in Dutch
hospitals; 5.6 % of all acute admissions, associated with a total cost of 86 million
euros.(Leendertse et al., 2008)

Medication errors occur due to the rapidly increasing complexity of evidence based
medicine and error sensitivity of healthcare.(James, 2002) Physicians need to take many
drug- and patient specific characteristics into account and literature shows that this is often
omitted or not recognized in time.(Levy et al, 1999;Schiff et al., 2003;Denekamp, 2007)
Beyond reminders, CDSS can integrate clinical data to support professionals managing an
increasingly complex practice environment.(James, 2001) Integration of these specific
parameters is necessary to guide patients through the complete clinical pathway from
anamnesis to evaluation and fine-tuning of the therapy.
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Reviews of Kawamoto and Garg have shown that a CDSS is effective in decreasing
medication errors and improving efficiency and quality of care.(Kawamoto et al., 2005;Garg
et al., 2005) These reviews found that 64% respectively 68% of the decision support systems
significantly improve clinical practice.(Kawamoto et al., 2005;Garg et al., 2005)

In literature, basic and advanced decision support are both called CDSS and exact
descriptions of the systems used are scarce, which makes these systems difficult to compare.
This review will only include advanced CDSS, defined as a multi-purpose rule based expert
system which contains complex electronic guidelines that can integrate data from different
domains.(Sucher et al., 2008) Goals of implementing advanced CDSS are to decrease errors
and improve patient safety, improve quality through adoption of best practices, increase
cost-effectiveness and optimize the management of chronic diseases.(Greenes, 2007) In our
hospital, research is performed with clinical decision support since 1998, in which we found
that these goals can be achieved though structured development, validation and
implementation. The objective of this chapter is to extend a practical overview of success
factors and barriers of advanced CDSS found in literature and practice, before widespread
hospital implementation, concentrating on these central aspects.

3. Success factors

Right message Accurate content
Reliable messages
Easy and actionable messages
Inclusion of references in the message

Right time Save time
Integration in workflow
High system’s speed
Right place Deliver message at the point of care
Active alerting mechanism
Right system Electronic availability of data in the EMR

Integration with other systems
Maintenance of the system and content

Table 1. Overview of success factors for implementation of advanced CDSS (see text for
references)

3.1 The right message

3.1.1 Accurate content

To facilitate the adoption of evidence based medicine in practice, paper guidelines have to
be translated into a computer-interpretable format, called clinical rules. This is a challenging
task, because evidence based recommendations are often non-specific, multi-interpretable
and either too complex to recall or too general to apply specifically.(Trivedi et al.,
2002;Denekamp, 2007;Kuperman et al., 2007;Sucher et al., 2008) For example, according to
guidelines, leukocyte counts should be measured frequent during lithium therapy, but the
exact frequency, cut-off values and relevance is lacking.(Wessels-Basten et al., 2007) This
problem can be solved by involving a multidisciplinary expert team to review and optimize
the clinical rules.(Dexter et al., 2001;Trivedi et al.,, 2002;0sheroff et al., 2005;Leslie and
Denvir, 2007;Wessels-Basten et al., 2007) One should compose the expert team carefully,
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being a reflection of end users and recognised experts in the particular field, as this
determines the strength of the clinical rule developed. In fact, this is generally alike to the
development of a new guideline. Benefits of this approach are that the specific subject gains
renewed attention from the experts which may already increase compliance to these
guidelines and user commitment is gained as the experts will be end-users of the system
and motivate other users once implemented in practice.(de Clercq and Hasman,
2004;0sheroff et al., 2005;Wessels-Basten et al., 2007)

3.1.2 Reliable messages

Current medication safety systems generate masses of irrelevant alerts leading to alert
fatigue as a result of the often low specificity and clinical relevance.(van der Sijs et al., 2006)
This is especially the case with basic, drug-oriented decision support, as we know in the
Netherlands for about 30 years. Many alerts are generated, and the research of van der
Sijs showed that more than 90% of alerts are overridden, without the physician even looking
at the alert. The underlying conditions are: low alert specificity, information content unclear,
low sensitivity, handling was insufficient and unsafe and the workflow was unnecessary
disrupted. Also, physicians were not trained on the alerts and trusted the pharmacy
in checking their medication orders. In summary, there are many failures of the systems
used today, that can be solved with these new advanced decision support systems. Even,
these current systems can be dangerous, which pleads for a rapid response. These basic
systems increases the risk of overriding a potentially harmful alert.(Bates et al., 2003;van
der Sijs et al., 2006;Denekamp, 2007) Even pharmacists have been found to override a third
of life-threatening drug-drug interactions.(Bates et al., 2003) Therefore, it is vitally important
to validate the clinical rules extensively before bringing these into practice to ensure reliable
recommendations.(Dexter et al., 2001;Wetter, 2002;Wessels-Basten et al., 2007;Sucher et
al., 2008;Varonen et al., 2008) The above mentioned obstacles need to be taken into account
when designing en implementing these newer systems. Also, validation of the alerts
is fundamental for success. Scheepers et al (2009) has described a strategy that can be used
in various settings to create clinical rules of a high reliability. By measuring the positive
and negative predictive value during the development process and afterwards, one can
easily monitor if the quality of the clinical rules is high enough before implementation in
practice. Since few studies have focused on validation of clinical rules, more research is
needed. There is a need for other successful strategies to be described, to help others with
these fundamental questions. Also, research may answer the question which minimal
notification threshold is needed for effective alerting before bringing the alert into
practice.(Osheroff et al., 2005)

3.1.3 Easy and actionable messages

A CDSS is effective when it minimizes the effort required by physicians to receive and act
on system recommendations.(Kawamoto et al.,, 2005;Varonen et al., 2008) This can be
accomplished by giving clear advice and a straightforward way to perform the action
indicated. (Bates et al., 2003;Osheroff et al., 2005;Varonen et al., 2008;Mollon et al., 2009)
Besides that, applications must anticipate physicians needs for gathering and translating
data into actionable recommendations.(Bates et al., 2003;Kawamoto et al., 2005;Mollon et
al., 2009) For example, a clinical rule is developed to check if a patient needs a gastro-
protective drug when using a NSAID or dosage adjustment because of renal insufficiency.
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(Field et al., 2008) If necessary, an automatic medication order pops-up and only one click
on the ‘authorize’ button is needed to prevent the patient from having adverse drug
events. This is all in line with the words of James (2001) to ‘Make it easy to do it right” and
emphasises the need of an expert/end users team that is well involved in the
development process.

3.1.4 Inclusion of references in the message

A valuable addition to the message is to present the source of the information and the
explanation of the rationale for the guideline.(Maviglia et al., 2003;Kawamoto et al., 2005;
Goud et al., 2008;Mollon et al., 2009) Many guidelines exist and these are continuously
renewed, which makes it difficult to keep up with all recommendations. Although it
appears that not all users use this option(Bates et al., 2003), it is a valuable addition that
literature citations and web-based evidence are available when desired. (Bates et al.,
2003)

3.2 The right time

3.2.1 Save time

Physicians encounter a barrier to invest time in another computer system. All health
professionals face time pressure and increasing data overload. The number of therapies is so
large that physicians cannot effectively keep track of them all.(Bates et al., 2003) A CDSS
can save time by making associations between different data domains, which physicians
might miss because of the large amount of data. Time saving can be achieved by making it
easy to do it right and is therefore a highly valued success factor.(Wetter, 2002; Mollon et
al., 2009) It is important to find the right balance between over- and under reporting in
accordance with the wishes of the end-users of the system and to convince users that the
added value of the system compensates for the time required to learn and use the
system.(Goud et al., 2008)

3.2.2 Integration in clinical workflow

The most important success factor of CDSS is that the system is integrated in the clinical
workflow.(Kawamoto et al., 2005;0sheroff et al., 2005;Mollon et al., 2009) A CDSS will
otherwise have no beneficial effect and will not be used. Messages should be presented at
the moment of decision making, though with as less disturbance for the physician as
possible. Therefore different alert mechanisms (pop-up, automatic lab order, prescription
order, email, etc) should be developed, suitable for different alerting priorities.(Osheroff et
al., 2005) In this particular field, the research is very limited and needs to be expanded soon.
Understanding the clinical workflow and user’s wishes thoroughly strongly increases the
probability for success.(Bates et al., 2003)

3.2.3 High system’s speed

As with every computer system, speed is a very important parameter for user’s acceptance.
(Mollon et al., 2009) As explained above, recommendations should appear exactly at the
right time of decision making. When the speed of an application is slow, user satisfaction
declines markedly. Bates et al found that this parameter is valued most by users and
therefore it should be a priority factor of the CDSS.(Bates et al., 2003)
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3.3 The right place

3.3.1 Point of care

An important quality of advanced CDSS is the ability to deliver recommendations at the
point of care.(Mollon et al., 2009) The question is who should receive the message. The point
of care may vary, as patients therapy is guided by various health professionals in the
process. The multidisciplinary expert team can identify the receiver of the recommendations
(e.g. physician, pharmacist, nurse etc).(Wessels-Basten et al., 2007)

3.3.2 Active alert mechanism

The performance of systems in which users are automatically prompted to use the system is
significantly more effective, compared with studies in which users were required to actively
initiate the system.(Dexter et al., 2001; Kawamoto et al., 2005; Garg et al., 2005; van Wyk et
al., 2008) Also a larger positive impact is seen when a recommendation is prompting for an
action and not ignorable.(Dexter et al., 2001; Bates et al., 2003) Dexter found that relatively
small changes in the presentation of alerts made the difference between a significantly
increase in preventive measurement rates and no effect at all.(Dexter et al., 2001) So it is
important to select the alert mechanism carefully, as the type of alert will greatly affect the
impact of the clinical rule.

3.4 The right system

3.4.1 Electronic availability of data

A CDSS acts on electronically available patient data in the EMR (clinical data, pharmacy,
laboratory, diagnoses, complications, microbiology etc).(Soman et al., 2008) Progress of
implementation and adoption of EMR is slow, which inhibits adoption of CDSS. The most
specific and advanced clinical rules can be developed if a CDSS is able to gather all
mentioned data from the EMR, but at least a pharmacy-laboratory link is needed. (Schiff et
al., 2003; Maviglia et al., 2003; Jha et al., 2008) The ability to integrate outpatient data in the
CDSS can give additional improvements for more specific clinical rules.(Goud et al., 2008)

3.4.2 Integration with other systems

Integrated systems (e.g. in CPOE) are significantly more likely to succeed than stand alone
systems.(Kawamoto et al., 2005;Garg et al., 2005;Mollon et al., 2009) This provides relevant
information to physicians at key times in decision making, enabling to prompt alerts during
drug prescription or chart review.(Denekamp, 2007;Varonen et al., 2008)

3.4.3 Maintenance of system and content

Once a CDSS is implemented it is essential for long term success that the system and content
remains up-to-date.(Trivedi et al., 2009) Technical maintenance is important to guarantee a
flawless link between the CDSS and the EMR. Maintenance concerning content is needed to
ensure that the clinical rules remain applicable regarding the latest evidence-based
guidelines.(Osheroff et al., 2005) Sometimes corrections are required after implementation
when it turns out that the impact or physician’s satisfaction is not as expected.(Trivedi et al.,
2002;Bates et al., 2003) Therefore Bates et al(Bates et al., 2003) assigned each area of decision
support to an individual. For example, a cardiologist has to evaluate the clinical rules
regarding his specialism periodically. Regarding the novelty of complex CDSS, maintenance
of the system and content is hardly studied yet.
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4, Barriers

Certain barriers found in literature may hamper implementation of advanced CDSS. Besides
the lack of the described success factors, an often mentioned barrier to implementation is
low computer skills among physicians.(Garg et al., 2005;Leslie and Denvir, 2007;Trivedi et
al., 2009) This must be carefully taken into account within the design of the alerts. New-
generation physicians, like medical students and junior doctors, may bring a higher level of
computer literacy to clinical practice and stimulate implementation of a CDSS in practice.
(Leslie and Denvir, 2007)

Another barrier, brought forward by Bates(Bates et al., 2003), is the loss of physician’s
autonomy with the use of CDSS. However, CDSS are able to present the best evidence-based
practice automatically, without requiring extra thought or work. This allows the health
professionals to focus on those areas of special need and adjust care to each individual
patient.(James, 2002) This not only increases patient safety, but also physician’s safety by
reducing the risk on malpractice claims. Even, the system may improve clinical skills
through a learn effect of the corrective messages.(Varonen et al., 2008)

5. Own experienced success factors and barriers

In our years of research we evolved a development and validation strategy for clinical rules.
This three-step strategy (retrospective technical, retrospective therapeutic and prospective
validation step), following a Plan-do-check-act-cycle in combination with an expert team,
has led to high success rates.(Wessels-Basten et al., 2007;Helmons et al., 2009) We found that
a well considered strategy, that creates rules with a high positive predictive value (PPV) is
essential for accurate content and reliable messages. Application of this strategy has led to
clinical rules with a reliability (PPV) of at least 94%, which indicates that more than 94% of
the alerts are technically correct and clinically relevant as indicated by the expert team and
end-users.(Wessels-Basten et al., 2007)
This strategy mentioned is described in detail in another publication (Scheepers, 2009) and
tries to solve important barriers described earlier, especially the ones regarding content and
reliability. In our hospital we use the advanced CDSS Gaston, a commercially available
system described in many publications. (de Clercq, 2004). Gaston is a software system - you
could also call it an intelligent agent - that consists of two parts. The first part - the
guideline-editor (Fig. 1) - allows the user to build the guidelines as flowcharts in a user-
friendly environment. The steps in the flowchart contain the selection definitions based on
the parameters that are available in the EHR. The second part, the decision support module
(DCS) is the guideline execution engine. This engine translates the guideline from the
guideline-editor into a routine that can be executed.
As the expert team is the key quality of the strategy developed in our previous research, we
experienced some specific factors that need to be taken into account. These aspects may help
others to compose the right team in order to optimised outcomes:
- Define the objective clearly. The context of the clinical rule and how it will be applied in
practice should be clear for all participants.
- Start by making a clear structure in which the clinical rule is developed. Some content
covers only one drug, some covers a certain drug class, while others concern a complete
(contra-)indication. One should try to classify the content correctly.
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Develop the clinical rule in a way that is clear for all participants before start and in a
structured way with a pre-defined strategy.

Compose the team of experts with experts from different departments and specialisms.
Also, compose the team with people that can be trusted to have an active role in the
discussion and reflect the opinion of others well.

Communicate to the experts what effort is expected form them and how much time it
will cost them. How will they be rewarded for their input.

Communicate clearly how feedback will be given, in meetings or digital
communication.

Determine how decisions are made when not all experts agree. Which experts are
identified as having the last word or should there be a majority with the same opinion.
When opinions differ, stay objective as being the chairman of the session. Try to make a
clear overview of all pro- and contra arguments and try to literature to create an
agreement.

Fig. 1. Screenshot of the Gaston Guideline Editor, with an example of a clinical rule, build as
a flowchart to cover the complete therapy of lithium.

Integration of all computer systems in one environment is also found to be important to ease
implementation. In our hospital, CPOE is integrated in the EMR. Only one link is needed
between CDSS and EMR/CPOE which facilitates technical implementation, maintenance
and costs.(de Clercq and Hasman, 2004) An example: we found that every time the EMR
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was upgraded to a new version, also adaptations in de CDSS were needed. Besides these
two factors, we experienced that the success factors as described above are important for an
effective foundation before widespread hospital implementation.

5.1 Barriers experienced in practice

When the dependence on a CDSS is growing for the checking of guidelines in a more
consistent and reliable way, it is necessary that the well-functioning of the CDSS is
guaranteed in the hospital. During our research we experienced a lot of barriers. For the
guarantee of well-functioning, the following ‘commandments’ need to be addressed:

1.

Stability and performance of the CDSS: When the CDSS is increasingly used, it may
impact the performance of the system itself as well as other systems. It is important that
the position of the CDSS is well known amongst all and that these performance
problems are known, controlled and monitored continuously by the ICT-department.
Maintenance of the CDSS: Maintenance can be divided in functional and technical
maintenance, with different responsibilities. It should be indicated clearly who is
responsible for the content of the system and all the parameters used in these clinical
rules (functional). This is usually a task for the medical professional, who builds, tests
and releases these clinical guidelines. Between function and technical maintenance is
the maintenance of the data and parameters used (data dictionary). When a
parameter, location or database structure are changed for the information systems
that feed the CDSS with data (e.g. the EHR or laboratory information system), the
data dictionary of the CDSS should be changed accordingly. The use of so-called
‘free-text’ in the data feeding information systems should be minimized for as much
as possible. Typo-errors or different use of text for the same concept makes it
impossible to guarantee the correct functioning of the CDSS. Technical maintenance
includes the maintenance of the CDSS application, installing updates and new
releases of the CDSS (and EHR) and testing the technical correct functioning of the
CDSS. Because a CDSS uses data from other information systems like the EHR, it is
important that technical testing of the CDSS is also performed after installing updates
or new releases of other information systems like the EHR. This is usually done by
the ICT-department. In addition, advanced reporting-systems should be able for
signalling and solving errors of the CDSS. When one is not aware of an error or
malfunctioning of the CDSS, the patient safety could be at risk without anybody
noticing it. The responsibility of the functional and technical maintenance of the
CDSS should be clearly defined and time and budget should be available for medical
professionals and the hospital IT -department.

Skills and knowledge of personnel: When there are errors concerning the CDSS, one
should be able to estimate the possible risks on patient safety and immediately act upon it.
This requires effort from all personnel, medical as well as IT personnel. Documentation on
the guidelines, possible errors and their risks and an emergency procedure, in case of
malfunctioning of the CDSS is an important aspect of the safe use of a CDSS.

A generalised format: Agreements should be made between the hospital departments
about the layout, priority and content of warnings of the CDSS, the way they should
respond to them and the content of guidelines. The presence of a wide variety of
warnings could cause that medical professionals lose interest for them. In that case the
warnings of the CDSS are not used and their additional value declines.
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5.  Continuity and support of the CDSS vendor: This support is essential for continued
technical quality of the system and the validated manner of application in practice. In
every setting local adaptations are needed to fulfil the demands of the CDSS customer.

6. Comprehensive testing protocols: These should be available for the testing of
guidelines before implementation and for the testing of guidelines after new releases
and updates. Also testing protocols should be available for the technical testing of the
CDSS. When the number of guidelines increases in a hospital, it will cost an
increasing amount of time to test all the guidelines after a new release or update. One
should develop testing strategies, which allow adequate testing within a limited
amount of time.

This list is not a complete list and not a completely new list: Most of the issues are also
applicable for other information systems like the EHR itself. It is important that the issues on
this list are addressed because downtime and malfunctioning of the EHR or the CDSS have
severe implications for the hospital and its patients. One should be aware that
malfunctioning of the CDSS is not immediately visible for the medical professional because
it generally results in the absence of warnings. Warnings are, however, not always present,
only in case of treatment differing from guidelines. The absence of warnings will therefore
not automatically alarm a medical professional. Continuously monitoring of the CDSS by
the IT department is therefore important, to prevent unreported malfunctioning CDSS,
which is a potential risk for patient safety.

6. Discussion

The primary finding in this chapter is that many factors determine the successful
implementation of advanced decision support. Although several publications have
addressed the need of detailed description of system design and implementation features,
these are continuously poorly reported.(Kawamoto et al., 2005;Garg et al., 2005;Mollon et al.,
2009) Also the definition of a CDSS is used confusingly, as they include a wide variety of
computerized and non-computerized systems that apply basic and advanced decision
support. This complicates to conclude which factors really contribute to success of advanced
decision support and seriously hampers widespread implementation of these systems that
are so urgently needed.

The implementation of effective clinical decision support is a challenging task and in this
complex process there are no easy solutions to guarantee success or to avoid failure. When
starting with a CDSS, first certain prerequisites must be met. First, nationwide adoption of
an EMR must be accelerated, as this is a prerequisite for CDSS adoption. Secondly, it is
important to gather the right data and create a clinical rule with high reliability with
technically correct and clinically relevant messages. Essential is that an effective system
must minimize the effort required by clinicians to receive and act on systems
recommendations.(Kawamoto et al, 2005) Last but not least, the commitment and
participation of physicians as most frequent end-users is crucial for success.(Bates et al.,
2003) It is important to identify stakeholders that support the implementation and a
multidisciplinary team to achieve realisation, distribution and continuation.(Osheroff et al.,
2005) When these people address the value and possibilities of these systems, time and
money can be made available. It is very time consuming to add knowledge to a CDSS,
continuously test and validate the clinical rules and recommendations. Consequently, high
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costs are associated with the development of clinical rules and the cost-effectiveness of
CDSS has rarely been studied yet.(Field et al., 2008)

Nevertheless, a CDSS is a powerful tool that can even fulfil ‘latent needs’. These needs, that
are present but not yet realized, can be fulfilled by detecting errors that need prevention but
are too time-consuming with current possibilities. An example is the clinical rule for renal
function Helmons et al developed.(Helmons et al., 2009) This clinical rule checks when a
patient has a decreased renal function and dose adjustments of the medication are
necessary. Compared to chart review, this clinical rule decreases time needed for checking
and intervention by 80%. This example illustrates that today many gaps exist between
optimal and actual practice. Although a pharmacist should check all patients on the
combination of drug dosing and decreased renal function, in the current situation it is
impossible as time is limited. Our research shows that with every developed clinical rule,
remarkable differences between guidelines and practice were found, even though guidelines
are well known.(Wessels-Basten et al., 2007;Helmons et al., 2009) Prospective research must
demonstrate the effect of these clinical rules in practice.

7. Conclusion and further recommendations

This chapter demonstrates a practical overview of success factors which are crucial for
successful implementation of advanced CDSS to facilitate widespread implementation in
hospital practice. These success factors are focused on presenting the right message, at the
right time, in the right place with the right system. More adequate descriptions of system
design features and implementation are needed to translate these factors to effects on
patient outcomes.

CDSS are expected to unchain a revolution in healthcare and fill the existing information
gap by bringing relevant data and knowledge to the point of care.(Bates et al., 2003) Despite
the consciousness that change is indispensable and the years of research and effort
worldwide, this has only led to slow adoption of EMR and CDSS. We believe it is now the
time to bring these identified success factors in practice to accelerate the adoption of these
systems and reap the benefits of this promising next-generation in medication safety.

More research is needed in most areas concerning CDSS (Kuperman et al., 2007;van Wyk et
al., 2008) The focus of this research should be which alerting mechanism (list, pop-ups, e-
mail, SMS, dedicated quality persons) results in the best adherence of physicians to
previously agreed standards of care and how do these methods effect patient outcomes?
Eventually this will give an answer to the question: how to optimally implement a CDSS in
clinical practice in order to reduce errors and omissions so frequently noted.

8. References

Aspden, P., J. Wolcott, J. Bootman, and L. Cronenwett, 2006,Aspden, P., J. Wolcott, ].
Bootman, and L. Cronenwett Preventing Medication Errors: Quality Chasm Series:
Washington, DC, National Academy Press.

Bates, D. W. et al., 2003, Ten commandments for effective clinical decision support: making
the practice of evidence-based medicine a reality: J.Am.Med.Inform.Assoc., v. 10,
no. 6, p. 523-530.



42 Efficient Decision Support Systems — Practice and Challenges in Biomedical Related Domain

Committee on Quality of Health Care in America, 2001,Committee on Quality of Health
Care in America Crossing the quality chasm: a new health system for the 21st
century: Washington, D.C, National Academy Press.

de Clercq, P., and A. Hasman, 2004, Experiences with the development, implementation and
evaluation of automated decision support systems: Stud.Health Technol.Inform, v.
107, no. Pt 2, p. 1033-1037.

Denekamp, Y., 2007, Clinical decision support systems for addressing information needs of
physicians: Isr.Med.Assoc.]., v. 9, no. 11, p. 771-776.

Dexter, P. R,, S. Perkins, . M. Overhage, K. Maharry, R. B. Kohler, and C. J. McDonald, 2001,
A computerized reminder system to increase the use of preventive care for
hospitalized patients: The New England Journal of Medicine, v. 345, no. 13, p. 965-
970.

Field, T. S., P. Rochon, M. Lee, L. Gavendo, S. Subramanian, S. Hoover, J. Baril, and ]J.
Gurwitz, 2008, Costs Associated with Developing and Implementing a
Computerized Clinical Decision Support System for Medication Dosing for Patients
with Renal Insufficiency in the Long-term Care Setting: Journal of the American
Medical Informatics Association, v. 15, no. 4, p. 466-472.

Garg, A. X, N. K. J. Adhikari, H. McDonald, M. P. Rosas-Arellano, P. J. Devereaux, J.
Beyene, J. Sam, and R. B. Haynes, 2005, Effects of Computerized Clinical Decision
Support Systems on Practitioner Performance and Patient Outcomes: A Systematic
Review: JAMA: The Journal of the American Medical Association, v. 293, no. 10, p.
1223-1238.

Goud, R, A. Hasman, and N. Peek, 2008, Development of a guideline-based decision
support system with explanation facilities for outpatient therapy: Computer
Methods and Programs in Biomedicine, v. 91, no. 2, p. 145-153.

Greenes, RA., 2007,Greenes, RA. Clinical Decision Support. The Road Ahead: Boston,
Elsevier Academic Press.

Helmons, P., R. Grouls, A. Roos, A. Bindels, P. De Clercq, S. Wessels-Basten, E. Ackerman,
and H. Korsten, 2009, The potential value on medication safety of a clinical decision
support system in intensive care patients with renal insufficiency: QSHC, in press.

James, B., 2001, Making It Easy to Do It Right: The New England Journal of Medicine, v. 345,
no. 13, p. 991-993.

James, B., 2002, Quality improvement opportunities in health care - Making it easy to do it
right: ] Manag.Care Pharm., v. 8, no. 5, p. 394-399.

Jha, A. K, J. Laguette, A. Seger, and D. W. Bates, 2008, Can Surveillance Systems Identify
and Avert Adverse Drug Events? A Prospective Evaluation of a Commercial
Application: Journal of the American Medical Informatics Association, v. 15, no. 5,
p. 647-653.

Kawamoto, K., C. A. Houlihan, E. A. Balas, and D. F. Lobach, 2005, Improving clinical
practice using clinical decision support systems: a systematic review of trials to
identify features critical to success: BMJ, v. 330, no. 7494, p. 765.

Kohn, L., J. Corrigan, and M. Donaldson, 2000,Kohn, L., J. Corrigan, and M. Donaldson To
Err Is Human: Building a Safer Health System: Washington, DC, National
Academy Press.

Kuperman, G. J., A. Bobb, T. H. Payne, A. ]. Avery, T. K. Gandhi, G. Burns, D. C. Classen,
and D. W. Bates, 2007, Medication-related Clinical Decision Support in



Success Factors and Barriers for Implementation of Advanced Clinical Decision Support Systems 43

Computerized Provider Order Entry Systems: A Review: Journal of the American
Medical Informatics Association, v. 14, no. 1, p. 29-40.

Leendertse, A.J., A. C. G. Egberts, L. J. Stoker, P. M. L. A. van den Bemt, and for the HARM
Study Group, 2008, Frequency of and Risk Factors for Preventable Medication-
Related Hospital Admissions in the Netherlands: Archives of Internal Medicine, v.
168, no. 17, p. 1890-1896.

Leslie, S. J., and M. A. Denvir, 2007, Clinical decision support software for chronic heart
failure: Crit Pathw.Cardiol., v. 6, no. 3, p. 121-126.

Levy, M., T. Azaz-Livshits, B. Sadan, M. Shalit, G. Geisslinger, and K. Brune, 1999,
Computerized surveillance of adverse drug reactions in hospital: implementation:
Eur J Clin Pharmacol, v. 54, no. 11, p. 887-892.

Maviglia, S. M., R. D. Zielstorff, M. Paterno, ]J. M. Teich, D. W. Bates, and G. ]J. Kuperman,
2003, Automating Complex Guidelines for Chronic Disease: Lessons Learned:
Journal of the American Medical Informatics Association, v. 10, no. 2, p. 154-165.

Mollon, B., J. Chong, A. Holbrook, M. Sung, L. Thabane, and G. Foster, 2009, Features
predicting the success of computerized decision support for prescribing: a
systematic review of randomized controlled trials: BMC Medical Informatics and
Decision Making, v. 9, no. 1, p. 11.

Nies, J., I. Colombet, P. Degoulet, and P. Durieux, 2006, Determinants of success for
computerized clinical decision support systems integrated in CPOE systems: a
systematic review: AMIA Annu Symp Proc, p. 594-598.

Osheroff, |., E. Pifer, ]. Teich, D. Sittig, and R. Jenders, 2005,0sheroff, J., E. Pifer, J. Teich, D.
Sittig, and R. Jenders Improving outcomes with clinical decision support: an
implementer's guide.: Health Information Management and Systems Society.

Schiff, G. D., D. Klass, J. Peterson, G. Shah, and D. W. Bates, 2003, Linking Laboratory and
Pharmacy: Opportunities for Reducing Errors and Improving Care: Archives of
Internal Medicine, v. 163, no. 8, p. 893-900.

Soman, S., G. Zasuwa, and J. Yee, 2008, Automation, Decision Support, and Expert Systems
in Nephrology: Advances in Chronic Kidney Disease, v. 15, no. 1, p. 42-55.

Sucher, ]J. F., F. A. Moore, S. R. Todd, R. M. Sailors, and B. A. McKinley, 2008, Computerized
clinical decision support: a technology to implement and validate evidence based
guidelines: J.Trauma, v. 64, no. 2, p. 520-537.

Trivedi, M. H,, J. K. Kern, A. Marcee, B. Grannemann, B. Kleiber, T. Bettinger, K. Z.
Altshuler, and A. McClelland, 2002, Development and implementation of
computerized clinical guidelines: barriers and solutions: Methods Inf.Med, v. 41,
no. 5, p. 435-442.

Trivedi, M., E. Daly, J. Kern, B. Grannemann, P. Sunderajan, and C. Claassen, 2009, Barriers
to implementation of a computerized decision support system for depression: an
observational report on lessons learned in "real world" clinical settings: BMC
Medical Informatics and Decision Making, v. 9, no. 1, p. 6.

van der Sijs, H., ]. Aarts, A. Vulto, and M. Berg, 2006, Overriding of Drug Safety Alerts in
Computerized Physician Order Entry: Journal of the American Medical Informatics
Association, v. 13, no. 2, p. 138-147.

van Wyk, ]. T., M. A. M. van Wijk, M. C. J. M. Sturkenboom, M. Mosseveld, P. W. Moorman,
and J. van der Lei, 2008, Electronic Alerts Versus On-Demand Decision Support to



44 Efficient Decision Support Systems — Practice and Challenges in Biomedical Related Domain

Improve Dyslipidemia Treatment: A Cluster Randomized Controlled Trial:
Circulation, v. 117, no. 3, p. 371-378.

Varonen, H., T. Kortteisto, M. Kaila, and for the EBMeDS Study Group, 2008, What may
help or hinder the implementation of computerized decision support systems
(CDSSs): a focus group study with physicians: Family Practice, v. 25, no. 3, p. 162-
167.

Wessels-Basten, S., A. Hoeks, R. Grouls, P. Helmons, E. Ackerman, and H. Korsten, 2007,
Development strategy and potential impact on medication safety for clinical rules:
the lithium case: Br ] Clin Pharmacol, v. 63, no. 4, p. 507-508.

Wetter, T., 2002, Lessons learnt from bringing knowledge-based decision support into
routine use: Artificial Intelligence in Medicine, v. 24, no. 3, p. 195-203.



Part 2

Guideline-Based Clinical Decision
Support System






4

Information Extraction Approach for Clinical
Practice Guidelines Representation in a
Medical Decision Support System

Fernando Pech-May?, Ivan Lopez-Arevalo? and Victor J. Sosa-Sosa?

Unstituto Tecnoldgico Superior de los Rios

Balancan, Tabasco

2Information Technology Laboratory, Cinvestav — Tamaulipas
Victoria, Tamaulipas

Mexico

1. Introduction

Errors in healthcare are a leading cause of death and injury. Kohn et al. (Kohn et al., 2000)
mention that, for example, preventable adverse events are a leading cause of death in the
United States. In their studies they state that at least 44,000 and perhaps as many as 98,000
americans die in hospitals each year as result of medical errors. Similar scenarios are for
other countries. This situation has motivated the usage of Clinical Practice Guidelines
(CPGs) to reduce the uncertainty of the clinical professional (nurses and physicians) when
making decisions about the patient illness.

Clinical Practice Guidelines (CPGs) are documents containing guidelines and structured
recommendations that are defined by domain experts based on medical and scientific
evidence (Teije et al., 2006; Twaddle, 2005). Thus CPGs provide guides and scientific
evidence to clinical professional to make flexible recommendations about specific health
circumstances (Field & Lohr, 1990).

The main objective of CPGs is to offer to clinical staff a set of recommendations that are
focused on helping in the diagnosis, prognosis, and treatment of specific illness. The goal is
to enhance the medical attention to patients. Furthermore, a CPG is an important support
for the patient itself and his/her family on understanding the efficiency of a treatment and
an important tool to improve the quality in medical care. Because CPGs are largely
documents in narrative form, sometimes are ambiguous and lack of a defined structure and
internal consistency, which make them too complicated for being understood directly by a
computer. The information usually contained in a CPG is plain texts, lists, diagrams, tables,
and annotations in HTML, XHTML or PDF format. To make this information
understandable for a computer, it is required the usage of CPGs formal representation
languages (Clercq et al.,, 2004; Votruba et al., 2004). In this sense, many researchers have
proposed different frameworks, approaches, representation languages, and tools for CPGs
modelling, which can be interpreted by computers (Hripcsak et al., 2005; Isern & Moreno,
2008). Some of these tools and approaches provide orientation for a specific representation
of CPGs, others are intended for a more general use in several representation languages.
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However, nowadays the formalization process is still carried out manually. Although there
exist several formal languages, their usage represents a complex and time-consuming work
for a manual formalization of CPGs. The usage of tools for the formalization of CPGs
requires not only knowledge about formal methods, but also about the medical domain.
This paper describes a basic Information Extraction (IE) approach to enhance the knowledge
acquisition on Clinical Practice Guidelines. The aim is to support the CPG modeller during
the formalization process facilitating the CPG interpretation by computers, becoming an
important module in every Medical Decision Support System. The output of this approach
can be used for a better understanding by non-clinical medical people of CPGs. The starting
point of this work was motivated for a preliminary effort wherein a CPG interpreter was
developed (Pech-May, 2010).

The paper is organised as follows. In section 2 the contextualisation background about
Clinical Practice Guidelines and Information Extraction is given. Section 3 describes the
proposed Information Extraction approach. Section 4 shows the experiments carried out and
the obtained results of a first prototype for the proposed approach. Finally, the section 5
presents some conclusions, remarks, and further work.

2. Background

2.1 Clinical Practice Guidelines

For interpretation issues, the medical procedures within a CPG are translated into

algorithms that describe such procedures for diagnosis, prognosis, and treatment. The

representation of a CPG as algorithms allows the organization of the relevant information in

a directly applicable manner. In consequence this representation can enhance and support

the decisions making process (Patel et al., 2001; Lyng et al., 2008).

Several languages for CPGs representation have been developed for different purposes,

users, and applications. Shiffman et al. (Shifman et al., 2000) described the requirements for

modelling the knowledge of CPGs taking into account issues as completeness, expressivity,
usability, and reuse.

Most of the representation languages use the XML format as readable-machine language.

Some of the most used languages for representing CPGs are:

e Asbru (Young et al,, 2007) is a task-specific and intention-based plan representation
language. It was designed specifically for a set of management-task plans. Some tools
that help the formalization of GPCs in Asbru are AsbruView! and DELT/A2.

e  GLIF (Wang et al., 2004) (the Guideline Interchange Format) defines an ontology for the
representation of CPGs, as well as a medical ontology for representing medical data and
concepts. GLIF (on its third version) includes a formal expression language for
specifying decision criteria and patient state. A tool that allows modeling CPGs in GLIF
is Protégé3.

¢  GEM (Ciccarese et al., 2004) (the Guideline Elements Model) is an XML-based guideline
document model that can store and organize the heterogeneous information contained
in practice guideline documents. A tool that supports the formalization of CPGs in
GEM is GEM Cutter?.

T http:/ /www.asgaard.tuwien.ac.at/asbruview/
2 http:/ / gem.med.yale.edu/ default.htm

3 http:/ / protege.stanford.edu

4 http:/ /gem.med.yale.edu/ default.htm
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EON (Tu et al., 2001) is a guideline modeling and execution system that is part of the
EON architecture, a component-based suite of models and software components for the
creation of guideline-based applications.

PROforma (Sutton and Fox, 2003) allows the guideline to be modeled as a set of tasks
and data items, it is designed to support the management of medical procedures and
clinical decision making at the point of care. The PROforma task model divides a
generic task (keystone) into four types: plans, decisions, actions, and enquiries.

The following list includes some remarkable aspects that are considered in the most typical
formal languages such as Asbru, PROforma, and GLIF.

Organization of plans: Asbru as well PROforma use an isolate generic object class for
modelling plans: the plan object. GLIF uses two types of plans: guides and macros. The
guides cover the direction and flow control decisions. The macros are used to specify in
a declarative way the procedure patterns for specific purposes by means of a set of
implementation steps, which appear as a one block in the CPGs.

Specification of goals/intentions: GLIF specifies goals as strings; Asbru represents the
intentions of plans as temporal patterns depending on the context.

Action model: Actions are the primitives for the modeling used to represent tasks in a
CPG (for instance, prescription, clinical research). All the languages allow specifying
medical actions, but just GLIF has special structured classes to do it. This modeling
method has an efficient mechanism to map instances of medical actions to terms of a
restricted vocabulary. Regarding to the effect of actions, Asbru and PROforma, unlike
GLIF, support express effects allowing to reason about actions based on its effects. In
Asbru the effects of a plan can be used to select between different alternative plans and
express causal relations. In turn in PROforma the effect of actions are modelled as
postconditions, which are semantically different to the effects on Asbru because they
represent assertions when an action is completed.

Representation of medical knowledge and patient data: PROforma model medical
knowledge by means of relations between concepts (indications, conindications,
interaction between drugs, etc.). Such relations are included as arguments in alternative
decisions. In GLIF the medical knowledge is represented as instances of concept-relation.
Asbru has not a explicit representation for this kind of knowledge as part of the CPG
model; nevertheless, this knowledge can be accessed by means of functions calls.

The use of any of the formal languages involves several additional tasks that depend on the
particular language. To tackle this issue, several assistant tools have been developed to
support the formalization process. They range from markup-based tools, such as DELT/A,
Stepper, and GEM-Cutter, to graphical tools using symbols to model diagrams, such as
Protégé or the plan body wizard of the DeGel framework. A brief description of these tools
is given below.

Stepper (Razicka and Svatek, 2004) is a markup tool for the formalization of narrative
CPGs. The formalization of the CPGs is done through user-defined stages and each
stage transformed to XML.

GEM Cutter (Karras et al., 2000) transforms CPGs into GEM format. The GEM Cutter
interface shows the textual CPG and its XML representation, thereby facilitating the
user interaction in the transformation of the CPG.

DELT/A (Votruba et al., 2004) support the translation of HTML documents to XML.
DELT/A provides two main features: (1) linking between a textual guideline and its
formal representation, and (2) applying design patterns as macros forms.
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e  Uruz is part of the Degel framework (Shalom et al., 2003), it uses a markup mechanism
that allows the user to introduce medical terms in the CPG. Such terms can come from
some vocabulary as ICD-9-CM (ICD-9-CM, 2010)5.

o  Protégé (Gennari et al.,, 2002) is a general purpose tool for knowledge acquisition. It is
broadly used in several knowledge domain fields. This tool allows modelling CPGs in
different representation formal languages.

e AsbruView (Kosara et al., 2002) is a graphical user interface for Asbru to support the
development of CPGs and medical protocols. AsbruView is focused on visualising data
and plans during the design and execution.

According to the specialized literature, important work has been done trying to translate

CPG documents into a readable-machine presentation (Pech-May, 2010). Dart et al. (Dart et

al., 2001) proposed a generic model to represent any CPG in XML format. Moreover, they

proved that CPGs can be modeled in a generic XML file. Bosse (Bosse, 2001) developed an
interpreter capable of simulating CPGs written in Asbru language for one CPG. Geldof

(Geldof, 2002) presented a methodology to formalize CPGs in several languages, from his

understanding until computerizing in XML. Aguirre-Junco et al. (Aguirre-Junco, et al., 2004)

described a knowledge specification method based on a structured and systematic analysis

of text allowing a detailed specification of a decision tree for CPGs. Fuchsberger and Miksch

(Fuchsberger & Miksch, 2002) presented an execution unit tailored for a particular CPG

representation in Asbru plans.

The main aim for all the above work is the reasoning with the extracted medical knowledge.

A reasoning process over such knowledge is desirable by nurses and physicians. Following

this tendency, some efforts have been done to develop Medical Decision Support Systems

(Kaiser & Miksch, 2005). But, like in similar works about Decision Support Systems, the

knowledge acquisition becomes a bottleneck, which is the main limitation for this kind of

systems. In this sense, we are introducing an approach to extract knowledge from textual

CPGs that integrates an innovative Information Extraction module that facilitates

knowledge acquisition.

2.2 Information Extraction

The Information Extraction (IE) is responsible for structuring information contained in plain
texts, which can be relevant for a particular domain (called extraction domain) (Karras, et
al., 2000; Lehnert et al., 1994). The IE is a research subject that covers many areas. The goal
of an IE system is finding and linking relevant information while ignoring the strange and
irrelevant information. Peshkin and Pfeffer (Peshkin & Pfeffer, 2003) define the Information
Extraction as the task of filling template information from previously unseen text which
belongs to a pre-defined domain.

One of the main reasons to use IE is its role in the evaluation and comparison of different
Natural Language Processing technologies in domains highly influenced by human
interactions, like the medical domain.

The IE systems can be classified based on two approaches:

*International Classification of Diseases. This is a classification of diseases and procedures used in the
coding of clinical information derived from medical assistance, mainly in the hospital environment and
specialized medical care centers.
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¢ Knowledge Engineering (KE): This is focused on an empiric method or based on a
domain corpus to develop efficient and robust Natural Language Processing systems
(Kasabov 2006).

¢  Machine Learning (ML): This has a well-known set of documents and outputs and uses
a set of patterns to extract knowledge by means of Machine Learning techniques
(Ethem, 2004).

Based on the ML approach, the IE can be seen as useful technique to extract information

from Clinical Practice Guidelines (CPGs) with the aim of enhancing its formalization.

Particularly one of the tools used in the medical domain is the Badger system (Soderland, et

al., 1995), which is a text analysis tool to summarize medical patient records by extracting

diagnoses, symptoms, physical findings, test results, and therapeutic treatments based on
linguistic concepts.

There are other IE systems based on Machine Learning techniques such as SRV -Sequence

Rules with Validation- (Freitag, 1998), which transforms the patterns learning problem into

a classification problem; RAPIER (Califf, 1998) that uses pairs of test documents and fills

templates; and WHISK (Sonderland, 1999) that uses learning rules to extract a set of text

styles. These tools can be adapted to several domains.

Some authors consider the Information Extraction (IE) as a later stage in the Information

Retrieval (IR) process (Marie-Francine, 2006), the main difference between both is that IE

provides the exactly desired information, while IR is in charge of finding the documents

wherein the desired information should appear. Some new technologies try to merge
advantages from both, such as some web wrappers (XWRAP (Liu et al, 2000) or

(Baumgartner et al., 2001)) that extract information from HTML documents and search

answers (automatic response over punctual queries). In this sense, a wrapper is a program

that retrieves information from different repositories, merging, and unifying them. The aim
of a wrapper is to locate relevant information in a semi-structured data and put it into a self-

described representation for further processing (Kushmerick et al., 1997).

3. Approach

Most representation languages for CPG are very powerful and complex. They can contain
many different types of information and data. The main goal for the application of
Information Extraction on CPG documents is to obtain the relevant text by means of natural
language patterns which can be used in the formalization of the CPG. This approach is
illustrated in Figure 1.

The approach facilitates the formalization process by using several intermediate
representations that are obtained by stepwise procedures. The idea is to obtain an
intermediate representation of a CPG in XML format for reasoning. Such intermediate
representation takes into account all the most important pieces from the CPG (such as
actions, processes, sequences, etc.). The final output is a XML representation. This approach
is an extension and adaptation of the work carried out by Cem Akkaya (Akkaya, 2005),
which is a basic method for IE. The initial idea is to enhance the performance of a
preliminary prototype to match patient data against CPGs (Pech-May et al., 2009) within a
more general Medical Decision Support System.

To make the extraction, some specific templates have been generated, which are filled by the
desired information. To detect such information, a heuristic method is applied. The filled
templates are later processed.
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The input CPGs are chosen from the National Guideline Clearinghouse® (NGC) repository
in XHTML format. Then, XHTML documents are analyzed to extract relevant information,
and subsequently to obtain the intermediate representation. Such representation is
displayed through templates in form of views by means of the Prefuse” tool (Jeffrey et al.,
2005). The approach considers that tested CPGs follow the structure of the NGC repository
since these CPGs have a predefined structure. This approach works only for textual CPGs
because in graphical or chart representation few text is included, relevant text (from medical
experts) is mandatory for the approach. In general, a GPC has a structure consisting of
separated sections for the treatment of a disease. For example, Figure 2 shows the general
sections for diagnosis and treatment of a disease.

A general flowchart for a CPG is depicted in Figure 3, based on the general structure of a CPG.

In order to obtain information from CPGs, this approach is based on the transformation of

multiple processes following three heuristic patterns for Information Extraction:

a. Phrase pattern level (lexical level)

b. Sentence pattern level (syntactic level)

c.  Speech pattern level (semantic level)

It is necessary a parsing process to obtain the extraction rules. This is based on a knowledge

engineering approach considering syntactic and semantic restrictions, and taking into

account delimiters.

In order for processing a large amount of documents and information, it is necessary specific

heuristics for each type of information required, for example:

a. Different types of information, in which each type of information needs specific
methods for its processing (e.g. processes, parameters).

b. Different representations of information, in which it should be taken into account that
the information could be represented in different ways (structured, semi-structured, or
plain text).

c. Different types of guidelines, in which there may be CPGs for different diseases,
diverse user groups, and several organizations that may contain similar CPGs.

observation action based decision
™ on the observation
"value"
value = B
value = A
f’f A<=value<=B
drug therapy T1 drug therapy T2 drug therapy T3

Fig. 3. General flowchart for CPGs

‘www.guideline.gov
"The Prefuse toolkit is a set of software tools for creating interactive data visualizations for Java
language.
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The core of the approach is based on the atomic approach (Appelt & Israel, 1999), which
basic idea is to assume that every noun phrase and verb of the right type, independently
of the syntactic relations obtained among them, indicate an event/relationship of interest.
It does not take into account the accuracy of the data extraction. Subsequently to the
extracted data, a segmentation and filtering process is performed for its depuration. In
this way, only the data concerning to the information of interest (diagnosis, treatment,
drugs, etc.) is obtained. These data is stored in specific templates for further processing.
The medical terms used in our prototype come from the Medical Subject Headings
(MeSH)# of the National Library of Medicine from United States. Next, each heuristic
pattern is briefly described.

3.1 Phrase pattern level

In this stage a lexical parser is used. It has the responsibility of splitting the text in

paragraphs, tokens, and identifies important phrases in the CPG (e.g. administration of a

drug, surgical procedures, dose of a drug, etc.). The lexical analyzer function is to identify

the relevant information and then extract important data from the CPG. The lexical analyzer

is in charge of filtering, for the second level of IE (sentence pattern level), the information

that can be used by the syntactic level. They are defined by regular expressions as:

e Action terms (mainly verbs; e.g., “activate”, “perform”, “prescribe”, “treat”, ”
“receive”, etc).

¢ Condition terms (regular expressions describing a condition, such as “if [, : \.]+”, “in
case(s)? [, : \.]+”, “if [ 2 weeks]+”, etc.).

e Time Annotations (e.g. [ESS, LSS], [EFS, LFS], [MinDu, MaxDu], REFERENCE)

e Dose unit terms (e.g. “(m | d|c)?(1| g)(/kg/day)?”, “drop(s)?”, “teaspoon(s)?”, “tsp”).

integrate”,

3.2 Sentence pattern level

In this level (syntactic level), the entire document is parsed and split into sentences. Then

every sentence is processed with regard to its context within the document and its group

affiliation. Thereby, the context is obtained by captions (e.g. “Acute Pharyngitis in children

Algorithm Annotations | Treatment | Recommendations:”) and a group contains sentences

from the same paragraph or the same list, if there are no sublists. Thus, each sentence is now

checked for relevance. Useful medical terms and keywords to identify medical actions can be
found. The words or groups of words are mainly verbs indicating the application of a therapy,
administration of a drug or a surgical procedure. This level considers two groups of patterns:

o  Free text pattern. It is used to identify paragraphs from a list of items. The pattern
indicates therapy instruments (surgical procedures) combined with key terms (e.g.
prescribe, indicate, execute, etc).

e Concise text pattern. It is used to detect specific defined patterns such as lists of items
with incorrect grammar. In general, it denotes the right therapy to apply, instruments
for the therapy or drugs. These can be merged with other detected labels in the sentence
or phrase pattern level.

Detecting relevant sentences is a challenging task, which is undertaken in two steps:

1. detecting irrelevant sentences to exclude them from further processing, and

2. detecting relevant sentences.

8 http:/ /www.nlm.nih.gov/mesh/
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In both steps, special keywords are used to detect whether a sentence is irrelevant or relevant.
Keywords describing irrelevant sentences are “history”, “diagnosis”, “criteria”, “symptom”,
“clinical assessment”, “risk factor”, “complicating factor”, “etiology”, and so on. These terms
point out that the following paragraph does not describe treatment processes, but that it
describes symptoms, demonstration of diagnoses, and so on. If such a term appears within a
caption the corresponding section is removed.

3.3 Speech pattern level

In this level semantic aspects are solved and the design and the structure of the final

document XML are improved. In addition, this level is used to categorize sentences, actions,

and to find their relationships. To accomplish the later task the following processes in the

CPG are identified:

a. processes with temporal dependencies (processes at some point depending on another
process),

b. sequential processes (the processes that are required to run with the authorization of
other),

c. processes containing a thread,

d. selection process, and

e. recurring processes.

The application of the extraction rules gives as a result a well-structured XML document

which can be represented by using specific templates or graphical forms (by using the

Prefuse tool):

e Templates. It is the final representation of the Information Extraction module; these can
be filled with specific CPG data. After collected all the relevant phrases from the CPG, the
document is generated by using the representation of sentences, actions, relationships,
and hierarchical structure. The representation is done through a document markup listing
all relevant sentences and an identification of MeSH terms. Thus the document contains
information for a dose, duration, actions, administration of a disease, etc.

¢ Graphical representation. The generated document is represented visually using
Prefuse. In this way, it provides data to optimize table structures, tree graph design,
visual encoding techniques, dynamic queries, integrated search, and database
connectivity.

4. Experiments

A first implementation of this approach was developed by using Java language. For a

performance analysis, different CPGs corresponding to different specific diseases were

employed, which are:

e Diagnosis and treatment of otitis media in children

e Diagnosis and treatment of diabetes-mellitus (type 2)

e Acute pharyngitis in children

¢ Diagnostics and treatment of jaundice

¢ Management and treatment of dengue hemorrhagic fever at first and second attention
level

e Treatment of breast cancer

e  Chronic cough in a child

The CPGs were divided into two groups:
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1. Clinical guidelines to develop and improve the heuristics
2. Clinical guidelines to test the obtained heuristics
The choice of these groups is not a trivial task because the organizations that develop CPGs
do not regularly take care of following the same hierarchical structure. In this experiment,
complex hierarchical structures were used as selection criteria, and distributed evenly to
each group. Before applying the heuristics, some pre treatment was carried out (to verify
that XHTML documents satisfy the structuring elements). This is achieved through the
conversion of paragraphs/sections from the CPG and their corresponding items (according
to the three pattern levels). Our test considered the following two tasks:

e Task 1: detection of relevant sentences, and

e Task 2: summarization of the detection types of sentence and the relationship between
processes.

The performance of the prototype was evaluated by using the precision and recall measures.

The recall score measures the ratio of correct information extracted from the texts against all

the available information present in the text. The precision score measures the ratio of

correct information that was extracted against all the information that was extracted

(Lehnert et al., 1994). The following summarizes the obtained results by task:

e Task 1: It obtains promising results (Table 1), even if it means lowering the precision
punctuation. The lower recall score implies that detecting relevant sentences has to be
improved. The high accuracy on precision score shows that irrelevant sentences were
classified as relevant.

e Task 2: The entry for task 2 (Table 2) consists of sentences identified with very high
punctuation in the previous task. The recall score is very high, which means that only
few sentences were falsely not detected. The precision score implies that some slots
were filled out incorrectly. The reason for this is that they do not always detect the
correct type of sentence and specially when assigning annotations to their particular
actions, situation that has to be improved.

Table 3 presents an overall evaluation. For all the tables, the nomenclature for columns is:

COR -Number of correct slots that were identified by our IE system

MAT -Total number of slots that match a CPG template in the CPGs group
IDE -Total number of slots that were identified by our IE system

REC: Represents our system recall that is given by COR/IDE

PRE: Represents our system precision that is given by COR/MAT

At the phrase pattern level several regular expressions were necessary. Figure 4 shows a

fragment for a pattern in this level. At the sentence pattern level the text free patterns were

identified, such as <p>and </p> (to identify de paragraphs), <li> and </1i> (to identify lists
of items), and some additional labels. These labels are combined with the labels from de
phrase pattern level like <dosage> or </dosage>, <dose> or </dose>, etc.

After each CPG was processed in the three analysis stages (phrase level, sentence level, and

speech level), an intermediate representation was obtained. For this, two files were

generated, the first one containing the list of relevant sentences (see Table 5) and a second

one which is a mark-up document (see Table 6).

The intermediate representation shown in Table 6 contains a set of actions and relations. An

action contains sentences describing the action and annotation assigned by means of the

DELT/ A tool. It also contains the instrument for the treatment and an identifier within the

MeSH dictionary. If the information is about a dose, duration of treatment or drug

management, then a corresponding MeSH identifier is assigned to it. Table 7 partially shows
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the actions and its assigned MeSH identifiers for the CPG “Diagnosis and treatment of otitis
media in children”.

CPG COR | MAT | IDE | REC | PRE
Diagnosis and treatment of otitis
media in children
Diagnosis and treatment of
diabetes-mellitus (type 2)

Acute pharyngitis in children 9 12 10 0.75 0.9

23 24 26 0.958 | 0.884

45 57 53 0.789 | 0.849

Diagnostics and treatment of jaundice 53 56 53 0.946 1

Management and treatment of dengue
hemorrhagic fever at first and second 65 68 75 0.955 | 0.866
attention level

Treatment of breast cancer 56 59 74 0.946 | 0.756

Chronic cough in a child 23 31 26 0.741 | 0.884

Table 1. Evaluation of Task 1 for each CPG.

CPG COR | MAT | IDE | REC | PRE
Diagnosis and treatment of otitis
media in children
Diagnosis and treatment of
diabetes-mellitus (type 2)

Acute pharyngitis in children 56 58 67 0.965 | 0.835

27 32 27 0.843 1

32 34 40 0.941 0.8

Diagnostics and treatment of jaundice 36 42 45 0.857 | 08

Management and treatment of dengue
hemorrhagic fever at first and second 73 75 75 0.973 | 0.973
attention level

Treatment of breast cancer 86 116 98 0.741 | 0.877

Chronic cough in a child 14 18 20 0.777 0.7

Table 2. Evaluation of Task 2 for each CPG.

Task | COR | MAT | IDE | REC PRE

Task1 | 355 443 432 | 0.801 | 0.821

Task?2 | 849 865 978 0.981 | 0.868

Table 3. Overall evaluation results
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<number> (O\d]+((N\JI\d]+)) [ ((\s*[\d]+)Z/[\d]+))?)
<numberOrRange> <number>(((_to_) | (\s*-\s*))<number>)?
<time-unit> m(illi)?)?sec(ond)?(s)? | min(ute)?(s)? | hour(s)? |
day(s)? | week(s)? ...
<dose-unit> (m|c]d)?(1] g)(’kg(/<time-unit>)?)? | drop(s)? | tab(s)? ...
<dosage> <numberOrRange>[\s]*<dose-unit>
<time> <numberOrRange>[\s]*<time-unit>
<iteration> TID |BID |QD | (Q | every) <time> |
<numberOrRange> _(times | doses)_(per | a)_<time-unit>
<person> those | patient(s)? | person(s)? | child(ren)? ...
<condition> (in_(case(s)? | areas) | if | unless | who(m)?)_[":]+ |
In_.*allergic [",\.:;]+ | (for|in)_(a_)?(<person>) [*,\.:.]+

Table 4. Examples of phrase level patterns.

<sentence>
<delta-link link-id="8"/>
<description>In children with risk factors for Streptococcus pneumoniae,
it is recommended that Amoxicillin, high dose (80 to 90
mg/kg/day) or Augmenting (with high dose amoxicillin component)
be utilized as first-line therapy (Nash and Wald, 2001 [S];
Wald, Chiponis, and Ledesma-Medina, 1986 [B]; Nelson, Mason,
and Kaplan, 1994 [C]; Dowell et al., 1999 [E]; Dowell, 1-1998
[E]; Friedland and McCracken, 1994 [E]; Local Expert Consensus
[E]).
</description>
</sentence>
<sentence>
<delta-link link-id="9"/>
<description>Note: Failure with amoxicillin is likely to be due to resistant
Streptococcus pneumoniae, Haemophilus influenzae, or Moraxella
catarrhalis.
</description>
</sentence>
<sentence>
<delta-link link-id="10"/>
<description>High dose amoxicillin will overcome Streptococcus pneumoniae
resistance (changes in penicillin-binding proteins)
(Dowell et al., 1999 [E]; Whitney et al., 2000 [D]).
</description>
</sentence>

Table 5. Fragment of the relevant sentence file corresponding to the GPC “Diagnosis and
treatment of otitis media in children”.
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<li>
<a id="delta:8">In children with risk factors for Streptococcus
pneumoniae, it is recommended that Amoxicillin, high dose
(80 to 90 mg/kg/day) or Augmenting (with high dose
amoxicillin component) be utilized as first-line therapy
(Nash and Wald, 2001 [S]; Wald, Chiponis, and Ledesma-
Medina, 1986 [B]; Nelson, Mason, and Kaplan, 1994 [C];
Dowell et al., 1999 [E]; Dowell, 1 -1998 [E]; Friedland
and McCracken, 1994 [E]; Local Expert Consensus [E]).
</a>
<ul type="disc">
<li>
<a id="delta:9">Note: Failure with amoxicillin is likely to be due
to resistant <Streptococcus pneumoniae, Haemophilus
influenzae, or Moraxella catarrhalis.
<fa>
<a id="delta:10">High dose amoxicillin will overcome Streptococcus
pneumoniae resistance (changes in penicillin-
binding proteins) (Dowell et al., 1999 [E]; Whitney
et al., 2000 [D]).
</a>
The clavulanic acid component of Augmentin is active against
Resistant Haemophilus influenzae and Moraxella catarrhalis (B-
lactamase enzyme) (Wald, Chiponis, and Ledesma-Medina, 1986 [B];
Dagan et al., 2000 [A]).
</li>
</ul>
</li>
Table 6. Fragment of the mark-up document file corresponding to the GPC “Diagnosis and
treatment of otitis media in children”.

With the obtained actions from a CPG, it is possible transform the CPG into an Asbru
document. At this moment this step is carried out manually.

In Asbru, a plan is represented by means of plans definitions. A plan contains a plan name,
arguments, knowledge role, and a plan body. Table 8 shows an example for a fictitious plan
following the Asbru specification. In Table 9 can be seen fragment of sentences, actions and
plans for the CPG Diagnosis and treatment of otitis media in children in Asbru.

<action id="8" parent="5" group="18" selection="0">
<delta-link link-id="8"/>
<description>In the child with no risk factors for penicillin-resistant Streptococcus
pneumoniae standard dose amoxicillin or Augmentin (with standard
dose Amoxicillin component) may be considered as initial therapy.
</description>
<agents>
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<agent MeSH="D000658" name="amoxicillin"/>
<agent MeSH="D019980" name="Augmentin"/>
</agents>
<condition>
<item>In the child with no risk factors for penicillin-resistant Streptococcus
pneumoniae
<fitem>
</condition>
<annotations>
<annotation>Note: Forty-six percent of isolates at Children’s Hospital Medical
Center of Cincinnati, Ohio have intermediate or high
Penicillin-resistant Streptococcus pneumoniae and local data
supports that 15% of children locally may fail initial therapy
with standard dose amoxicillin.
<delta-link link-id="9"/>
</annotation>
</annotations>
<context>
<item>Antibiotic Treatment</item>
</context>
</action>

Table 7. Partial actions corresponding to the GPC “Diagnosis and treatment of otitis media
in children”

Plan Plan-1
TIME ANNOTATION ([, 1 [,24 hours], [, ], *NOW%)
PREFERENCES Select-method: exact-fit
INTENTIONS Avoid intermediate state: (glucose-level = high)
CONDITIONS . A?ort—conc@hon: (glucose-level = h%gh)
Filter-condition: ((patient-age > 60) AND (patient-age < 80))
Plan-effect: Parameter="glucose-level"
EFFECTS Relationship="decrement"
Likelihood 0.65
Parallel subplans:
Continuation spaci_cation: (treatment-1 OR treatment-2)

PLAN_BODY Diagnosis

Treatment-1

Treatment-2

Table 8. Example of a fictitious plan in Asbru
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<treatment title="Diagnosis and treatment
of otitis media in children.">
<sentences>
<sentence>

<sentence>
<sentence>
<delta-link link-id="14"/>
<description>Therapeutic (10 day)
course of antibiotics.</description>
</sentence>
<sentence>
<delta-link link-id="15"/>
<description>Consideration may be
given to a shortened course of antibiotics (5
days) for children who are at low risk (i.e.,
age > 2 years, no history of chronic or
recurrent otitis media and intact tympanic
membranes).</description>
</sentence>
<sentence>
<delta-link link-id="16"/>
<description>First-Line
Medications</ description>

<treatment title="Diagnosis and treatment
of otitis media in children.">
<actions>

<action group="3"id="1" parent="0">

</action>
<action group="9" id="14" parent="12">
<delta-link link-id="14"/>
<description>Therapeutic (10 day)
course of
antibiotics.</description>
<agents>
<agent MeSH="D000900"
name="antibiotic">
<duration term="10 day"/>
</agent>
<agent MeSH="D000900"
name="antibiotic">
<duration term="5 days"/>
</agent>
</agents>
<annotations>
<annotation>Consideration may be
given to a shortened course of

</sentence> antibiotics (5 days) for children
<sentence> who are at low risk
<delta-link link-id="17"/> (i.e., age & > 2 years, no history
<description>amoxicillin (40 of
mg/kg/day) if chronic or recurrent otitis media
low risk (> 2 years, no day care, and and intact tympanic
no antibiotics for the past three membranes).
months).</description> <delta-link link-id="15"/>
</sentence> </annotation>
<sentence> <annotation>The use of nasal
<delta-link link-id="18"/> decongestants and corticosteroids
<description>80 mg/kg/day if not is not supported in the literature.
low risk or for resistant AOM <delta-link link-id="34"/>
if the lower dose </annotation>
was used initially .</description> </annotations>
</sentence> <context>
<sentence> .
</context>
<sentences> </action>
a) SENTENCES b) ACTIONS

Table 9. Fragments for the GPC ” Diagnosis and treatment of otitis media in children”; a)
fragment of sentences, b) fragment of extracted actions; continue in the Table 10.
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<plan name="PLAN_PARENT 2"
title="Therapeutic (10 day) course of antibiotics.">
<conditions>
<setup-precondition confirmation- required="yes"> <none/>
</setup-precondition>
</conditions>
<plan-body>
<plan-activation> <plan-schema name="PLAN_PARENT _1">
<delta-link link-id="1"/>
</plan-schema>
</plan-activation>
</plan-body>
</plan>
<plan name="PLAN_14" title="Therapeutic (10 day) course of antibiotics.">
<delta-link link-id="14"/> <delta-link link-id="15"/>
<delta-link link-id="34"/>
<explanation text="Consideration may be given to a shortened course of antibiotics (5 days) for
children who are at low risk (i.e., age & > 2 years, no history of chronic or recurrent otitis media and
intact tympanic membranes). The use of nasal decongestants and corticosteroids is not supported in
the literature." />
<conditions/>
<plan-body>
<subplans type="unordered"> <wait-for> <all/> </wait-for>
<plan-activation> <plan-schema name="PLAN_16">
<delta-link link-id="16"/>
</plan-schema>
</plan-activation>
<plan-activation>

<plan-activation>

</plan>

c) ASBRU PLANS

Table 10. Continuation from Table 9, c) fragment from the transformation of actions to the
Asbru format.

The above actions can be seen graphically as a tree graph by using the Prefuse tool. This
view enhance the support to the clinical staff about identifying, in a easy way, what are
the symptoms in the patient to decide a dose for a drug or the right therapy. Figure 4
shows a small fragment for a visual plan of the CPG Diagnosis and treatment of otitis media
in children.

5. Conclusions

This paper describes a basic Information Extracting approach applied to obtain knowledge
from Clinical Practice Guidelines. The final objective of this work is to obtain an
intermediate representation of actions from a textual CPG in XML format by means of an
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Information Extraction module. The approach applies three heuristics using specific
expression patterns over the structure of CPG documents. Through the application of
generic Information Extraction heuristic rules, a single formatted document is obtained,
which contain the lists, sub-lists, and paragraphs from the original CPG. This document is
an intermediate knowledge representation in XML format. The result of the extracted
information is used to fill individual slots templates, which represent processes and their
relationships in a CPG document. It can be translated into two formal representations: 1)
Asbru language (although other languages can be used) and 2) A graph representation by
using the Prefuse tool. The aim of the second option is to show the hierarchical structure of
the CPG; thus a physician can see in a graphical view the symptoms and routes on the CPG
where the patient can be directed for an action or therapy.

Family-hisbory=yes or
wihnic-origin=yes or

QEOQRARNIC-DIGN = yes of
early-joundse el T

|'?l|11w- o s bty :Hh-mthiwﬂH"| -

L ff|mlww-ﬁ1ﬁﬂmﬂlﬂ-¢liﬂﬂh‘ﬂllj
< par-potibdity-ol-hemolgtic-diceaso=yas? >

£ I
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r’fmiiih-ht\--d-nﬂnﬂno-measrmn' [ i—-!l possbility-olinhenied-Eseateryes ]
'\\ possibity-ol inhadtod -disoaso=pes? T
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Fig. 4. Example of a visual plan for the CPG Diagnosis and treatment of otitis media in
children.

To obtain the actions for a CPG, three stages are necessary for phrases (lexical), sentences
(syntactic) and semantic. The first stage is the phrase pattern level wherein a CPG document
is lexically analysed; the document is tokenised, relevant phrases are identified and
important data is detected. This level filters, to the sentence pattern level, only information
used within the syntactic level. The second stage is basically a syntactic analyser, it uses the
relevant phrases or identified tokens in the lexical level. At this level medical terms and
keywords, to identify medical actions, are identified. The set of terms consist mainly of
verbs denoting the application of a therapy, administration of drugs or surgical procedure.
This level is divided in two groups of patterns: text free pattern and concise text pattern.
The third stage is the speech pattern level where the design and structure of the document is
enhanced. It categorises sentences and finds their relations. The approach has been
implemented in a first prototype. The experiments show that the proposed heuristic-based
approach can achieve good results, especially for CPG with a major portion of semi-
structured text. The obtained intermediate representation may be used in a next stage for a
better formalisation of the CPG.
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As a future work the rules for processing CPGs containing complex information will be
improved. Another goal is to create a support model with the ability for evaluating plans
that are contained in CPGs.
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1. Introduction

One of the greatest challenges in today’s health care is closing the gap between scientific
evidence and medical practice. Keeping up with information in health care has never been
easy, but with 500,000 clinical trials currently listed in the Cochrane Controlled Trials
Register, and 75 clinical trials and 11 systematic reviews published daily (Bastian, 2010),
physicians face unmanageable information processing tasks. It has been estimated that
clinicians would have to read 20 papers a day to keep abreast of advances in biomedical
knowledge (Shaneyfelt, 2001), and that it may take up to 20 years before findings from
scientific studies are implemented in medical practice (Institute of Medicine [IOM], 2001).
Medicine is not reaping the full benefits of research efforts, and much of the knowledge that
is acquired in scientific studies is lost in translation.

The lack of success in translating research findings into medical practice is particularly
prevalent in the prevention and management of chronic diseases (Lenfant, 2003). For
instance, the protective benefits of beta-blockers for patients who are recovering from
myocardial infarction were established in 1981 (pB-Blocker Heart Attack Study Group, 1981),
and confirmed by several later studies. Yet in 1996, beta-blockers were being prescribed for
only 62.5 percent of patients who had had a myocardial infarction in the U.S. (National
Committee for Quality Assurance, 1997). Similarly, in 1983 it was shown that aspirin is a
highly effective therapy in patients with acute myocardial infarction and unstable angina,
and as long-term, secondary preventive therapy in patients with established cardiovascular
disease (Awtry & Loscalzo, 2000). Nonetheless, in the year 2000 aspirin was being
prescribed for at most one third of patients with coronary artery disease for whom there
were no contraindications to its use (Stafford & Radley, 2003).

Clinical practice guidelines are considered essential instruments to increase the application
of scientific evidence to routine care (IOM, 2001). Guidelines summarize the available
evidence for specific medical conditions, and provide cut-and-dried recommendations for
common medical tasks such as screening, diagnosis, triage, treatment selection, and long-
term management of patients. However, guidelines are often not followed in clinical
practice. Implementing clinical practice guidelines in routine care has proved to be a
challenging problem of its own. Computerised decision support is an effective means to
solve this problem, as computers can provide, concurrent with care, reminders and advice
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that are based on practice guidelines and tailored to the needs of individual patients.
Decision support is also one of the central elements of the Chronic Care Model
(Bodenheimer et al., 2002), an evidence-based conceptual framework that describes changes
to the healthcare system that help practices to improve outcomes among patients with
chronic illness.

This chapter presents an overview of guideline-based decision support systems for
prevention and management of chronic diseases. Running example throughout the chapter
will be the prevention and management of cardiovascular disease (CVD), which is discussed
in Section 2. In Section 3, we review the literature on guideline implementation strategies.
Section 4 discusses guideline-based decision support systems, and Section 5 presents an
example in the field of cardiac rehabilitation. Section 6 summarizes the chapter and presents
an outlook to future developments.

2. Prevention and management of cardiovascular diseases

Cardiovascular disease (CVD) is a family of chronic and highly prevalent conditions in
Western countries that lead to life-threatening events (such as myocardial infarctions and
strokes), multi-morbidity, disabilities, and death. All cardiovascular diseases are caused by
atherosclerosis, an excess build-up of plaque on the inner wall of blood vessels, which
restricts the flow of blood. Atherosclerosis may lead to coronary heart disease,
cerebrovascular disease, abdominal aortic aneurysms, and peripheral arterial disease. As a
result, CVD is the main cause of disease burden (illness and death) in the Western world
(Murray & Lopez, 1997).

The lion’s share of recent gains in life expectancy in the Western countries has come from
reductions in mortality from myocardial infarction and stroke. In the U.S,, life expectancy
increased by six years between 1970 and 2000, and nearly two thirds of that increase can be
attributed to reductions in mortality due to CVD. These reductions were due largely to
improvements in pharmaceutical treatment, surgical techniques, and angioplasty. At the
same time, demographic trends and unhealthy lifestyles have led to quickly increasing
numbers of people with CVD, and it is estimated that the prevalence of CVD will increase
by more than 40% over the decade (Murray & Lopez, 1997). So, while the disease has
become less threatening in its acute phases due to technological developments, there exist
major challenges for our health care system in preventing that more people get diseased and
in managing CVD patients in the chronic phases of their illness.

In 2004 the Interheart study showed that 90% of myocardial infarctions can be attributed to
a set of nine modifiable risk factors: abnormal lipids, smoking, hypertension, diabetes,
abdominal obesity, psychosocial factors, low consumption of fruits and vegetables,
alcohol intake, and lack of regular physical activity (Yusuf et al., 2004). Patients with
atherosclerosis have an increased risk of a new vascular event in the same or different
arterial beds. Several lifestyle measures (healthy diet, exercise, quit smoking) and
treatment of risk factors with medication (antiplatelet agents, blood pressure-, and lipid-
lowering agents, beta-blockers, and ACE-inhibitors) can strongly reduce the risks of
future cardiovascular events. This knowledge provides important opportunities for
improving CVD prevention and cardiovascular risk management, and procedures for
optimal controlling these risk factors are nowadays described in all the prevailing
guidelines. Unfortunately, these guidelines are poorly implemented in clinical practice
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(Beaglehole et al., 2007). Many patients with coronary heart disease, cerebrovascular
disease, abdominal aortic aneurysm, and vascular disease in general do not reach
treatment goals (EUROASPIRE Study Group, 2001a, 2001b).

Insights into the risk factors of CVD and the growing number of patients have increased the
importance of managing the non-acute phases of the disease. Patient-centred counseling and
team-driven care, multidisciplinary collaboration, and continuity of care (follow-up
arrangements) are required in these phases. These tasks are usually carried out by
specialized nurses and other paramedical personnel. For instance, cardiac rehabilitation is a
multidisciplinary therapy for outpatient recovery after hospitalization for cardiac incidents
(such as myocardial infarctions) and cardiac interventions (such as heart surgery) (Ades,
2001). A typical cardiac rehabilitation programme lasts for 6-12 weeks, and may consist of
exercise training, relaxation and stress management training, education about the disease
and its consequences, lifestyle change interventions, and psychosocial counseling, mostly
provided in group therapy. The aim of cardiac rehabilitation is to ensure that patients are in
the best possible physical and psychosocial condition to return to and maintain their normal
place in society and to reduce their future cardiovascular risk (World Health Organisation,
1993). To this end, cardiac rehabilitation teams usually include specialized nurses, physical
therapists, psychologists, dietitians, social workers, rehabilitation physicians, and
cardiologists.

3. Implementation of clinical practice guidelines

Clinical practice guidelines are systematically developed statements to assist medical
practitioners in making decisions about appropriate care (Field & Lohr, 1990). They are
designed to promote effective care and discourage the use of ineffective treatments, to
reduce variations in care practice, and to make more effective use of health care resources.
Guidelines are nowadays an intrinsic component of disease management programmes,
increasingly applied to improve outcomes for patients with chronic illnesses such as
cardiovascular disease (Ellrodt et al, 1997). Guidelines should provide clinicians with
scientific knowledge in a readily digestible form without requiring that they search
through large volumes of published material (Woolf, 1990). Increasingly, adherence to
guidelines is considered a measure of quality of care (Epstein, 1995). While there may be
debate about whether or not guidelines result in improved medical care (Brook, 1989),
there is little question that they are a well-established and increasingly important part of
medical practice.

Over the last two decades, it is increasingly recognized that dissemination of paper-based
guidelines alone does not lead to the change in care practice. Instead, carefully designed
methods for change are required for effective implementation of guidelines (Grimshaw
et al., 2004).

3.1 Why clinical practice guidelines are not always followed in practice

Based on an extensive review of the literature, Cabana and colleagues (1999) developed a
conceptual framework for barriers to physician adherence to practice guidelines. Starting
from Woolf's (1993) distinction between knowledge, attitudes, and behaviour, the
framework identifies internal (cognitive and affective) and external barriers to behavioural
change. Cognitive barriers may consist of a lack of awareness that specific guidelines exist
and a lack of familiarity with their details. Both may be caused by the overload of
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information that is presented to health care professionals, a lack of time to keep up with new
guidelines, and poor accessibility of the guidelines in question. Most guidelines are issued
either as published articles, as specialized monographs or both (Woolf et al., 1999). In either
case, such guidelines often have little impact on clinical practice either because clinicians are
unaware of them or because the guideline is not accessible during the provision of care
(Grimshaw & Russell, 1993; Lomas et al., 1989). Tunis and colleagues (1994) showed that
physicians were poorly informed about the details of several well-established guidelines yet
claimed knowledge of a non-existent guideline presented in the study as a control.

Affective barriers may consist of a lack of agreement with specific guidelines or guidelines
in general, believing that one cannot perform the guideline recommendation, not believing
that following the guideline recommendation will lead to the desired outcome, and a lack of
motivation or inertia of previous practice due to habit and routines. When professionals do
not agree with specific guidelines, this may due to a different interpretation of the
underlying evidence, because they believe that the guideline is not applicable for a specific
patient, that it is not cost-beneficial, or because of a lack of confidence in the guideline
developers. A general aversion against guidelines is typically motivated by stating that
guidelines are "too cookbook", too rigid to apply, present a biased synthesis, challenge
professional autonomy, or are not practical.

External barriers may be related to patients, to the environment, or to the guidelines
themselves. Patient-related barriers include poor compliance with prescribed drugs, lack of
time, financial constraints, and lack of motivation to make lifestyle changes (e.g., quit
smoking). For instance, in a study examining the patterns and predictors of compliance with
concomitant antihypertensive and lipid-lowering agents, only one third of the patients fully
adhered to both medication prescriptions (Whelton et al., 1998). Environmental barriers,
finally, may consist of organisational constraints, lack of resources, lack of reimbursement,
or (perceived) legal constraints.

3.2 Strategies for improving the implementation of guidelines

Following Davis & Taylor-Vaisey (1997), we will use the term diffusion for the distribution of
information and the unaided adoption of recommendations, dissemination for more active
communication of information to improve knowledge or skills, and implementation for active
dissemination, involving strategies to overcome barriers. It is broadly agreed that diffusion
of clinical practice guidelines is generally ineffective and, at best, results only in small
changes in practice (Grimshaw & Russell, 1993; Oxman et al., 1995; Bero et al., 199§;
Grimshaw et al., 2004). Nevertheless, it is probably the most common approach adopted by
researchers, professional bodies, and health care organisations. The use of specific
interventions to disseminate and implement clinical practice guidelines is less common, but
many studies have pointed out that such interventions are necessary to ensure that practices
change, and evidence suggests that more intensive efforts to alter practice are generally
more successful (Bero et al., 1998; Grimshaw et al., 2004).

A wide variety of change interventions have been described in the literature. Roughly
speaking, we can distinguish interventions orientated toward health care professionals,
interventions orientated toward health care organisations, and those orientated toward
health care consumers (Thorsen & Mikelsd, 1999). Here, we will focus on interventions
directed at health care professionals. These interventions generally attempt to change
professional behaviour by influencing the knowledge of professionals from preferred
practice, changing their attitude toward preferred practice, or both (Bero et al., 1998). They
can be classified into the following categories:
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e educational interventions (distribution of educational materials, regional or national
conferences, and/ or small-group conference with active participation),
e outreach visits (use of a trained person who meets with professionals in their practice
settings to provide information on preferred practice advocated by the guidelines),
¢ audit and feedback (providing summaries of recent clinical performance, obtained from
medical records, computerised databases, observation, or from patients),
e assignment of local opinion leaders, nominated by their colleagues as ‘educationally
influential’, to influence professional behaviour,
e local consensus processes (inclusion of care professionals in discussions on guideline
recommendations and preferred practice),
e patient-mediated interventions, where information concerning professional behaviour
is sought from patients or information about preferred practice given to patients,
e financial and regulatory incentives (fee-for-service, professional penalties; changes in
medical liability, accreditation, or licensure),
e  patient-specific reminders to physicians to perform a certain action, based on eligibility
criteria described in the guidelines, and
e  patient-specific, computerised decision support at the point of care.
Little or no effect was usually obtained with large-scale educational interventions. Audit
and feedback interventions, assignment of local opinion leaders, local consensus processes,
and patient mediated interventions have yielded variable results. Patient-mediated
interventions do seem to improve the provision of preventive care, where baseline
performance is often very low (Oxman et al., 1995). Small-group educational interventions,
outreach visits, patient-specific reminders, and computerised decision support have
consistently been shown to be effective implementation strategies across different studies.
We note that patient-specific reminders can be either paper-based (i.e., consisting of memos,
stickers, or slips of paper within the patient charts to remind physicians of preferred actions)
or computer-based (i.e., consisting of automatic identification of eligible patients for specific
actions, and provisions of prompts when the electronic clinical information system is
accessed by the treating physician) (Dexheimer et al, 2008) The boundary between
computer-based reminders and computerised decision support is not always clear-cut, and
some authors consider them to belong to the same category.
Grilli and Lomas (1994) concluded that the choice of intervention should be guided by the
characteristics of the guideline in question. Oxman and colleagues (1995) and Grol (1992)
stated that it is important to identify local barriers to change before the actual intervention is
started. Multifaceted interventions, i.e., combinations of two or more interventions such as
participation in audit and a local consensus process, are more effective than single
interventions (Wensing & Grol, 1994; Oxman et al., 1995). Grimshaw & Russell (1993; 2004)
concluded that guideline-implementation interventions are most likely to be effective if they
deliver patient-specific advice at the time and place of a medical consultation. Typically, this
can be accomplished by computer applications. They can provide, concurrent with care,
reminders and advice that are based on practice guidelines and tailored to the needs of
individual patients. This insight has led to a broad consensus that clinical practice
guidelines should be made available during clinical encounters through clinical information
systems. During the last 15 years, the literature on the effects of deploying clinical guidelines
has focused on computer based interventions (e.g., Rossi & Every, 1997; Ornstein, 2001;
Subramanian et al., 2004). While many of these focus on simple reminder systems, many
others represent increasingly complete presentations of entire clinical guidelines.
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4. Guideline-based decision support systems

Since the invention of the digital computer, people have considered the application of
computerized advice to improve the quality of medical decisions. In 1970s this led to the
development of the first computer systems advising doctors in their clinical choices. Since
that time, a large number of systems have been developed for a variety of clinical tasks
and for a large number of clinical settings. Many of these have involved simple types of
support like recognizing that a laboratory test result is out of normal range, or that a
medication being ordered has a dangerous interaction with another one that a patient is
taking, or determining that a patient is now due for an influenza vaccination. But also
more complex systems have been developed, advising in advanced tasks such as
diagnostic reasoning, diagnostic test selection, choice and planning of therapeutic actions,
and prognostic assessment.

4.1 Computerized decision support

Based on Wyatt & Spiegelhalter (1991), we define computerized decision support (CDS)
systems as knowledge-based reasoning systems which use two or more items of patient data
to generate case-specific advice. This definition excludes systems that only retrieve patient
information or medical knowledge without performing reasoning steps with these data, and
systems that merely help to focus attention by performing range checks (e.g. alarm systems
in anaesthesia and intensive care) or by warning for potential drug-drug interactions. This is
not to say that these tools are not useful or effective - they simply form belong to different
classes of systems.

Two types of CDS system were developed and thoroughly evaluated in the 1970s en 1980s:
Bayesian diagnostic systems and expert systems (Shortliffe et al., 2003, Ch. 20). In Bayesian
diagnostic systems, the knowledge base typically consisted of statistical associations
between clinical parameters and medical disorders, and (pseudo-)Bayesian probabilistic
inference was used to calculate posterior probabilities for each of the disorders included
in the system, given a set of clinical observations. Cognitive psychological studies had
shown that people, including experienced physicians, tend to make systematic errors in
this type of reasoning (Kahneman et al., 1982). Bayesian diagnostic systems assisted
physicians in proper reasoning with probabilities when establishing a diagnosis. A
disadvantage of these systems was the fact that the results were sometimes counter-
intuitive, and that these systems could not provide an explanation of their reasoning.
Expert systems, in contrast, aimed to capture the nuances of human expertise and
reasoning, by building a heuristic model of the knowledge from clinical experts.
Reasoning in these systems was primarily symbolic (e.g., based on IF-THEN rules), and
would aim to follow the line of thinking of human experts. Expert systems often had
extensive facilities for justifying their advice to the user.

Several authors have defined characterizing features of CDS systems (Shortliffe et al., 2003,
Ch. 20; Kawamoto et al., 2005; Garg et al., 2005). Table 1 lists 10 features that have been
investigated in the scientific literature and are often associated with effectiveness. We note
that these are not independent features. For instance, active systems have more effects on
decision making behaviour than passive systems, which require users to recognize
situations when advice would be useful and then must make an explicit effort to access the
CDS system. It is only possible, however, to create an active CDS system when it is
integrated with the electronic clinical information infrastructure. The same holds for the



Guideline-Based Decision Support Systemsfor Prevention and Managementof Chronic Diseases 73

requirement that no additional data entry is needed from the user. Consultation and
critiqueing are generally considered to be complementary models. System integration,
advice at the point of care, active system, and absence of the need for additional data entry
all point in the same direction: At best, the decision-support element should be embedded
within the users” professional routine —thus making decision support a by-product of the

practitioners’ ordinary workflow.

system feature

explanation

system integration

CDS system is integrated with the clinical information
infrastructure, e.g. the system is connected the electronic
patient record system, laboratory system, and CPOE system.

advice at point of care

Decision support is provided at time and location where
decisions are actually made, e.g. during clinical encounters
with patients or during multidisciplinary team meetings.

active system

CDS system does not wait for its users to ask for assistance but
automatically provides advice as part of clinician workflow.

actionability of advice

CDS system advices in what to do for the patient (e.g., What
test should be ordered?, Which treatment should be initiated?)
instead of in what is true about a patient (e.g., What is the
correct diagnosis? or What is the risk of developing specific
disorders in the future?).

consultation model

CDS system serves as an advisor, accepting patient-specific
data, possibly asking questions, and generating advice for the
user about diagnosis or management.

critiqueing model

The clinician has a preconceived idea of what is happening
with a patient or which therapy would be appropriate, and the
system acts as a sounding board, expressing agreement or
suggesting alternatives.

no need for additional
data entry

All information that is necessary to generate advice is
automatically extracted from patient records.

justification of advice

Adpvice is justified to user by explaining the reasoning steps or
by provision of underlying research evidence

ease of use

The system has a clear and intuitive user interface with
prominent display of advice; the system is fast, saves clinicians
time or requires minimal time to use.

additional change
interventions

CDS is accompanied by educational interventions, periodic
performance feedback, active involvement of local opinion
leaders or other change strategies.

Table 1. Characterising features of CDS systems, based on Shortliffe et al. (2003; Ch. 20),
Kawamoto et al. (2005), and Garg et al. (2005).

Another characterizing feature, not included in the table, it the system’s underlying
reasoning process, i.e. the logic or algorithms that are used to generate advice. A wide
variety of techniques has been used to do this, predominantly stemming from Bayesian
probability, decision analysis, and artificial intelligence. After evaluations showed a poor
uptake of expert systems (Miller & Masarie, 1990) and modest benefit of diagnostic systems
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(Berner et al., 1994), emphasis has shifted towards the implementation of clinical practice
guidelines and protocols. These systems generally build on computer-interpretable models
of the guidelines or protocols in question, and are described in Section 4.2.

Kawamoto and colleagues (2005) conducted a systematic review and meta-analysis of
randomised clinical trials that assessed efficacy of decision support systems in improving
clinical practice. They included both computerized and non-computerized systems, e.g.,
manual systems for attaching care reminders to the charts of patients needing specific
preventive care services. From 70 studies that were included in the review, 48 (68%)
significantly improved clinical practice. Four features were identified as independent
predictors of improved practice, from which “active system” was by far the strongest. The
other features were computerized (vs. manual) decision support, advice at point of care,
actionability of advice. In another systematic review of the literature, Garg and colleagues
(2005) summarized findings from 100 studies evaluating the effects of CDS systems, in both
randomised and non-randomised controlled trials. From 97 studies that assessed
improvement in clinical practice, 62 (64%) found statistically significant effects. Garg et al.
also found that active systems are more effective than passive systems. In addition, studies
in which the evaluators developed the CDS system themselves more often found positive
effects than studies where the evaluators were not the developers. CDS was particularly
effective for provision of preventive care (reminder systems), drug dosing and drug
prescribing, and chronic disease management, but not for diagnosis. The success of CDS in
prevention and chronic disease management is probably explained by the fact that in these
areas, CDS is an effective means to transfer tasks from busy physicians to nurse practitioners
and other paramedics (Jones & Peterson, 2008).

4.2 Computer interpretable guideline models

A variety of approaches has been used to computerize guidelines (Sonnenberg & Hagerty,
2006). At the most rudimentary level, these are merely electronically readable versions of
text guidelines (e.g., in PDF), made available through hospital intranets or through the
Internet. Computerized reasoning with documents in natural language is not feasible. So, to
provide genuine guideline-based CDS, it is imperative to translate guidelines to a format in
which they can be reasoned with by computer algorithms. These translated guidelines are
called computer interpretable guideline models.

One of the earliest attempts to translate clinical practice guidelines into a computer
interpretable format was used in systems for raising context-sensitive alerts and reminders,
with so-called situation-action rules. The most widely used format for specifying such rules is
the Arden Syntax (Hripcsak, 1994), an Health Level Seven (HL7) and ANSI standard, an
example of which is given in Fig. 1. A rule interpreter processes the rules, scanning the
patient database for relevant situations that trigger rules and evaluating whether the
condition part of the rule holds. If so, the CDS executes the action part of the rule, which
often consists of displaying an alert or reminder to the user.

Situation-action rules are suited for systems that need to issue simple, one-time reminders
and alerts, such as reminder systems. Investigators have demonstrated significant
enhancement of adherence to preventive-care guidelines, such as those for the
administration of pneumococcal and influenza vaccinations, by integrating simple
reminders with clinical information systems (Dexheimer et al., 2008). The success of these
systems is probably explained by the fact that they provide actionable advice at the point of
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care, they are easy to use, well integrated with other systems, and there is no need for
additional data entry.

CHD discharge := event {discharge
where dx = myocardial infarction or
treatment = CABG or
treatment = PTCA}
NYHA class := read last {HF NYHA class}
evoke: CHD discharge ;;

logic:

if exist (NYHA class) and (NYHA class > 2) then conclude false
else conclude true;

endif;
H
action:

write
“Patient should be referred to cardiac rehabilitation”

Fig. 1. Example of a situation-action rule expressed in the Arden syntax. This rule prints a
warning whenever a patient is discharged after hospitalization for myocardial infarction,
coronary artery bypass grafting (CABG) surgery, or percutaneous transluminal coronary
angioplasty and the patient does not have severe heart failure (NYHA class III or IV), that
this patient should be referred to outpatient cardiac rehabilitation.

Situation-action rules are however not suitable to model more complex guidelines (Peleg et
al., 2001). Development and maintenance of large rule bases can be difficult because
interactions among rules may have unanticipated side effects. Rule-based models also do
not support the application of elaborate procedures with multiple steps and procedures that
extend over long periods of time, as is necessary for the support of the care of patients with
chronic diseases. A final limitation of the Arden Syntax is the fact that it mixes
representation of decision logic with specification of connections to other information
systems (exemplified by the “event { ... }” and “read_last { ... }” statements in Fig. 1).
Situation-action rules that are written in Arden Syntax therefore cannot be shared between
institutions, as specifications of connections to other information systems depend on the
local situation. This is often called the “curly braces” problem in the literature (Shortliffe et
al., 2003, Ch. 20). For these reasons, the Arden Syntax is no longer in use to build guideline-
based CDS systems.

Since the late 1990s, a number of more expressive guideline representation formats have
been developed. Examples are GLIF (Ohno-Machado et al., 1998), PROforma (Fox et al,,
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1998), ASBRU (Shahar et al, 1998), GASTON (De Clercq et al., 2001), GUIDE (Quaglini et al.,
2001), and SAGE (Tu et al., 2007). Most of these representation schemes share a number of
elements that solve the limitations of the Arden Syntax (Peleg et al., 2003, De Clercq et al.,
2004). To describe multi-step procedures and procedures that extend over long periods of
time, they represent guidelines in graphical flowcharts called task-network models. Each node
in such a network model represents a single step and is either targeted at data input,
performing calculations, flow control, executing a subguideline, or data output; examples are
given in Table 2. Furthermore, a medical concept model (ontology) and virtual medical record
are used to separate decision logic with the specification of connections to other information
systems, rendering guideline models sharable between institutions. For most representation
schemes, toolsets exist to create computer-interpretable guideline models and verify their
consistency and completeness. In addition, execution engines have been developed for
building decision support systems that are linked to clinical information systems and use these
models to provide patient-specific advice to care professionals (Isern & Moreno, 2008).

type of step examples

data input e reading the latest serum cholesterol values from the laboratory
information system

e prompting the user whether or not the patient smokes

calculation e computing the patient’s cholesterol ratio from total cholesterol and
high-density lipiprotein cholesterol values
flow control e choosing the next node to execute, based on whether the cholesterol

ratio is above the threshold for initiating medical treatment
e iterating over all patient records in the laboratory information

system
execute e  determine the correct dosage of cholesterol lowering drugs, based
subguideline on the patient’s age, body weight, and kidney function
output e setting a warning flag in the electronic patient record

e writing the drug dose determined to the electronic patient record
e displaying a message on the computer screen

Table 2. Typical steps of task-network models.

Clinical practice guidelines often contain ambiguities, inconsistencies, and logical errors that
hamper their translation to computer interpretable guideline models. The models are often
more precise than the original guidelines, with crisp thresholds where the guidelines tended
to be vague and recommendations for situations that were originally overlooked. These
discrepancies are unintended side effects of the translation, and may lead users of the CDS
system to become suspicious of its advice. Goud and colleagues (2009a) have proposed a
strategy where development of the paper guideline and development of the computer
interpretable guideline model take place concurrently, exchanging information at crucial
steps. With this strategy, it is possible to ensure perfect consistency between the paper
guideline and the CDS model.

4.3 Using CDS for guideline implementation
In 1999, Shiffman and colleagues (1999) performed a systematic review of 25 studies of
guideline-based CDS systems. Adherence to guidelines was improved in 14 of 18 studies
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that evaluated it. Shiffman et al. also identified a set of eight information management
services that foster uptake of such systems. However, not all guideline-based CDS systems
have been successful. In a later study by Tierney and colleagues (2003), primary care
physicians and pharmacists used a sophisticated electronic health record system with
evidence-based cardiac care suggestions. The intervention had no effect on physicians'
adherence to the care suggestions (23% for intervention patients vs. 22% for controls), and
there were no improvements in quality of life, medication compliance, health care utilization,
costs, or satisfaction with care. Physicians viewed guidelines as providing helpful information
but constraining their practice and not helpful in making decisions for individual patients.
Ansari and colleagues (2003) found no benefit from computerized physician reminders to use
beta blockers in patients with heart failure. Montgomery and colleagues (2000), finally,
investigated the prescription of blood pressure lowering medication in primary care when
physicians received patient-specific cardiovascular risk charts and guideline-based CDS.
Unaided physicians poorly assessed cardiovascular risks and this was significantly improved
by risk charts. CDS did however not provide additional benefit.

5. Example: The CARDSS project

This section describes the development and evaluation of CARDSS, a guideline-based
decision support system for cardiac rehabilitation and secondary prevention of
cardiovascular disease. CARDSS (acronym for CArdiac Rehabilitation Decision Support
System) was developed by the University of Amsterdam in collaboration with the
Netherlands Heart Foundation and the Netherlands Society of Cardiology, with the aim
to stimulate implementation of the Dutch national guidelines for cardiac rehabilitation.
The system was used in approximately 40 Dutch outpatient rehabilitation clinics.
Section 5.1 gives a brief overview of the Dutch guidelines for cardiac rehabilitation and
the development of CARDSS, and Section 5.2 describes the results of two evaluation
studies.

5.1 Development of the CARDSS system

To improve the quality of care in cardiac rehabilitation and secondary cardiovascular
prevention, national guidelines were published in the Netherlands in 2004 (Rehabilitation
Committee, 2004). These guidelines state that all patients with established coronary artery
disease should be offered an individualised rehabilitation programme, built up from four
possible group-based therapies (exercise training, relaxation and stress management
training, education therapy, and lifestyle change therapy) and if needed, different forms of
individual counseling (e.g. by physical therapists, psychotherapists, or dietitians). Patients
should only receive therapies and forms of counseling that they really need, and not others.
For instance, to decide whether a patient should receive exercise training, the patient’s
desired level of exercise capacity should be compared with the results of a maximal exercise
capacity test.

The guidelines’ recommendations with respect to assessing patient needs and selecting the
appropriate therapies for individual patients were summarized by a clinical algorithm. In
total, the needs procedure requires 15 to 40 data items concerning the patient’s physical,
emotional, and social condition and lifestyle to be gathered. It generally takes place two
weeks after discharge from the hospital, after which, during weekly meetings, the
multidisciplinary team formally decides on the content of the patient’s rehabilitation
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programme. The clinical algorithm consists of nine decision trees. When following the
decision trees, each of their branches leads to one or more therapeutic goals and indications.
To stimulate implementation of the guidelines, it was decided to develop a CDS system that
would assist cardiac rehabilitation professionals in conducting the needs assessment and
therapy selection procedure as described by the clinical algorithm (Goud et al., 2008).
CARDSS consists of an EPR for outpatient CR, a structured dialogue module for gathering
the information that is required to assess patient needs, a decision support module that
generates guideline-based therapy recommendations, and several information management
services. The EPR and information management functionalities were developed in
Microsoft's .NET framework with an SQL server database that is accessible to multiple
CARDSS clients within the same clinic. The structured dialogue and decision support
modules were developed in GASTON (De Clercq et al., 2001). The system facilitates a
genuine multidisciplinary needs assessment, where different clinical users can start,
interrupt, and continue the structured dialogue at any time. Fig. 2 displays a sample
CARDSS screen with therapy recommendations.

5.2 System evaluation

There exist several potential sources of bias when empirical studies are carried out with CDS

systems (Friedman & Wyatt, 2006):

¢ “Hawthorne effect”: human performance may improve as a result of attention from
investigators, a psychological phenomenon;

e “carry-over effect”: clinical decisions may be influenced by earlier system advice given
to the same professional or to a colleague from the same clinic;

e “checklist effect”: the structuring of information (e.g. dialogue structure) by an
information system may improve the quality of decision making of its users;

e registration bias: information entered into the system may reflect socially desirable
behaviour and not actual clinical practice; and

e “clustering effect”: observations on decision making that were made within the same
clinic may be correlated.

In contrast to uncontrolled studies and before-after studies, randomised controlled studies

do not suffer from the “Hawthorne effect” because this will cancel out when the study

groups are contrasted. It was therefore decided to evaluate the effect of CARDSS on

concordance to the Dutch cardiac rehabilitation guidelines in a randomised trial (Goud et

al., 2009b). To avoid “carry-over effects” resulting from professionals or teams learning from

CARDSS, a cluster randomised design was chosen (Donner & Klar, 2000). Participating

clinics worked with either of two versions of the system: an intervention version (having full

functionality) or a control version which comprised the EPR, needs assessment dialogue,

and information management services but did not provide therapeutic recommendations.

This design controlled for the “checklist effect”, because the structuring of information was

equal for both groups. During the trial, one or more members of the multidisciplinary

rehabilitation team, usually a specialised nurse or therapist, recorded needs assessment data

into CARDSS during a 30-60 minute meeting with the patient. The data were subsequently

used as input for the weekly multidisciplinary team meeting, where all decisions about the

patient’s rehabilitation programme were made. In intervention clinics also the guideline-

based therapy recommendations from CARDSS were available during such meetings.

Teams recorded their final therapeutic decisions in CARDSS at the end of the meetings.
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Fig. 2. Screen from the CARDSS system in which the rehabilitation programme is
formulated based on therapy recommendations by the guidelines. The pop-up window
displays the explanation why the system recommends giving exercise training for this
particular patient.

From 44 Dutch clinics that used CARDSS, 31 clinics agreed to participate in the trial. Fifteen
clinics were allocated to work with the control version of CARDSS, from which four
discontinued participation. After the trial, data audits were conducted in all participating
clinics to assess the quality and completeness of record keeping in CARDSS. The results of
these audits were used to correct for registration bias. Four intervention clinics were
excluded from the analysis because of discrepancies between the information recorded in
CARDSS and the information recorded in an independent source. In addition, three
intervention clinics had not recorded all their clinical decisions properly into CARDSS, and
one clinic had too much missing data. These clinics were also excluded from the analysis.
One control clinic, finally, accidentally erased its database and was also excluded.

The resulting data set from 21 centres (12 intervention, 9 control) comprised 2787 patients
(1655 intervention, 1132 control). The numbers of patients enrolled per clinic ranged from 78
to 171; the median number of patient per month per clinic was 14. The mean (SD) age of
patients was 60.8 (11.4), and the number of male patients was 2060 (73.9%). The main
reasons for referral to cardiac rehabilitation were heart surgery (n=1104, 39.6%), acute
coronary syndrome (n=1086, 39.0%), and hospitalisation and treatment for stable angina
pectoris, including percutaneous coronary intervention (n=454, 16.3%). Table 3 lists the
results of the trial in terms of concordance to the guideline recommendations.
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Therapy Concordance ~ Concordance Crude Adjusted difference
(intervention) (control) difference [95% CI]
Exercise training 92.6 84.7 7.9 35[ 0.1to 5.2]
Education 87.6 63.9 23.7 23.7 [15.5 to 29.4]
Relaxation 59.6 34.1 255 41.6 [25.2 to 51.3]
Lifestyle change 57.4 54.1 3.3 7.1[-2.9t018.3]

Table 3. Results of trial: differences in concordance with guideline recommendations
between intervention and control clinics. Values are percentages.

Concordance was generally high for exercise training and education therapy, and low for
relaxation therapy and lifestyle change interventions. To control for “clustering effects”, the
differences between intervention and control groups were statistically analysed with
generalised estimation equations (Zeger & Liang, 1986). CDS increased guideline
concordance for exercise training, education therapy, and relaxation therapy, but not for
lifestyle change interventions. Both cases of over- and undertreatment were reduced by
CDS, but reduction in undertreatment (i.e., not receiving guideline-recommended therapy)
occurred more often. Concordance with recommendations for lifestyle change interventions
was poor across both study arms: only 26% of the patients for which it was recommended
actually received it. Similarly, despite the positive effect of the CDS, there remained still
considerable undertreatment for relaxation therapy. In addition, there was a large variation
between clinics in their levels of guideline concordance for all four therapies, in both
intervention and control groups.

While randomised clinical trials can be used to study the magnitude of change in decision
making behaviour, they do not provide insight into the reasons why professional behaviour
changes. For this reason, it was decided to also study the effect of CARDSS on factors that
hamper guideline implementation with qualitative research methods (Goud et al., 2010).
This study consisted of in-depth, semi-structured interviews with end-users of the system,
focusing on reasons for improved concordance or persistent non-concordance to the
guidelines after successful adoption of CARDSS. Interviews were transcribed verbatim, and
all remarks regarding guideline implementation were extracted, and classified using the
conceptual framework from Cabana and colleagues (1999) that was described in Section 3.1.
Twenty-nine rehabilitation nurses and physiotherapists from 21 Dutch clinics were
interviewed, resulting in the identification of eighteen barriers. Seven barriers had vanished
since the introduction of CARDSS. Table 4 lists five examples, including the barrier type,
whether or not the barrier was removed by CARDSS, and a sample comment.

Interviewees reported that CARDSS increased their familiarity with the guidelines’
recommendations and decision logic, stimulated them to abandon their conventional way of
reasoning, and helped them to apply the guideline in practice, for example by calculating
and interpreting of quality-of-life scores. If the system’s recommendations were shared with
patients, these were more often willing to participate in psychosocial therapies.
Interestingly, none of the participants reported that their decision making for exercise
training and education therapy had changed because of the introduction of CARDSS.
However, these were two of the three therapies for which the trial had shown that the CDS
increased concordance to guideline recommendations. Many clinics lacked the facilities and
resources to offer all patients all recommended therapies. This fact explained the
considerable undertreatment of patients with lifestyle change interventions and relaxation
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therapy. Similar problems existed with lacking reimbursements and difficult collaboration
with other departments. CARDSS was not effective in solving these organisational barriers.

Barrier Type  Effect Sample comment

Guideline External . “We now use the quality-of-life questionnaire
complexity with every patient.”

Lack of Internal . “Since CARDSS we focus more on [lifestyle
familiarity related] questions.”

Inertia to “We don’t offer lifestyle change interventions
previous Internal p  in this clinic. We haven’t thought about it yet. I
practice think that is just because of a lack of time.”

“[Exercise training] is currently full due to a
lack of accommodation. The physiotherapist

Lack of . . . .
ack o External ~ p  says he just wants five patients in his group,
resources .
because otherwise
the hall is too small for sports activities.”
Lack of “The insurance companies do not reimburse
i External p . ”
reimbursement relaxation therapy.

Table 4. Examples of reported barriers to following the cardiac rehabilitation guidelines,
with barrier type, effect of CARDSS (r = reduced, p = persistent), and sample comment from
interviews.

6. Summary and conclusions

Clinical practice guidelines are well-established instruments to bridge the gap between
scientific knowledge and clinical reality. This is crucial in many medical areas, but especially
in the prevention and management of patients with chronic illnesses, such as cardiovascular
disorders. These disorders are the main cause of disease burden in the Western world and
responsible for quick increases in care consumption. Substantial changes in the provision of
medical care are needed to anticipate this problem. Many important insights into the factors
that are responsible for the development and progression of CVD have been laid down in
practice guidelines, urging physicians to initiate preventive therapies in early phases of the
disease and provide proper management in later phases. However, guidelines are often not
followed in practice, and during the last decade attention has therefore shifted towards
implementation of guidelines in clinical practice.

Barriers to guideline adherence vary from knowledge and attitude of individual clinicians to
environmental factors which reside in the organisation of care, lack of resources or
reimbursement, legal constraints, and in patients that refuse to make the necessary changes
to their lifestyles. Different strategies for improving the implementation of guidelines have
been used to address these barriers, with variable success. CDS has proven to be among the
most effective among these strategies, but is limited to tackling cognitive and affective
barriers. In the CARDSS project, for instance, CDS improved guideline implementation by
increasing the knowledge of guideline recommendations, by reducing inertia to previous
practice, and by reducing guideline complexity. However, CARDSS was not effective when
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organisational or procedural changes were required that users considered to be beyond their
tasks and responsibilities. It has therefore become clear that in many situations CDS must be
combined with other strategies into a multi-faceted intervention, to tackle all the existing
barriers.
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1. Introduction

Vector-borne diseases, caused by pathogens transmitted by arthropods, result in
significant morbidity and mortality of humans, especially in the developing world (Gratz,
1999). Malaria caused an estimated 247 million cases and nearly a million deaths in 2008,
and up to 50 million dengue infections and 500,000 cases of severe dengue hemorrhagic
fever are estimated to occur each year (World Health Organization, 2008, 2009).
Furthermore, new vector-borne diseases have emerged and become established in
developed parts of the world in recent decades. Vector-borne diseases that now are a fact
of life in such areas, and unlikely to be eliminated, include West Nile virus disease in
North America and Lyme borreliosis in Asia, Europe, and North America (Sonenshine,
1993; Kramer et al., 2008).

Surveillance and control of a vector-borne disease is a complex undertaking because it
involves arthropod vectors, pathogens, and vertebrate amplification/reservoir hosts, each of
which may be represented by one or more species. Humans may be amplification/reservoir
hosts for the pathogens (e.g., dengue and malaria) or dead-end hosts (e.g., Lyme borreliosis
and West Nile virus disease). Vector/disease control programs are thus faced with the
challenge of handling a wide range of information including entomological surveillance
data (vector collection details, vector abundance, and insecticide resistance) and pathogen-
related surveillance data (infection of vectors, enzootic amplification/reservoir hosts or
sentinel animals, and passively or actively acquired data on infection in humans). They also
need to manage data relating to the control of the vector and/or the pathogen, potentially
including the coverage in space and time of a wide range of prevention or control activities
(e.g., vaccination, education campaigns, and different interventions targeting arthropod
vectors or vertebrate amplification/reservoir hosts) as well as the time and amount of stock
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materials (e.g., vaccines or insecticides) expended in the effort. In an ideal scenario, this is
complemented by the determination of entomological and epidemiological outcome
measures to assess control program performance.

Without adequate capacity for data management and analysis, a control program stands
little chance of being able to assess and improve its performance. This can lead to poor
decision making, including the continued use of ineffective surveillance or control methods
and a failure to target available resources to areas and time periods where they would have
the greatest impact. Emerging information technologies present new opportunities to reduce
the burden of vector-borne diseases through improved decision support for surveillance,
prevention, and control of vectors and their associated pathogens (reviewed by L. Eisen &
RJ. Eisen, 2011). This ranges from improved basic capacity for data management and
analysis to development of integrated systems with decision support functionalities such as
custom calculations for important surveillance or control parameters, automated alerts
when thresholds for key entomological or epidemiological risk measures are reached, and
capacity for map-based data visualization. The flow scheme in Figure 1 illustrates how such
a system can be incorporated into control program operations.

System software package

Control program
strategies and

sample collection

Data collection via
system application

Data collection

]

Data
storage

Data

retrieval

Data displa
methodologies on mobile device Data pay
(including best or web-based .

ry or
practices for interface import
surveillance,

v ¥

Data analysis

and processing, | Data analysis Data display
and control external to system in external in external
intﬂmntjonﬁ} tpaper forms, software software
external software
or mobile device ‘L l v v

with non-system
application)

Interpretation of data outputs

Evaluation of control program performance

Decision-making

Fig. 1. Flow scheme illustrating how a data management system or decision support system
can be incorporated into vector and disease control program operations.

This chapter provides a brief overview of information technologies with the potential for
application to vector-borne disease surveillance, prevention, and control (section 2), and
provides examples of novel decision support tools for vector-borne diseases (sections 3-4).
Special emphasis is placed on information technologies that can be implemented in the
resource-constrained environments that suffer the greatest burden of vector-borne
diseases. Here, we use the terminology “data management system/decision support
system” to avoid issues related to the definition of a decision support system and to
recognize that system packages may have different levels of built-in decision support
functionalites regardless of whether they are labeled data management systems or
decision support systems.
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2. Information technologies with the potential for application in data
management systems/decision support systems for vector-borne diseases

Data management and analysis are facilitated by use of database, reporting, and mapping/
Geographic Information System (GIS) software, especially when multiple applications are
combined in an integrated system. For example, the recent introduction of mosquito-borne
West Nile virus into North America resulted in the development of novel systems that
include GIS to provide enhanced capacity for data display and to support decision-making:
the Integrated System for Public Health Monitoring of West Nile Virus in Canada (Gosselin
et al., 2005) and the California Vectorborne Disease Surveillance Gateway (section 4).

Many systems include software components with high acquisition and/or licensing costs,
thus preventing implementation in resource-constrained environments and limiting the
potential for using the systems to address vector-borne diseases in developing countries.
One way of overcoming this problem is to harness the explosion of software products that
can be distributed and used without licensing costs, e.g., open source products, and to
develop an integrated system based on such components (Yi et al.,, 2008). Both systems
described below (sections 3-4) make extensive use of open source products. The infectious
disease community is now starting to use freely available software, especially in resource-
constrained environments where software with high licensing costs are not sustainable.
Below, the mapping tool Google Earth (http://www.google.com/earth/index.html) is used
as an example of a stand-alone application with a freely available version which now is
being used as a decision support tool in public health, including vector-borne diseases
(Lozano-Fuentes et al., 2008; Stensgaard et al., 2009).

Google Earth provides free access to satellite imagery and includes tools allowing for
production and customization of polygons, lines, and points overlaid on the image. These
features can be saved, with their spatial references, as Keyhole Markup Language (KML)
files and distributed to other parties, for example as e-mail attachments. The other parties
can then view the created features in Google Earth, overlaid on the same satellite image
from which they were created based on the spatial reference of the features. The application
also can generate dynamic time-series maps that show, in a far more intuitive way than a
series of static map images, how the spatial distribution of disease cases, or other data of
interest, changes over time. The features included in these dynamic time-series maps can be
saved as KML files and viewed by other parties, similar to the features in a static map.

One basic use of this type of mapping tool in public health is to produce “electronic pin
maps” that show the locations of disease cases overlaid on an image showing the physical
environment. This reveals case clustering and may provide insights into risk factors for
pathogen exposure such as aquatic mosquito habitat adjacent to urban areas. To enhance the
value of a disease case pin map produced in a mapping software, it can be augmented with
data for locations of health facilities or transport routes, and thus provide additional infor-
mation useful to guide public health actions (Kamadjeu, 2009). Other uses for Google Earth
include display of malaria parasite rates in the Malaria Atlas Project (Hay & Snow, 2006)
and collection locations for insecticide-resistant vector mosquitoes (Dialynas et al., 2009).
Mapping software that provides access to high-quality imagery of the physical environment
can complement GIS software in settings where spatial data layers are unavailable but
imagery that can be accessed through the mapping software is of high quality. Lozano-
Fuentes et al. (2008) demonstrated how an image available through Google Earth, combined
with the basic editing tools included in the application, can be used to first develop a basic
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city infrastructure representation and then use this representation to display disease case
locations, in this instance for dengue. Because KML files can be converted into shapefiles for
use in GIS software, and vice versa, there is great potential for combined use of GIS and
Google Earth. Kamadjeu (2009) imported district boundaries originally developed in a GIS
into Google Earth and then developed a chloropleth map for polio vaccination coverage by
district which was overlaid by the location of polio cases. In Nicaragua, a base map for town
infrastructure developed in Google Earth was imported into a GIS and used, together with
data for dengue case locations and development sites for the mosquito vector, to support
dengue control operations (Chang et al., 2009). These examples highlight the potential for
creative use of emerging information technologies as stand-alone decision support tools.
Mobile data capture is an emerging information technology with potential for incorporation
into a data management system/decision support system. It provides the opportunity,
through mobile computers (laptops or netbooks), personal digital assistants (PDAs; also
known as palmtop computers), remote sensors, or even cell phones, to move the stage of
electronic data capture all the way down to the initial data capturing session in the field or
laboratory. Mobile computing has been potentiated with the advent of faster, cheaper low-
power processors and more robust wireless data tranmission technologies. The technical
limitations of mobile devices are constantly changing and mobile internet access is now
achieved in most large urban areas of the world, including those in developing countries.
The basic workflow for mobile data capture involves initial capture of data on the mobile
electronic device followed by upload into a central data repository. Uploading data can be
done by direct connection or by transmission of data over wireless networks (Wi-Fi or cell
phone networks). In an ideal scenario, the data-capturing device also has capacity to act as a
Global Positioning System receiver and thus generate data for the spatial location where
data were entered (Vanden Eng et al., 2007). When a software application on the mobile
device is directly compatible with a data management system/decision support system, the
mobile device essentially becomes part of the system and the data collection excecuted on
the device becomes part of the work flow where the user interfaces directly with the system
(Figure 1). Additional relevant data, e.g., from subsequent laboratory diagnostic tests,
visualizations, or analyses, later can be entered into the system through other means.

There is strong interest in using mobile data capture in public health including vector-borne
disease surveillance; recent studies have evaluated the use of PDAs for data collection
during household surveys for malaria or bed net use (Vanden Eng et al., 2007; Ahmed &
Zerihun, 2010) and collection of data for suspected dengue patients in clinical studies in
Nicaragua (Aviles et al., 2008). The potential for use of cell phones as mobile data capturing
devices was evaluated for infectious disease surveillance in Peru (Johnson & Blazes, 2007)
and for malaria surveillance and monitoring in Thailand (Meankaew et al., 2010).

3. A multi-disease data management system/decision support system for
tropical vector-borne diseases

The Innovative Vector Control Consortium (IVCC) recognized the potential for using
information technologies to improve vector and disease control program performance and
ultimately reduce the burden of tropical vector-borne diseases such as dengue and malaria
(Hemingway et al., 2006). This resulted in an initiative that led to the development of the
software package described herein: a multi-disease data management system/decision
support system (hereafter, the system) with current capacity for dengue and malaria, and
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with potential for addition of other important tropical vector-borne diseases such as
Chagas disease, human African trypanosomiasis, leishmaniasis, lymphatic filariasis, and
onchocerciasis (L. Eisen et al., 2011). To some extent, the system builds upon previous
experience with development and implementation of data management systems for
malaria in southern Africa (Booman et al., 2000, 2003; Martin et al., 2002; Marlize Coleman
et al., 2008). Key goals for the system include: (1) ensuring that it can be distributed
without the user incurring licensing costs, (2) producing a flexible system that can be
adapted to local circumstances by the user with no or minimal involvement of software
developers, (3) achieving a user-friendly system with capacity to support data entry,
storage, and querying, and production of maps and reports, as well as including decision
support functionalities such as custom calculations and automated alerts, and (4)
delivering a system capable of enhancing the user’s ability to carry out surveillance,
engage in evidence-based decision making, monitor interventions, and evaluate control
program performance.

3.1 System development, architecture, requirements, installation, and licensing

The system was developed in an iterative process with close contact between developers
and subject matter experts including operational field input from Malawi, Mexico,
Mozambique, South Africa, and Zambia public health partners. System functionalities
were assessed by positive and negative testing by an internal testing team. Additional
testing needs to include pilot implementations in different operational settings with
naive users.

The system was developed with a 3-tiered architecture (data tier-application/business logic
tier-presentation tier) and is comprised exclusively of software components which can be
distributed without licensing costs. The data tier includes a PostgreSQL database
(http:/ /www.postgresql.org/) enhanced with PostGIS (http://postgis.refractions.net/) to
support spatial data. The business logic tier includes Java (http://www .java.com/en/) and
Apache Tomcat (http://tomcat.apache.org/). The presentation tier wuses Firefox
(http:/ /www.mozilla.com/en-US/firefox/ie.html), and is augmented by applications to
support production of reports, BIRT (http://www.eclipse.org/birt/phoenix/), and maps,
GeoServer (http:/ / geoserver.org/display / GEOS/Welcome) and OpenLayers
(http:/ /openlayers.org/). To link the tiers, and to allow the user to make changes that
automatically are reflected across the 3-tiered architecture, the system includes TerraFrame’s
Runway SDK application (http:/ /www.terraframe.com/products/runwaysdk).

The system requires a minimum of 2 GB RAM, 100 GB storage, and 2.0 GHz CPU to
operate on a stand-alone machine (projected cost of $500-600 per stand-alone desktop in
2011). The target operating system is Microsoft Windows XP (Microsoft Corporation,
Redmond, Washington, U.S.A.) but the system has been informally tested on and shown
to function also for Windows Vista, Windows 7, Apple Mac OSX (Apple Inc., Cupertino,
California, U.S.A.), and Ubuntu Desktop (http://www.ubuntu.com/). The system can be
implemented on a single stand-alone computer, in a client/server environment where the
client (user) logs in remotely to the system, or as a pool of installations with one master
and one or multiple dependent installations (the system includes synchronization
functionality).

The system installation package includes the system itself, the system manual, and stand-
alone versions of OpenOffice (http://www.openoffice.org/), the reporting tool BIRT, to
allow the user to create customized report templates which then can be imported into the
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system, FWtools (http://fwtools.maptools.org/) to assist the user in transforming spatial
data into well known text (WKT) format, and QCal which calculates dose/time response
curves for insecticide resistance bioassays (http://sourceforge.net/projects/irmaproj/).
Distribution and licensing is currently executed through the IVCC (http:/ /www.ivcc.com/).
There is no cost associated with the license (the system is a royalty free, licensed software).

3.2 Adaptability of the system

One key goal was to produce a flexible system that can be adapted to local circumstances by
the user with no or minimal involvement of software developers. Key points of system
adaptability are described below.

The system currently handles dengue and malaria. Selection of the disease in which to work
is done through a menu item called Disease. Selecting a disease of interest in the Disease
menu results in the user being presented with a default menu for the selected disease.
This default menu can be re-configured by the user, including: (1) incorporation of
functionalities that are present in the system but not as a default for the disease of interest
and (2) changes to menu label names. This provides an economy of scope as new diseases
downstream can be added to the system at decreased cost through re-use of already existing
functionalities.

The system also includes the capacity to customize user roles and their permissions. It is
delivered with a set of default roles but these are completely configurable in that the user
can change the names of existing roles, create new roles, and, importantly, define separate
permissions for each role to access or work with different system functionalities (Write,
Read, or None/No access). The permissions can be further refined by generating individual
log-in names and passwords for each person using the system and then assigning one or
multiple roles to a given individual. This helps to restrict access to sensitive information
such as data for individual patients. Furthermore, the system allows the user to define,
by disease of interest, the status of many data entry fields, i.e., whether they are mandatory
or non-mandatory, and also to select, by disease of interest and role, whether to show or
hide a given data entry field (Figure 2). Exceptions are fields which are system mandatory
and thus cannot be made non-mandatory or hidden. A data entry field also may be given
different display label names in the different disease menus. This is accomplished with a
localization functionality which also can be used to develop display labels, by disease, for a
language other than the default English (i.e., languages or dialects based on the Latin
character set).

The system includes three user-configurable information trees: (1) a controlled vocabulary
term tree, (2) a universal tree for key spatial concepts, and (3) a geographical entity tree,
where each entity is an instance of a universal (e.g., the geo entity United States is an
instance of the universal Country).

The term tree, based on ontological principles following the Open Biomedical Ontologies
(Smith et al., 2007), is used in the system to define options in pop-up select lists for data
entry fields and for pre-configured entries for rows and/or columns in data entry tables
(Figure 3B). An ontology is a set of standardized and logically defined terms (controlled
vocabulary) and their inter-relationships. The controlled vocabulary term tree is built on a
single ontological relationship, is_a; for example virus isolation is_a laboratory test for
dengue virus (Figure 3A).
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The system is delivered with a default term tree and each data entry field or row/column
configuration in a data entry table that is populated from the term tree has a pre-configured
root term (Figure 2) that defines what is included in the select list for the data entry field or
which terms that are used to define table rows/columns. Both the term tree itself and the
selection of root terms are completely configurable by the user, including the ability to make
terms active or inactive by disease (Figure 3A). The term tree has multiple benefits including
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Fig. 2. Administration functionality to assign attribute permissions and set term tree roots.
Adapted from a figure presented previously by L. Eisen et al. (2011).

the use of standardized terms. Each term is given a name, display label, and ID, and the user
also can provide a definition for the term (Figure 3A). Use of standardized terms provides
potential for sharing of data with related database or ontology initiatives. The system’s term
tree includes terms related to insecticide resistance that were derived from the Mosquito
Insecticide Resistance Ontology and are used in the IRbase global database for insecticide
resistance in mosquito vectors (Dialynas et al., 2009). It also includes terms drawn from the
malaria ontology IDOMAL (Topalis et al., 2010). The term tree provides capacity to
dynamically change both the number of rows/columns that appear in a data entry table and
their respective header labels (Figure 3B) simply by making changes to the term tree content
under the root term that is used to populate that specific data entry table. This type of
dynamic data entry table provides exceptional potential for system adaptation to local
conditions without the involvement of software developers. Finally, based on the is_a
ontological relationship of the term tree, data can be aggregated to higher levels of the term
tree in the system’s internal data querying tools.
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Universals, as used in this system, are key spatial concepts that can be defined with regards
to how they are used to support system functionalities. A small set of universals are
required for specific system functionalities (health facility, collection site, sentinel site, spray
zone, stock depot, and surface) and these typically will be complemented in the system by a
set of user-created universals, such as country, state, county, settlement, etc.
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Fig. 3. Partially opened term tree structure for dengue menu and use of configurable term
tree lists in data entry screens. A) Example of term tree section leading to laboratory tests for
dengue virus. B) Using the term tree section for laboratory tests for dengue virus in data
entry fields and tables. Adapted from a figure presented previously by L. Eisen et al. (2011).

The geographical entity tree provides a representation of the area in which the system is
implemented and, for geo entities in the system which have spatial data associated with
them, can be used for mapping. Geo entities have the properties of universal type, entity
status (active/inactive), name and ID, type of geometry (point, polygon, etc.), and spatial
data (in WKT format). Each entity is related to other entities by means of a located_in
relationship defined by the total inclusion of one entity inside another: for example
Colorado is located in the United States. The system default is a single root entity called
Earth under which the user can build a locally relevant geographical entity tree. Once this is
configured, the user can add or delete geo entities and edit the information for existing ones.
One benefit of the geographical entity tree, derived from its located_in relationship
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structure, is the potential for aggregating data to coarser spatial resolutions in the system’s
internal data querying tools.

3.3 Data entry, data query, and reporting/mapping

To minimize data entry error, data entry fields make extensive use of hard-coded select
lists or radio buttons, geo entities selected from the geographical entity tree, dates selected
from pop-up calendars, and terms selected from pop-up select lists from the term tree.
Data querying is done through a set of unique system tools referred to as query builders,
linked to specific data input screens, where the user can define a specific data query
(Figure 4).
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Fig. 4. Example of query builder screen. Adapted from a figure presented previously by L.
Eisen et al. (2011).

All query builders include the capacity to filter a query on start and end dates and geo
entities from the geographical entity tree (top pane in query builder; Figure 4). Additional
filtering of a query can be done on specific variable fields (left pane in query builder, Figure
4) corresponding to the data entry fields in the relevant data input screens; this can include
terms from a term tree root, values from hard-coded select lists or numerical values or
ranges. Many of the query builders also include pre-defined custom calculations (section
3.4.1). The query builders also include options to export query results as .csv or .xls files, to
save and re-use specific querying field combinations that are executed on a regular basis,
and to upload pre-configured report templates (from BIRT) and use these to produce
standardized reports (bottom pane of query builder; Figure 4). Mapping is directly linked to
the query builders as the system’s map generation process makes use of information that is
saved in the query builders as specific named query results. Maps can combine data that are
generated through different query builders, e.g., for intervention coverages and disease case
locations or disease incidence, and overlaid on a map base layer showing locations of
households, administrative boundaries, etc. (Figure 5).
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Fig. 5. Example of map output. The base layer shows locations of households within a
village and this is overlaid with data for disease cases and coverage by control interventions
including insecticide-treated nets (ITN) and indoor residual spraying (IRS).

3.4 Examples of system decision support functionalities

One key goal was to produce a system capable of enhancing the user’s ability to carry out
continuous surveillance, engage in evidence-based decision making, monitor interventions,
and evaluate control program performance. The following sections provide examples
relevant to dengue control programs of system decision support functionalities, including
pre-defined custom calculations relating to specific surveillance or control parameters and
automated alerts when system thresholds for key entomological or epidemiological risk
measures are reached.

3.4.1 Custom calculations in query builders

The system provides decision support through pre-defined custom calculations that
are included in query builders and address issues of operational relevance for a
vector/disease control program. Examples of custom calculations relevant to dengue are
provided below.

Entomological surveillance relating to dengue is peculiar in that the immature stages (larvae
and pupae) of key dengue virus vectors, especially Aedes aegypti, exploit a wide range of
containers (e.g., water storage containers, tires, bottles, cans, etc.) that accumulate in the
peridomestic environment as development sites (Focks, 2003). This has led to a strong focus
in vector and dengue control on reducing availability of containers, especially the container
types that locally are most productive for immatures, through environmental sanitation to
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remove trash containers and treatment of necessary containers with biological or chemical
control agents to kill immatures (World Health Organization, 2009). The system therefore
includes specific functionalities for collection of data on immatures from containers. Local
variability of important container types is addressed by user definition of a locally relevant
set of container types in the term tree for use in data entry screens (as term tree-driven pop-
up select lists or prepopulated rows in data entry tables) and corresponding query builders.
To enhance the capacity of the system to support decisions regarding the need for vector
control actions, the specific query builder which handles immatures by container type
includes pre-defined custom calculations for commonly used immature abundance indices
that are used in operational settings to determine whether or not control actions should be
executed. Additional custom calculations are included to help the user determine which
container types contribute the most to production of mosquito vector immatures and thus
are especially important to target for control.

Other examples of pre-defined custom calculations in query builders in the system’s dengue
menu that provide information directly useful for making operational decisions regarding
surveillance and control activities include: (1) incidence of disease cases and case fatality
rate in the case surveillance query builders and (2) percentages of available and visited
premises within a given geographical area and time period for which prevention or control
activities were carried out (this can also be broken down by prevention/control method, as
defined by the user in the term tree), and percentage of visited premises that were not
treated (this can also be broken down by reason for non-treatment, as defined by the user in
the term tree), in the intervention monitoring query builder. The intervention monitoring
query builder also illustrates the value of the term tree in the system. The user can specify,
through the section of the term tree that is used to dynamically create the columns (and their
labels) in the data entry table for prevention or control activities that data are to be collected
against, any combination of different prevention or control methods and then use the
intervention monitoring query builder to produce a breakdown by method for their spatial
coverages in a given area during a specific time period.

3.4.2 Automated alerts

Automated alerts that are triggered when threshold values are reached are perhaps the
clearest examples of decision support in the system. Alerts are currently included for: (1)
abundance indices for container-inhabiting mosquito immatures and (2) disease cases. In
both cases thresholds can be configured by the user to suit local conditions so that alerts
are not excessive to the point of being meaningless due to lack of resources to respond to
them. The system can provide alerts as on-screen pop-ups (Figure 6B) and/or e-mail
notifications.

Thresholds for abundance indices for container-inhabiting mosquito immatures are set as
fixed numbers and up to 13 different indices can be activated by entering threshold values
against them in a configuration screen (Figure 6A). An alert that the threshold value was
reached for a given index is triggered on entry of a data record for immatures by container
type (defined by geo entity, time period, premises type, and mosquito species). When the
user saves a data record, the system automatically calculates the 13 abundance indices and
compares the results to the configured threshold values. Alerts are then provided for the
indices where the threshold values were reached (Figure 6B).
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Fig. 6. Thresholds and automated alerts for abundance indices for container-inhabiting
mosquito immatures. A) Threshold value configuration screen. B) Example of automated
on-screen pop-up alert that the threshold value for a given index was broken for a given
data entry record (defined by geo entity, time period, premises type, and mosquito

species).

Setting alert threshold values for disease cases, which is done by disease and presumed
source of infection (a geo entity representing an administrative boundary unit) or health
facility (where the case was reported), is more complicated because there are several options
for the user to configure the threshold value calculation. Thresholds can be calculated using
different algorithms including mean + 1.5 SD, mean + 2 SD, modified binomial 95%,
modified binomial 99%, and the upper third quartile (Marlize Coleman et al., 2008), and two
of these can be included as separate threshold alert levels 1 and 2. Based on what type of
historical data have been entered into the system, the threshold values can be calculated
from data for aggregated cases, individual cases, or individual and aggregated cases
combined. The system also allows the user to: (1) define the number of weeks preceding and
following an epidemiological week that are included in the threshold value calculation for
epidemiological week, (2) define the number of previous pathogen transmission seasons,
which can be contained within a single year or span two years, for which to include data for
the threshold value calculation, and (3) provide a weight for each pathogen transmission
season to address the effect of outliers with unusually low or high disease case loads. To
address scenarios where an initial clinical diagnosis often may prove incorrect and many
clinically diagnosed patients do not return to provide convalescent samples for confirmatory
tests of pathogen exposure, the system automatically calculates which percentage of
clinically diagnosed cases should be included in the threshold value calculation based on
historical data in the system for confirmed positive cases (for dengue; cases where
laboratory tests for dengue virus or dengue virus exposure were positive) versus confirmed
negative cases (for dengue; cases where laboratory tests for dengue virus and dengue virus
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exposure were negative). Finally, the system provides the option to manually enter or edit
threshold values, by geo entity, transmission season, and epidemiological week, for
thresholds alert levels 1 and 2.

The system tracks a current case count, by disease, which is updated every time a new
individual case is entered into the system. An alert is triggered on the case entry for which
the threshold value is reached for a given disease in a given geo entity or health facility for a
given time period (the system allows for selection of standard epidemiological week or a
sliding week that includes cases occurring from six days prior to the date of onset of
symptoms for the case that is entered into the system). If disease cases are entered into the
system on a timely basis, these alerts can be used to facilitate outbreak response. To address
the scenario outlined above where an initial clinical diagnosis often may prove incorrect
(and laboratory confirmation is slow or often lacking), the alert functionality can be
modified by the user defining which percentage of clinically diagnosed cases that should be
used for calculation of the current case count. Because the percentage is set manually, it can
be changed temporarily in response to extraordinary events such as outbreaks of other
diseases resulting in increased levels of clinical misdiagnosis.

Notably, the development of tools for rapid detection of outbreaks/epidemics supports the
long-term goal of global malaria eradication and the current drive for elimination in
countries and regions of low malaria endemnicity. Scaling up control efforts and improving
surveillance practices are critical objectives for these undertakings to succeed. Sensitive tools
to timely identify an unusual increase in disease cases followed by prompt outbreak
response will support such efforts.

3.5 Range of the information handled in the system’s dengue menu

In addition to the generic system modules for administration and GIS, the latter of which
includes the geographical entity tree and the functionality for map generation, the system’s
dengue menu includes modules dealing with case surveillance, entomological surveillance,
intervention planning, intervention monitoring , and stock control. Case surveillance
includes separate functional components for: (1) aggregated disease case data and (2) data
for individual disease cases. Aggregated disease case data are captured by time period, geo
entity or health facility, and age group. The core of the data entry functionality is comprised
of entries for numbers of cases with clinical diagnosis, confirmed positive diagnosis, and
confirmed negative diagnosis together with a series of data entry tables relating to type of
diagnosis, disease manifestation, and type of patient where both the rows (e.g., specific
disease manifestations such as dengue fever and dengue hemorrhagic fever) and the
columns (e.g., providing breakdowns by gender, dengue virus serotype, and locally
acquired versus imported cases) are generated dynamically from the term tree and thus can
be readily configured by the user to be relevant in the local setting. Data entry for individual
disease cases include basic patient data as well as symptomology, laboratory diagnostic
data, and administrative information such as whether a case was detected through passive
or active surveillance and, in the case of passively detected cases, data for the health facility
and attending physician.

The module for entomological surveillance includes functional components which can
handle data relating to non-container based collections of mosquito vectors, for example
collection of adults by traps or active collection with aspirators, as well as container-based
surveillance data for immatures which was mentioned previously. In the latter case, the
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system includes separate data entry screens for data collected by individual container versus
data collapsed to user-defined container types. This is complemented by functionalities
relating to capture of data for assays conducted on mosquito collections, including assays
for pathogen detection, assays to determine killing efficacy of insecticides, and insecticide
resistance bioassays, biochemical assays, and molecular genetic assays.

Intervention planning is restricted to a planning calculator tool which helps the user
determine the man-power or amount of insecticide product needed to complete an
intervention. Intervention monitoring deals with coverage, in space and time, of different
types of control interventions. This includes functionalities to handle data relating to
person-days and amount of insecticide product used for the intervention as well as data for
intervention coverage, by user-configured control methods, collected on a premises-to-
premises basis or aggregated to larger spatial units such as blocks or neighborhoods.
Finally, the system’s stock control module helps the user to track stock levels in different
storage locations and also to track cost of stock. Locally relevant stock items are configured
by the user in the term tree.

3.6 System limitations and plans for future improvements

The system’s potential for adaptation by the user to local circumstances without the
involvement of software developers results in increased complexity of the system, most
notably for the system administrator when it is first installed and configured. The system
includes extensive capacity for data import, including import spreadsheets that are tailored
to specific functionalities. However, the import process is, for data quality purposes,
unforgiving when it comes to poor quality data. Furthermore, because the system lacks
capacity for mass-deletion of data, import of large amounts of data must be considered very
carefully to avoid time-consuming data deletion exercises. The system was developed to
support operational control programs and therefore has very limited statistical and spatial
analysis capacity. Statistical operations that are directly supported are restricted to: (1) query
builder calculations of sums, averages, and minimum and maximum values and (2) pre-
defined query builder custom calculations that relate to specific system functionalities, such
as disease case incidence or vector abundance indices. Other statistical operations require
the user to export data for subsequent import into a statistical software package. Finally, the
system supports basic mapping functions but essentially lacks spatial analysis capacity. To
achieve this, the user needs to export a shapefile from the system for subsequent import into
GIS software with spatial analysis capacity.

Plans for future system improvements include: (1) making the system directly compatible
with hand-held mobile data capturing devices, especially PDAs and smart phones, (2)
developing an over-arching query builder to make it easier to combine data from different
parts of the system, (3) developing additional user-configurable functionalities such as
configurable surveys, and (4) expanding the system to include other important vector-borne
diseases in addition to dengue and malaria.

4. The California Vectorborne Disease Surveillance Gateway: A data
management system/decision support system for vector control programs
and public health agencies

California’s arbovirus surveillance program is a collaborative project between the network
of vector control agencies that make up the Mosquito and Vector Control Association of
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California, the California Department of Public Health, and the University of California at
Davis (UC Davis). These agencies are autonomous but are linked by a cooperative agree-
ment that defines their respective roles in vector-borne disease surveillance, and together,
they are charged with surveillance and control of mosquitoes and arboviruses to protect
the health of California’s human population of more than 38 million (~12% of U.S.
population).

In recent decades, record-keeping has graduated from paper-only systems to electronic data
storage, initially weekly spreadsheets -- essentially electronic versions of paper forms -- and
presently relational databases that link data over long time periods and permit efficient data
storage, data analysis, and reporting. The transition was facilitated by National Oceanic and
Atmospheric Administration-funded projects that supported the conversion of California’s
paper-based surveillance records from the last 50 years to electronic form, now stored in
databases maintained at UC Davis. Once this centralized data repository was established,
there was a need to provide participating agencies with access to the data and to provide
mechanisms for ongoing data input and retrieval. In 2006, the first step was taken toward
these goals with the launch of the first version of the California Vectorborne Disease
Surveillance Gateway (hereafter, the Gateway). The Gateway was designed for
three overarching purposes: (1) to provide a user-friendly system for the storage of
surveillance data, (2) to facilitate more efficient data exchange among the collaborating
agencies, including the diagnostic laboratories, and (3) to provide tools for analysis and
visualization of surveillance results and the calculation of risk estimates to support control
decisions.

Vector control in California is conducted within local districts, and each agency is
independently operated and funded by local property taxes. Budgets vary widely, from a
single salary and control supplies in rural areas to multi-million dollar budgets in urban
areas with more complex control needs. These differences in budgets, work forces, and
control strategies result in a diverse array of data management solutions among agencies,
and because of the autonomy of the agencies, implementation of a centralized software
solution for statewide data management hinges on its ability to accommodate their needs
and provide tools that enhance their surveillance and control activities. The system
described below has been in place as the software decision support tool used for mosquito
control in California since 2006 and has combined large-scale monitoring of encephalitis
virus enzootic amplification with immediate reporting, analysis, and visualization.

4.1 System architecture, requirements, and licensing

The Gateway is designed for use by local vector control agencies to store, manage, and
analyze data collected through their surveillance activities. Agencies are the primary
administrative units, and the Gateway was designed to scale from an individual agency to
groups of collaborating local agencies and to accommodate the needs of a hierarchy of
agencies at many levels. Here, we focus on California’s implementation of the system, where
it is used to coordinate and streamline surveillance activities and provide summaries and
calculations to be utilized by the local agencies, as well as other state and national public
health agencies, such as the California Department of Public Health and the United States
Centers for Disease Control and Prevention.

The system was written using a modified Model-View-Controller (MVC) architecture to
facilitate rapid development and customization by the local user. All components of the
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system are readily available at no cost, can be adapted for specific use, and nearly all are
open-source. Data are stored in a PostGIS-enabled PostgreSQL database while server-side
code is written in PHP (http://www.php.net/). HTML templates using jQuery
(http:/ /jquery.com/) and Google Maps (http://maps.google.com/) comprise the client
code and are accessible through standard web browsers. Use of Google Maps requires
compliance with the Google Maps Terms of Service.

The minimum hardware requirements for running the system on a single computer are 1 GB
RAM, 40 GB storage, and 1.4 GHz CPU. Though the system can be installed and operated on
a single computer, it is strongly recommended that the system be installed in a client-server
environment with the database and server running in a UNIX-like environment, although
installation on Windows is possible. On the client side, access to the Gateway occurs
through a web-based interface. Software installation is not required, and any operating
system can be used, as long as the internet browser is current and supports established web
development standards. Operating systems tested include Microsoft Windows XP and 7,
Apple Mac OSX, and Ubuntu Desktop. Web browsers tested include Microsoft Internet
Explorer 8 (http://www.microsoft.com/windows/internet-explorer/default.aspx), Mozilla
Firefox 3.6, Apple Safari 5 (http://www.apple.com/safari/), and Google Chrome 8
(http:/ /www.google.com/chrome/).

The Gateway system is available as a compressed file archive and can be obtained by
contacting the administrator of the CalSurv website (http://www.calsurv.org) or the UC
Davis Center for Vectorborne Diseases' website (http://cvec.ucdavis.edu). The system is
licensed under the GNU General Public License version 3 and has no costs associated with
distribution and use of the software.

4.2 System security and extensibility
Data integrity is ensured in the Gateway by having all records include identifying

information of the user who created or modified the information. A background audit log
tracks every record added or changed in the system. To eliminate the possibility of
accidentally deleting important data, the Gateway has no ability to completely remove
information but can remove a record from view, which also excludes the record from
reporting and analysis. With the identification information stored with each Gateway
record, end users are restricted to only the records of their agency, thereby ensuring an
agency’s privacy. For California’s instance of the Gateway, the system is housed at the UC
Davis Center for Vectorborne Diseases in a climate-controlled, locked server room protected
by several layered firewalls that regulate network traffic and, in addition to the university
network structure, prevent unwanted access. Temperature and humidity are monitored
remotely, with thresholds set to trigger notification e-mails to a system administrator if
conditions exceed allowable tolerances. A back-up server with a RAID 5 drive array and a
LTOS tape drive provides short- and long-term storage for all Gateway data. Back-ups occur
hourly, daily, weekly, monthly, and yearly to the RAID 5 array and tapes. Monthly and
yearly tapes are stored offsite.

Agencies are the principal administrative unit for managing users” access to the Gateway,
and each agency assigns permissions to its users that regulate their ability to view, add, or
modify data. Each agency designates at least one agency manager, which is a senior person
who manages privileges for all other users within the agency. Users receive permission to
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access the agency’s data from their manager, and privileges are based on the user’s category,
which is one of the following: view-only, diagnostic, user, or agency manager.

The Gateway’s architecture (i.e., code and database schema) is not confined to a particular
structure, and the system is designed to be broadly applicable for vector surveillance and
control programs in any location. Users of the system can be assigned to one or more
agencies, with no limits on the number of agencies or assigned users. Agencies also may
share data with other agencies (e.g., their neighbors) by providing them with a “user” or
“view-only” account. Other extensible features include arthropod names that are structured
according to taxonomic rank from phylum through species levels, and the system is
extensible to include new taxa as required. Spatial data are stored using a consistent, global
spatial reference system (WGS 1984), and these data can be transformed using PostGIS into
any other spatial reference system as needed for individual applications.

4.3 Data input and output

Two mechanisms are provided for entering data into the Gateway -- direct record-by-record
entry through a web-based front-end, or bulk import of record sets after entry into a local
data management system. The first and most common method for entering data is direct
input using the Gateway’s data entry forms. Forms are provided for field data (surveillance
site locations, arthropod collections, sentinel chicken samples, and dead bird reports) and
results of laboratory testing for arboviruses (mosquitoes, sentinel chickens, and dead birds).
Accuracy of entry is maximized by the use of drop-down menus, pop-up calendars, and
messages or mouse-over tips clarifying the meanings of individual fields.

Keyboard-only data entry is also supported, and the Gateway suggests possible values as
the user types part of a field’s value, with the range of possibilities narrowing with each
keystroke. Once the desired value has been identified, the user can tab to the next field.
Samples of mosquitoes (i.e., mosquito pools) to be submitted for virus testing can be
entered directly below the collection data, which links the pools with the collection
information and avoids redundant entry (Figure 7). Later, diagnostic test results for
mosquito pools and sentinel chickens can be added directly without re-entry of collection
information. Many of California’s vector control agencies use the Gateway as their
primary means for data management, but a number of other agencies also maintain in-
house data solutions that range from generic spreadsheet or database software to fully
customized programs. To avoid redundant data entry, the Gateway provides mechanisms
for bulk data import from these systems. Data that can be imported include surveillance
site locations, field data on sentinel animals and arthropod collections or pools, and
laboratory test results. Structures and plain-text formats are specified for each data type,
along with a sample data set. Once the data are in the appropriate format, the user simply
selects the type of data and the file to be imported, and a preview of the data is shown
before they are uploaded into the Gateway.

For users who prefer storing a copy of their data locally or want to import data back into
their local data management systems, the Gateway offers the ability to export any data set
for download. Before export, the data may be filtered by criteria relevant for the data type,
such as agency, date range, site list, mosquito trap type, or mosquito species. Several
formats can be selected for the export file, such as OpenDocument spreadsheet
(http:/ /opendocument.xml.org/), Microsoft Excel, plain text, or HTML.
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Fig. 7. Example showing the Gateway’s data input screen for mosquito collections, including
entry of mosquito pools associated with the collection that are to be tested for arboviruses in

the lower pane.

4.4 Examples of Gateway functionality
In the following sections, we describe several of the Gateway’s features that add value to the

underlying data sets and provide decision support for vector control agencies.

4.4.1 Calculators for mosquito abundance and arboviral prevalence

The Gateway provides two calculators that are used to assess the current year’s (or any
other selected year’s) mosquito abundance and virus activity (Figure 8). Each calculator has
filtering options for agency, time interval, and site groupings, including the spatial features
discussed below in section 4.4.3. Other choices include mosquito species and sex, mosquito
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trap type, and virus, depending on the calculator. If multiple selections are made for the
filters, users are provided an option to treat each of the choices individually in the
calculations, which makes calculations for several species or spatial features quite easy. In
addition to the requested time period, averages are calculated for comparison of mosquito
abundance to the prior 5-year period. Mosquito infection prevalence and 95% confidence
intervals are estimated using maximum likelihood estimate methods (Biggerstaff, 2006).
After running any of the calculations, the results can be downloaded to the user’s computer
or graphed as shown in Figure 8.

A. Graphfrom the Gateway’s mosquito B. Graph from the Gateway’s mosquito
abundance calculator showing infection rate calculator showing point
present-year (red line) and 5-year estimates (blue line) and 95%
historical (blue line) means. confidenceintervals (green area).
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Fig. 8. Output graphs, aggregated by half-month, from the Gateway’s calculators. A) Female
mosquitoes per trap-night. B) Infection rate per 1,000 tested mosquitoes.

4.4.2 Risk of West Nile virus (WNV) transmission to humans

The California Department of Public Health publishes the California Mosquito-borne
Virus Surveillance and Response Plan (California Department of Public Health et al.,
2010) to provide guidance for vector control and public health agencies and to specify
appropriate interventions if the risk for transmission of WNV to humans escalates. The
plan includes an assessment of arboviral transmission risk based on climate and the
components of enzootic surveillance systems, including mosquito abundance, WNV
infection prevalence, avian serology, and diagnostic testing of dead birds (Barker et al,,
2010). Each factor is assigned a risk value from 1-5 and all available factors are averaged
to obtain an overall risk level.

The Gateway automates these risk calculations, taking advantage of the stored historical
surveillance data for estimation of baseline mosquito abundance and temperature data
from the NASA Terrestrial Observation and Prediction System (TOPS) (Jolly et al., 2005;
Nemani et al., 2007) available through a collaboration with Ames Research Center.
Calculations are scripted to run automatically at the conclusion of each half-month during
the surveillance season and graphs are automatically e-mailed as PDF files to agency
managers throughout California showing risk estimates overall and for individual
surveillance factors (Figure 9).
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Fig. 9. Example from a PDF file showing an agency’s calculated risk for each half-month.
The top two graphs indicate overall risk based on the two key mosquito vectors in
California, and remaining graphs show calculated risk for individual surveillance factors.

4.4.3 Spatial features

Perhaps the most exciting new capability of Gateway 2.0 (launched in early 2010) has been
the addition of spatial features. Most aspects of surveillance are inherently spatial, and
calculations (section 4.4.1) are frequently aggregated over spatial units. In previous versions
of the Gateway, calculations at the sub-agency level had been limited to the use of site
groups, which required tedious assignment of surveillance site codes to groups that could
be used for calculations. Site groups remain a flexible option, but new spatial features make
this process easier by capturing sites that fall within a user-defined area without identifying
the site codes a priori.

Spatial features are collections of one or more polygons of any shape that are defined by a
user and shared (or not) with other users in the agency. The features are created through a
graphical interface that allows users to point and click with the mouse to define one or more
polygons for each feature (Figure 10) or by import of an ESRI (Redlands, California, U.S.A.)
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shapefile that defines the features. After features have been created and saved, they appear
along with individual sites, site groups, and agencies as choices for spatial filtering in all of
the Gateway’s calculators. Each agency’s boundary is provided as a spatial feature by
default.
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Fig. 10. Gateway editor showing spatial features that correspond to townships defined by
the Public Land Survey System within the Kern Mosquito and Vector Control District.

4.5 System limitations

The Gateway is designed primarily for use by one or more agencies in an environment
where the software and underlying database would reside on a central server with clients
utilizing web-based interfaces through an internet browser. This results in a requirement for
a reliable network connection, which can be a limitation in some environments. Benefits of
this centralization are that corrections can be made or new features added quickly, without
the need for periodic distribution and installation of software by the system’s users. Also,
operating system compatibility is maximized by the web-based interface. However, this
centralization also limits the tools available for data input, output, and analysis to those
created by the developer(s) with access to the central server, and there is no facility available
for development of tools by end users. As a result, the success of the system for a particular
implementation and its value to users will rely on developers being responsive to users’
needs for a given system. The Gateway’s data export mechanisms also allow users to
download their agency’s data for additional analysis using other software.

The Gateway’s calculators of mosquito abundance and arbovirus prevalence are highly
flexible in terms of their options for aggregating and filtering data according to space, time,
or other attributes, such as mosquito species or sex. Each filtering option also typically
allows for selecting multiple choices and treating each choice individually for calculations. If
several of these grouping variables are applied simultaneously, this can result in an extreme
number of dimensions for calculations, which would require a large amount of compute
time. To address this potential problem, Gateway calculators have hard-coded limits on the
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number of dimensions for calculations, and if calculations exceed a pre-specified threshold
for total compute time, an error message is returned on the user’s screen, and a message is
sent to the system administrator. Hard-coded limits and notification triggers may be set by
the system administrator as needed for a particular implementation of the Gateway.

4.6 Future of the Gateway

Several important improvements are planned for the Gateway, including enhanced
interactive mapping, management of pesticide use and resistance data, and development of
an interactive risk calculator and forecasting module to complement the existing tools.
Currently, the Gateway provides interactive maps that are updated in real-time as new data
are added to the Gateway. These are run on ArcIMS (ESRI) and Geocortex IMF (Geocortex,
Victoria, British Columbia, Canada), but this system is being transitioned to a Google Maps-
based system later in 2011. The key advantages to the new system will be: (1) free software
that eliminates licensing costs, (2) automatically updated base layers maintained by Google,
and (3) increased freedom to customize the user interface for queries and other interactions
with the underlying PostgreSQL/PostGIS databases.

In addition to surveillance, vector control agencies must carefully track and report their use
of pesticides. This aspect of control programs is receiving increased emphasis due to new
regulations aimed at preventing pollutant discharge into waterways, and user surveys are
currently underway to assess the data management needs of California’s vector control
agencies in this important area. Depending on the results of the surveys, new modules will
be added to the Gateway to collect information on pesticide use and resistance that is
consistent with the requirements of the United States Environmental Protection Agency and
state or county-level agencies, such as the California Department of Pesticide Regulation.
The existing tools on the Gateway support vector control decisions by adding value to
California’s surveillance data. To improve assessments of concurrent arboviral transmission
risk (section 4.4.2) as the surveillance season progresses, a new calculator will be added to
utilize the aggregation and filtering options from existing calculators and provide finer-
grained calculation of arboviral transmission risk at user-specified spatial and temporal
scales. Better lead-time is also needed for planning interventions, and we are currently
working to extend historical datasets using hierarchical Bayesian models for forecasting
mosquito abundance and arbovirus transmission. These models explicitly account for
spatial and temporal structure in the data, and climate and land cover predictors have been
evaluated for the varied ecological regions of California. Once validation is complete, these
will be used to provide seasons-in-advance regional forecasts via the Gateway.

5. Conclusions

Emerging information technologies present new opportunities to reduce the burden of
vector-borne diseases through improved decision support for surveillance and control of
vectors and their associated pathogens. Such technologies range from stand-alone mapping
applications, for example Google Earth, to integrated data management system/decision
support system software packages, such as those described in sections 3-4, and mobile data
capturing devices. Incorporation of novel technology solutions into operational control
programs will lead to improved data management and analysis capacity and thus provide
knowledge to support evidence-based decision-making that enhances the control program’s
ability to carry out surveillance, monitor interventions, and improve program performance
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including the targeting of limited intervention resources where they would have the biggest
impact. The rapid growth in software applications which can be used without licensing
costs is now setting the stage for development of integrated data management
system/decision support system software packages that can be readily distributed to
resource-poor environments and used to reduce the terrible burden of tropical vector-borne
diseases.
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1. Introduction

The objective of this study is to illustrate how operational research techniques can be used
in the organization and resolution of logistic operations for combat of dengue in Sobral,
Fortaleza and Rio de Janeiro, middle and large-sized Brazilian cities located in the states of
Ceara and Rio de Janeiro, Brazil.

Considering that the activities to combat dengue are similar to those used to combat other
zoonoses, we have the expectation and the insight that this methodology has a much larger
scope, be it for diseases that are similar to dengue or for other countries with economical
and social development similar to Brazil.

In this study, we basically describe the utilization of a selected set of operational research
methodologies used in planning the activities of combat and control of dengue in middle
and large-sized Brazilian cities, supported by a complex information system. The objective is
to speed up the process of information coming from the field concerning the growth of the
disease, and improve in quality and effectiveness the decision making by the municipality
health managers.

Some of the logistical models related to districting here are well known and have been
regularly used in applications associated with various economic and health care sectors,
(Bourjolly et al 1981), (Menhotra et al 1998), (Bozkaya et al 2003), (Blais et al 2003), (Zhong et
al 2007). The innovative character of the current study is the articulation of these techniques,
using others to support them, for solving a public health problem, therefore consisting of an
application of great social and economical importance in a sector where the use of such tools
has not generally yet received much attention in developing countries.

The study is organized in the following sequence. In Section 2, we describe the
characteristics of the dengue disease, the standard control procedures and its presence in the
world, with a special focus on Brazil. In Section 3, we present the operational plan in the

1 Adilson E. Xavier?, Airton F. S. Xavier!, Nelson Maculan?, Philippe Michelon?, José Wellington O.
Lima! and Luis Odorico M. Andradet

Universidade Estadual Do Ceard, Mestrado Profissional Em Computagio - Uece/Ifce-Ce, Mestrado Em Satide
Priiblica, Brazil

2 Universidade Federal Do Rio De Janeiro, Department Of Systems Engineering And Computer Science, Brazil

3 Université D'avignon Et Des Pays De Vaucluse, Lia - Ceri, France

“Universidade Federal Do Ceard, Faculdade de Medicina - Campus Sobral. ,Brazil,



116 Efficient Decision Support Systems — Practice and Challenges in Biomedical Related Domain

cities of Sobral, Fortaleza and Rio de Janeiro, for the activities of control and combat of the
disease. Concurrently, we make an initial description of the information system proposed to
support such information, which is basically grounded on geoprocessing combined with
database systems for the Web and the acquisition of remote data. In Section 4, we present
briefly a set of logistic optimization models considering the planning of the sanitary agents’
services to combat dengue, as well as some formulations of mathematical programming
models, related solution methodologies used by the state-of-the-art heuristics and their
respective counterparts in the information system. In Section 5, we consider the prevention
aspects by using statistical tools for forecasting the disease and tracking the Aedes by spatial
clustering techniques (natural group detection). In section 6, we do a discussion of our Web
base Spatial Decision Support System and consider its applicability nationwide. Finally,
Section 7 sets out the preliminary conclusions.

2. General considerations on dengue

The fast demographical changes resulting from non-planned migration from rural to urban
areas and from the population growth in the urban areas with low infrastructure lead to an
increased incidence of the disease transmission and the dissemination of pathologies in
areas that have not yet been affected. However, in respect to the emergence of diseases
transmitted by mosquitoes, even a population that lives in a risk area may register low
infection rates, if preventive measures are taken, such as: operations for closing ditches, the
placement of nets in cisterns and water-tanks, the use of repellents and, whenever possible,
educational and vaccination campaigns.

The migration process facilitates the introduction and the dissemination of new infection
agents, with no previous immunity measures. On the other hand, isolated populations
might not have access to a constant treatment, increasing, thus, the morbidity/mortality
rates associated to a certain specific disease, (Keating 2001).

The temperature increase associated with the pluviometric precipitations also favor, in a
meaningful way the introduction and the dissemination of pathologies that are harmful to
people’s health. Temperature changes affect the birth of disease transmitting mosquitoes
(vectors) as well as the epidemic potential, since it alters the reproduction rate or the
quantity of bites in humans, it transfers the geographical boundaries of the vector or its
distribution, it alters the extrinsic incubation of the pathogen and it increases or decreases
the vector-pathogen-host interaction, affecting, therefore, the susceptibility of the host.
Rainfall increase leads to an increase of reproduction sites and, consequently, to an
increased number of mosquitoes. With an increased number of female mosquitoes there is
also an increased chance that a mosquito may acquire a pathogen and transmit it to a second
susceptible host, (Keating 1991), (Wu et al 2007).

In Figure 1 we see three successive curves, in blue, green (vert) and red. They refer to events
in Regional II - Fortaleza, concerning to the period January-October 1995; being considered:
(i) the accumulated percentage of the rainfall (varying from 0 to 100%); (ii) the accumulated
percentage of the number of larvae (focus); and (iii) the accumulated percentage of human
cases.

Then if we fix some percentage p, let be: (i) f; = ti(p) the time for the rain may reach that
value p; (ii) £ = £2(p) an analogue time for the focus; (iii) f3 = t3(p) an analogue time for the
human cases. Let also a(p) =a=t,-f; that is the time elapsed in sort that the percent of focus
reaches the same value of the rainfall; and P(p) =3 = #; - t; for the percent of focus reaching
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the same value of the percent of cases. Thus a and P are “waiting times”. In general, as in the
figure, we have that t; < t, <t;. We can also consider y(p) =y= a+f = t3-t.

We argue that the increasing of a, f and y is the result of a good prevention and/or combat
process of dengue (Negreiros et al 2007). Unhappily we do not have all the data necessary to
observe the occurrences in other years. But we can test to see what is occurring with y from
1998 just to 2005, that is, considering the two curves, for the rainfall and the cases, Figure 2.
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Fig. 1. Accumulated Percentages of the Rainfall, Number of Focus (Focus) and Cases (from

0% to 100%) per day in Regional II - Fortaleza/BR, along the period January-October 2005.
Graph produced by Webdengue, Data source: FUNCEME and SMS/PMF-CVS.

With respect to the Figure 2 the following considerations are pertinent: 1) 1998, also 1999
and 2005 are “typical years”, since the “lags” or “waiting-times” were present along all the
epidemic year (in general taken from January to October); 2) In the years 2000 and 2002 the
“lags” were viewed only later, that is, with p > 50% approximately; 3) In the year 2004
there were practically inexistent “lags” or “waiting times”, and also within 2001. We must
interrogate if with these two years the combat to dengue was neglected or developed in a
wrong way. For the year 2003 the data are incomplete but it is still possible to verify the
“lag” between rain and the number of human cases for the same period of that year.

Similar graphics were obtained with respect to intervals of five days, or “péntadas”, but
showing exactly the same behavior. In fact, references found in other articles in this direction
are somewhat limited in nature, restricting themselves to one or two annual epidemics periods
and considering trivial correlation techniques. But a technique also recommended, and found
in DePradine & Lovell (2004), refers to the determination of cross-correlations.

An issue in terms of climatic influence refers to the possible effect of ENSO (El
Nifo/LaNifia-Southern Oscillation). Some items surveyed are not clear enough because
they suggest that an El Nifio episode would itself be a trigger for dengue, malaria, etc. This
is not true in a strict manner because the impacts of ENSO vary widely geographically and
are modulated by several other interconnections and also by epidemiologic factors.

For instance, in the septentrional northeastern Brazil, and particularly in Cears, a strong El
Nifio points with very high probability to scarce rainfall and hence to a limited cases of
dengue cases along the rain months, unless the appearance of new or very older (as DEN-1)
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viruses strains. Otherwise, with “neutral years” in northern of northeastern-Brazil, are more
common or usual “extreme” occurrences, this is, with very scarce or with very high rainfall
from February to June, as referred in Xavier (2005) and Xavier et al (2007).

Dengue fever and/or hemorrhagic dengue fever are systems of endemic diseases that occur
in many tropical and subtropical regions, highly influenced by the environmental
conditions, by climatic instability and demographic changes, in areas that conceal the
vectors of the primary mosquitoes: Aedes aegypti and Aedes albopictus. As far as morbidity
and mortality are concerned, dengue fever, hemorrhagic dengue fever (HDF) and the the
dengue shock syndrome (DSS) are considered to be the most important viral diseases
transmitted by arthropods.
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Fig. 2. Rainfall & Cases of Dengue accumulated (0 to 100%) in the period 1998-2005 by
intervals of ten days = “decéndios” = dc, Fortaleza-Ceard, Xavier et al (2008)

The World Health Organization (WHO) estimates that approximately two-thirds of the
world population live in areas that are infected by the vectors of dengue, mainly, Aedes
aegypti and Aedes albopictus. These populations are running the risk of contracting one of the
four varieties of dengue serotypes that currently circulate in the world. An outbreak of
dengue fever or of hemorrhagic dengue fever may affect between 70-80% of the population,
drastically reducing the productive capability of an urban environment or of a rural
economic sector. Figure 3 shows a picture of the disease dissemination in the world,
presenting a detailed division of the areas at risk by dengue fever and by hemorrhagic
dengue fever, for the year 2008.
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The global impact of dengue has drastically increased in the last decades, and today it is
classified as an infectious disease that emerges and re-emerges. Nowadays, dengue fever
and hemorrhagic dengue fever (HDF) occur in more than 100 countries, with more than 2.5
billion people at risk annually, and it is estimated that there are 20 million cases of dengue
infection, resulting in approximately 24,000 deaths. It's important to emphasize that the
most of the cases refer to children. The WHO considers that it's necessary to make a global
coordinated effort to bring the resources of modern science to bear on the control of ten major tropical
diseases in the world, (TDR, 2004). Most recently, their position turn to: To foster an effective
global research effort on infectious diseases of poverty in which disease endemic countries play a
pivotal role, (TDR, 2007).
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Fig. 3. Countries at risk of dengue fever, as occurred until in November 2008 (TDR, 2009).

Dengue appears as the second major important tropical disease worldwide where malaria
comes in the first position. Considering the number of people who are infected annually by
viral dengue, with more than 500,000 hospitalizations per year, there is a growth tendency,
as the control measures of the dengue mosquito either fail or are not effectively
implemented or regulated from a global scale point of view. For the eradication of dengue to
succeed, the target populations must be quickly identified, so that large scale educational
and biological control programs can be implemented immediately (WHO 1999), (KEATING
2001), (TDR 2004/2007/2009).

Alarmed with the resurgent situation of the disease, the WHO estimated that the number of
individuals infected with viral dengue might exceed 100 million annual cases around the
year 2001. The sub-notification of human cases is a real problem in the major third world
countries (those last years” estimative of 5 to 7 sub-notifications per 1 correct). The real
situation is actually far worse most recently.

Understanding the relationships between human behavior, environment and the disease
systems, is crucial to reduce the morbidity and mortality rates associated to the epidemic
and endemic dengue transmission. In order to avoid the introduction of the dengue fever in
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new areas and to reduce the re-incidence of epidemic dengue in endemic areas, studies must
be carried out so as to identify the correlation between climatic varieties, demographic
changes and the increase of the incidence of dengue, to have better forecasts of the disease
growth based on more appropriate models, and to define logistical criteria for attack
operations through agents and vehicles, that may facilitate and guarantee, in a broad
manner, the coverage of the affected regions. All this is necessary in order to define an
organization of how, when and where to control the efforts that will be implemented. Since
effective dengue vaccines are not foreseen for the immediate future, the government, health
insurance companies and researchers must continue their efforts to understand the
transmission dynamics associated with dengue.

The number of dengue cases in Fortaleza 2001-2006 (a), Sobral 2006 (b), Brazilian Regions
(c-d) and Brazil from 1989-2010 (e), can be seen in Figure 4. The rapid growth and the
resurgent behavior of the disease in Fortaleza, Sobral, Rio de Janeiro and Brazilian regions is
one of the major worries of the health authorities.

Today, Brazil spends approximately US$ 1.0 billion dollars annually with the prevention
and combat of dengue. From that volume, approximately 80% is used to maintain
the infrastructure of direct prevention in the real estate units and the rest is spent
in management and education. Despite that, it is estimated that US$ 5.5 billion dollars
are lost annually due to local epidemic situations like the one that occurred in 2002, (SVS,
2004-2007).

3. The computational framework for dengue management

Dengue is endemic in Brazil, but it often appears in epidemic outbreaks, as we have seen in
the previous section. The control of dengue requires managing a huge volume of
information on the presence of breeding sites, the presence of the vector in the different real
estate unit breeding sites, the occurrence of human cases, the realization of interventions in
the larva and adult forms of the vector, and on educational interventions to reduce and
eliminate breeding sites. These information changes in time and space. The actual decision
making as to when and where to intervene is based on computational systems with
outdated technologies that take into account only a small part of that information, such as:
occurrence of human cases for urgent interventions and presence of the vector for medium
term interventions.

In the city of Sobral, in the state of Ceard, the work to combat dengue is being developed by
the Center for the Control of Zoonoses as in Regional II for the city of Fortaleza. The
information on vector focuses, collected by approximately 200 sanitary agents is registered
daily in Sobral and 300 agents for Regional II in Fortaleza.

By mastering and making use of Information technologies combined with Geoprocessing
and Database Systems for the Web and Remote Data Collection, we identify the possibility
to dispose the information gathering (through databases) available directly on the field,
through palmtops or pocket PCs (Hand-Held), or turning available a network of equipment,
through which the print forms are transcribed directly into the network by the sanitary
agents themselves, who are trained to do that. The database manager treats the relevant
information, which is immediately published on the web, in such a way that the health
officials can follow what happens in terms of the expansion of the focuses and cases, with a
dynamic vision of their evolution in time. Such an accompanying process is done through a
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Manager system, installed on the desktop of the center of Zoonoses or through the
Webdengue system, available on an Internet website (www.webdengue.com).

The framework is thus made up of a set of five computational systems: Webdengue,
Manager, Geographvs, a geographical editor to keep actual major urban occupation
information, “Hand-Held” Agent and “Hand-Held” Supervisor, that exchange information
so as to provide the managing person the necessary resources for making decisions on
“what to do” in case of an endemic or epidemic situation of such disease.
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Motified Human Cases of Dengue
in Brazil from 1990 to 2010 - SVS/MS
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Fig. 4. Disaese evolution in number of cases: (a) Fortaleza, Jan/2001-Sep/2006; (b) Sobral, Jan-
Dec/2006; (c) Brazilian Northeast and Southeast regions; (d) Brazilian North, Midwest and
South regions; (e) dengue re-emerging in Brazil. (*) Source: Ministry of Health (SVS/MS).

The system Webdengue is basically used to increase the speed of information gathering on
the evolution of the disease through human cases, and to cross that information in regard to
focuses within a certain period of time. This procedure usually takes about 15-30 days, and
may take much longer. When the information comes from the web by the medical and
laboratories staff, it comes within seconds. Furthermore, decision-making support tools
based on optimization models have been included - the Manager System -, as a differential
so as to help supervisors of zoonoses centers to optimize the coverage of sanitary agents,
besides scheduling the services, and other resources.

Since it is necessary to disseminate the information about the presence of focuses from “real
estate unit to real estate unit” in Sobral or by block in Fortaleza, our work extends itself as
advantageous in the sense of the georeference of the residences, the businesses and others,
resulting in direct gains to both the municipal and the health administration (via the system
Geographvs).

As for the “Hand-helds”, the systems for palms or pockets, “Hand-Held” Agent and
Supervisor, speed up the process of writing down the field data and the consolidation of the
results, pending visits, as well as sporadic surveys of habits, personnel pets survey,
educational level and behavior of the citizens who live in the urban regions.

Once they are integrated, the systems can quickly present to the officials the table of the
evolution of the diseases, and they can also help analyze other aspects that are not directly
related to the diseases. The national information systems on such diseases (SINAN?Z,
National System for Accompanying the Cases of Dengue and FAD?, National System for
Accompanying the Focuses of Yellow Fever and Dengue) are automatically fed by the

2 SINAN - Sistema de Informacdo de Agravos de Notificagdo (Aggravation of Notification Information
System)
3 FAD - Sistema de Notificacdo de Febre Amarela e Dengue (Yellow Fever and Dengue Notification
System)
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system. Therefore the exact place, period and day of the presence of the Aedes aegypti
mosquito is stored in a space-temporal georeferenced database.

Figure 5 presents our framework. It is possible to notice the modeling concept of the
information management to appreciate the technological content added for minimizing the
temporal distances in processing the information and making pertinent decisions on
prevention and combat.

Geographvs MANAGER WebDengue
- {:ENTRﬁL .LaI_J-
Palm } .  Palm e
Supervisor {* ~  Agent

Clinic Human Cases
Fig. 5. The proposed computational Framework for the management of dengue

Thus, once the information is available at the necessary speed and precision level (now
possibly right after each agent’s working day), statistical models for a climatic tracing x
forecast of case occurrence, clustering of focuses and cases in significant sizes, as well as
infection models were also developed to better estimate the expansionist influences and to
indicate the inhibitors for the epidemic advance in a Decision-Making Support process. Such
tools are timely and useful to health officials, providing them with a contextual and
temporal vision of the expansion of the disease.

This technology was evaluated in Regional II - Fortaleza/CE, with the support of
CVS4/PMF5 to the control of strategic points (real estates with control of every 15 days: tire-
repair places, buildings in construction, old-car deposits, cemeteries, etc.), having reached
excellent results, with “zero focus” in 20 of its 21 boroughs, or more precisely, from 5443

4CVS - Célula de Vigilancia Sanitéria
5 PMF - Prefeitura Municipal de Fortaleza
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visits in special real estate units done by 13 agents during June to November 2005 only one
focus with Aedes remained in a build in construction. Also in Sobral, the framework was
partially developed, where we built the city thematic maps, and evaluate some results
considering the evolution of focus that were investigated for the years of 2004 and 2005. In
Figure 6, we show the thematic maps used in the software for managing the evolution of the
disease in different cities (Sobral, Fortaleza and Rio de Janeiro).
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Fig. 6. Areas where the computational framework was prepared to run, Sobral and Fortaleza
in the state of Ceard, and Rio de Janeiro in the state of Rio de Janeiro, Brazil.
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4. Combinatorial models for the logistic of prevention and combat

As it can be identified in the above-described researches on dengue, the prevention logistics
in place is characterized by the extended use of spraying vehicles and sanitary agents within
the regions affected by the mosquito, generally with an inefficient planning which does not
take the process of servicing into consideration from the Operational Research point of view.
The use of spraying vehicles as a preventive measure is adopted in Brazil; nevertheless, as
we have seen, its effectiveness is questioned in some places.

In 1999, we witnessed both phases of preparation for the massive combat of dengue,
namely, planning for attacking the infection sectors and the infrastructure of the spraying-
vehicle system. We observed that the organization of the system uses, in a precarious
manner, a set of computational modules that register thematic maps, distributed according
to the need for action. The distribution of the agents and of the vehicles does not optimize
the efforts, but it demonstrates a lot of good will in attacking the problem, (Negreiros, 1996).
The spraying vehicles task can be in fact largely improved by better designing their
itineraries, in creating service areas according to risk sectors, or in minimizing the effort
undertaken to meet the itineraries of the vehicle, considering its work periodicity.

As for the sanitary agents, practical experience demonstrates that they account for a
significant portion of the operational cost and the effectiveness of the combat process.
Groups of agents are formed to act in a certain area and, during the visiting cycle, which
often consist of 35-45 working days (3 to 4 months cycle), for the focal agent, the entire city
must be covered, real estate unit by real estate unit. Work distribution among agents is done
superficially, although the managers keep a record of all blocks and places that are difficult
to reach by manually drawn maps. SVS indicators are relevant for the teams in respect to
coverage of real estate units, and those real estate unit pending (real estate units that have
not been visited because they are closed or because the occupant, for any reason, didn’t
allow the agent to visit it) must be covered within the cycle, since this is a major indicator for
work quality within a period.

The work of the agents is our greatest preliminary concern. The task of assigning them and
distributing them among the real estate units is acknowledged as being a difficult task for
the Manager of the Center. Next, we report three models that are pertinent to the
distribution of the daily service load of the sanitary agent, and one model related to the
assignment of the spraying vehicles to service areas.

4.1 The planning process for the sanitary agents’ task

For planning the coverage of the sanitary agents task, districting models were used by
extending clustering methods as in classical districting approaches, (Garfinkel &
Nembhauser, 1970), (Blais et al, 2003), (Zhong et al 2007). The clustering methods can be
treated in the following way:

Let S be the set of real estate units or city blocks to be visited, S = { sy, ..., 5;x }, where s; € R2, j
=1,...,m. The objective of this first model is to partition S into no empty g disjointed subsets
S;, i=1,.,¢q [1], in such a way as to divide the operations of planning and control of the
activities to combat dengue,

SqujSi, S5 =9, i=l..q.k#i 1)
i=1
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It is, therefore, a classical clustering problem treated by several publications in the
bibliography, for example (Hartingan 75), (Spath 85), (Hansen & Jaumard, 1997), (Kaufmann
& Rousseauw, 1990) and more recently (Everitt et al 2001), (Theodorides and Koutrambas,
2003).

Each subset S; can be represented by its centroid or center of gravity,

1
X, =—— D> 5, )
|Si|z.1

JeS;

where | S; | is the cardinality of subset S;, i=1, ..., q.
The most traditional formulation of the clustering problem can be represented by the
following optimization problem,

q
(Min-sum Clustering) minimize )’ Y [|'s; —x; | @)
i1 jes,

such that X={xy, .., Xq}and x;e R2, i=1,..,q.

The problem [3] above is known as the clustering one, according to the criterion of the
minimum sum of squares. This problem is often presented in the following alternative
format,

minimize ) d]2 (%) 4)
x ]:1

such that d;(x) =min; [|s; —x; ||

It is thus a non-linear problem, with a set of constraints that are intrinsically non-
differentiable. Within the scope of the project, a new method was developed for the solution
that turns it into the solution of a sequence of problems that are completely differentiable,
(Xavier, 2005), the so-called Hyperbolic Smoothing Method (HSM), which found out high
quality solutions for the clustering over the set of blocks’ centroid of the city of Sobral.
Figure 7 shows the result for a set of 11 distinct groups from 13280 city blocks (Sobral),
(Xavier, 2005).

Other clustering methods exist, between the exact and heuristic ones, the most used are the
heuristics as: Forgy, k-Means, j-Means, c-Means, and many other variations, (Forgy 1965),
(Hansen & Mladenovic, 2001), (Theodoridis & Koutroumbas, 2003), (Negreiros & Palhano,
2006). To have an idea about the performance of the HSM, table 1 shows the clustering
results obtained for different number of groups (4=8,..,11), over the Sobral instance. In the
table, we have:

frsc, is the cost of the objective function for the HSM ;

fi-means, is the cost obtained by the j-means method, (Hansen & Mladenovic, 2001);

Timepsc, is the time (in seconds) for the HSM;

Timej.means, is the time (in seconds) for the j-means method.

e IOO(fHSC - fj—means)

, is the gap to the method j-means, and
f_ J—means
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Fig. 7. Result from a clustering of 13260 centroides of blocks, of the city of Sobral/CE, after
applying the HSM.
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Atlhon 0.5GHz, 0.5Gb RAM.
The results on Table 1 reveal the superior quality of the HSM in consideration to one of the
state of the art OR methodologies reported, (Xavier, 2010), (Xavier & Xavier, 2011).

, is the computational time between the HSM and j-means, in a PC-

Q f HSC Tln(lse)HSC f; —means Tlm(e;—)means E Ratio

8 0.40663x1010 95.55 0.40674 x1010 2220.61 -0.03 0.0430

9 0.35783 x1010 78.11 0.38988 x1010 18.08 -8.22 4.3202

10 | 0.31477 x1010 127.89 0.56343 x1010 2259.02 -44.13 0.0566

11 | 0.27637 x1010 107.08 0.27637 x1010 26142.94 0.00 0.0041
Table 1. Results for the instance of the city of Sobral/CE

Among the alternative approaches directly related to covering planning problem of sanitary
agents, two are directly extracted from solutions to clustering problems with capacity

constraints: traps placement and coverage division of city by group of agents.

4.1.1 Traps placement
The increase of Aedes aegypti mosquitoes on the urban space constitutes an important hole
for the dengue propagation. The permanent estimation of mosquito population densities is

fundamental information for prevention of the disease.

Different types of traps were developed by Brazilian biologists, which are used in the
context of prevention the Aedes aegypti expansion. There are traps whose types are to capture
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the adult mosquito (female) - Mosquitrap, others to capture grubs and eggs (Ovitraps) and
others the female mosquito, and its grubs and eggs, Figure 8.
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Fig. 8. Different types of traps developed by Brazilian biologists, Mosquitrap (left) - to

capture adult female, by Alvaro Eiras and Mosquitérica (right) - to capture grubs and eggs,
by Maulori Cabral.

The use of traps for capturing dengue vectors is a universal strategy for such proposes,
therefore the traps placement problem appears, once the cost of some of these apparatus are
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related to the number installed in square area of the field. Three major approaches that may
appear: the first can define the placement of the traps considering its coverage in a given
radius throughout the blocks of the boroughs, and one wishes to cover all the area by using
the least number of traps; a second approach consider the placement of the traps by
introducing the spatial distribution (position) of the buildings and it is desired to obtain the
least number of sets of buildings where in each set the trap will be located at the center of
the group; and finally a third approach the placement of the traps must be positioned in one
building of each set of buildings defined.

To equate the first strategy it was adopted a formulation considering a plane region
covering by equal circles, since the mosquitoes have a limited circular range, (Xavier &
Oliveira, 2005), (Brito & Xavier, 2006).

Let S be a finite region in a plane. A set of g circles, C;,i=1,...,4, constitutes a covering of S, if
each point in S belongs to at least one circle. The core focus of the adopted approach is the
smoothing of the min-max-min problem engendered by the modeling of the covering
problem.

Let x; i=1,...,4 be the centers of the circles. The set of these centers coordinates is
represented by X < R%. Given a point s€S, we initially calculate the distance from s to
the center in X that is the nearest. This is given by:

d(s,X)= min s - %], ©)

A measurement of the quality of a covering of domain S by the g circles is, of course,
provided by the largest distance d(s,X), which corresponds exactly to the most critical
covering of a point. The optimal position of the centers must provide the best-quality
covering for the region S, that is, it must minimize the most critical covering. If X*denotes
an optimal placement, then we have the problem:

* . .

X =argmin max min ||s - xi” (6)

2
XeR seS x;eX )

In order to solve the above problem numerically, we first discretize the domain S into a
finite set of m points, s;, j=1,...,m thus obtaining the following model (TPP1):

(TPP1) minimize z
subject to

Zj = [1:11]111] HSJ —Xi‘

J=L,m, @)

P b
z 2 zj,j=1,...,m. )
Let ¢(y) denote max(0,y). By using a ¢ perturbation, it is derived the problem (TPP2):
(TPP2) minimize z

subject to

Zq: P(z; _HSJ -X1H2)2¢9, j=L...m, ©)
i=1
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z2z,j=L.,m. (10)

For overcoming the extremely rigid non-differentiable structure, the function ¢(y) is
replaced by the hyperbolic function ¢(y,t)=(y+(y2+12)1/2)/2 approximation, which can be
replaced in the model (TPP2) by (TPP3) as:

(TPP3) minimize z

subject to
q .
le ¢(zj—Hsj - X, 2,1)25, j=1..,m, 11)
P — 12
z2z,j=l.,m. 12)

The solution to the equivalent covering problem (TPP3) is obtained by resolving an infinite
sequence of the last problems obtained by a gradual decreasing of both parameters ¢ andz.
Figure 9a shows the process of placing the traps for a coverage of approximately 150m in the
boroughs of Dionisio Torres (64 traps) and Praia de Iracema (64 traps) and it indicates the
shortest expanses for this type of trap placement.
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|

Fig. 9. a. Placement of traps for the boroughs of Dionisio Torres (64 traps) - above, and Praia
de Iracema (64 traps) - below, by using the hyperbolic smoothing technique.

The trap placement problem can also be solved by min-sum-of-square clustering problem
(second strategy), if the placement must be introduced in the center of sets of buildings, for a
defined maximum number of traps. In this case it is an input the position of the real estate
units which are the items to be clustered. As third strategy one can use the classical
Euclidean p-medians problem to precede the coverage. In this case, the median will be the
place (building/real estate) where the trap must be located. The classical p-median model
can be stated as follows, (Daskin, 1995). Consider:

Sets:

V -isthe set of real estate unit, | |V|| = n
] -is the setcenters, 1< | |]| |[<p;

p — is the number of medians or centers.
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Parameter:
d;j — is the distance between real estate i and j in the euclidean space R2;

Variables:

x;— is the vertex center of median j;

_ | 1,if areal estate unit i is assingned to median j,
yij 1 0, otherwise;

(p —Median) minimize z Z dijy;i (13)
i

subjectto Y y; =1 VieV (14)
j

ij =p (15)

i

y;<x; VieV,VjeV (16)
Y € {0,1} VieV,VjeV (17)
x;e{0,1} VjeV (18)

In the classic p-median model, [13] defines the minimum cost to assign medians of real
estate’s to their real estates, [14] indicates the assignment of only one median to a real
estate, [15] defines the number of medians to be assigned, [16] indicates that if an
assignment of a real estate to its related median is used it must be at most equal to the fixed
median, [17] and [18] indicates the used binary variables, (Daskin, 1995).

Figures 9b and 9c show the two techniques (clustering in Figure 9b, and p-median for Figure
9c) employed for the same set of points for the city of Fortaleza in the boroughs of Dionisio
Torres and Sao Jodo do Tauape, both considering an area of a large number or real estates. A
set of methods from Xavier (2009) for the min-sum-clustering and also for the p-median as
described in Daskin (1995), Taillard (2003) and others could be used to solve instances of
that size within 15 seconds in a PC.
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Fig. 9. b. Placement of traps in a borough of Dionisio Torres described by its limits and the
spatial distribution of the 3947 real estate units (top), by using a min-sum-of-square
clustering method (middle, Error=14,707,808.02) or an Euclidean p-median method (bottom,
Error: 16,444,592.42) for placing 64 traps each.

4.1.2 Coverage division of the city by the groups of agents with capacity constraints
Such a vision must be done in such a manner that each partition be covered by the same
group throughout the visiting cycle. Here there is a problem of Constrained Clustering,
which can be solved by means of the Capacitated Centred Clustering Problem. The division
of work among the agents will be done according to the quantity of real estate units per
agent per cycle, and also taking into account a lower and an upper limit of service within the
area (18-22 real estate units per agent per day, groups with 4 agents, and a calendar with 42
working days in the cycle, for example, would thus mean regions with 3024-3696 real estate
units for this cycle). Figure 9 shows a solution to the problem - the process of distributing
the area coverage among the agents is done with an adaptation of the technique proposed
by Negreiros & Palhano (2006), which is already incorporated into the Manager system.

Sets:

I -is the set of real estate unit, | |[I| | = n
J -is the set of possible clusters, 1< | |]| |[<#;

F — is the fixed cost to open a cluster.
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Fig. 9. c. Placement of traps in a borough Sao Joao do Tauape described by its limits and the
spatial distribution of the 6950 real estate units (top), by using a min-sum-of-square

clustering method (middle) or an Euclidean p-median method (bottom) for placing 64 traps
each.

Parameters:

s, — is the position of the real estate unit i in the euclidean space )R?;
91‘ — is the minimum capacity of cluster j;

éj — is the maximum capacity of cluster j;
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Variables:

_ J1,ifaclusterj isopen,
z 7 7 10, otherwise;

xj— is the geometric center of cluster j;

_ | 1,if areal estate unit i is assingned to cluster j,
y ij = 0, otherwise;

Model of the General Capacitated Centred Clustering Problem:

(g- PACCG) Minimize (F Z]z].)+z] (§| s —x; 1 P ;) (19)
]E ]E 1€
Such that,
jel

iel iel

z S5iYij :;f[zyij]/ Vie] (21)

szjsz;yijﬁéjzj, Vie] (22)
xjeR?, z,,y,;€{0,1), Viel, Vje] (23)

In the model (g-PACCG), the objective function aims to minimize the number of real estate
unit groups to be visited and the sum of the dissimilarities of each of these clusters, [19]. A
real estate unit can only be assigned to a single cluster, in the set of constraints [20]. In the
constraints [21], we have the guarantee of the location of the center of each cluster at its
geometrical center. The constraints [22] take into account the maintenance of the demand of
individuals limited to the capacity of each specific cluster, and the constraints [23] specify
the decision.

This is called the General Capacitated Centered Clustering Problem. The formulation above
shows that it can only be reduced to a NP-Complete equivalent problem, which is the Min-
Sum Clustering (MSCP) problem itself, (Garey & Johnson 1979).

The set of methodologies used for this problem consider a GRASP based type framework,
where a multi-start greedy constrained (capacitated) clustering method followed by the
improvement procedure (VNS), is used to find the solutions, (Mladenovic & Hansen 2002),
(Feo & Resende, 1995).

The method has an unconstrained (static) phase and a constrained (multi-start, greedy). In
the first step we develop the unconstrained clustering by HMS method. The second, actually
the GRASP phase, we perform evaluations to hold the capacity constraints by different
constructive strategies, differing in some sense from the original methodologies proposed
by (Negreiros & Palhano, 2006). These methodologies consider the shape of the clusters built
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and also their capacity limits, exploring constructive Euclidean minimum spanning tree and
Delaunay triangulation proximities, as the convex hull of the groups formed, to treat
feasibility. The best configuration is then selected to be the solution, after a VNS
improvement step, (Preparata & Shamos 85).

The quality of the meta-heuristic proposed is suited to performance ratio and shape of the
clusters, otherwise if the solution does not convince the manager, he/she can interfere
directly in the result (as it is a spatial DSS), moving a set of real estate units or blocks from
one cluster to another, and see the effect of the movement.

Fig. 10. Formation of real estate unit block clusters in the city of Sobral/CE, first phase of
allocation and service division, using a proposed solution for the problem of Capacitated
Centred Clustering Problem.

In order to solve the problem of territorial coverage division for the focal sanitary agent, we
first run a method of generic restricted clustering, for the creation of the coverage areas of the
agent groups (for example areas with 3024-3696 real estate units), and then for each area we
generate the daily clusters (18-22 real estate units). The contrary can also be done. For each
daily group we then generate a visiting list within the real estate units of the group, taking a
traveling salesman's path between two extremes of the group. Also, the same can be done if
the travel is considered between street blocks. Figure 11 presents this methodological reality.

Coy [ 0P ¢ T
l '® Real estate umt
.‘_

Fig. 11. Itinerary of a sanitary agent in subsequent days, among real estate units of a certain
coverage area (cluster) after the restrictive clustering process in a certain area (generating
sub-clusters).
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This same methodology was used to design coverage areas and routes for the SP (special
points) sanitary agents. The SPs are distributed into (Regional II), and first we cluster a
number of agents and than make the routes between the SP’s. An agent that travels between
different boroughs has to complete one borough at a time, as in the Clustered Travelling
Salesman Problem, (Prunner, 2003). Figure 12, shows the results of this application in the
city of Fortaleza.

Fig. 12. Itinerary of a Sanitary SP’s agent for a cycle of 15 working days in one borough (up)
and 3 between boroughs (down), (Manager System)
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4.1.3 Division of the agents work in the coverage areas

In this phase, using the previous example, since the agents have 42 working days within the
area which is defined for their group, only 72-88 real estate units are visited per day, and the
coverage of the entire city is slow and arduous. In this case, our interest is to distribute the
agents by “macro-region” (clusters), in such a way that the (ideally) a representative sample
of the total coverage of the city is explored each day. That is, the daily samples (sub-clusters)
will present the picture of the city in regard to focuses. In this case, for our approach we
consider that the agents must be closer to one another among distinct cluster while being as
far apart as possible within the same cluster, though in the following days they must take
real estate units that are the closest to the ones visited in the previous day.

This problem is related to a situation which seems to be multi-objective, with a dynamic
coverage component. The expected model takes into account a process of dynamic
localization that has been studied by many researchers and that has been reported in a
recent survey about strategic location, (Owen & Drezner 1997).

To better illustrate how this may be done, Figures 13 presents a division of the agents’
work for the city of Sobral/CE, real estate unit by real estate unit, for a defined area
(cluster), though it must be taken into account that the work of the agents acting in this
area could be the most disperse among them, at the same time that the following day it
would be undertaken in groups of real estate units (18-22) located in the neighborhood of
those that the agent visited on the previous day. For that neighborhood to be obtained,
one can use Delaunay triangulation methods, in which the centers of the daily real estate
unit groups would be taken as being those of the displacement assessment (Preparata &
Shamos 1985).

We will call this problem the Sanitary Agent Coverage Assignment Problem (SACAP). A
preliminary {0,1} formulation for this problem may be considered as follows:

Sets:

a. -each cluster ¢ has a set of a_ sub-clusters;

C -is the set of Clusters (areas to be covered);

N(i)— are neighbour sub-clusters of sub-cluster i;

Parameters:

d;j — is the distance between two agents i and j;

H — is the horizon in working days;

M —1is a great number;

Variables:
t, — is the minimum distance between two agents in day k;

k _ {l, if the agent [ visits the sub-cluster j in day k;

xlj — 10, otherwise.

Model of Sanitary Agent Coverage Assignment Problem (SACAP):

(SACAP) Maximize (itk) (24)
k=1



Optimization Models, Statistical and DSS Tools for Prevention and Combat of Dengue Disease 141

Such that,

b <dj + Mmax(1-xj,1-x;), vk, Vi, Vj, V1, V1; (25)

H
z lel;:l,VjeC,VceC (26)

lea, k=1
Y %<1,k Vi=1,.,a,ceC (27)

jeC
xf+ Y xft<1,vk,v1,Y] (28)
jeN(i)

t 20, xje{0,1},Vk,VI,Vj (29)

In the model (SACAP), the objective function [24] searches to maximize the sum of the
minimum displacement distances between two days in a row of the coverage period
undertaken by the sanitary agents. The constraints [25] consider # as the shortest distance
that separates two visited sub-clusters (real estate units of a visiting day). In the constraints
[26], each sub-cluster of each cluster must be visited by an agent of the cluster. In [27] the
constraints indicate that each agent of cluster ¢ can only visit a sub-cluster from c. The
constraints [28] consider that within a visiting period the visit to neighbor sub-clusters is
only permitted on the following day. The constraints [29] consider the decision variables of
the model, being the one that expresses the real distance and the binary allocation distance.
Other objective functions can be considered, such as in equations [30] and [31] below:

1

H 2
(SACAP-1)  Maximize)  (t)> (30)
k=1
or in the same way,
(SACAP-2) Maximize Min ¢, (31)

The SACAP model although designed to real estate units, a group of real state units
belonging to the same block can define a block to be covered by an agent. The same model
can be stated taking into account the blocks of the cities, since each block can be covered in
less than a day of visit.

For this problem, by addressing blocks, a set of greedy heuristics were implemented based
on clustering and routing, in dynamic context. The means of the heuristic developed is to
keep track of the groups while the agents are as far as possible and moving in a route
between neighbor blocks at his assigned area. The triangulation phase defines the neighbor
of the blocks, and it is done by the Delaunay triangulation and an extension for treating the
shape and elongated blocks, that the triangulation (algorithm for points) does not match as
real neighbor of polygons in plane. In the second phase, we design the clusters and then the
dynamic routes, (Serghine, 2006).
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Fig. 13. b. Accurate visualization of the coverage of the agents and of the visits of a group in the area
defined in Figure 13(a).

Fig. 13. Division of the labor using the Manager system, by means of the SACAP model.

A test for a number of 10 boroughs for the Regional 1I- Fortaleza/CE, was done. Figure 14
shows the result of one of these instances considered. Although Figure 15 is a static view of
the final solution, it can be seen that the neighborhood of the blocks was avoided in the
routes by the heuristic, once it can not find feasible solutions for this instance of the SACAP.
In fact, as the supervisor of Regional II considered, “it is not so important that this constraint
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may be fully satisfied”. Although, considering the related districting solution found,
“gerrymandering” (elongated clusters) is not avoided, and for him “must be” avoided, the
use of other criteria in the objective function as shape of the cluster, as overlapping of the
shapes, and others, can be also addressed here as in districting problems, (Garfinkel &
Nembhauser, 1970), (Blais et al 2003). Much research work must be done here, for this
interesting problem.

T ol e o A

Fig. 14. Neighbor graph associated to the blocks of the borough Dionisio Torres/Fortaleza-
CE.

Fig. 15. A dynamic path and clustering for the borough of Dionisio Torres/Fortaleza-CE,
instance with 20 agents in 12 working days
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4.2 The planning process of spraying vehicles

Two models can be considered for scheduling spraying vehicles, periodical task scheduling
and routing. The routing model over street networks is not considered once it was not
applied in the field, although one can report to the Mixed Capacitated Arc Routing
literature, for this approach. These models are related to situations where it is necessary to
combat the mosquitoes in their adult phase, (Eiselt et al 1995), (Belenguer et al, 2006).

The problem of designing periodical visit to areas by spraying vehicles is inserted in a
dynamic planning of the risk areas coverage, starting from the identified or the reported
cases, or from a statistical knowledge of the expansionist behavior of the mosquito in the
region. This methodology is often used when we are dealing with the problem of division of
service among spraying vehicles that undertake the task during periods of epidemic
outbreaks. Since the fleet of such equipment is limited, they are critically needed in this
important moment. Moreover, in order to cover urban regions within metropolis or even in
medium-sized cities, many coverage areas are necessary, as well as many vehicles to deal
with the problem.

The phase of dimensioning the service sectors, either for the agents, or for the spraying
vehicles, is undertaken before the scheduling phase, according to the following model. In
that model, there is a guarantee that the service is dimensioned for a certain time period or a
total service load (number of blocks to be served per day).

The planning problem is inserted within a context of problems for scheduling of periodical
tasks, where there is a set of tasks to be undertaken in certain defined areas, at certain times
(in the dengue case, for the spraying vehicle, from 5:00 A.M. to 7:00 A.M. and from 5:00 P.M.
to 7:00 P.M., and for the agents directly in the residences and businesses, during the
morning and the afternoon) and in a certain minimum and maximum service periodicity
(intervals between two services). The periodical scheduling of tasks problem is NP-Hard,
and it is a problem with few related studies, (Verhaegh et al 1998), (Baptist et al 2001). For
the specific case, we can use a mathematical formulation, in the following way:

Premises: 1 area / 1 vehicle / 1 day, or one vehicle serves one area totally in one day

We want to undertake the scheduling task so as to minimize the fleet used, which must
cover all areas over the minimum and the maximum stipulated periodicity need.

Sets:

H -is the planning horizon in subsequent days;

A - the set of areas to be covered;
Parameters:
LI(a) - inferior range over the number of days between two visits in area a ;

LS(a) — superior range over the number of days between two visits in area a;

Variables:
k _ | 1,if vehicle i visits an area ainday k;
Xig = 0, otherwise
k _ J1,ifanarea aisvisited inday k;
Zg = 0, otherwise

_ | 1,if vehicle i isused;
Yi = 10, otherwise.
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Periodical Scheduling of Vehicles in Areas Model (PSVA):

K
(PSVA) Minimize (D y;) (32)
i=1
Such that,
LS(a)
> zh>1,va; (33)
i=1
K
zy =Y xf,Va,Vk (34)
i=1
LS(a)
zy< Y zZh*,Va, vk =1,..,H-LS(a) (35)
s=LI(a)
A
> xl <y, Vi, Vk (36)
a=1
y, , z5 , xf €{0,1),Vi,ak (37)

In the model of Periodical Scheduling of Vehicles in Areas (PSVA), the objective function
[32] searches to minimize the number of vehicles of the allocated fleet in the period. The
constraints [33] consider that each area must be visited within the first LS(a) days. The
constraints [34] establish a link between variables z and x. The constraints [35] consider
that one must go back to each area, between Ll(a) and LS(a) days after a visit. The
constraints [36] consider that only one vehicle visits no more than one area per day. And
finally, the constraints [37] present the decision variables of the Periodical Scheduling
model.

We evaluated short instances of this problem using CPLEX. For the framework, we
implemented a multi-start greedy heuristic to find solutions for real large instances. The
heuristic contains a greedy construction phase which orders the major areas and also the
minimum periodicity in a list of candidates. After that, for each randomly selected area from
the list (or part of it), a feasible path is built. If a feasible path cannot be built, the process
starts again. A number of tests were made with the multi-start greedy solution that returns
good quality in comparison to optimal results for the situation where the areas have the
same limits between two visits, (Negreiros et al 2001), (Coutinho 2003).

Most recently, Michelon et al (2008) present some general properties of the problem, an
integer programming formulation for which they give the optimal solution of the linear
relaxation, a trivial lower bound which is compared to the linear relaxation bound and a
new greedy heuristic, (Michelon, Quadri, Negreiros, 2008).

4.3 Design the itinerary of spraying vehicles
Once the service areas are defined and the service of scheduling the agents is done, there
is also the phase of establishing the service itinerary of the spraying vehicles, in such a
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way as to facilitate the work of the manager in the task of serving the population
in epidemic situations. In this phase, we use models that are based on the Rural Postman
Problem (RPP), in which it is guaranteed that the service will be accomplished with
the passing of the spraying vehicle by all the blocks where its service has been requested,
with the lowest cost in the itinerary, (Eiselt el al 95), (Negreiros 1996), (Corberan et
al 2000).

This problem actually relates to the minimization of the spending of insecticides and with
the duration of the itinerary, besides the guarantee as to the complete coverage of
the affected areas, since the spraying vehicles turn on the pulverizing pumps as soon as
they enter the service areas, turning them off only when the task in each sector is
concluded. The expense reduction would be reasonable, starting with a better elaboration
of the itineraries, and, furthermore, the defined sectors would have a quicker service,
(Negreiros 1996).

Since the itinerary of the rural postman is limited beyond the specific area, as well as to the
quantity of insecticide present in the environment, there is the Constrained Itinerary using
the Capacitated Arc Routing problem (CARP), initially proposed by Golden & Wong (1981)
though taking into account, furthermore, the specific orientation in the routes for the
passing of the spraying vehicle, considering that the pulverizing nozzle of the insecticide is
fixed and is located at the right side. Once the network is mixed, it is worth to consider the
techniques for the Mixed Capacitated Arc Routing Problem (MCARP), or the General
Routing Problem (GRP), as in (Negreiros 1996), (Belenguer et al 2006).

For this problem, the basic ideas from the algorithm produced proposed by Negreiros (1996)
are used, in a GRASP variation of a multi-start greedy mixed capacitated general routing
heuristic and an improvement procedure for each route using a mixed rural postman
problem approach, designed by Coutinho (2003). These procedures are before used for the
garbage collection, and obtain high quality solutions also for the case of dengue combat.
This problem fortunately was not evaluated on field, since there was no epidemic situation
in the evaluation time.

Figures from 16 to 18 below show some of the visualizations of the output results of this
model, to adequately organize the work of planning the logistics for the dengue prevention.
Figure 16 shows a division process, for example, of region 02 in 4 sub-areas, with a capacity
limited to 2000 liters of poison. In Figure 17, the service schedules of the area presume a
fixed working program, in established days, with maximum service periodicity within the
mosquito cycle and the thematic itinerary for servicing the area, where we can visualize a
resulting multi-graph, with the possible itinerary that can be made by the spraying vehicle
or by the health agent. Finally, in Figure 18, there is the problem of movement of the
spraying vehicle, considering that the pulverizing nozzle will always be oriented towards
the front of the residences, (Negreiros et al 2001).

The strong integration between the problems of coverage by the sanitary agents and by the
spraying vehicles of the regions infested with larvae of the Aedes aegypti mosquito, their
scheduling into periods and the distribution of the door-to-door service requires specific
studies about the effectiveness of optimization methods that serve well he desires of the
manager - optimization of costs, serving its needs in a rational way. We have been applying
methodologies that we have developed that have been able to approach the problem of
prevention and combat of dengue with a high level of reliability for the manager of the
Zoonoses center, (Negreiros, 1996), (Negreiros et al 2001), (Coutinho, 2003), (Negreiros &
Palhano, 2006).
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Fig. 18. View of the orientation graph of the spraying vehicle itinerary in an area (Praia de
Iracema, Fortaleza) and its related RPP multi-graph solution where the tour of spraying is
always pointing to the inner-center of the block or the right side of the vehicle (opposite side
of the driver sit).

5. Statistical models for the prevention and combat of dengue

The use of statistical models for tracking the evolution of dengue is very frequent by the
municipalities in Brazil and worldwide. General forecasts are considered in advance for
prevention proposes but mostly in Brazilian cities they are disaggregated and processed by
different institutions. Tracking the evolution of the disease is another important tool, but
mostly not used. The integration of the forecasts and tracking methodologies to follow the
disease is crucial. Decision makers may use these tools in an integrated environment to help
focusing in the directions of the process.

In the following subsections we consider these problems, and ways to forecast and track the
evolution of dengue for prevention proposes.

5.1 Forecasting Aedes aegypti presence

A usual technique for prevention is following dengue expansion by forecasting techniques
over the evolution of the number of human cases. It is well known by health managers that
the cycles of dengue in tropical areas have periodical meanings. The resurgence of the
disease was followed by researchers. In Rio de Janeiro, the impact of the cyclic causes
pandemics in periods of 5 to 7 years, as can be seen in the plots studied by Amaral,
Voughon, Duarte (2009), Figure 19.
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Fig. 19. Pandemias of Dengue in Rio de Janeiro (2002 and 2008)

Using the actual Data Bases as SQL-Server, PostGre or Oracle, the data can be stored
conveniently by territory and periods. A number of techniques may be used for that,
although there are many forecast methods, the selection of the most adequate to ensure
and help the health manager is an important result. Freire, Xavier and Negreiros (2007)
developed a procedure to automatic detect the best forecast from four classical forecasting
methods: Random Walk, ARIMA, Holt-Winters and Neural Nets, and selecting the best of
them by using a Kohonen Neural Net score classifier (Table 2). In Figure 20 it is shown the
forecasts plotted by using the statistical software R, and the minimum-square-error (score)
obtained for each forecast, in relation to the real result obtained for the period of the
forecast. The data used were obtained from the information given by the municipality of
Fortaleza from the years of 2002-2005.

Method Recommended Suggested
KHMNMN
Random Walk 4 4
ARIMA, 3 2
Haolt-Winters 2 3
Meural Net 1 1

Table 2. Visualization of the forecasts by neural net vs desirable selection

This methodology was implemented in the system Webdengue, for forecasting boroughs,
regions and city. This tool considers the information obtained from previous years which
are stored in its data base. The best score obtained by the KHNN is then plotted to the user
for evaluation and decision.



150 Efficient Decision Support Systems — Practice and Challenges in Biomedical Related Domain

D - AaL

| !.'1 | | { Il |' | ]t |
AR WA ! i | [ 1 "I'\., |
rm)l.ikj u YV © UIH-'_’I I e ._....F-'\-.-'II v 1"\-" \ WV NS |
Random Walk ARIMA

MSE=1266789.3

MSE=1088776.4

et - Nmde benrd

S
e ——
e
—
=t

| | I- i Iy
i1 v R Il
A I I\'f L Y, 'x.n'lr-n,j l

e =

Holt Winters
MSE=1264237.6

Meural Nets
MSE=1172387.8

Fig. 20. MSE results obtained by evaluating the ranks (scores) using Kohonen Neural Net of
different classical forecasting methods.

5.2 Tracking colony of Aedes aegypti or human cases by natural clusters methods

A number of works recently developing for dengue prevention, in Mexico and Singapore, are
using internet to show where the human cases are for a specified period of evaluation. In
Mexico, the project considers the use of the Google Earth™ technology to track the Aedes
presence, also including Decision Support System designed to follow data warehouse where
management tools, plots, statistics and mapping visualization are delivered to detect in block
the Aedes presence. In Singapore, thematic digital maps are generated which are more
emphatic in delivering to the user precise information of places where the human cases occur
to the population thought web maps and charts of evolution. Both technologies have their
impact, in visualization and decision support, joining both are very useful and we consider in
the Webdengue project the join of these processes tools to help health managers to track
dengue, (Lozano-Fuentes et al 2008), (Eisen & Beaty 2008), (Lozano-Fuentes & Eisen 2009).
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The city of Singapore, considers the importance of advising people by internet where the
cases of dengue are in the last week. They publish weekly the principal groups formed by at
least 3 human cases and define the center of the group as the potential area where dengue
exists, and where the population have to take care of being infected by Aedes. Figure 21a
shows the basic follow up in Singapore by internet, and Figure 21b shows both ideas
integrated in the Webdengue environment also in the web.
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Fig. 21. a. Last week clusters of human cases in Singapore and evolution of the number of
human cases published by the city of Singapore in the web.
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mapping systems in Webdengue for the city of Rio de Janeiro.

To model the Singapore strategy of defining these clusters, let be G a symmetric weighted
graph G(V,E) generated from the vertices (points) defined by the set of spatial coordinates
focus of Aedes or human cases identified in a certain period of time. Let define G(V,E) as a
neighbor graph, where the set of edges are defined by e;€E, V i,j €V, then equation define
the neighbor graph:
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Fig. 22. Formation of clusters by defined distance (p.ex. 250m between human cases),
Singapure strategy, the aggregation is considered if d;; < 250 and the resulting components
of G(V,E) are of more than 3 vertices.

Figure 22 illustrates the use of neighbor graph to find groups of human cases. Although the
technique used by the city of Singapore is very useful, it may obtain results that cannot
incorporate to the set of clusters of vertices that are a bit far than the specified parameter, or
even groups that are formed with distance between vertices a bit more far from the specified
greater distance. To define the natural clusters, without distance parameter, but by an
aggregation parameter (minimum number of elements that defines a cluster) we used the
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IGN method, by Negreiros, Xavier and Roldan (2005), that considers by hierarchical
clustering the formation of the clusters using horizontal and or vertical cuts automatically
processed in the related dendrogram, Figure 23.
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Fig. 23. Dendrogram of the Euclidean graph at left, and the cutting curve for automatic
selection of the aggregation of individuals (focus or human cases).

IGN can find easily the number of clusters without parameters, if the aggregations are well
defined. If not, one may consider the use of neighbor graph to accomplish the disease.

6. Discussion

Decision Support Systems have been designed to epidemic and entomological control of
dengue disease. Groups of researchers perform an important issue in this direction, but it is
considerably difficult to implement management decision tools once the control operation of
the Aedes varies widely from country to country.

This work shows the situation in Brazil, where there are two important forces that work for
dengue. A preliminary force works in the direction of the mosquito hunting, by using vehicles
and human force (agents) to verify real estate by real estate units the Aedes’ eggs, grubs and
the adult mosquito. The second force uses the health system to attend the disease in humans,
in its variety of forms and complications. The health manager is not a unique person it is
formed of a number of persons all responsible to manage both sides of the process.
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This work shows a framework of computational systems (Webdengue) that was tested
and/or evaluated in three different Brazilian cities: Sobral, Fortaleza and Rio de Janeiro.
Each test, revealed the necessity of including a number of tools (graphs, maps, charts, data
base management system, GPS, hand-helds, statistics and optimization models) which
consider state-of-the-art as classical methods for supporting the decision makers in many
different directions. The tools include visualization in the web and cross data from Aedes

presence and human cases for better decision making, Figure 24.
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Fig. 24. Confronting human cases (circles) with the region of influence of Aedes focus
(blocks in cyan) in Fortaleza/CE. By enlarging the influence zone of Aedes in 100m means
for this case an increasing of 50% in the risk of dengue in the area, for the same period of

time.

The tools need to be used mainly to shorten the time needed to process the information from
the field or from health units to rapidly respond to managers where to allocate resources with
optimal cost/benefit to the municipalities, and stop dengue increase. The systems may only be
included if the changing factor does not eliminate previous effort in the organization of the
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forces, in fact they have to sum, although it will became another computational system in an
increasingly set of software that are used to solve just parts of the hole problem.

The computational infrastructure needed for control and prevention of dengue, are mainly
reported here, as in the Brazilian cities reality. The framework has been in development
since 2002, and it is supported by a number of Brazilian research agencies and a private firm
until today. The main step-forward of our system is the inclusion of the logistic models to
organize the phase of Aedes increase. The other phase is also considered by a short number
of research works worldwide. Our success in organizing the logistic of the agents were
obtained in Fortaleza/CE, in 2005, when we maintain a region populated by approximately
300,000 habitants free of Aedes in the great majority of the places of control.

In Figure 25 we show the region that was tested showing the position of the following
special points, and the situation in the end of November/2005 when we finish our test and
in December /2005 when we follow the results without monitoring the evolution of the visits
by the agents.
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Fig. 25. Region of Fortaleza/CE where the text of the system was made in 550 SP. The
following pictures show the situation of blocks in November/2005 (1 SP with Aedes) after
following the agents and in December/2005 (13 SP with Aedes) when we stopped the use
the Framework by the agents.

The difficulties in implementing the system in the field, is a great barrier to be transposed.
Our experience with public health municipalities in Brazil was laborious. Main difficulty is
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the belief in spending money with control by software. In fact, once Dengue is re-emerging
disease, Brazilian health managers only consider the problem “when it comes”. Once the
agents are working day-by-day, they think they are doing the prevention, but careless with
its quality. As can be seen in Figure 4, Brazilian indices reveal that this posture has to be
change soon.

7. Conclusions

This study described, in general lines, the problem of Dengue in the tropical regions of the
world, highlighting the World Health Organization’s concern in making the peculiarities of
this disease accessible to researchers and public health officials, so that better and more
effective methods of combating the disease can be made available.

A computational framework (WEBDENGUE) has been presented to support the activities of
prevention and control of dengue. Furthermore, practical operational situations of problems
related to the logistics for prevention and combat of dengue have been described, which
consist of problems to be equated. With these problems in mind, a set of mathematical
models for the logistical control of the sanitary agents visits and the spraying vehicles have
been developed. Most of those models have already been incorporated.

The complexity of the problems involved demands the use of both the traditional and the
latest optimization tools in order to find solutions to such problems. Such models are being
solved by heuristics and incorporated in a SDSS to meet, in a timely manner, the needs of
health officials in the assignment of the services of prevention and combat of dengue.

This Computational Framework was prepared for the cities of Sobral (Geographvs and
Webdengue), in most total features for the city of Fortaleza (Geographvs, Hand-Held Agent
and Supervisor, Webdengue, Manager) and more recently for the state of Rio de Janeiro
(Integration with SINAN).

During the period of tests in Fortaleza, the framework was adapted to the reality of the service
and helped 13 agents to follow their routine in Regional II, by June to November/2005. The
success of the pilot project in Fortaleza came after the coverage of approximately 550 SP units
during 14 cycles of 15 days (5443 visits), where just one SP (a building in construction) was
found with Aedes grubs. Also, the municipality health managers evaluated with our team the
tools and methodology used to manage the information and the organization of the work done
in the field. They were very impressed by its impact with the agents and supervisors quality of
work, also the information treatment flexibility and visibility to manage the disease, by
crossing human cases and the Aedes presence in the field.

Most recently we use GeoGRAPHVS to prepare all the city of Fortaleza to track dengue. The
project used the parallel version of the system where 7 people georreferenced in five months
48 thousand street segments and 18 thousand blocks, for the Fortaleza’s Municipality
Secretary of Health. They are using the results of the work to follow the disease growth
since 2009. Expectations of professional use of the Computational Framework are still great.
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1. Introduction

In 2005 the Faculty of Medicine, the Electronic and Computing Engineering Department of the
Federal University of Rio de Janeiro (UFR]) and the Electrical Engineering Department of the
Federal Center of Technological Education (CEFET-R]) started a collaborative research project
to develop a Decision Support System for Smear Negative Pulmonary Tuberculosis (SNPT).
The motivation was to develop, through a multi-disciplinary, multi-institutional, innovative
and cost-effective approach, new paradigms to prevent the disease progression and support
the rapid evaluation of new therapies. The project also aims at increasing the scientific and
technological capacity in the country for the progress of new technologies incorporation in the
public and private system as well revising public policies to control tuberculosis.

The conception of the initiative was based on previous experiences of all participants and
innovative proposals applied to known restrictions. The initial step was the merging of
mathematical modeling and information management through the Web. Paper forms to
acquire patient’s information were substituted by digital ones. In this way, all data could
rapidly be accessed and available online. TB experts defined the data inputs and were
responsible to validate the system and its outputs. Data quality methods were used to
guarantee the accuracy of records, avoiding uncertain information and improving the value
of the final result. Finally, portability was a mandatory requirement in order to guarantee
the use of the system in different regions of the Country. The use of symptomatic
information to feed a neural network model in order to build the decision support system
would guarantee a reliable proposal, constructed with low cost resources.

2. Challenges in TB diagnosis

The increasing number of TB cases encourages the elaboration of modern, competent and
economical feasible diagnosis methods. The diagnosis of SNPT is still a challenge
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although the availability of effective and suitable diagnosis tests. For the last 15 years,
global tuberculosis (TB) control efforts have led to impressive results. However, despite
these important achievements, the absolute numbers of TB cases continue to rise. In 2008,
9.4 million TB cases were estimated and 1.7 million individuals die globally (WHO, 2009).
Highly effective and widely accessible diagnostics, drugs and vaccines are needed to
address this problematic situation. Beside that, however, there are technical and structural
challenges that impede optimal detection and treatment of all forms of TB cases in TB
control programmes in different countries (Marais, 2010). TB control in most endemic
countries relies heavily upon direct sputum smear microscopy, as this is most often the
only simple test that can be used below reference laboratory level. Currently, however,
only about 60% of all infectious TB cases are being detected with this test, and a
proportion of those detected (i.e. listed in the laboratory registers as having at least one
positive smear) do not come back to the clinic after submitting the first specimen, so do
not receive appropriate treatment (Guillerm, 2006). Since direct smear microscopy is less
sensitive in HIV-associated TB, further testing using complex technologies in
sophisticated laboratories has been evaluated to reliably diagnose HIV/TB, in SNPT cases
(Perkins, 2007). New simple inexpensive tools are needed to identify the various forms of
TB (including drug-resistant and HIV-associated TB) at the lower levels of health services.
Current assessment of the present diagnostics pipeline suggests that new tools will soon
be available (Pai, 2010).

Since 2007, WHO has endorsed the use of at least 10 new diagnostic tools (technologies or
approaches) that, if used wisely, could facilitate considerably TB control, and very recently
endorsed a new automated real-time nucleic acid amplification technology (NAAT) for
rapid and simultaneous detection of TB and Rifampicin resistance (Xpert MTB/RIF system)
that offers drastically new prospects for the diagnostics of active and drug-resistant TB.
Nevertheless, in a recent survey, 16 high-burden TB countries evaluated, about 50% of them
are using TB diagnostic tools recommended by WHO from 2007-2009, NTP managers
reported diverse challenges to the implementation of new diagnostics, but no impact
assessment of its introduction on TB control was carried out (Van Kampen, 2010).

Therefore, there is insufficient evidence available to determine which package of current
and newly developed diagnostic tests would work best in a given set of circumstances, and
there is as yet little guidance available to countries on what new diagnostic tools, or
combinations of tools, should be implemented in particular epidemiological/health system
settings, with high prevalence of SNPT cases, and at what level of the health service it
should be done. Recently, to address this issue, an impact assessment framework (IAF) was
proposed and endorsed by WHO (Mann, 2010).

The decision support system corresponds to an innovative approach for SNPT diagnosis
using statistical models, which might be useful in guiding health care workers in estimating
the risk of SNPT, optimizing the use of more expensive tests for TB diagnosis.

3. Neural networks

Among statistical models that have been used to assist medical procedures, one can
enumerate Bayesian networks, multivariate logistic regression, neural networks (El-Solh et
al., 1999) and classification trees (Mello, 2006). Artificial Neural Network (ANN) is a
biological inspired intelligence model, capable to learn through examples and to generalize,
i.e. to produce coherent results to data not explored during learning process (Haykin, 2008).
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This technique is attractive to a large scale of problems belonging to different domains, since
it does not presume any statistical assumption about data variables or the problem itself and
explores non-linear relationships between data variables to produce effective models, even
in complex applications with a small number of available events in the dataset (Bishop,
2007), as typically occurs in medical applications.

The neural network mathematical problem modeling may provide extremely efficient and
helpful tool in distinctive areas, mainly in diagnosis, prognosis and therapy, especially if
models are properly formulated and data that is used to feed the neural network has good
quality, reliability and represent a certain reality. When formulated in a systematic way and
implemented with qualified data, statistical models can be representative of the clinical
problem under evaluation and could be useful for physicians in their clinical routine, as well
as for public health policy administration (Castelo et at, 2004).

Neural networks are made of a basic processing element known as neuron. Neurons are
interconnected though synaptic weights forming the network. Roughly speaking, in the
network learning process, knowledge is extracted from data and stored in these synaptic
weights (Haykin, 2008). Different neurons models, network architectures and algorithms
for training are available (Theodoridis, 2008). Basically, with respect to the learning
process, neural models may be classified in supervised and non-supervised methods.
Supervised training models are applicable to problems for which a desirable output
network value (target vector) is available for each incoming data, i.e. tasks as function
approximation and data classification. Non-supervised models, otherwise, identify
groups which share similar statistical characteristics (clustering procedure) or extract
specific features from data.

In order to produce realistic and accurate models, during the neural network
development, one should focus on the selection of the variables which are problem
representative, especially in the case of small datasets, which usually lacks of enough
statistics to a better problem description as well as possesses class imbalance problems
(Hastie, 2009). In this case, the selection of the training algorithm, the choice of the
parameters involved in the algorithm, the complexity of the network structure adopted,
the mechanism selected to control training, when applicable, are critical to obtain models
with good generalization properties (Sahiner, 2008). Medical application usually also
involves different kinds of variables, which should be properly coded to do not impact on
network learning.

The decision support system here discussed explores both supervised as non-supervised
neural models. Based on variables collected from triage, which were chosen by expert
physicians on TB diagnosis, a multi-layer perceptron network - MLP- (Haykin, 2008),
which is a supervised model, identifies the probability of a patient has TB. Additionally, a
self-organizing network inspired on ART-2 algorithm (Vassali, 2002) assigns the patient to
one of the following risk groups: low, medium or high. These methods provide
independent and complementary information about the patient that is useful to support
the decision taking process. In the sequence, these methods will be discussed in more
details.

3.1 MLP neural network
The feedforward MLP architecture has neurons distributed into layers. The neuron model
consists on a weighted sum of its inputs and applies this summing value to a non-linear
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function, usually hyperbolic tangent, which is referred as the activation function (Haykin,
2008). Each layer has a defined number of neurons with forward connections to neurons that
belong to the next layer. Usually, due to universal approximation theorem (Haykin, 2008),
just three layers (input, hidden and output) are used in most of the problems. An arbitrary
three-layer feedforward MLP network is shown in figure 1.

Fig. 1. Three-layer feedforward MLP network.

Considering three-layer feedforward networks, the number of hidden neurons has to be
established, since the input nodes and output neurons are defined according to the
quantity of input variables and to the desired network response, respectively. This choice
should be according to the parsimonious principle (Medeiros, 2006), i.e. must follow a
compromise between minimal complexity (few neurons) and maximum efficiency,
otherwise the network generalization may be poor, especially for small datasets (Sahiner,
2008).

Another factor that may also jeopardize network generalization is the overtraining, which
must be avoided through an appropriate training control mechanism control. A common
adopted procedure is the early stop (Haykin, 2008), which consists on interrupting the
training when the generalization error starts to increase. This procedure demands the
construction of two disjoint sets: training and test, the first used during network learning
phase and the last to evaluate generalization error. In applications with statistical
restrictions, as the TB diagnosis modeling, training and test sets must be carefully chosen;
otherwise learning may not occur properly. An inappropriate split may result in poor
problem representation for training or non-realistic evaluation of network generalization,
both prejudicial to model performance.

3.2 Self-organized ART-2 inspired network
This neural network explores a competitive learning algorithm which identifies groups
of events that share similar statistical characteristics (Vassali, 2002). Each neuron responds to
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a one identified group and defines a hypersphere in the input data space. The algorithm
automatically determines neurons number and network connections needed to enclosure
the data. Groups are described in terms of their center coordinates and radius, the last
commonly referred as vigilance radius. Typically, all neurons share a same vigilance radius.
In figure 2, clusters identified for arbitrary data by ART-2 inspired network are illustrated.
During network learning process, events should be presented to the network in a random
order. Given an input event, the Euclidean distance from this event to the already identified
group centers is determined. If this distance is lower than the vigilance radius, it means the
event is inside at least one neuron coverage space. In this case, the neuron which shows
lower distance (higher similarity) is declared the winner and has its center coordinates
adjusted itself. If the event does not belong to any group, a new neuron (group) is created
having the own event as its center. This process is stopped when: (i) no more neurons are
created during training process or (ii) the center coordinates vary below a threshold
between two consecutive iterations.
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Fig. 2. Data clusters identified by ART-2 inspired network.

3.3 Pilot neural network models

Our feasibility studies to produce and apply neural models in supporting TB diagnosis
started considering patients from the Clementino Fraga Filho University Hospital. In
order to determine the set of symptoms and characteristics that would indicate the
disease, one hundred and thirty-six patients agreed to participate. They were referred to
the University Hospital from March, 2001 to September, 2002, with clinical-radiological
suspicion of SNPT. The input data set for the neural networks model corresponds to
information from clinical interview integrated to demographic and risk factors typically
associated with tuberculosis diagnosis. All patients that took part in our research project
were under suspicion of active pulmonary tuberculosis, presenting smear negative
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results. Forty three per cent of these patients actually showed to have active TB. Initially,
twenty-six clinical variables were considered: age, coughs, spit, sweat, fever, weight loss,
chest pain, shiver, dyspnea, diabetes, alcoholism, and others. Later, the data set was
described with twelve and eight clinical variables, selected by experts on tuberculosis
research.

The dichotomy variables were codified as -1 and 1, representing the absence and presence
of a symptom, respectively. Qualitative variables with three categories were implemented
as -1 (lack of an indication), 1 (presence of the symptom) and 0 (ignored). Hyperbolic
tangent was used as the activation function of all neurons from both hidden and output
layers. All networks were trained using RPROP algorithm (Riedmiller, 1993) and the
mean square error (MSE) between target vectors and network outputs was used as the
objective function (Haykin, 2008). Networks having from 1 to 15 hidden neurons were
produced. Due to local minima problem (Haykin, 2008), each network was trained using
fifty different initialization parameters, being selected the training which showed high
accuracy. Early stop was used as the learning mechanism control. Two approaches were
considered to define the training and test sets used in early stop procedure. The first
considered random splits of data. The second explored the partition of data on three
clusters identified through the ART-2 inspired network. Seventy-five percent of the events
belonging to each identified group formed the training set as the twenty-five remaining
ones the test set.

The performance evaluation of the trained networks was based on the correct classification
rate (accuracy over all patients), sensitivity and specificity. The best performance was
obtained by the model having fifteen neurons and twelve variables (age, cough, fever,
hemoptysis, anorexic, loss of weight, AIDS, night sweat, dyspnea, smokes actually, extra-
pulmonary TB and ward hospital admission), which achieved 100% of sensitivity and 80%
of specificity. This model was based on training and test sets selected by the clustering
procedure. For the risk group identification, the vigilance radius of ART-2 inspired network
was adjusted to produce three clusters. These groups were ranked in low, medium and high
risk according their TB prevalence. The most frequent symptoms verified for each risk
group were validated by TB experts.

4. The NeuralTB system

The NeuralTB, a decision support system for smear negative pulmonary tuberculosis, could
be used by health care workers to sustain the diagnosis of SNPT under routine conditions in
the hospitals and primary health care units. The purpose of using the system is not to
replace physicians or other heath care workers, but to support them in decision taking. The
proposed model suggests that mathematical modeling for classifying SNPT cases could be a
useful tool for optimizing the utilization of expensive tests and to avoid costs of unnecessary
anti-PT treatment, as may also permit an earlier diagnosis. The diagnosis corresponds to an
ongoing process that requires accurate investigation and, therefore, the system output
should be analyzed together with clinical interviewing, physical examination, and
evaluation of laboratory results. One main concern for system design was to be suitable for
areas of limited resources. Therefore, the requirements of low cost, easy access, and user-
friendliness were considered. Since the disease in question is geographically spread
among different places, the system is implemented using the Web technology,
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guaranteeing its access. To places where the Internet is not available, the system can be
easily installed in a portable computer. NeuralTB makes use of open source software,
which makes the proposed system free of licensing costs, which comes to an inexpensive
tool to support the identification of the various forms of TB and to be employed in
different health services.

4.1 Main goals

The first step to develop the system to support the diagnosis of SNPT was to define its
requirements. The NeuralTB system operates over symptoms and social characteristics of
patients, which are used to feed the neural network model. SNPT specialists defined a set
of symptoms and characteristics that would be presented in the first anamnesis procedure
to be useful in a triage sector, usually the nurse attendant. The system also supports the
registration of clinical procedures and laboratory exams to help physicians to start or not
the anti-TB treatment and to make regimen changes furthermore, when indicated. The
objective is to support the whole treatment from the arrival of a patient supposed to have
TB, exams, drugs monitoring, till the medical discharge.

Electronic engineers designed, implemented, and trained neural networks, so that the
system indicates the probability that a patient have SNPT or not and the risk group (low,
medium or high) that this patient would belong to. The neural models were developed
using data from patients with different TB modalities and associated co-morbidities.
Software experts specified and developed the Web system to register the input information,
execute the neural network processing, store the result, monitor the patients’ data, and
manage data files. The whole process is integrated with features that analyze, standardize,
associate, clean and extract information according to data quality criteria: accuracy,
completeness, updating, interpretability, security, access, privacy, consistency, etc.
Professionals from the medical area supported the whole development process of the
system design, validating each step to guarantee that the resulting system would achieve the
predefined goals.

Another important requirement was to allow the use of the system in wireless devices.
The software could be easily installed in a netbook allowing mobility and patient’s
treatment independently of his/her location. This approach is extremely useful to avoid
treatment dropout since health agents may reach a patient at his/her residence and
guarantee the continuation of the therapy. The whole system development was based on
open source concepts, avoiding costs on acquiring software during either the
implementation phase or implanting, using, and maintaining the product. The web
system is installed in a central server that is accessed through the Internet. Nevertheless,
in case a hospital or health care unit does not have Internet access, the computer can be
connected to the main server through the 3rd generation of standards for mobile
telecommunications services (3G). At last, in case the location does not have a good
quality of mobile network coverage, the system can be installed in a local server. The
interface was designed to be intuitive and user friendly, as normal site in the Web, which
would prevent exhaustive training or any kind of assistance. To use the system, the only
requirement for the end-users is a browser that usually is provided together with the
operational system of the computer. The system is platform independent, it means that it
does not require specific technological issues.
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The central database manages the data of each hospital or health care separately. A location
will access only the information that comes from itself and all other records are protected.
For overall system management, fast and efficient retrieval mechanisms are provided for an
administrator who will have full data access. The central system allows concurrent access of
several locations. The data stored are certificated through intelligent computing methods in
order to confirm certain characteristics of the information and avoid that distortions are
recorded. The database design also considered the use of data profiling, i.e., analytical
techniques used to examine existing data for completeness and accuracy. Data profiling is
the first step towards data quality and would benefit the investigation of the disease,
supporting the definition of policies to control tuberculosis.

4.2 Hardware and software requirements

The NeuralTB Web System runs over the Apache HTTP Server for both UNIX and Windows
operating systems. The system provides a shell executable of setup programs that
automatically install a directory structure and respective files in the computer of the health
care unit or hospital. The minimum hardware requirements are: PC computers with a USB
driver for file transfer (in case of local version) or an Internet connection, and having 128
MB, or preferentially, 256 MB RAM.

The system operations were implemented as CGI (Common Gateway Interface) programs,
using the C language. The Javascript language is used to write functions that are embedded
in or included from HTML pages and interact with the Document Object Model (DOM) of
the page to perform tasks not possible in HTML alone. The Cascading Style Sheets (CSS)
language is used to style the web pages written in HTML and format the XML documents.
In order to draw the risk group representation, the GD graphics library was used. GD is an
open source code library for the dynamic creation of images, allowing programmers to
easily generate PNG, JPEG, GIF (among other images formats) from many different
programming languages.

The central repository was implemented using MySQL, an open source relational
database management system (RDBMS) that uses Structured Query Language (SQL). The
choice of these technologies also facilitates the portability of the system to diverse
platforms.

4.3 The web forms

The Web system forms allow users to enter data that are sent to the main server for
processing and storage. Electronic forms facilitate not only the validation of input data but
also the information access through the search of different fields of a document. It is also
easy to make backups of the entire set of records and it does not spoil as easy as a paper
form.

The web forms were implemented according to the paper form format and to the order of
the questions, which minimizes the impact of introducing a new technology in the hospital
or health care units. Users fill out the forms using checkboxes, radio buttons or text fields.
Therefore, the web forms offer several advantages when compared to paper forms. They
provide guidance, it means, the interface presents all possible choices and the user has just
to select one. As an example, the marital status, the sex, the state where the patient lives,
among other questions. Another type of guidance refers to conditional queries, for example,
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the date of a previous TB treatment will be asked to the patient only if the previous answer
to the question “previous TB treatment” is yes.

Another benefit of electronic forms is that they avoid submitting wrong data. Invalid entries
are not allowed and an alert immediately pops up to notify the user that is filling the form.
As an example, the user cannot insert a date where the month is greater than 12 or type
letters of the alphabet to inform a zip code. Therefore, the system avoids typing errors. The
forms were implemented to avoid submitting it if any question is not answered. The
system automatically calculates one field according to the values of previous ones. As an
example, the body mass index is determined after providing the weight and the height of
the patient.

Together with the patient’s data, the system records the date of the triage and name of the
healthcare assistant or nurse that filled out the form. The information is retrieved from the
login of the Web system and from the operating system. In case the patient does not know
the answer of a question, there is an option to inform that this information is ignored. After
saving the form, any further modification is completed together with additional
information, such as the name of the user that modified the data, the reason for the change,
the date when the alteration was performed and the previous value.

Figure 3 illustrates the anamnesis web form, where the patients’ data are inserted. The forms
were implemented to support the insertion of data related to the anamnesis interview,
medical consultation, medical monitoring, exams and cost (that is split into two forms).
The system informs in case a questionnaire was not properly filled out. The red color
indicates that the form is complete while the black color points out forms that should be
concluded.
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The system also provides several functions, such as, the search for a specific patient and the
editing of patient data. The removal of a patient, for security reasons, corresponds to the
absence of the patient data in the list but all the data continues to be stored in the database.
The function analysis provides the percentage of a certain symptom or characteristic that
can be combined by logical operators. It is also possible to list the name of all patients and
then access the corresponding data. The user can export all records to an external program
that would help building statistical graphics and can make a local backup. At last, the
system provides a help that presents some explanation about how to fill out the forms.

4.4 Representing and assuring the data

Each item presented in the input data form is associated with the knowledge required to
perform the anamnesis interview. Even facilitating the patients” data access, their analyses
and interpretation is a laborious task and, in addition, records may contain redundant or
incomplete information. Therefore, the plan was to represent the knowledge, patients” data,
and other related details in a proper way. The data representation format is an important
aspect that was considered to efficiently manage the whole information. Markup languages,
as XML, can be used to describe knowledge structures and to support institutional memory
development (Rabarijaona, 2000, Cook, 2000). XML may provide a standard structure to
communicate and interchange data and knowledge among diverse systems. The language
allows the creation of multiple visions of the same item and also provides an easy
mechanism to capture, store, present and recover information. Considering these benefits, a
XML-based approach was developed to describe the different types of knowledge and
information manipulated during the whole process of the SNPT diagnosis.

There are three stages where data had to be properly represented: during the anamnesis
interview, for describing the patient data, and to extract statistical information within
research activities. TB specialists warned that risk factors, the questions made to the
patients, and relationships among the stored records may vary according to locations or
other factors, such as multidrug resistance (MDR), which is one of the main causes of
ineffective treatment of new TB cases. Therefore, the use of XML facilitates the maintenance
of the knowledge represented in the three stages. The tags identify the current data and new
tags can be easily defined. The language also allows the definition of associations among
diverse types of information.

In order to assure the compatibility between the data structure and the system
functionalities, the Neural-TB interface and operations were conceived and designed in a
way to guarantee its correct execution independently on both the way information is
organized and the kind of records that are manipulated. This requirement is achieved by
creating the interface with the system operations in the moment the application is executed.
The interface reads the XML and presents all commands associated with the tags. So, in case
one record type is excluded, the system will do not perform any operation related to this
information. On the other hand, if a new record type is included, it is mandatory to define
both the tag that identifies the data and the corresponding operation. This approach allows
the execution of the system for the different versions of the stored knowledge related to the
three stages of the process.

Another advantage of using XML is that it facilitates the integration among data that comes
from different health care units and hospitals. Markup languages make easy the
combination of heterogeneous records. The use of XML also allows uniform systems
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interoperability and offers efficient mechanisms for information recovery. The interface
between the knowledge and the neural networks model is also defined through a XML file.
This archive describes the name of the application, the parameters used by the neural
network, and the output. This approach facilitates when users want to execute a different
neural network system or update the network parameters.

Data Quality refers to the adequacy of information to the needs, it means, the data have to
be correct, do not duplicated, complete, reliable, consistent, standardized, updated,
accessible, understandable to all category of users, such as patients, nurses, physicians,
researches, etc. Increasing the quality of the data, the quality of the results produced by all
processes that depends on this data is also enhanced.

The data quality monitoring is performed online to avoid error propagation and offline to
improve the analysis of the data quality. The database is certified since all data is validated
and corrected. This study can also come out with the measurement of the data quality,
determining the magnitude of distortions and, therefore, identifying faults in the process
that can be later corrected.

4.5 The pilot system

In order to demonstrate the feasibility of the proposal, a pilot system was designed. The
main objective was to verify whether all requirements were accomplished and all necessities
mapped. The chosen place was the Augusto Amaral Peixoto Policlinic, situated in
Guadalupe neighborhood, Rio de Janeiro City, because the acquisition of patients” data had
already started there using paper forms. The connection to the Internet in that site has a
firewall that would prevent any link to the main server. In addition, the location does not
have a good quality of mobile network coverage. In this case, our group had to install a
proper server in the Policlinic. There, one room is dedicated to the triage and the second
room is used to fill out the exam results and to the medical monitoring. A third room is used
to the anamnesis interview. Since there were not other rooms available, the cost-
effectiveness form could be filled out through a mobile device, such as a personal digital
assistant (PDA), in any place of the Policlinic.

The infrastructure was organized to respect this arrangement. Three low-cost PCs with
Windows operating system were installed in the three rooms. There was no need to install a
special configuration since the only software requirement is the availability of a browser.
The local server has a Linux operating system and a wireless network was established to
provide connection to the PDA. Electrical secure systems were settled down there. Electric
grounds were installed in each plug. High autonomy uninterruptible power source (UPS)
were plugged to each computer where in case of lack of energy, the user’s computer would
run still one hour and the server computer would run still 6 hours. In order to guarantee
that no data is lost, the server has redundant hard disk and power supply. The chosen
operating system is Ubuntu since it is free, fast and secure. The access to the server is
restricted to the administrators and protected with passwords. In case of faults, a spare PC,
mouse, computer monitor, keyboard were available. The group made a set of studies to
identify the robustness of the proposal and, consequently, the probability of failure of the
architecture. Table 1 summarizes the performed analysis.

One copy of the system was installed in the local server while another copy was placed in
the main server to allow the input of patient data previously registered in paper. For
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security reasons, the paper forms could not leave the Policlinic in order to avoid lost of
information. So, all paper forms were digitalized and a printed copy was sent to the typist.
Another aspect that our team noticed was the fact that since the paper form had no guidance
and no automatic error detection during the filling out procedure, the system version placed
in the main server had to be modified in order to accept empty or not completely filled
fields. Data conflicts had to be marked and later discussed with the physicians. The next
step corresponds to the data validation by nursery technicians, who compared the original
paper forms with the digital ones. A system to monitor the whole process of registering
previously acquired data was also implemented. Therefore, one could check whether a
paper form was digitalized, typed into the system and, finally, validated, guaranteeing the
management of the information and its quality.

Failure probability . . .
Component in the first year (%) Recovery action Recovery estimated time
PC (server) 0.017 Maintenance 2 days
PC (user) 16.0 Spare PC 30 minutes
Keyboard., mouse, 34.35 Spare piece 15 minutes
monitor

Table 1. Failure probability, recovery action and recovery estimated time.

An additional feature had to be implemented since some data acquired during the medical
monitoring was recorded into spreadsheet and data analysis proprietary software. The
import functionality allowed the integration of data placed outside the system with the
central database. The association is done using the identification number, patient’'s name
and date of the interview.

Our group developed an automatic backup system to avoid data loss. All data is
periodically sent to another server placed in the University Hospital and to external devices.
Another web system gathers information of all backup files and monitors the number of
patients and status of each form.

In order to support the activities in the health care unit, a control management system was
also developed. It controls the versions of the forms, the data status and the access to the
web system. Each time a new version of a form is created, the control system saves the
previous version that are retrieved each time the user access data that was acquired through
the earlier form. It is also necessary to keep track of the data origin, whether it was inserted
directly to the NeuralTB system in a specific form or the information was written in paper
and afterwards included in the system by the typist. In case of inconsistencies, a user can
review the paper to check whether it was a typing mistake. Moreover, all data that was
previously written in paper have to be verified after its insertion in the system. Without this
validation, the data cannot be used for analysis. Therefore, the control system also
administrates the two project repositories: one that contains data from the health care unit
and other which data was entered by the typist.

The system access control is based on the users groups and their privileges, the system
functionalities and the data itself. Within the system, there are three categories of users:
administrator, physician and attendant. Administrators can insert new users, modify users
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attributes and perform several actions related to the data files and system installation.
Attendants may include a patient, symptoms, and edit registered data. Physicians is the user
category that have all rights related to the patient’s data and are the only ones that can see
the artificial neural networks output, it means, whether the patient has SNPT or not and the
risk group that the patient belongs.

4.6 System scalability

The pilot system demonstrated that each place can have its own requirements and the
automation of routine cannot bring difficulties to the professionals who work in the hospital
and health care units. Our group learned that is more efficient to adapt the software to each
place than require each location to adapt to the system. So, in order to respect this
requirement, an environment was build where different forms are defined and they can be
combined to deliver a specific system for a certain hospital or health care unit. In this second
part of the development, forms were implemented with Python language, an interpreted,
interactive, object-oriented and extensible programming language. In order to merge the
forms, our group used an open source web application framework, which follows the
model-view-controller architectural pattern, thus facilitating the creation of database-driven
web systems. The patient’s data of each place is organized in local databases that use SQLite
relational database management system. The source code for SQLite is in the public domain
and implements most of the SQL standard.

Using 3G technology, it was not necessary to build a data transmission network among
hospitals and health care units. Laboratories can connect to the system in order to insert the
results of the exams, guaranteeing a high connectivity among different locations and the
central database.

5. Impacts

The main objectives of the NeuralTB system are to increase the precision of an early TB
diagnostic and to introduce a wireless triage associated with the neural networks. Therefore,
this model avoids that patients are obliged to go to health care units, reducing queues and
medical care delays. The benefits are extended to those patients who are unable to walk or
have no resources to pay the transport. This technology will bring a cost-effective
hospitalization approach since just patients with a high TB risk are placed in the respiratory
isolation rooms or emergency health care units, resulting into a more efficient use of the
government resources. So, for both patient and health care units, the proposal will bring a
significant reduction of TB diagnosis and treatment costs. The research group also looks
forward to enhance the TB control by reducing the number of new cases, with direct benefits
to the whole population.

6. Conclusions

More than 4,000 patient forms are already registered in the main database. From this
amount of records, 1,100 new patients were inserted directly through the system in the
Policlinic of Guadalupe with the advantage that the system validates input data and alerts
possible mistakes during the form filling process. Data quality techniques avoided recurrent
problems during input data, such as duplicated records, typing errors, lack of information,
non-standardized or not validated registers, incoherence data, inconsistencies, etc. In
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addition, concerning information previously acquired, the data quality module assures the
correctness and certification of the central database.

The repository gathers patient information from diverse regions and provides
functionalities to easily handle a huge amount of data. The database contents can be
migrated to other proprietary programs that provide specific features to analyze the data.
Therefore, TB research groups can make use of the main database. Information privacy and
secure data access are guaranteed by the system that encompasses functions to manage
users and their permissions. Consequently, the system can keep track of modifications and
register when and who carried out any data adjustment.

The use of markup language facilitates changes in the digital forms, which contributes to the
continuously enhancement of not only the forms but also the whole process. Laboratories
can connect to the system to directly insert exam results in the system. The complete patient
treatment can be monitored wherever and the mobility allows home care by transmitting
the data to the central repository. The system can incorporate specificities according to
certain locations or contexts. The use of open source code assures the low cost of the
software, which facilitates its installation and use in different environments. As a result, the
solution corresponds to an economical feasible diagnosis method suitable to face the
increasing number of TB cases

The decision support system can be considered as another element that helps physicians on
the smear negative pulmonary tuberculosis diagnosis. The neural network model with
fifteen neurons and twelve variables (age, cough, fever, hemoptysis, anorexic, loss of weight,
AIDS, night sweat, dyspnea, smokes actually, extra-pulmonary TB and ward hospital
admission) achieved 100% of sensitivity and 80% of specificity.

To incorporate this diagnostic test in the public systems, further investigation using the IAF
proposed by Mann et al (2010) could be carried out in order to present important evidence
on the costs and other resources required for the decision support system in the SNPT
diagnosis implementation and optimized scale-up, along with the effects on patients and
their clinical management, and TB transmission patterns in a variety of epidemiological
settings. Additionally, through the policy transfer analysis, evidence about the processes
that facilitates innovation uptake and policy transfer should be provided.
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1. Introduction

Decision support systems (DSSs) in medicine are designed to aid medical professionals on
making clinical decisions about prevention, diagnosis and corresponding treatment. When
DSSs are applied to medical procedures, two sorts of predictions are possible: procedural (i.e.
indications on what to do), and temporal (i.e. indications on what are the time restrictions).
Clinical Practice Guidelines (CPGs) are statements that assist physicians making appropriate
medical decisions during patient encounters. They are a set of assertions used to manage
patients with a particular disease to improve quality of care, decrease unjustified practice
variations and save costs. Clinical algorithms (CAs) obtained from CPGs are introduced to
make the procedural knowledge explicit and formal. It is important to enable the latest clinical
knowledge to be accessible and usable at the point of care, and therefore make significant
contributions to safety and quality in medicine. Medical knowledge is used to assist patients
suffering from one or several diseases. CAs could be explicitly given, or obtained with a
knowledge management mechanisms. Among these mechanisms, there are some that aim at
generating CAs from existing patients’ data for a particular disease. However, either explicitly
given or generated CAs are atemporal, which means that there is no an explicit time labelling
of the elements in the CA. Time plays a major role in medicine and therefore also in medical
information systems. It is an important concept of the real world, which needs to be managed
in different ways (events occur at some time points, facts hold during time periods, temporal
relationships exist between facts and events) (Combi et al., 2010). If we want to overcome
the gap of atemporal CAs it is necessary to define a time dimension and make also temporal
knowledge (the indications on what are the time restrictions) explicit and formal. It has been
proved that obtaining explicit temporal knowledge from physicians is often a difficult and
time-consuming task regardless of the knowledge engineering mechanisms or tools employed
to simplify the process. As data saved in hospital databases are primarily time dependent,
they can be used to obtain temporal constraints to define the time dimension of CAs. We have
propose generation of temporal constraints considering patients” data of a particular disease
for atemporal CAs. We have defined two types of temporal constraints: macro-temporality
and micro-temporality. Macro-temporality is defined as a constraint [tmin, tmax] on the time
required to cross a particular edge of a CA, where fyi, and fmax are the lower and the upper
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bounds of the time-lag, respectively (Kamisali¢ et al., 2007). Macro-temporality denotes time
delays which have to be fulfilled before the treatment of the patient proceeds. For example,
[1d, 4d] assigned to the edge between two actions, would mean that after applying the first
action the treatment should wait a minimum of one day and a maximum of four days before
proceeding with the next action (Kamisali¢ et al., 2007). The concept of micro-temporality
is defined as a constraint [s;, ¢;, f;] on the start time s, the end time ¢;, and the frequency
of occurrence f; of some medical action (Kamisali¢ et al., 2007). For example, the term
‘prehypertension’ can be considered as a state term, where [1w, 3d, 6h1] constraint means that
"prehypertension’ was part of the patient condition since one week ago (1w), till three days ago
(3d), and it was observed every six hours (6/). In the case of action term, micro-temporality
means that the action must start after time st, that should last till et, and that the application
of the action has a frequency of ft (for example, take beta-blocker agent for two weeks every
six hours [—, 2w, 6h]).

There are several formalisms which can be used to represent CAs. Some of them are very
complete from a medical point of view and therefore difficult to manage by untrained
physicians (e.g. Asbru (Seyfang et al., 2002) or EON (Musen et al., 1996)), some are oriented
to the description of medical activities as processes rather than as an explicit representation of
the treatment as a procedure (e.g. Asbru), and some others are limited in the representation
of time constraints (e.g. PROforma (Fox et al., 1998)). Whenever CAs comprise the
concept of state as a description of a medical situation, they can be represented with State
Transition Diagrams (STD’s) (see Fig. 1) where each possible individual transition between
two states is represented. As the levels of simplicity, intuitiveness, and time representation
of the SDA* formalism (Riafio, 2007) (see Fig. 2) were close to our requirements, this
one has been the chosen formalism for representing macro- (Kamisali¢ et al., 2007) and
micro-temporalities (Kamisali¢ et al., 2009) in CAs. We have also used Timed-transition
diagrams (TTD’s) (see Fig. 4, Fig. 5, Fig. 6) as representation formalism for macro-temporality
constraints (Kamisali¢ et al., 2008).

The rest of the chapter is divided into 4 main sections. Section 2 provides an overview
and examples of used representation formalisms - SDA*s and TTDs. They are used for
representation of time dimension in CAs. The process of generation of macro-temporalities
from clinical data is described in the section 3. Section 4 describes a methodology for
generation of micro-temporalities. Finaly, section 5 gathers some conclusions.

O AL A Do

Fig. 1. Clinical algorithm for Hypertension in STD representation
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2. Representation formalisms

As we have mentioned above, there are different formalisms which can be used to
represent CAs. STDs can be used for representation of timeless CAs. As our goal is
to introduce temporal constraints to CAs, the representation formalism have to permit
representation of temporal restrictions for CAs. TTDs are used to represent CAs with
generated macro-temporality constraints. These diagrams permit the integration of several
sequences in a single structure, each sequence representing the individual treatment of
one patient (Kamisali¢ et al., 2008). (Sections 3 and 4 introduce processes of macro-
and micro-temporality generation, respectively.) SDA* formalism is not convenient for
representation of individual sequences. It can be used for representation of macro- and
micro-temporality restrictions, but not for representation of all possible transitions from one to
another state. When it is important to represent all possible transitions (sequences) from which
generation of macro-temporality restriction is done, TTDs are used for CAs representation.
Finally, obtained macro-temporality constraints as well as micro-temporality constraints can
be introduced to SDA* diagrams as it results more simple and intuitive for interpretation. To
represent time dimension in CAs we are using TTD’s and SDA* formalism.

2.1 SDA* formalism

SDA stands for state-decision-action notation and it is used to represent CAs as SDA*
diagrams, where each diagram is a directed graph that contains state, decision and action
nodes (see Fig. 2). Each state node contains the set of terms which represent the signs and
symptoms of a particular patient at the moment of making observations. In the diagram, state
nodes are indicated as circles, which bring the feasible patient medical conditions. Decision
nodes provide criteria to derive the treatment in one or other direction according to the
patient’s features and current condition. These branching points are represented as diamonds
that deploy all the alternative clinical treatments at this point, each one attached to a condition
that the patient must fully satisfy in order to follow this treatment. Action nodes represent the
activities which should be taken as a result of an earlier made decision. It is represented as
a square, which gives recommendations about medical orders considering medication and
clinical procedures.

For each disease D, Tp = {t1,ty,,t,} represents a set of terms related to D. These terms can
be state, decision or action terms depending on whether they are able to be involved in the
description of a SDA* state, decision or action, respectively. SV C Tp is the set of state terms
that are used to determine the condition of a patient considering some disease. DV C Tp is the
set of decision terms that can be used to derive the treatment to some or some other medical
actions. AV C Tp is the set of action terms representing the individual medical actions a
physician may prescribe in the treatment of the disease the SDA* diagram represents. In a
SDA* diagram the meaning of node connectors can vary according to the sort of nodes the
connectors have as starting and ending elements. So, Cgg, Csp, and Cg4 are the names given
to connectors going from a state node to a state node, to a decision node or to an action node,
respectively; Cpg, Cpp, and Cpy4 are the names of the nodes going from decision nodes to
other nodes, and C4g, Cap, Caa the names of the connectors that start at an action node.
Macro-temporality constraints in the form of [tiin, fmax] intervals affect to some of the above
sort of connectors: Cgg, Cas, Cap, and Cy4 4; but not to the rest, for which they are defined as
the constant [0, 0] (i.e. lack of delay or instantaneous transition).



182 Efficient Decision Support Systems - Practice and Challenges in Biomedical Related Domain

R K
G N ,
i?lﬂ_.‘: S 0P = (208 or = 1THEEG 0 patients with
dlawbestes. chouoe kodoey disense, Lensll Golune
Nkl ot CAD
A —

Sz Initha] esseasment completed

Tl temrtas]

A L S5 Becondary canss suspectad
A AV B B ary

Sy: Initial reatment applicd

S5 Secondare treanment aplicd

Sy Hvpertensior contralled

o
-

I3 Becvmliny e soseal?

[*: BF at poa’!
LB T
& L B ot goalt
o
15y =
g
Tol tpire-res | Ay Contiom elevared blood pressure

A Evaluate aceuamtely szee and complee: sk
AzEEETIS

A Onder eddi el worb-up, consider selemral

A Deder Nitestyle ooolilicalion aodéow doage
therapy Gimtially:  chizzide-type  divretic;
sceondury: hota-hlocker, angiotensin -converting
enryire nhikiter angintensin recentar hlncker,
caleurm novmgenist

A Chnge desinen!  ancreiss okl oozel,
L 1l add zrother agont from a difforomr class,
substitae rew agent

el

-
58, e Ledor hyperienzion comsuletion
LT R ey

= Tisl e A Unider Iy perension coninung curs

o i

A

Fig. 2. Clinical algorithm for Hypertension in SDA* representation

In Cgs connectors, macro-temporality is obtained from the times between consecutive
encounters in which the patient has not received any treatment as a consequence of the
first encounter. In C4g connectors, macro-temporality is calculated from the times between
consecutive encounters in which, during the first encounter the physician ordered the
actions A, and in the second encounter the patient had evolved to state S. Finally in C4p
and C44 connectors, macro-temporality is a combination of the times between consecutive
encounters in which a treatment was proposed during the first visit and the state of the
patient in the second visit is implicit, i.e. lacking of medical interest. The difference in the
macro-temporalities of C4p and C4 4 connectors is in the fact that the first one is applied when
not all the patients in encounters with the same implicit state receive the same state-caused
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treatment. On the contrary, if all the patients that show sequences of state transitions in which
the same implicit state (i.e. the state description of the patient during the encounter) is always
followed by the same state-caused treatments, then a decision node will not be needed in the
SDA* diagram that will connect two consecutive action nodes.

Micro-temporality is assigned to the terms in Tp and it affects states, actions and decisions.
Terms that represent the signs and symptoms of a particular patient at the moment of making
an observation are called state terms. Decision terms in a CA are building decision criteria
which lead the treatment in a specific direction considering the patient’s current signs and
symptoms, while action terms represent medical activities which should be performed as
a result of an earlier analysis of the medical context (e.g., patient condition or hospital
resources). Micro-temporality constraints is represented as a triplet [s¢, e;, f;] on the term
t € Tp; where s; stands for the start time of £, e; for the ending time, and f; for the frequency.
A term is atemporal if [--,-] micro-temporality is assigned, as presented in the Fig. 3. From
temporal point of view it means that term t is present now. Considering temporal aspects, state
and decision terms are past-to-present terms, while action terms are present-to-future terms.
It means that state and decision terms have start time constraint s; in the past, while end time
constraint e; can be in the past or in the present. Action terms have start time constraint s;
in the present or in the future, while the end time constraint ¢; is in the future. Considering
possible combinations of time constraints (s, e; and f;) existence in a micro-temporality, there
are detected different modes of micro-temporalities, as presented in the Fig. 3. The first
micro-temporality mode [s;,-,-] includes start time constraint s¢, but excludes end time ¢; and
frequency f; constraints, as shown in the Fig. 3. In the case of state or decision terms it means
that specific term was present since start time s; till now, without having information about
the frequency of occurance f;. In the case of action terms it means that specific term will be
present from start time s;, but there is no information till when (e;) and with which frequency
(ft) this term will be present. The second micro-temporality mode [-,e;,-] includes end time
constraint e, but excludes start time s; and frequency f; constraints, as shown in the Fig. 3.
In the case of state or decision terms it means that specific term was present till end time e;,
without having information when it started (s;) and with which frequency f; it occured. In the
case of action terms it means that specific term is present from now till end time e;, without
having information about the frequency constraint f;. The third micro-temporality mode
[--,ft] includes frequency constraint f;, but excludes start time s; and end time e; constraints,
as shown in the Fig. 3. In the case of state or decision terms it means that specific term was
present till now with frequency f;, without having information when it started (s;). In the
case of action terms it means that specific term is present from now with frequency f;, without
having information when it will end (e;).

The fourth micro-temporality mode [s;,¢;,-] includes start time s; and end time e; constraints
but excludes frequency f; constraint, as shown in the Fig. 3. In the case of state or decision
terms it means that specific term was present since start time s; till end time ¢;, without having
information about the frequency of occurance f;. In the case of action terms it means that
specific term will be present from start time s; till end time ¢;, without information about
frequency f;. The fifth micro-temporality mode [s,-, f;] includes start time s; and frequency
f+ constraints, but excludes end time ¢; constraint, as shown in the Fig. 3. In the case of state
or decision terms it means that specific term was present from start time s; till now with the
frequency f;. In the case of action terms it means that specific term will be present from
start time s; with the frequency f;, without having information about the end time e;. The
sixth micro-temporality mode [-,e;,f;] includes end time e; and frequency f; constraints, but
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Fig. 3. Different micro-temporality modes

excludes start time s; constraint, as shown in the Fig. 3. In the case of state or decision terms
it means that specific term was present till end time e; with frequency f;, without having
information when it started (s¢). In the case of action terms it means that specific term is
present from now till end time e; with frequency f;. The seventh micro-temporality mode
[s¢,et,ft] includes start time s, end time e; and frequency f; constraints, as shown in the Fig. 3.
In the case of state or decision terms it means that specific term was present since start time
s till end time e; with the frequency of occurance f;. In the case of action terms it means that
specific term will be present from start time s; till end time e; with the frequency f;. The ninth
micro-temporality mode [x,x,-] is specific as its start and end constraints are the same and
there is no frequency constraint included, as shown in the Fig. 3. It means that term occured
at certain point in time. In the case of state or decision terms it means that term was present
at time x. In the case of action terms it means that term will be present at time x.
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2.2 Timed-transition diagrams

A Timed Transition System (TTS) (Herzinger et al., 1992) is a quintuple (V,Y, T, !, u) where
V is a finite set of terms V = {vq,v7,..,v,}; ¥ is a set of states Y =074, 03,..., 0, where every
state 0; € Y is a subset of terms (i.e.y, C 2Y); T is a finite set of transitions where every
transition t € T is a binary relationon }; I : T — IN is the minimal delay function, and
u: T — INU{co} is the maximal delay function such that for any ¢t € T, I(t) < u(t). For
every state 0; € Y, a set of f-successors t(0) C Y is defined. TTSs use to be represented as
timed-transition diagrams (TTDs)(see Fig. 4, Fig. 5, Fig. 6). In (Kamisali¢ et al., 2008) we have
used TTDs to represent macro-temporality constraints in CAs.

[tmine tias]

[ —

[t o]

[tmins bz

Fig. 4. Clinical algorithm for Hypertension (level 0 data) in TTD representation
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Fig. 5. Clinical algorithm for Hypertension (level 1 data) in TTD representation
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Fig. 6. Clinical algorithm for Hypertension (level 2 data) in TTD representation
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3. Generation of macro-temporalities

3.1 Data model

Input data for generation of macro-temporalities represent the evolution of patients through
a medical treatment as sequences of state transitions. These data are based on the concept
of encounter. An encounter is defined as a meeting between a medical professional and a
patient in order to assess patient’s condition and to determine the best medical course of
action (Kamisali¢ et al., 2007). For each encounter some data about the patient condition
(e.g. signs and symptoms) and the actions of the patient treatment (e.g. prescriptions or
medical orders) are saved. Patient’s evolution is seen as a sequence of state transitions through
different consecutive encounters. In the i-th encounter, a patient P is in state S;‘ (described
by the observed state terms) and, optionally, receives a state-caused treatment A; (described
by the action terms the physician orders). The time between this encounter and the next one
is t;;11. The sequences of state transitions of all the patients affected by and treated of a
particular disease define a data model that describes the input data. For a particular disease,
if the states in the data model are the same that the states in the CA describing the treatment of
that disease, then each state-to-state transition of a sequence represents an instance of the sort
of patient evolving between two consecutive states in the CA representation diagram (SDA*
or TTD).

There were identified different data levels in hospital databases. The description of the
treatment of a particular patient is defined at level 0 when only the states the patient passes
through and the times passing between consecutive states are provided. These structures
are called level 0 sequences (Kamisali¢ et al., 2008)(see representation of level 0 sequences in
Fig. 4). Level 1 data describe individual treatments of concrete patients as level 0 sequences
of states together with the medical actions performed between each pair of consecutive states,
and the time that each change of state takes. These are called level 1 sequences (Kamisali¢
et al.,, 2008)(see representation of level 1 sequences in Fig. 5). Level 2 data extends level
1 data with decisions representing the reasons that justify the actions. These are level 2
sequences (Kamisali¢ et al., 2008)(see representation of level 2 sequences in Fig. 6).

3.2 Macro-temporality generalization

Considering different data levels introduced, there are also defined different procedures for
generation of macro-temporalities. In some cases the input data can follow some of the
known distributions, such as normal distribution, while in others not. For generation of
macro-temporalities in both cases there were defined two different approaches considering
distribution of input data. In the case of known distribution there can be used known
statistical methods to generate macro-temporality. In this case it is obtained more adjusted
macro-temporality interval and there can be reached a higher confidence in the obtained
interval. In the case where the distribution function of the data is unknown, for generation
of macro-temporality there are used quantiles, which give a first approximation about the
interval with less confidence. Both approaches are described in the next subsections. In
the case of level 0 data, for each pair of consecutive states S;, Sj, it is applied process of
macro-temporality constraint generation from all the tij times of all the sequences available.
Each time a patient takes to evolve directly from S; to S; is taken in the calculation of
macro-temporality interval, whether using one of the known statistical models or using
quantiles. In the case of level 1 data, first there is applied process of actions classification,
where all the actions of the sort A;; are used to obtain a group of action classes in which each



Temporal Knowledge Generation for Medical Procedures

action class contains A;; actions that are mutually similar and dissimilar to the actions in other
actions classes (see Fig. 9 and Section 4.2 for more details about similarity criterion) (see an
example of 10 evolutions of level 1 sequence in Fig. 7; considering these evolutions there is

made a classification of all the evolutions with

the same actions, shown in Fig. 8).
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Fig. 7. Example of 10 evolutions of level 1 sequence for Hypertension

The t;; times related to evolutions in which the actions applied belong to a concrete action

class are used to calculate a macro-temporality constraint (see Fig. 8).
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Finally for level 2 data, there is applied not only the process of actions classification (as in
the case of level 1 data) but also the process of decisions classification (the same procedure
as in the case of actions classification for level 1 data) (see Fig. 9 and Section 4.2 for more
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details about similarity criterion). The next step consists of calculating the time t;; between
states from all of the times #;; of all the classified transitions from S; to S; taken from all the
sequences available (Kamisali¢ et al., 2008).
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Fig. 9. Macro-temporality generalization considering decisions and actions similarity

3.2.1 The statistical model

If we assume that for each pair of consecutive states S;, Sj and time between them ti]-, the
sample of f;; times of all the transitions from §; to S; taken from patient sequences approach
one of the known distributions then we can use statistical methods for macro-temporality
constraints generation. Here it is presented the statistical model for the sample approaching
a t-student distribution. In this case, t;; represents the mean of all ¢;; values in the sample
of patients evolving from S; to S;. Sy, is the standard deviation of that same sample.
Equation 1 is used to calculate the macro-temporality, where t, is the z-value of f-student
distribution (Kamisali¢ et al., 2007).

t= t;] Tty Sfi]' (1)

The calculated macro-temporalities between consecutive states S; and S; can be assigned to
the SDA* connectors ending in S;. The connectors could be of the sort Css, C45 or Cpg.

3.2.2 Quantiles

Quantiles are more useful than other statistical methods if the distribution function of the data
we are analysing is unknown. For each pair of consecutive states (S;, S;) there is an assigned
time ¢;; between them. The t;; times of all transitions from S; to §; taken over all the patient
sequences available defines a sample that is used to generate a macro-temporality constraint
on tij times. Quantiles of gq-quantiles are the data values that divide an ordered list of data into
q essentially equal-sized data subsets. Quantiles are data values which mark the boundaries
between consecutive subsets. For example, percentiles are 100-quantiles. Using the precentile
is a way of providing estimation of proportions of the data that should fall above and below
a given value.The 1st percentile cuts off the lowest 1% of data and the 99th percentile cuts
off the highest 1% of data. Considering the confidence we aim to reach for the generated
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interval we can decide which lowest and highest percentiles we will cut off. For example,
if we decide to keep 90% of confidence in generated interval, we would cut off till 5th and
from 95th percentile. In this case, macro-temporality interval would consist of tmin as a value
of 5th percentile and tmax as a value of 95th percentile (Kamisali¢ et al., 2008). If the input
data follow some of the known distributions, such as normal distribution, then we could use
other statistical methods to generate macro-temporality which would give us a more adjusted
interval and a higher confidence in the obtained interval.

3.3 Incorporation of macro-temporalities in representation diagrams

Transitions (connectors) in temporal CAs can be extended with macro-temporalities with the
help of the instances of treatment in the medical databases under the data model described in
section 3.1. SDA* diagrams or TTDs are choosen as representation formalism for temporal
CAs (representation of macro-temporality constraints). Each encounter in the database
represents the medical actions taken for a patient in a particular state. Identifying the state
of the patient Sp among all the states in the SDA* is made with the operation of similarity
Sg =~ Sspa defined in subsection 4.2. Identifying the medical action of the encounter Ar in
the SDA is made as well with the operation of similarity Ar ~ A, where A is each one of the
actions in Actions(Sspa, Sg), and Actions(Sspa, Sg) the set of alternative actions in the SDA
that patients in condition Sg may follow after the SDA state Sspa.

After this identification of the encounter in the states, decisions and actions of the CA, the
macro-temporalities of the encounter are attached to the corresponding connectors between
identified states, decisions and actions in the SDA* or TTD. This process is repeated for all
the encounters in the database. At the end, all the macro-temporalities attached to each one
of the connectors in the SDA* or TTD are combined with the procedure of macro-temporality
generalization (using statistical model or quantiles), described in subsection 3.2. The final
SDA* or TTD has several macro-temporalities attached to each one of its connectors. If all
the micro-temporalities of the terms are close (i.e., temporalities in similar cases are similar)
then the connectors in the SDA* or in TTD are related a single macro-temporality (see
example of attached macro-temporalities in Fig. 2 for SDA* representation or Fig. 5 for TTD
representation).

3.4 Case study

For the connector C 45 between the action A4 and the state S4, shown in Fig. 2, we consider
times #;; between consecutive encounters in which, during the first encounter the physician
ordered the action A4, and in the second encounter the patient had evolved to state Sy.
Assume we have different patients who evolved through the same transition with different
times (2d, 14h, 4d, 3d, 5d, 20h, 1w, 14h, 1d, 6d, 18h, 2d, 20h, 1w, 4d, 10h, 2d, 4d, 14h, 3d). We
assume that the distribution function of the given data is unknown, so we calculate quantiles
of the times in the list, to obtain macro-temporality [fmin, tmax] for given transition. First
step consists of deviding the times in an ordered list. In this example we will use deciles
(10-quantiles). It means that the list of times will be divided into 10 equal-sized subsets.
Depending on the confidence we aim to reach for generated interval, we decide which lowest
and highest deciles we cut of. Say that we want to keep 60% of confidence in the interval, then
we cut the first 2 and the last 2 deciles. As a result we obtain the macro-temporality interval
Tg=[18h, 4d].
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4. Generation of micro-temporalities

4.1 Data model

The data model is based on the concept of encounter. For each encounter all the relevant data
about the patient condition and the treatment actions are saved. These data use state, decision
and action terms to describe both the condition in which the professional finds the patient
at the particular moment of the encounter, and the decision which that professional took for
the patient. That is to say, the actions which were proposed in the encounter as part of the
treatment.

In the data model, all state, decision and action terms are attached a micro-temporality
constraint that is not necessarily complete (as presented in Section 2.1, Fig. 3).

4.2 Micro-temporality generalization
In order to be able to generate micro-temporality from data, we have to know how to compare
states, decisions and actions. Two states, two decisions or two actions can be considered
the same, if they are similar enough to be accepted as the same. That is to say, they are
atemporarily the same (represented as =) if each term of the states, decisions or actions
corresponds to some of the terms of the other state, decision or action; or if they differ in
some terms that have no major signification (i.e., their effects do not change the essence of a
particular state, decision or action). Our method uses the similarity criterion (Kamisali¢ et al.,
2009):
o, (8nS)

S~§ & (SUS) >
for some predefined parameter a € [0, 1], where 0 determines total difference (no single term
matching in compared states, decisions or actions) and 1 determines total equality (all terms
matching) of compared states, decisions or actions.
If we come to the conclusion that several states, several decisions or several actions are
atemporarily the same, then we also consider the micro-temporalities of the corresponding
terms in the states, decisions or actions as it is depicted in Fig. 10 in order to evaluate if they
are also the same at the level of time.
For all the micro-temporalities [s¢, e;, f] corresponding to the same term, it is necessary to
measure the distance between these temporal constraints. The distance is measured for all
constraints s;, ¢; and f;, separately. This approach is called S-time-distance (Sicherl, 2005).
The distance between temporal constraints s’t and s;l is calculated with Equation 2, between e’t
and e, with Equation 3, and between f; and f, with Equation 4.

ds(sy, ;) = Asy =] s, — 5 | )
di(e,ep) = Dep =| e, —e; | 3)
de(fi fr) =Mfe=| fi— fi | 4)

The result of calculating the distances of temporal constraints are three values which have to
be compared to some predefined parameter f. When all three distances are lower than or
equal to a predefined parameter 8, we say the terms with such micro-temporalities are the
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Fig. 10. Comparing action terms and providing integration of micro-temporalities

same as far as time is concerned. Formally speaking, we define two micro-temporalities it
and pt" are the same (represented as ut ~ ut")if:

ut ~ut’ < ds(s,,s;) < B, and

de(et,e/t/) < B, and

di(fi fi) < B-
When there are several micro-temporalities related to a same term, these micro-temporalities
may be combined with a clustering algorithm that employs the distance functions ds, d,, and
dy defined above. Hierarchical taxonomy clustering algorithms (Sneath & Sokal, 1973) are
numerical approaches to the construction of dendrograms on a set of numerical data. Given a
set of micro-temporalities [s;, ¢;, f;], i = 1, ..., n that we want to combine, our method constructs
a dendrogram for each one of the square matrices {ds(s;,5;) }ij=1,...n, {de(ei ) }ij=1,.,n, and
{d¢(fi, fj) }ij=1,.n- Once the heights of these dendrograms are scaled to the range [0,1],
a predefined parameter B is used to horizontally cut the dendrograms. Parameter f is
choosen considering wheather we can accept the increasing of error and therefore decreasing
the number of micro-temporalities, or we prefer getting more adjusted temporal constraints
representatives (increasing the number of micro-temporalities) and therefore decreasing the
number of micro-temporalities. These B-cuts provide three sets of clusters. The median of the
values in each cluster defines the centroid of this cluster. Constraints which are the closest
to centroids, are choosen as cluster representatives. These cluster representatives of different
dendrograms are combined in the final micro-temporalities.

4.3 Incorporation of micro-temporalities in representation diagrams
Terms in temporal CAs can be extended with micro-temporalities with the help of the
instances of treatment in the medical databases under the data model described in section 4.1.
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As representation formalism for temporal CAs (representation of micro-temporality
constraints) are choosen SDA* diagrams. Each encounter in the database represents the
medical actions taken for a patient in a particular state. The terms in the encounter come
related to micro-temporalities. Identifying these terms in the atemporal SDA is the first step
of the process. Identifying the state of the patient Sg among all the states in the SDA is made
with the operation of similarity Sg ~ Sgp 4 defined in subsection 4.2. Identifying the medical
action of the encounter Ar in the SDA is made with the operation Ar ~ A, where A is each
one of the actions in Actions(Ssp, Sg), and Actions(Sspa, Sg) the set of alternative actions in
the SDA that patients in condition Sg may follow after the SDA state Sgp 4. For example in
Fig. 2, Actions(Ss, {noD3}) = {As, A¢} because a patient in state Ss, which is not D3, may be
derived to action As if he is not Dy or to Ag if he is Dy.

After this identification of the encounter in the states, decisions and actions of the SDA, the
micro-temporality of the terms of the encounter are attached to the corresponding terms in
the SDA states, decisions, and actions. This process is repeated for all the encounters in the
database. At the end, all the micro-temporalities attached to each one of the terms in the
SDA are combined with the procedure of clustering algorithm, described in subsection 4.2.
The final SDA has several micro-temporalities attached to each one of its terms. If all the
micro-temporalities of the terms are close (i.e., temporalities in similar cases are similar) then
the terms in the SDA are related a single micro-temporality.

4.4 Case study

For two action terms (take thiazide-type diuretic and take beta-blocker) of the CA shown in
Fig. 2 as a part of the action A4, we consider three sorts of constraints, s;, e; and f;. We
have to find clusters (and centroids) for each one of them. Micro-temporality [s;, e, fi] of
the applied action term is given for each patient. Assume we have different patients with
the same action term but different micro-temporalities ([—, 2w, 6h], [—, 3w, 4h], [—, 2w, 6h],
[—, 1w, 8h], [, 6d, 6h], [—, 10d, 8h], [—, 4w, 6k], [—, 15d, 6h], [—, 4d, 8h], [—, 20d, 4h]). We
apply the clustering algorithm separately for all s;, e; and f;. Finding the clusters for groups
of s¢, ey and f; gives us the centroids of those clusters. The closest constraint to each centroid
constructs the micro-temporality of a term. For example, if all ¢; are divided into more than
one cluster, the result is more than one centroid. The closest constraint to the centroid is taken
as a time constraint on the end time in different micro-temporalities of the same action term
(for above introduced example of patients’” micro-temporalities, the result of the clustering are
four clusters and therefore four constraints closest to the centroids for e; (6d, 2w, 3w, 4w) and
two clusters and therefore two constraints closest to the centroids for f; (4h, 6h); which give
as the result four micro-temporalities [—, 6d, 6h], [—, 2w, 6h], [—, 3w, 4h] and [—, 4w, 6] for
the action term "take thiazide-type diuretic’). In this particular case, we would choose [—, 2w,
6h] micro-temporality from the four possible, because this one is the representative of most
micro-temporalities. However, choosing one representative is resulting in increasing the error
and decreasing the confidence.

5. Conclusion

CAs derived from CPGs make explicit knowledge necessary to assist physicians in order to
make appropriate decisions. They should give procedural and temporal indications. The
first one are indications on what to do, and the second one are indications on what are
the time restrictions. Still the most CAs are atemporal, offering indications on what to
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do but not on time restrictions. To deal with this problem, we have defined micro- and
macro-temporality constraints and offered the methodologies for generalization of micro-
and macro-temporalities. We are introducing temporal constraints from existing patients’
temporal data. We have presented two possible aproaches to generation of macro-temporality
constraints, using statistical methods or quantiles. Quantiles are less susceptible to long tailed
distributions and outliers. We came to the conclusion that if the data we are analyzing are
not distributed according to some assumed distribution or if we have other potential sources
for outliers that are far removed from the mean, then quantiles may be more useful than
other statistical models. Obtained macro-temporalities are attached to connectors of the CAs.
We have also offered the methodology for micro-temporality constraints generation using a
clustering algorithm. The obtained micro-temporalities are attached to a state, decision or
action term of the CAs. We have presented different representation formalisms which can
be used for representation of CAs, and have explained different situations in which STDs,
TTDs and/or SDA*s are used. As CAs now include temporal constraints (time dimension),
physicians are able to provide also indications on time restrictions considering medical
procedures.
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1. Introduction

Since medical endoscopy is a minimally invasive and relatively painless procedure, allowing
to inspect the inner cavities of the human body, endoscopes play an important role in modern
medicine. In medical practice different organs such as the respiratory tract, the urinary tract,
and the female reproductive system are regularly inspected by using an endoscope. Another
important field in medical endoscopy, which this chapter focuses at, is the inspection of the
gastrointestinal tract (GI tract).

Based on endoscopy of the GI tract, physicians are able to detect severe diseases already
in early development stages and therefore the mortality rate for many diseases, especially
different types of cancers, has been lowered drastically throughout the last years. Some
examples of conditions which are known to be pre-malignant or to increase the risk of

Small
intestine

Rectum ~

Anus

Fig. 1. A schematic illustration of the human GI tract.
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cancer in the GI tract are adenomas, Barrett’s esophagus, Crohn’s disease, celiac disease, GI
bleeding, and a Helicobacter pylori infection. The parts of the human GI tract, which are most
commonly inspected with an endoscope, are shown in Figure 1.

In general the area of applications for endoscopes is wide. Besides medical procedures,
endoscopes are also used to inspect airplane turbines, pipes in buildings or industrial
machinery, car engines, tanks in ships, and for veterinary endoscopy. However, throughout
this work the terms “endoscope” and “endoscopy” always denote the medical device and
procedure, respectively.

1.1 Technological advances in endoscopy

The first time the term endoscope was used was in 1806, when Philipp Bozzini developed the
first kind of endoscope which he called “Lichtleiter”. By using this device he already made
the first attempts to examine the inner cavities of the human body. But endoscopes as we
know them today significantly differ from the one Bozzini developed. In the early days of
endoscopy the devices were lit by external light sources (a candle in the case of by Bozzini’s
apparatus) and not flexible. Thus, these devices were somewhat limited in terms of their
usability.

[
."f:ff.!'.- A P
(a) Flexible endoscope (b) WCE capsule

Fig. 2. (a) A flexible endoscope (Image courtesy of Olympus) and (b) an example of a WCE
capsule (Image courtesy of Given Imaging).

Endoscopy, as we know it today, is performed using a flexible endoscope (Figure 2(a)),
sometimes also referred to as videoscope. This type of endoscope has been introduced in the
mid 1960s. While the first endoscopes used fiber optics and an eyepiece lens to visualize the
inner cavities of the human body, modern endoscopes are very compact devices, including
a light source, and a CCD or CMOS chip for taking pictures. But the basic concept did
not change very much since those days. In addition to the digital imaging chip, modern
endoscopes contain a light source at the distal tip and are equipped with an accessory
channel, which allows the entry of medical instruments for example to take tissue samples,
perform cleansing of poorly prepared areas, perform polypectomies, and perform endoscopic
resections without any invasive surgery involved.

More recent advances in endoscopy are zoom-endoscopy and chromoendoscopy.
Zoom-endoscopy allows to zoom in at regions of interest, using a magnification factor
of up to 150. Such devices offer a significant advance since smaller and finer details in the
region to be examined get uncovered (Hurlstone et al., 2004). Another possibility to obtain
images with a higher level of detail are high definition (HD) endoscopes, which also provide
images of higher resolutions and therefore allow to detect subtle changes in the mucosa.
Chromoendoscopy aims at enhancing superficial patterns on a mucosal layer by topically
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applying color dyes. An alternative to this rather time-consuming procedure is to use Narrow
Band Imaging (NBI), which allows to enhance the contrast of vascular patterns on the
mucosal surface (Emura et al., 2008). Since NBI is based on a rotating filter in front of the light
source (narrowing the spectrum of the visible light to bands of blue and green) this technique
is not dependent on applying color dyes. Other systems similar to NBI, like FICE (Fujinon
Intelligent Chromoendoscopy) or I-scan, use computer algorithms to post-process endoscopic
images. Systems like NBI, FICE, or I-scan are referred to as “virtual chromoendoscopy”.
Another recent advance in endoscopy is confocal laser endomicroscopy (CLE) (Kiesslich &
Neurath, 2007). This procedure allows to inspect the mucosal surface in a highly detailed
manner. This is achieved by a laser-based endomicroscope which scans the surface of the
mucosa and even allows to inspect sub-surface features up to a depth of 250 microns by
adjusting the focal point of the laser. The resulting images have a resolution corresponding to
a magnification factor of 1000, making “smart” biopsies possible, thus avoiding random and
possibly unnecessary biopsies. It has already been shown that the diagnostic accuracy of CLE
is comparable to histology (Buchner et al., 2010).

Since the small intestine is very long and convoluted a traditional flexible endoscope is
only of limited use. A recently developed technique to overcome this limitation and
to make endoscopic procedures more safe, less invasive, and more comfortable for the
patient, is wireless capsule endoscopy (WCE) (Coimbra et al., 2007). To perform WCE the
patient swallows a small capsule (Figure 2(b)), containing a light source, lens, camera, radio
transmitter, and batteries. Propelled by peristalsis, the capsule then travels through the
digestive system for about eight hours and automatically takes more than 50 000 images.
These are transmitted wirelessly to a recorder worn outside the body. Throughout the last
years WCE has already proven to be valuable tool to detect the cause of gastrointestinal
bleeding within the small bowel (Eliakim, 2004). Recently also other areas of interest for
WCE within the GI tract have emerged, such as the colon (Fireman & Kopelman, 2007) or the
esophagus (Eliakim et al., 2004). Although WCE currently lacks the ability to treat lesions,
obtain biopsy samples, and clean poorly prepared areas, this new technique has already
proven to be an effective diagnostic modality for detecting small bowel tumors and small
bowel lesions (Cobrin et al., 2006), and may also become an important tool to detect other
abnormalities in the GI tract (El-Matary, 2008).

1.2 Computer-aided pathology prediction

Due to the digital imaging chips used in modern endoscopes such devices are also regularly
used to take digital pictures and record video sequences. These abilities created the whole
new field of computer-aided decision support systems (CADSSs) in medical endoscopy. The
aim of such systems is to predict pathologies and thus to assist a medical expert in improving
the accuracy of medical diagnosis (Doi, 2007). Hence, the development of such systems is
motivated by the following key aspects:

e Saving time and reducing cost
CADSSs usually help to identify regions which may be of particular interest for a medical
expert. Since, in general, such systems are designed to detect abnormal changes within
the GI tract (e.g. neoplastic or metaplastic changes) they are also able to help avoiding
possibly unnecessary biopsies, allowing to perform targeted biopsies. In the course of such
targeted biopsies the time needed for an endoscopy procedure may be lowered drastically.
As a consequence the procedure gets more comfortable for the patient. Furthermore, since
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the number of necessary biopsies to be taken can be reduced, the time needed for the
subsequent histopathologic examination can be reduced too.

Reducing the time needed for an endoscopy and the subsequent histopathologic
examination also results in a reduction of costs associated with such procedures.
Considering the fact that re-investigating a video recorded during an endoscopy session
may consume as much time as the endoscopic procedure itself, there is a potential to save
time and costs if CADSSs are able to identify parts of such videos which might be of interest
for a medical expert. Especially in case of WCE such systems are of particular use, since,
due to the vast amount of images generated per WCE session, inspection of such videos
is time consuming and therefore expensive in terms of the time raised by a medical expert
(Swain, 2003).

¢ Enhancing accuracy of diagnosis
Endoscopy is a tedious procedure, demanding a constantly high level of concentration
by an endoscopist. This is mainly due to the fact that missing an abnormality during
endoscopy may be hazardous. Especially lesions which are rather small or only noticeable
for a short fraction of time may be missed easily. This particularly applies to WCE, where
a lesion may show up in a single frame only (out of more than 50 000 frames in total!). This
is due to the rather low frame rate of currently available capsules which usually is about
two frames per second.
The advantage of CADSSs is that computers always exhibit the same level of
“concentration” — no matter how long an endoscopic procedure lasts or how many of such
procedures a computer has to analyze in series. Also situations with bad light conditions,
poor image quality, or poor contrast usually pose a problem for a medical expert,
increasing the risk of missed lesions. If designed properly, a computer-based systems may
be able to cope well with such circumstances. The constant level of “concentration” and
the resistance against poor image conditions may help to avoid missing lesions, leading to
an enhanced diagnostic accuracy of an endoscopic procedure.
But, as indicated in (Church, 2008), sometimes there is a more simple reason for missed
lesions: an abnormality may be simply get missed since it is misinterpreted and therefore
not recognized as being abnormal. The likelihood of missing a lesion for this reason heavily
depends on the expertise of the medical expert who performs the endoscopy, leading to a
lowered inter-observer agreement level. CADSSs, on the other hand, do not suffer from
this problem. If the detection of abnormalities is designed in a robust way and there is
sufficient training data available, a CADSS is expected to always deliver roughly the same
level of accuracy.

¢ Training of experts to new endoscopic imaging modalities
As already pointed out in Section 1.1, there have been many advances in endoscopy within
the past few years. While the new imaging modalities have the potential to greatly increase
the efficiency of endoscopy, medical experts need to get trained on these new techniques.
In order to assess the skills of a medical expert on new techniques, CADSSs can be used as
an expert training tool to predict pathology, verify the detection or prediction performance
of a medical expert, and serve as an educational resource.

To highlight the relevance of CADSSs we conducted an exhaustive search for publications
dealing with this topic (on PubMed ! and on ScienceDirect %), which yielded the search results

1 PubMed located at http://www.ncbi.nlm.nih.gov/pubmed
2 ScienceDirect located at http: //www.sciencedirect . com
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Fig. 3. Number of publications between 1988 and 2009 found on PubMed and ScienceDirect
when searching for publications targeting at computer-aided decision support for medical
endoscopy in the GI tract (search was conducted in 2010, hence, publication from 2010 are
not considered).

presented in Figure 3. The results show that there is a rising interest in this research topic,
starting about one decade ago.

2. Fundamentals of pathology prediction

Basically there exist two different approaches for CADSSs aiming at pathology prediction:
medical image classification (MIC) and content-based image retrieval (CBIR) (Miiller et al.,
2004). While these two concepts share some basic building blocks, there are also fundamental
differences. In the following section we therefore explain the parts each of these concepts
consists of. In addition, we discuss the similarities as well as the differences between CBIR
and MIC.

2.1 Building blocks of CBIR and MIC

CBIR systems as well as MIC systems both basically consist of two steps. The first step is to
obtain training data along with ground truth information, which represents the knowledge of
the respective system. Based on the training data, the prediction is carried out.

2.1.1 Obtaining training data

No matter, whether we are dealing with a MIC or CBIR system, in order to be able to perform
a prediction of pathologies, in both cases the first step is the generation of training data along
with known ground truth. The respective steps are illustrated in Figure 4.

Endoscopy session Data acquisition Feature extraction
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Fig. 4. Schematic illustration of creating training data with ground truth.

It must be noted however, that some of these steps are not possible in case of capsule
endoscopy. Since these devices currently offer no possibility to obtain tissue samples, a
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histopathologic examination to establish a ground truth is not possible. Hence, in case of
WCE, the ground truth is usually obtained by a visual inspection of the images recorded by a
medical expert. Apart from that, air insufflation is not possible either. These steps are therefore
denoted by dashed lines in Figure 4.

® Preparation steps (not available in case of WCE)

Before actually being able to capture images and taking tissue samples, certain preparation
steps may be necessary. One such step is air insufflation, which is performed to expand
the wall of the part of the GI tract under inspection. This makes regions of the mucosal
wall visible which otherwise would be hidden behind folds and therefore increase
the probability of missed lesions. Another step, performed on a regular basis, is the
preparation of the tissue under investigation. In order to cleanse poorly prepared areas
water is used to flush away e.g. stool residuals inside the colon or undigested food.

Another possibility for tissue preparation is the topical application of color dyes in order
to enhance the superficial structure of the mucosa in the region under investigation (e.g.
vascular patterns). If a NBI-enabled endoscope is used this step can be omitted since NBI
allows to enable and disable the structural enhancement with a simple tip of a button,
hence, no color dyes are needed.

e Capturing images and obtaining ground truth information

Images are taken with the tip of a button on the endoscope or, in case of WCE, continuously.
When performing endoscopy using a flexible endoscope, also a biopsy is taken in the
region covered by the image just taken. After the endoscopy session, the resulting
tissue sample is examined by a pathologist under a microscope. In the course of this
examination the pathologist determines the histopathologic type for the respective biopsy
(e.g. assessing whether there is a malignant potential or not). This classification by the
medical expert serves as ground truth for the training data.

Due to the limitations of WCE in terms of taking biopsies, the respective ground truth
information is usually obtained by visual means.

¢ TFeature extraction
Since images represent rather high dimensional data, suitable features have to be used to
reduce the amount of data to be stored in the training set.

While there is a wide range of feature types used throughout CADSS-related work found

in literature, these can be roughly grouped into two categories:

— Lowr-level features
Feature types falling into this category are based on the raw information contained
within images. Examples for such features are histogram features (e.g. simple color
histograms and co-occurrence matrices), features capturing the textural contained
within images (e.g. Local Binary Patterns and Markov Random Fields), or statistical
features (e.g. computed from histograms).
But also features based on some sort of frequency-domain transform are used quite
often throughout literature. Examples are the wavelet transform or the Fourier
transform (e.g. features based on raw coefficients or statistics computed from the
respective coefficients, e.g. Héfner et al. (2010)).

- High-level features
Approaches found throughout literature are also quite often based on features
describing the content of images in an abstract way. Features belonging to this
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category are for example shape-based features, describing shapes obtained by different
edge-detection methods (e.g. Hafner et al. (2010)).

But the final choice on the types of features to be used usually depends on the type of
pathologies the respective system should be able to deal with and eventual constraints
posed to the system (e.g. time constraints). But also the endoscopic imaging modality
(e.g. WCE, flexible endoscopy, CLE) the system is designed for plays an important role,
as different imaging techniques may result in considerably different types of images. To
emphasize on this, Figure 5 show examples taken with different types of endoscopes.

Fig. 5. Images acquired by using different endoscopic techniques (a) endoscopy (Kelsey,
2005), (b) zoom-endoscopy, (c) confocal laser endomicroscopy (Kiesslich, 2007), and (d) WCE
(Copyright © 2005-2010, Given Imaging. All Rights Reserved).

2.1.2 The pathology prediction

While obtaining training data with ground truth is identical, no matter whether a CADSS
is based on CBIR or MIC, the actual prediction differs in some aspects. The different steps
required for pathology prediction are outlined in Figure 6 (similar to Figure 4, the steps not
available in case of WCE are denoted by dashed lines).
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Fig. 6. Schematic illustration of performing pathology prediction for an image with unknown
pathology (using either classification methods or image retrieval methods).

As we notice from this illustration, the steps to generate an image to be classified are very
similar to the steps already outlined for obtaining training data. However, while biopsies
will most likely be performed too, the histopathologic classification remains unknown to the
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system (since the histopathologic examination takes place after the endoscopy session, the
classification result is not available during the endoscopy session anyways).

After obtaining an image, the same type of features as used to generate the training set is
extracted from the image. Then, along with the training set composed earlier, the pathology is
predicted either using MIC or CBIR. The steps for the respective system types can be outlined
as follows:

e C(Classifier-based approaches
The basic idea behind classifier-based approaches is to provide a second opinion to a
medical expert. Given an unknown image, this is achieved by predicting the pathology
in a fully autonomous manner.

In case of MIC the first step is to train a classifier using the training set available. Then the
classifier is used to predict the pathology based on the features extracted from the image
with unknown pathology.

Throughout literature dealing with CADSSs targeted at medical endoscopy of the GI tract
various different types of classifiers have been used for this task (e.g. k-nearest-neighbors
classifier, Support Vector Machines, artificial neural networks, Bayesian classifier, Linear
Discriminant Analysis classifiers, or simple clustering-based classifiers) (Duda et al., 2000;
Fukunaga, 1990). The choice for the classifier to be used mostly depends on the features
used (and the according feature dimensionality). While also time-constraints may play
an important role in choosing the classifier (since some classifiers have a rather high
complexity and, therefore, a high computational demand), each type of classifier has
advantages and disadvantages which must be considered too.

The classification outcome of the classifier then corresponds to the predicted pathology.

Due to the fact that classifier-based approaches are operating without any intervention
needed, such approaches also potentially suited for an online-diagnosis (i.e. predicting the
pathology during endoscopy already).

¢ Systems based on content-based image retrieval
CBIR can be regarded as the digital counterpart of current clinical practice, where medical
experts compare cases with unknown pathology to cases with an already known and
verified diagnosis. Since, however, searching through an existing database, containing
a huge number of cases, is a time-consuming task. As a consequence, performing the
search for similar cases or images in an automated fashion helps to save time and greatly
simplifies the work of medical experts.

For CBIR-based systems the first step is to choose a suitable metric which determines the
similarity between two images (or the respective features). Based on such a metric the
system returns a list of the images most similar to the image with unknown pathology,
along with the respective similarity scores. The result can then be refined by a medical
expert by choosing one or more images which seem to be relevant (commonly termed
"relevance feedback”). Then a new query is started based on the images marked as being
relevant.

Once, the medical expert has found the image which, in his opinion, matches the unknown
image best, the pathology of the best match can be used in order to determine the
pathology for the image with unknown pathology.

The fact that in case of CBIR-based systems an intervention by a medical expert is needed
restricts such systems from being used to obtain a diagnosis during endoscopy already (i.e.
online-diagnosis), making CBIR useful for offline-diagnosis only.
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Despite the different prediction strategies in case of MIC and CBIR, in certain cases both
methods are very similar. If a MIC-based system employs the k-nearest-neighbors classifier
with k > 1 (the number of neighbors to consider for the prediction process) MIC is very similar
to CBIR. This is because the neighbors determined by the classifier basically correspond to the
most similar images compared to the incoming images. These k most similar images, however,
can be considered to be the k best matches in context of CBIR. But while in case of MIC the
classifier determines the final prediction (based on some sort of voting), in case of CBIR the
prediction is based on a manual selection of the best matching image.

One of the main differences between MIC and CBIR is therefore the fact that, while MIC
performs the prediction in a fully autonomous fashion, CBIR allows a medical expert to refine
the prediction process. In case of CBIR, it is up to the medical expert to choose the final match
(along with the respective known pathology) and therefore make a judgment on the pathology
of the unknown image.

In addition both types — MIC and CBIR - significantly differ in terms of the possible
application scenario. While MIC-based systems allow to perform a real-time diagnosis,
CBIR-based systems are restricted to be used in offline-scenarios only. This restriction is
imposed by the interactive nature of CBIR. As a consequence, interacting with a CBIR system
during an endoscopy procedure would constrain the endoscopist (in particular if the expert
needs to provide relevance feedback to the CBIR system).

2.2 Detection vs. classification

Despite the differences already highlighted, which exist between MIC-based system and
CBIR-based systems, the goals of such CADSSs fall into two categories.

The first branch aims at the detection of abnormalities without making a prediction about the
respective pathology. Such systems are for example used to detect polyps or adenomas within
the GI tract. If such an abnormality has been detected it is up to the medical expert to decide
upon determining the respective pathology. Another field of applications for such systems is
to find abnormalities within endoscopy videos, usually containing a huge number of frames.
The result is a subset of frames, showing abnormalities which might be of particular interest
for a medical expert.

But the frames found might also be used as input for another system, which is specifically
designed to assess the malignant potential of a potential abnormality found. Such systems
fall into the second branch. In contrast to the detection systems the classification systems are
usually not able to locate abnormal pathologies. Moreover, they rely on input which already
contains the abnormality candidate to investigate (e.g. images showing polyps). Based on
such abnormality candidates, these systems are designed to perform a classification according
to some medical classification scheme (e.g. classifying the colonic mucosa as being normal,
hyperplastic, neoplastic, or metaplastic). Hence, the outcome of such systems is the prediction
of the pathology according to an input image.

Depending on the desired application area, a system performing either detection or
classification is needed. For a fully automated pathology prediction for endoscopic imagery
or videos, however, a combination of both system branches is needed.

2.3 Confidence in prediction systems

When it comes to computer-based systems, designed to assist a medical expert in the course of
obtaining a diagnosis, an important question arises: how trustworthy are such systems from
the perspective of medical experts?
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Due to its interactive nature CBIR allows to roughly follow the steps from an input image to
the final match. Since the medical expert interacts with such a system, the final outcome of
the system is at least partially comprehensible. The expert is also able to steer the search into
another direction, which probably seems to be more appropriate to the medical expert, based
on his medical know-how.

In case of classifier-based systems, however, the actual process of pathology prediction is
some sort of a black box. The system is given an image and returns a prediction on the
pathology of the image (either a detection or a classification result). As a consequence there
is no intermediary medical expert, who is able to complement the system in terms of his
experience.

3. Pathology prediction issues

In order to be of practical use, the quality, reliability, accuracy, and usability of pathology
prediction systems are important issues. The following section therefore contains a discussion
of these issues.

3.1 Obtaining ground truth information

As already indicated in Section 2, there basically exist two different ways of obtaining
ground truth information: either by visual means or through a histopathologic examination
of biopsies.

Obtaining the ground truth for an image by visual inspection by a medical expert has the
disadvantage that there is no profound knowledge about the real pathology for that image
(i.e. the pathology is not verified histologically). Another disadvantage is the fact that in the
course of visual pathology assessment the inter-observer agreement rate is likely to be lower,
resulting in different diagnosis results. This is due to the fact that the judgment of different
medical experts heavily depends on the respective level of experience.

If samples of suspicious tissue are taken the ground truth can be based on the outcome of
a subsequent histopathologic examination. But the biopsy site does not need to perfectly
correspond to the respective image taken. This may be due to peristaltic motion or
slight movements of the endoscope tip (for example in the course of preparing a biopsy),
which are especially noticeable in case of high-magnification endoscopy. Hence, while
the histopathologic classification can be considered to be the gold standard, the respective
pathology is not necessarily visible on the respective endoscopic image.

However, the choice on the way to obtain the ground truth often is not upon the medical
expert. As already mentioned earlier, in case of WCE-based systems there is usually no other
option than to rely on visual inspections by one or more medical experts, since taking biopsies
is not possible with current capsule endoscopes. In case of flexible endoscopy the ground truth
can be gathered histologically since taking biopsies is possible.

A special case is constituted by CLE since this technique allows in-vivo histologies due to
the high level of magnification. As already mentioned in the introduction, it has already
been shown that the diagnostic accuracy of CLE is comparable to histology. Hence, the
inter-observer agreement is also expected to be similar to the agreement in case of histology.
Considering the CADSS approaches found throughout literature which are based on flexible
endoscopy, about 12% of the methods base their experiments on a visually obtained ground
truth, while the vast majority of the methods is based on histological findings (about 68%).
The remaining approaches are not accompanied by the according information.
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Making a recommendation concerning this issue is not easy, since the best way of obtaining
the ground truth information very much depends on the endoscopic technique used. While in
case of WCE a visual inspection is usually the only way a ground truth can be obtained, in case
of CLE a visual ground truth gathering is likely to be sufficient due to its closeness to histology.
In case of traditional flexible endoscopy a histological ground truth is highly desired due to
its accuracy over visual inspection (in terms of the histopathologic classification).

3.2 Training and validation data

When developing a system aiming at pathology prediction, an important aspect is the quality
of the imagery used to validate the overall effectiveness of the system.

To assess the accuracy and robustness of a CADSS some sort of image database is needed
in order to be able train and validate the system. But the explanatory power of the quality
assessment is directly dependent on the quality of the image database set used. The following
factors are of particular importance in order to be able to compose a solid image database.

¢ Size of training and validation sets
An important factor for the quality of an image database is the number of images available
for training and validation. A low number of training images may limit the ability of
the system to generalize to the prediction problem. As a consequence the probability of a
wrong prediction result for new image samples is likely to be higher compared to an image
database which contains a sufficiently high number of training samples.

If the number of validation images is too low it does not matter how many training samples
were used, the resulting validation accuracy computed from the data would be rather
questionable (due to a rather low informative value).

¢ Balance between different image classes
In general, image databases used in CADSSs consist of two or more image classes, each
denoting a particular pathology. To avoid overfitting the system to a particular pathology
the number of images used for the different classes should be balanced.

In case of an imbalanced training set the CADSS used may have problems to adapt to
the image database, resulting in a higher likelihood of assigning unknown images to the
image class which contains the most images within the training set (which might result
in a wrong prediction). If the validation image set is imbalanced the different accuracy
estimations may vary significantly across the classes in terms of their significance. This
applies to MIC systems as well as to CBIR systems.

In case of classifier-based systems the overfitting to the dominant class (in terms of
the number of images available) happens in the underlying classifier already. But the
likelihood of running into this kind of problem also depends on the classifier used. While
there exist classifiers which are more resistant against imbalanced training sets (e.g. the
Support Vector Machines classifier), others are not able to cope well with this kind of
problem (e.g. the k-NN classifier).

Depending on the degree of imbalance and the number of results to be returned from the
system, a CBIR-based system is also likely to return a list of wrong matches — in favor
of the class containing the most training images. But since a CBIR system usually also
returns a similarity score along with the retrieval result, wrong matches can be identified
more easily.

Another problem is a rather high feature vector dimensionality compared to the number
of training images available. In this case a problem called the “curse of dimensionality”
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(Bellman, 1961) might arise. This problem is caused by the fact that high-dimensional feature
vectors are more likely to be sparsely distributed in the feature space if the pool of training
images is not sufficiently large. As a consequence the system might loose its ability to
generalize to the prediction problem and overfitting might occur.

A possible solution to the “curse of dimensionality” are feature subset selection algorithms,
which, based on some selection criterion, reduce a given feature set to a nearly optimal subset
(Jain & Zongker, 1997). But, depending on the dimensionality of the original feature set, the
desired target dimensionality, and the selection algorithm chosen, the computational burden
imposed to the training process of the system might get considerably high (which, however,
has no impact on the computational performance during prediction).

3.3 Pathology prediction accuracy
Before a CADSS can be used in clinical routine, it must be ensured that certain accuracy
requirements are fulfilled.

3.3.1 Commonly used validation protocols

To measure the accuracy of a system usually different strategies can be employed. While
the best choice is to use separate training and validation image sets to assess the accuracy of
a pathology prediction system (as implicitly assumed in Section 3.2), this is sometimes not
possible due to the limited number of images available in the image database used.

Anyhow, in such cases different possibilities exist to be able to assess the system accuracy
of a pathology prediction system (Duda et al., 2000). In literature, dealing with CADSSs
in medical endoscopy of the GI tract, the most commonly used approaches for system
validation are Leave-One-Out cross-validation, Leave-One-Patient-Out cross-validation, and
k-fold cross-validation. A schematic illustration of these validation methods is provided in
Figure 7.

¢ Leave-One-Out cross-validation (LOO-CV)
In case of LOO-CV one image out of the used image set is considered to be an unknown
sample. The remaining images are used to train the classifier or, in case of CBIR, simply
serve as the image database available for retrieval queries. Then the predication step is
carried out for the image left out (the unknown sample). These steps are repeated for each
image in the image database, resulting in an estimate of the prediction accuracy of the
system.

¢ Leave-One-Patient-Out cross-validation (LOPO-CV)
LOPO-CV is rather similar to LOO-CV. But in contrast to LOPO-CV a more tight restriction
is posed to the training (or CBIR database composition) in the cross-validation process. In
addition to the image left out for training, all images originating from the same patient are
left out too. The prediction and final estimation of the prediction accuracy are then carried
out the same way as in case of LOO-CV.

Sometimes a slightly relaxed variation of LOPO-CV is employed. Instead of restricting
the training to images originating from a different patient than the image to be classified
originates from, only images from the same pathology (e.g. polyp) must not be used
during the training phase. Hence, when training the system, images from the patient
currently subject of classification may be included in the training set as well (as long as
these do not show the same abnormality). In case of polyps, this is sometimes referred to
as Leave-One-Polyp-Out cross-validation.
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¢ k-fold cross-validation (KF-CV)

This type of cross-validation is basically a generalized version of LOO-CV. For KE-CV the
set of available images is partitioned into k different subsets. Then, while the samples from
one subset are used for the prediction, the samples from the remaining subsets are used to
train the classifier in case of MIC-based systems (or compose the training image database
for CBIR). This is repeated for each partition available. As a consequence, the training
only considers images from other subsets than the one currently under classification. For
k equals the number of images in the image database, KF-CV reduces to LOO-CV. If the
partitions are chosen to be disjoint in terms of the patients, KF-CV equals LOPO-CV.
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Fig. 7. Schematic illustration of the different cross-validation methods described in the text.

Despite the fact that cross-validation is a convenient way of dealing with a limited number
of images available, these methods also have one common drawback, at least in case of
classifier-based systems. Since the training set changes with each image, patient, or subset left
out during cross-validation, the classifier used must be retrained. Depending on the classifier,
this may result in a considerable increase of the computational demand. But at least in case
of KF-CV this can be controlled by adjusting the number of partitions accordingly. However,
while in case of KF-CV a higher number of partitions means a reduced loss of training data,
this also increases the computational demand for training (since training has to be performed
more often in this case).

Another problem, especially noticeable in case of LOPO-CV and KF-CV, is the reduced
training data available under certain circumstances (this applies to MIC-based systems as
well as to CBIR systems). For LOPO-CV this problem emerges in case of a high number of
images per patient. As a consequence, leaving out one patient from training may result in
a considerable drop in terms of the training images available. Since a rather low number of
partitions used in case of KF-CV results in a high number of samples within each partition,
the training set gets considerably smaller if one such partition is left out during training. As a
consequence, the system might be unable to generalize to the prediction problem stated. The
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partitions should also be chosen in such a way the the number of images available for each
image class is well balanced throughout the partitions used for training.

For LOO-CV the training set reduction is usually not noticeable. However, when using this
cross-validation protocol, the increase of the computational demand for training a classifier
in MIC systems can get especially noticeable. In addition, the fact that the training set
may contain images similar to the image for which the pathology should be predicted for,
the accuracy outcome may have a substantially lowered informative value (since there is
no restriction imposed on training images, neither in terms of the patient nor in terms of
pathologies of single patients).

Considering the different properties of the cross-validation protocols just discussed, the best
choice would be to use LOPO-CV. This way, compared to LOO-CV, the danger of overfitting
reduced to a great extent. While KF-CV must also be favored compared to LOO-CV, the
partition of the image set must be performed carefully in order to have roughly the same
number of images from each image class within each partition. In addition the partitions
should be chosen such that they are disjoint to a maximum possible extent in terms of patients
(or pathologies of single patients).

3.3.2 Explanatory power of results

While it is important for a pathology prediction system to exhibit a certain level of accuracy
to be of practical use, it is also important to be able to compare the accuracies of a system to
accuracies reported for other approaches from literature.

The first issue to be addressed is therefore the choice of the right measures, which must
have enough explanatory power in order to make the results reported useful. Throughout
literature, dealing with automated pathology prediction in endoscopy of the GI tract, the use
of different measures can be observed. In case of MIC-based systems usually one or more of
the following measures are used:

e Overall accuracy
The overall accuracy of a system is computed by dividing the total number of classified
correctly by the total number of images available in the image database used. While the
overall accuracy gives an overview of the overall performance of a system, there is no
evidence about the classification performance for the different image classes.

* Specificity and sensitivity

These measures are only applicable if the prediction should be carried out for two image
classes only (e.g. is a polyp visible or not on a given image? shows a given image neoplastic
tissue or not?). The specificity, also known as true negative rate, corresponds to the number
of images taken from healthy patients, which have been predicted as belonging to the
image class containing the images from healthy patients. The sensitivity, also known
as true positive rate, on the other hand, denotes how many images, showing abnormal
pathologies, have actually been classified as belonging to the class of sick patients.

Usually both measures are given together, as providing only one of both measures may
lead to a misinterpretation of the results. If for example a naive classifier is used (which
classifies all images as belonging to the class of healthy patients) the respective specificity
would equal 100%, but the sensitivity would equal 0%. Hence, in this case, providing the
specificity only could lead to the conclusion that the classification performance is perfect.
However, when providing both measures together it is obvious that the classifier performs
rather poor.
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¢ Class accuracies
Computing accuracies for each image class is necessary in cases where the image databases
consists of more than two classes (e.g. distinction between normal tissue, hyperplastic
tissue, neoplasms, and metaplastic changes). Hence, the accuracy for a single class is
determined by dividing the number of images correctly classified as belonging to the class
by the total number of images contained in the class.

® Area under curve of a ROC plot
In ROC plots (Receiver Operating Characteristics) the sensitivity of a system is plotted
against the false positive rate (1-specificity). When computing the sensitivity and the
specificity for different choices of parameters inherent to the respective system, the result
is a plot. This plot is of particular interest, especially for medical experts, since an
investigation of the plot allows to get an idea of the overall system performance. In
addition, by computing the area under the curve (AUC) (Hanley & McNeil, 1982), the
overall performance of a pathology prediction system can be expressed with a single value.

Compared to MIC-based systems, CBIR-based systems are usually judged by precision and
recall (but sometimes also measures typically used in case of MIC-based systems are given).
Precision is computed as the number of relevant images in the retrieved list of images divided
by the total number of retrieved images, where relevant images are those which should be
retrieved since they are of particular interest. Recall, on the other hand, is computed as the
number of relevant images contained in the retrieval result divided by the total number of
relevant images (in the context of a classifier the recall rate is equal to the sensitivity). Similar
to ROC plots plotting precision against recall leads to the PR plot, which allows to get an idea
of the overall retrieval performance of the prediction system.

To compare a pathology prediction system against others in terms of accuracy it is not
sufficient to just compare the methods in terms of the different measures available. Even if
two approaches deliver different values for some accuracy measure there is no evidence given
that the observed differences are of any significance. Hence, to assess whether two different
approaches differ significantly some sort of statistical test has to be employed.

An example for a tool to decide on statistical significance is McNemar's test statistic (Everitt,
1977). This statistic keeps track whether two different approaches classify an image correctly
or not. Based on this information, McNemar's test allows to assess the statistical significance
of differences observed between two methods. In addition, using McNematr’s test, a p-value
can be computed, which is used frequently in medical publications and, hence, of particular
interest for medical experts.

3.4 Runtime performance

An important issue, which depends on the target application area, is the computational
demand of the CADSS. If a pathology prediction system is to be used offline (i.e. the system
is used after the endoscopy procedure) the requirements in terms of the runtime performance
are not as tight as this is the case with systems to be used in a real-time environment. This issue
is of special importance in case of MIC-based systems since CBIR-based systems are usually
designed to be used offline anyways. Nevertheless, even in case of CBIR the system should be
designed and optimized such that the prediction can be obtained in a reasonable amount of
time. If a query of a CBIR system lasts for several minutes or even hours, the benefit of using
the system would diminish or get lost completely.

But if we strive for a MIC system applicable in real-time environments certain time constraints
must be met in order to be of practical use. If we assume an endoscopy video to be captured at
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a frame rate of 25 frames per second, the pathology prediction of the system must be feasible
in less than 40 milliseconds for a single frame. If detection of potentially abnormal regions is
carried out by the endoscopist, who already provides regions of interest to the MIC system
(designed solely for classification, not the detection), the time constraints may be relaxed to a
few seconds for a single image. However, if the time constraints are not fulfilled, similar to
CBIR, the advantage of using such a system would get lost.

4. Examples from literature

In the following we compare some recent works found in literature dealing with CADSSs in
medical endoscopy of the GI tract. For each prediction type - MIC and CBIR — we present and
compare two approaches in terms of issues discussed in the previous sections.

4.1 Classifier-based prediction

In order to compare two classifier-based approaches found in literature we picked two
recently published approaches (found in Tischendorf et al. (2010) and Hafner et al. (2010)).
Some facts about these approaches are listed in Table 1.

Tischendorf et al. (2010) Hifner et al. (2010)
Endoscope type Zoom-endoscopy (NBI) Zoom-endoscopy (Color dyes)

GI tract part Colon Colon

Abnormality Polyps Polyps

# of classes 2 2

Prediction aim Neoplastic (Yes/No) Neoplastic (Yes/No)
Ground truth Histology-based Histology-based
Cross-validation LOO-CV LOO-CV

# of images available 209 627

# of patients 223 N/A

Overall accuracy ~ 85% ~ 93%

Table 1. Some facts about the two examples for MIC-based approaches recently proposed.

While both methods are similar in terms of the GI tract part under investigation, the pathology
of interest, the prediction goal (hence, also the same number of classes), the cross-validation
protocol used, and the way the ground truth has been obtained, we also notice some
differences between these works.

¢ Endoscope type
Although both methods rely on zoom-endoscopes, the way to highlight mucosal features
differs between these works. While in (Tischendorf et al., 2010) NBI has been used, the
approach presented in (Héafner et al., 2010) is based on the application of topical staining
(using color dyes), which still is common practice in clinical routine.

¢ Number of patients
While in (Tischendorf et al., 2010) the experiments are based on images originating from
223 patients, the work presented in (Héafner et al., 2010) makes no statements about this
detail. Nevertheless, as already pointed out earlier, using too many images from one
patient may lead to an overfitting. While we know that Tischendorf et al. on average use
roughly one image per patient, we are not able to get a picture about the possible degree
of overfitting in case of (Héfner et al., 2010). This is especially problematic since LOO-CV
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is used to assess the prediction accuracy for the system. Hence, the experiments in (Hafner
et al., 2010) might be overfitted if images from one distinct polyp are used for training and
classification.

¢ Number of images used
Comparing the total number of images between the two approaches clearly shows that
the number of images used in (Hafner et al., 2010) is roughly three times higher compared
to (Tischendorf et al., 2010). Since, as pointed out above, we have no figures about the
number of patients in case of (Héfner et al., 2010), it is not possible to assess whether this
is beneficial (since, in case of only a few patients, this would lead to overfitting).

Although, at a first glance, the approach presented in (Héafner et al., 2010) seems to perform
better in terms of the overall prediction accuracy compared to (Tischendorf et al., 2010), a
comparison of the overall system accuracies would be meaningless. This is mainly due to
the fact that both approaches are based on quite different image databases. In addition, as
already pointed out, we have no idea about the degree of possibly happened overfitting in
case of (Hafner et al., 2010).

4.2 CBIR-based prediction

The number of CBIR-based prediction systems found in literature is very limited compared to
MIC-based approaches. According to our literature review 4 out of 5 methods found in total,
proposed for CBIR-based prediction in case of endoscopy of the GI tract, have been published
by the research group around André et al. Nevertheless, we carry out a comparison of two
exemplar approaches (found in André et al. (2009) and Miinzenmayer et al. (2009)). Some
details on these approaches are given in Table 2.

André et al. (2009) Miinzenmayer et al. (2009)

Endoscope type CLE Traditional endoscope
GI tract part Colon Esophagus
Abnormality Polyps Barrett’s esophagus

# of classes 2 3

Prediction aim Neoplastic (Yes/No) State of epithelium
Ground truth Histology-based Histology-based
Cross-validation LOPO-CV LOO-CV

# of images available 1036 390

# of patients 52 61

Overall accuracy ~ 80% ~ 81%

Table 2. Some facts about the two examples of CBIR-based approaches recently proposed.

While both systems base their experiments on a ground truth obtained by a histopathologic
examination and the overall accuracies reported seem to be very similar, a direct comparison
of the reported accuracies is not feasible due to some significant differences (different GI
tract parts, different abnormalities of interest, and different prediction aims). We nevertheless
discuss a few aspects of these approaches:

¢ Endoscopy type
While both methods rely on flexible endoscopes, in case of (André et al.,, 2009) a CLE
endoscope is used. In contrast to (Miinzenmayer et al., 2009) this is an advantage since, as
already pointed out in Section 1.1, this allows in-vivo histologies. Nevertheless, André et
al. support their finding with a histopathologic examination.
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¢ Number of images used
While the number of patients contained in the underlying image databases is rather high
in both approaches, we notice that in case of (André et al., 2009) the number of total images
used is nearly four times higher compared to (Miinzenmayer et al., 2009). The implies that
the average number of images per patient is approximately 20 and 6 in case of (André et al.,
2009) and (Miinzenmayer et al., 2009), respectively.

¢ Cross-validation used
A key difference between the methods compared is the type of cross-validation employed.
While in (Miinzenmayer et al., 2009) LOO-CV is used, André et al. use LOPO-CV (the
images from the patient currently under prediction are left out). Hence, compared to the
experiments in (André et al., 2009), the approach validated in (Miinzenmayer et al., 2009)
suffers from the fact that images from patients currently under prediction might well be
contained in the training set too.

Although a comparison would not be meaningful we can at least deduce, that the validation
accuracy reported in (Miinzenmayer et al., 2009) must be taken with caution, since overfitting
might have happened due to the validation-protocol used. André et al. bypassed this problem
by employing LOPO-CV.

5. Conclusion and future outlook

In the previous sections we gave an overview of CADSSs targeted at pathology prediction
in medical endoscopy in the GI tract. We showed that especially throughout the past two
decades the is a rising interest in this research topic.

Since throughout literature concerned with this topic usually either MIC-based systems or
CBIR-based systems are proposed, we highlighted the similarities and differences between
such systems. We outlined the different different aspects of such systems and highlighted
different issues inherent to the development of such systems. In addition, we also discussed
common pitfalls which have to be considered to develop reliable and comparable prediction
systems.

Especially for a potential use in clinical practice it is important that the accuracy of a prediction
systems is above a certain level. But, as we also discussed in the previous section, with the
danger of overfitting in mind, it is even more important that the accuracy of such systems is
validated properly. While the best option is using different training and validation set this if
often not possible due to a limited number of images. In such a case it is therefore even more
important to choose a suitable validation protocol which limits the danger of overfitting.

We are currently not aware of systems used in daily routine. While the reasons for this
are most probably manifold, it is apparent that stronger collaborations between developers
of prediction systems and medical experts are needed, as this is the basis for real world
testing of such systems. In addition, the feedback given by medical experts is valuable
in order to develop more reliable and accurate systems. However, in order to allow
meaningful collaborations with medical experts the explanatory power of the prediction
results is important to allow the expert to quickly assess the quality of the system.
Considering recent technological advances in case of endoscopy devices and the new
possibilities offered by these endoscopic modalities for a computer-assisted diagnosis, it is
out of question that automated prediction will get more precise by fully taking advantage
of these techniques. Especially, CLE is a prospective candidate to replace time-consuming
biopsies and foster real-time diagnosis systems.
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1. Introduction

Radiation oncology involves a complex set of processes and accompanying workflow to
evaluate, plan, deliver, and monitor patient treatments. The workflow includes a mixture of
process steps requiring clinical decisions at many points, quality assurance checks along the
way, on-line and off-line evaluations, and careful patient monitoring. Computerized
decision support is a vital component to a number of these processes, providing
computational services and evaluation tools for decision alternatives.

In this chapter an overview of the current processes and decisions typically required for
radiation oncology patient management will be presented. A description of recent “Lean
Thinking” approaches to improve efficiencies in these processes with the primary goal to
improve patient care and staff satisfaction will be presented. Finally we present future
treatment scenarios that may lead to improved treatments and discuss resulting new
requirements for the management and clinical decision support in radiation oncology.

2. Radiation oncology

Radiation oncology is one of the major treatment techniques for the management of
malignant tumors (cancer). Radiation therapy is typically used to treat deep-seated, well-
localized (focal) regions where high-energy radiation can be concentrated. The radiation
used causes ionization within the tissue exposed and this ionization leads to DNA single
and double strand breaks which can destroy a cell’s ability to undergo mitosis (grow).
Concentrating the radiation at target areas and reducing the volume irradiated outside of
the target provides the therapeutic advantages that radiation oncology uses to treat cancer.
Decisions regarding treatment of a patient’s cancer typically begins with a referral based on
diagnostic evidence. Within larger institution, this decision is made within the context of a
tumor review board (organized by disease site) at which the patient’s case is presented,
reviewed, and choices of treatment (including not only radiation but other treatment options
including surgery and chemotherapy) are discussed. The various treatment options have
their own advantages and disadvantages. It is not unusual for radiation treatments to be
preceded by surgery to remove easily extracted parts of a tumor. Nor is it unusual for
radiation therapy to be combined with chemotherapy that can treat regions where tumor
cells are more disseminated (spread out). In the review board setting, a patient’s case is
usually screened for possible inclusion into a clinical trial if appropriate.
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Patients who are referred to radiation oncology can expect an initial evaluation exam
(consult) followed by general decisions about an appropriate treatment course with the
possibility of accepting the option of participating in a clinical trial.

2.1 Simulation and contouring

Assuming the treatment decisions includes external beam radiation therapy, as is most often
the case, the patient will be scheduled for “simulation” involving a series of steps including
design of custom immobilization to insure stable and reproducible positioning of the patient
(typically treated on a flat couch) followed by acquisition of volumetric imaging studies that
are used to precisely define target volumes, to be treated, and critical neighboring anatomy,
to be avoided.

Often a patient will have multiple imaging studies requested including computerized
tomography (CT), magnetic resonance imaging (MRI), and/or positron emission
tomography (PET - Nuclear Medicince (NM)) used to build the patient model (Fig.
1).(Kessler 2006)

Fig. 1. Multiple modality volumetric images are often used to build a geometrical model of
the patient

These studies often provide complementary information that can be useful for radiation
treatment planning. The different imaging studies require different equipment, different
personnel, different imaging procedures or protocols and have separate scheduling
demands. Once imaging studies are completed, additional steps are needed for the cases
with multiple imaging studies in that they need to be geometrically registered to each other
so that the derived information can be consolidated into a self-consistent picture of the
patient. Although the image registration process uses automated techniques, there is still a
need to visually inspect the results to insure that they are consistent with expectations (i.e.
registrations are not always perfect.)

Throughout these various workflow steps, there are variety of points where there are
clinically-based decisions to be made and ultimately, it is the responsible physician who
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needs to approve the overall results prior to the next step of treatment planning (designing
beam arrangements).

Following image acquisition and registration, the next steps are to generate volumetric
definitions of the target and surrounding anatomical features. In some cases these regions
can be generated via automated segmentation algorithms. Automated segmentation is
often based on trying to identify connected edges which are closely matched to the
underlying image data based on absolute image values and image value gradients.
Difficulties with this approach occur when the neighboring tissues vary significantly
around the periphery of the desired region. The use of standard anatomical models
provides some promise for automating segmentation of more of the anatomical features;
but a fundamental problem is that cancer by its nature tends to create abnormal
distortions which are difficult to account for.

Some manually delineated drawing and editing is still the norm for completing the
identification of key volumes. Part of the reason is the failure of even the most robust
segmentation algorithms to achieve reasonable segmentation for many cases. In addition,
manual volume segmentation is needed to define regions such as the clinical target
volume (CTV) which includes not only the contrast enhanced regions visible on cross-
sectional imaging (the gross target volume (GTV) ) but also includes suspected tumor
burden at a microscopic level (not detectable with current imaging techniques) at the
periphery of the GTV. Once the CTV is defined, then this volume is typically further
expanded to generate a planning target volume (PTV) which accounts for setup and
motion uncertainties.

Efforts towards adding computer-assisted support to aid in the process of defining the CTV
have been undertaken by a number of researchers. A recent effort by Kalet, et al. 2009(Kalet,
Mejino et al. 2009), uses content from a large scale anatomy ontology (Foundational Model
of Anatomy(FMA)) to look at identifying and mapping the lymphatic system close to the
region of a given tumor. The lymphatic system is a preferred avenue for cancer cells to
spread and the primary terminating lymph nodes closes to the tumor are candidates for
inclusion in the volume to be treated. Unfortunately, from this study, the completeness and
consistency of the FMA knowledge model was found to be an issue. Nevertheless, this study
points to techniques that can be employed (in the future) to further assist clinicians.

2.2 Treatment planning

The most prevalent type of radiation therapy is the use of external beam treatments
involving the design of a number of directed external beams of high-energy x-rays or
particles. Typically a treatment involves radiation exposures delivered sequentially from a
pre-defined set of directions all of which are aimed at the target but are otherwise separated
to reduce radiation to non-involved tissue. Computer graphics play an important
component in the treatment planning design. A beam’s eye view (BEV) graphics is shown in
Figure 2 showing the view of the anatomy from the perspective of the radiation source (in
the head of the gantry). The BEV graphics assists in the shaping to the target and avoidance
of normal critical structures. (McShan, Fraass et al. 1990)

Estimation of the expected radiation dose (absorbed energy) requires extensive computer
calculations on a volumetric grid. The next step in planning is to then evaluate those results.
Figure 3 and 4 provide examples of some of the graphical presentations used for dose
evaluation. (Kessler, Ten Haken et al. 1994)
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Fig. 2. External beam design for neck (parotid) treatment. Lower left is treatment machine
model position for one of the treatment fields. Lower right shows the beam’s eye view
projection of target and field shaping.

Fig. 3. Dose evaluation graphics for conformal prostate. Left image shows bladder and
rectum with color wash representation of dose along with isodose contours surrounding the
prostate target volume. Right image shows color wash dose overlaying a single axial slice.
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Evaluating the achieved planned dose distribution is a key decision step resulting in
physician approval prior to treatment. Despite upfront specification of various treatment
planning goals, numerous factors and trade-offs are involved that are not easily quantified
or assessed requiring the physician to use his or her judgment and experience by reviewing
the dose distributions and the relative shapes of dose volume curves. Ideally, of course, this
would not be the case since a decision rejecting the proposed plan can require significant
rework based on new previously unstated “goals”.

Computer assisted treatment planning is often an iterative process with the dosimetrist
responsible for the treatment planning making changes interactively to the beam design to
improve the resulting dose distribution. With modern intensity modulation delivery
techniques, computerized optimization can be used to design “optimal” treatments based
on analytical planning goals. In practice, though, the planning is not fully optimized and
there are numerous steps and decisions involved in setting up beam arrangements and even
iterating on priorities and goal requirements to achieve an acceptable treatment plan.

2.3 Treatment delivery

Once a treatment plan is approved, then the next steps in the process require that the data
be transferred from the treatment planning system to the treatment machine. In some cases
where new or particularly complicated treatments are being proposed, it is necessary to
interject quality assurance steps where the treatment plan is delivered to a test phantom
with dose measurement devices. The measured data then needs to be analyzed and
compared to dose estimations from the treatment planning system (calculated using the
same geometry) and the comparison approved prior to treatment.

Another step in treatment preparation can be treatment delivery simulation. As treatment
machines become more sophisticated and treatment planning becomes more clever, it is
possible to design a plan requiring complicated motions. There are issues of not having the
machine collide with itself or worse with the patient (as shown in Figure 5). A delivery
simulation step can facilitate the sequence of delivery and interject non-treatment “moves”
as necessary for safety.(Kessler, McShan et al. 1995)
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Individual radiation therapy treatments themselves also require several workflow steps.
Radiation patients are frequently treated on an out-patient basis which means they need to
show up on schedule and the radiation therapist needs to be notified to prep the patient. For
the treatment, the patient is placed on the treatment table using the same immobilization
device created during simulation. The patient is moved to the approximate treatment
position using laser guided adjustments. Typically orthogonal portal images (diagnostic x-
rays) or cone-beam CT volumes are taken to assess the patient position against a computer
generated version using the planning CT volumes. Generally small adjustments to the
patient position are made automatically. Alternatively, small markers implanted directly in
the tumor can be used to provide more direct positioning information. (Often tumors
themselves are not detectable from typical planar x-ray imaging.)

The actual treatments then involve moving the treatment machine (gantry) to the starting
beam angle and then proceeding through the succeeding beams usually without manual
interruption. Typical treatment times range from 5-10 minutes for simple cases to over 30
minutes for more complex treatments.

Typically radiation treatments are delivered in fractions (a fraction being one complete
delivery of all beams) and fractions are repeated for 30 or more days, usually treated 5-6 times
per week. Because of the repeated treatment sessions, there are number of factors which affect
the quality of the treatment. Because the patient’s setup is repeated for each fraction, there are
unavoidable geometrical errors. These are usually inconsequential since the targeted PTV
accounts for this possibility. Normal respiratory and cardiac motions also affect the actual dose
delivered. For some patients, respiratory gating is used to reduce these effects.

While these issues can generally be managed, the patient can lose weight over the weeks of
treatment, their tumor may progress or shrink, and any number of other changes may affect
the treatment given. In these circumstances, the patient’s situation needs to be reassessed
and parts of the entire simulation, planning processes are repeated (as illustrated in Fig. 6)
to define a new treatment design suitable for the balance of the desired treatment.
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Fig. 6. Treatment modifications typically require new imaging, deformable registration, and
propagation of dose which will be used in designing the balance of the treatment.

3. Lean thinking process improvements

The various processes involved in acquiring and preparing data needed for planning and
the associated approvals prior to treatment involves a team of people including the
attending physician, residents, nursing staff, clerical staff, dosimetrist who do the bulk of
the treatment plan design work, physicist for expertise on radiation accuracy and safety, and
radiation therapist who control the actual treatment delivery processes. For such a complex
intertwining of personnel and processes, it is unavoidable to have inefficiencies that most
often arise due to incomplete data or underspecified requirements leading to extra
reworking steps. At the University of Michigan, our department has adopted “Lean
Thinking” (Womack and Jones 2003) as a consistent approach to quality and process
improvement. We have applied the principles and tools of Lean Thinking, especially value
as defined by the customer, value stream mapping of our processes, and then with the
desire to have one piece flow (i.e. no waiting) make improvements to the workflow
processes associated with delivering care to our patients.

Using the lean approach, teams of representatives from our various personnel groups
have been formed to first outline the current state value stream map (CS VSM) for
selected parts of our processes. (Rother and Shick 2003)A CS VSM is a detailed flowchart
that reveals all the actions and processes required to deliver a service to a customer
(example in Figure 7).

The CS VSM allows the identification of points in our process where there are large wait
times. This activity is then followed by the creation of a future state value stream map (FS
VSM) based on the elimination (or minimization) of these no value wastes. Our use of lean
techniques has resulted in demonstrable improvements in the management of our patients
in our department improving the timeliness of treatments and improving staff
efficiencies.(Kim, Hayman et al. 2007)
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Fig. 7. Partial current State value stream map

Among the improvements in process efficiencies has been the development of planning
directives where details about the data required for planning a patient’s treatment are
itemized. These directives are distinguished by body site, tumor type, and protocol. The
directives specify what image acquisitions are needed and specify the subsequent use of this
data to delineate anatomical and targeted regions. The directives also specify desired
planning goals including treatment type and dose constraints for critical structures and
desired target doses to be achieved. As these are generally competing requirements, a
prioritization of these goals is also specified. An example directive is shown in Figure 8.

To date, these directives have been implemented on paper as a set of guidelines. The
physician will make patient specific changes to these guidelines before signing off on a
patient’s directive. These treatment plan directives describe a standard path for each type of
case in the belief that standard work leads to fewer quality problems, less rework, better
attention to patient needs, more effective communication, and more efficient use of
resources. The standard planning patterns represent a clinical consensus for each type of
case. The directives lead to better-documented decisions and instructions, and more easily
allow specification of non-standard instructions.

4. Future workflow

Surprisingly much of the Lean Thinking improvements have not, to date, required
additional technology beyond a bit of paper (directives) and consensus building to
understand the processes flow and when they don’t. Nevertheless, it is expected that more
technology will be introduced in a world that is already extensively technology based.
Complex computerized machines are used for imaging, planning and delivery for radiation
therapy. The information that is currently communicated is detailed but not necessarily
complete in terms of understanding the overall picture of the process flow.
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Fig. 8. Treatment planning directive for head and neck treatments

Eliminating paper is currently a big driver to reduce costs and improve process flow in
most radiation oncology departments. Current vendor solutions to this problem is to
provide databases with a mixture of digital data (images, treatment plan design, radiation
dose results, treatment records) as well as document management (digitized images of
paper documents). While useful, these do not directly help improve data flow needed to
tie together the various processes needed for treatment planning and delivery. Despite the
high level of technology used in radiation oncology, there are quite often different
vendors for the various components of technology used. Communications from process to
process are reduced to using DICOM! standards for images, radiotherapy plans, and
treatment records communication. Unfortunately even with a standard, often vendors
interpretation of the standard are not always consistent. The standards, however, do not
include (or is not supported by one or the other vendor) related data needed to establish
the context of the data communicated.

! Digital Imaging and Communications in Medicine division of NEMA http:/ /medical.nema.org/
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For example, from our treatment planning system, we can see that an imaging study is
available for a particular patient but without other guidance we sometimes don’t know
the context of that imaging. A particularly thorny issue is that often multiple imaging
series are acquired but one is preferred for any of a number of reasons. This leads to
workflow issues when the wrong series is pulled and work is begun or even completed
before the error is detected. Eliminating of the planning directive “paper” poses another
issue. Simply digitizing the directive completed and signed by the physician does not
necessarily lead to more efficient use. What is needed in this case is electronic
communication of these directive directions to the various personnel and (electronically)
to computerized processes involved in acquiring and preparing patient specific
information needed for treatment planning. This also implies that the imaging systems
and treatment planning system have defined ways to import the directive information.
Unfortunately, standards for directives do not currently exist. However, there commonly
are ways to “prime” these systems through specifications of default configuration or
template files. The ability to create and invoke data translation services is a key
requirement of a computerized workflow solution.

Without paper and charts, it is essential to have a method for reviewing a patient’s status,
assigning tasks, accepting tasks, completing task. The system needs to provide services for
change notification, monitoring, and reporting from the various process tasks. Certainly
solutions are being provided (or at least being worked on) by equipment vendors to
manage the data and work relevant do the specific vendor equipment related tasks.
Unfortunately, as has been mentioned there are variety of equipment being used and
rarely is there a single vendor solution. Alternative solutions are, of course, in the works
with hospitals gearing up to digitize all of the patient record keeping, scheduling, and
task monitoring. It is not clear at this point, though, that the particular needs and quirks
of individual radiation oncology departments will be readily addressed by vendor’s “one
size fits all” solutions.

Towards implementing a more flexible workflow environment, we have undertaken work
on using an open-source light-weight workflow and Business Process Management (BPM)
Platform (Activiti)2 coupled with a number of in-house developed applications to build a
workflow system. We are still at the exploration phase, but a small example of what can be
anticipated follows.

The small example scenario presented here is that when a course of radiation treatments are
completed, it is necessary to notify the physician who then needs to add summary notes for
the patient’s record. The treatment machine database system (in our case Varian's Aria
system?) records the results of the final treatment day, there are, of course, notifications used
to start billing processes but no active notification to the physician. The goal of this example
project is to add an end of treatment trigger to the Aria database that would then send a
message to a workflow engine listener which would (based on workflow model guidance)
send a message to the attending physician. Figure 9 shows the graphical process modeling
needed to implement this simple workflow. We are implementing a small app to run on a
Android cell phone that will receive such messages and allow the physician to view the
message and directly dictate notes over their phone.

2 Activiti BPM Platform http:/ /www.activiti.org/
3 Varian Medical Systems, Inc. http:/ /www.varian.com/
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Fig. 9. BPM workflow modeling for signaling end of treatment

5. Future: Adaptive individualized treatments

The rapidly growing understanding of cancer biology and responses to radiation is
dramatically impacting the future of cancer treatments. This understanding, for instance,
has lead to the introduction of drugs that when combined with radiation can enhance tumor
control or reduce normal tissue toxicities. Better understanding of cancer biology has also
led to the identification of a number of measurable biomarkers that are indicative or
predictive of tumor and normal tissue responses to radiation. The biomarkers may be in the
form of lab results or may be from functional imaging techniques. The biomarker
information can be used to select between possible sets of planning goals or may be utilized
more directly to make patient specific alterations in treatment plans. Furthermore
biomarkers, may even provide evidence during the course of treatment suggesting changes
to the treatment plan to increase radiation dose to under-responding tumor regions or if
well responding, decrease dose to reduce toxicity.

Such adaptive treatment approaches will add additional workflow steps to gather the new
biomarker information and then to use that information for planning. In cases when updates
of this information are received during a treatment course, then a decision is called for as to
whether or not to use that new information to make alterations. That decision may need to
be based on an assessment as to the potential gains based on a new treatment design,
requiring possibly new imaging and contouring and requiring use of the dose to date
propagation techniques illustrated in Figure 6. A decision would, of course, need action
levels based on anticipated gains.

Clinical decisions associated with choosing to alter a treatment course, are complex with
numerous factors affecting the choice. Evidence provided by biomarkers will have a certain
degree of confidence that must be included in those decisions. Also because of the
accumulative nature of radiation treatments (dose to date), there is a limit to the amount of
alterations that can be effective and that factor also needs to be considered.

Adaptive individualized treatment management seems counter to our earlier described
attempts at making the radiation oncology processes lean. It should not be forgotten though
that the overall task of treatment plan preparation and design is already centered about
conforming to individual patient geometry variations. So, what will be new is adding more
biology motivated knowledge to those processes. Fortunately, many of the adaptive tasks
can be automated. For instance, contours defined from the original planning scans can be
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propagated automatically to newer scans based on (deformable) registration and the
accumulated doses can be similarly mapped and summed. Treatment beam placements for a
new design are likely to follow the original design but will be “tweaked” to achieve the new
treatment design. For this support, then the amount of new staff work will be reduce to
mainly reviews of the results of the automated process results. It seems clear that computer
assisted workflow and decision support will be even more critical in the future to insure that
patient management steps are properly scheduled and completed in a timely fashion.

6. Conclusion

This chapter has presented an overview of the workflow and clinical decision needs for
radiation oncology. A variety of tasks being carried out by a variety of professional workers
are required to plan and manage a patient’s course of radiation therapy. Many parts of these
tasks require computer assistance for data management, graphical visualization, and
calculation services. In terms of overall workflow, a “lean” approach to process mapping and
process evaluation has proven valuable towards minimizing wait (waste) times thereby
increasing the timeliness of care for the patient. The use of directive instructions has helped in
achieving these results by providing physician approved guidelines for various tasks and
planning goals needed to develop a proposed treatment. Future workflow and clinical
decision support in radiation oncology will need to be robust and flexible to deal with a
changing scenario of increasing knowledge about cancer biology and radiation effects and use
of evidence-based biomarkers to aid in decision strategies for the management of patient care.
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1. Introduction

In the USA alone, there are between 44,000 and 98,000 injuries resulting from medical errors
each year (Kohn et al, 2000). The financial costs associated with serious injuries and
mortalities resulting from medical errors are between 17 and 29 billion USD per year in the
USA alone (Kohn et al., 2000) while the human costs of such incidents cannot be measured
in financial terms. Expecting too much from clinicians results in inevitable rises in medical
errors. This is particularly true in chaotic environments such as the hospital ICU settings
where large amounts of medical data needs to be processed in a relatively short time and
medical decisions can often make the difference between life and death.

Computerized decision support and knowledge-based expert systems can be used as
helpful tools to clinicians in healthcare in general, and to the ICU intensivists in particular.
There can be no doubt that a clinician provided with an efficient decision support system is
better equipped to make complex medical decisions in time than a physician who does not
have access to such resources.

Among various treatments used in the ICU settings, mechanical ventilation is an essential
technology to treat many different illnesses and is relatively costly. Without this treatment
most major surgical operations could not be performed and many respiratory illnesses
could not be treated successfully. This life saving treatment costs about 1500 USD per day
in the ICU settings and it has been reported that the average hospital cost for an ICU
patient on mechanical ventilation is more than twice the average cost for an ICU patient
not