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Neuroimaging has become a crucial technique for Neurosciences. Different structural, 
functional and neurochemical methods, developed in recent decades, have allowed a 
systematic investigation on the role of neural substrates involved in functions performed by 
the central nervous system, whether normal or pathological. 

Clinical application of neuroimaging specifically for psychological functions or psychiatric 
disorders is still limited and restricted primarily to the differential diagnosis with 
other conditions that affect the central nervous system. Nevertheless, the application of 
neuroimaging techniques has provided a substantial increase in the knowledge regarding 
the neurobiology of several mental functions. Neuroimaging has been a powerful method 
to examine the relationship between neurological and psychiatric symptoms, structural and 
functional changes of the brain, and other biological markers of neurological and psychiatric 
disorders. 

Even though several attempts have been made in order to establish relationships between 
specific brain abnormalities and specific disorders, an overlap between brain areas and 
different disorders is still a common finding. Particularly in regard to mental disorders, 
the results obtained so far suggest that the pathophysiology of these disorders involves 
dysfunction of integrated circuits or neural networks instead of individual brain regions. 

This book includes contributions from the general area of the neuroimaging to the 
understanding of normal functions and abnormalities of the central nervous system. Chapter 
1 presents a critical review of the applications and limits of diffusion imaging techniques and 
proposes possible solutions to minimize uncertainties related to the area. Chapter 2 gives 
an insightful review about the principles underlying two different techniques - transcranial 
magnetic stimulation and functional magnetic resonance imaging - and discusses the 
possibilities and limitation of the simultaneous application of both. Chapter 3 addresses 
pharmacological and hormonal modulation of a basic mental function, the emotional 
faces processing, and its implications for the understanding of anxiety and depression. In 
chapter 4 the authors give an overview of recent data on the application of positron emission 
tomography (PET) for the understanding of the molecular basis underlying major depression, 
a highly prevalent mental disorder, and propose new strategies for the application of PET 
for further investigations. Chapter 5 discusses neuroimaging data about the neurobiological 
substrates of drug dependence and also presents studies on vulnerability factors that can 
predispose individuals to excessive drug intake. 
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Chapter 6 provides an overview of recent data obtained with spectroscopy, diffusion, 
perfusion, morphometry and functional neuroimaging techniques about the pathological 
processes underlying fibromyalgia. Finally, in chapter 7 the authors present new findings 
obtained by fMRI about the neural substrates involved in the motor recovery of ischemic 
stroke patients, providing an example of direct application of fMRI in the clinical practice
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1. Introduction

Over the last years, diffusion imaging techniques like DTI, DSI or Q-Ball received increasing
attention, especially in the neuroimaging, neurological, and neurosurgical community. An
explicit geometrical reconstruction of major white matter tracts has become available by fiber
tracking based on diffusion-weighted images. The goal of virtually all fiber tracking algo-
rithms is to compute results which are analogous to what the physicians or radiologists are
expecting and an extensive amount of research has therefore been focussed on this reconstruc-
tion. However, the results of fiber tracking and quantification algorithms are approximations
of the reality due to limited spatial resolution (typically a few millimeters), model assump-
tions (e.g., diffusion assumed to be Gaussian distributed), user-defined parameter settings,
and physical imaging artifacts resulting from diffusion sequences. In this book chapter, we
will address the problem of uncertainty in diffusion imaging and we will show possible solu-
tions for minimizing, measuring and visualizing the uncertainty.
The possibility of fiber tracking (FT) and the quantification of diffusion parameters has es-
tablished an abundance of new clinically useful applications and research studies that focus
on neurosurgical planning (Nimsky et al., 2005), monitoring the progression of diseases such
as amyotrophic lateral sclerosis (ALS) or multiple sclerosis (MS) (Griffin et al., 2001), estab-
lishing surrogate markers used in assessing the grade of brain tumors (Barboriak, 2003), or
initiating therapies to ensure the best possible development of children (Pul et al., 2006). Sev-
eral studies have shown that modified values of fractional anisotropy (FA), relative anisotropy,
or diffusion strength (ADC) are indicators of diseases that affect white matter tissue. MS le-
sions have been investigated by ROI-based analysis and voxel-wise FA comparisons by which
FA changes have been shown to occur in areas containing lesions and in areas of normal-
appearing white matter. Moreover, methods for tract-based quantification have been de-
veloped for which parameters are computed depending on the local curvature or geodesic
distance from a user-defined origin. These methods allow to automatically determine DTI-
derived parameters along fiber bundles and have already been used to mirror disease pro-
gression and executive function in MS (Fink et al., 2009).
Probabilistic methods (Friman et al., 2006) allow for tracking in regions of low anisotropy and
are also used to provide a quantitative measure of the probability of the existence of a con-
nection between two regions. These approaches aim at visualizing the uncertainty present
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in the data by incorporating models of the acquisition process and noise. The uncertainty is
assessed by tracking many possible paths originating from a single seed point and by taking
the tensor uncertainty into account. Session reproducibility and subject variability of FT al-
gorithms have been examined in (Heiervang et al., 2006). A first comparison of deterministic
and probabilistic approaches, both guided solely by the primary eigenvector, in combination
with functional localization of brain tumor patients has been given in (Berman et al., 2004).

2. Minimizing, Measuring and Visualizing the Uncertainty in Diffusion Imaging

Correctness, plausibility, and reliability of fiber tracking and quantification techniques have
mainly been verified using histologic knowledge (Inglis et al., 1999). In some few animal stud-
ies, manganese has already been used as tracer to directly examine the diffusion process (Lin
et al., 2001). First quantitative results with respect to precision, uncertainty and reproducibility
have also been published (Basser & Pajevic, 2003; Behrens et al., 2003; Jones, 2003). (Behrens
et al., 2003) estimate the local probability density using a model describing the diffusion pro-
cess. The model is used to determine the probability of a connection between two points and,
therefore, is used as a quantitative measure for the correctness of the fiber tracking results.
(Jones, 2003) makes use of the bootstrapping method in order to compute cones of uncertain-
ties showing a 95% confidence angle. (Basser & Pajevic, 2003) propose a Gaussian distribution
that describes the variability of the tensors in the ideal case where the image is only disturbed
by radio frequency background noise. In combination with bootstrapping, where the real
variability is measured, they are able to benchmark the quality of DTI data. Thereby, wavelet-
based methods help them to reduce noise and to preserve borders between different tissue
classes.
Phantoms, modeling physically plausible fiber bundles that conform (partially) with human
anatomy are important in order to examine different quantification algorithms with respect to
the points mentioned above. A phantom must allow to steer the respective DTI data genera-
tion under controlled conditions, either using a real MR scanner (physical phantom) or by the
help of software in a simulation setup (software phantom).
Hardware phantoms to assess DTI can be created from physical materials such as silk threads
or dialysis tubes (Fieremans, De Deene, Delputte, Ozdemir, Achten & Lemahieu, 2008) and
placed in a water basin for acquiring the diffusion weighted images. Hardware phantom
experiments for high angular resolution diffusion-weighted imaging (HARDI) data have been
proposed recently (Tournier et al., 2008). In (Tournier et al., 2008) three different techniques are
compared, namely constrained spherical deconvolution (CSD), super-resolved CSD and Q-
ball imaging. It is shown that fiber tracking results, and as a consequence DTI quantification,
depend on the employed algorithm’s ability to resolve crossing fibers, and to provide accurate
estimates of their orientations.
In contrast to hardware phantoms, software phantoms allow for an easy an exact geometrical
description of arbitrarily shaped fibers and of an automatic computation of the corresponding
diffusion weighted-images so that no MR scanner is needed. (Basser et al., 2002) describe
fibers by simple 2D rings in tensor fields, whereas other authors (Gössl et al., 2002) define
fibers by cylindric tubes in 3D tensor fields. Thereby, tracts are defined by circular helixes.
A mathematical framework for simulating the partial volume between fiber and background
tissue has been proposed in (Leemans et al., 2005). The authors obtain a model of a fiber
bundle by parameterizing the various features which characterize the bundle. Their results
show that a higher correspondence between experimental and synthetic DTI data exists when
the modeling a nonconstant fiber density across bundles.

Fig. 1. Qualitative comparisons of fiber tracking for two glioma patients (Klein et al., 2010).
We tracked two important structures, the pyramidal tract and the optical tract. Patient 1:
frontotemporal glioma (grade 4), patient 2: progressive astrocytoma (grade 2).

In the following sections, we will go into more detail and will give several examples. Sec-
tion 3 describes how uncertainty due to different tracking algorithms can be visualized and
quantified. The next section will illustrate a software phantom for estimating the boundary of
tracked fiber bundles. Section 5 summarizes an alternative algorithm for computing a safety
hull around the fibers. Finally, we present a new algorithm for visualizing the uncertainty of
the reconstruction by the fiber orientation distribution function (fODF), which is a probability
distribution on a sphere.

3. Comparing Probabilistic and Deterministic Fiber Tracking

In the following, we will summarize our experiences with comparing probabilistic and deter-
ministic fiber tracking (Klein et al., 2010) and will show which algorithm should be used under
which circumstances. For that purpose, we focus on two patient groups: glioma patients and
MS patients. Whereas tumors can infiltrate or displace white matter fiber tracts, MS lesions
do not necessarily influence the localization or structure of axonal fibers. Rather, the lesions
and the corresponding de- and remyelinization may influence the diffusion parameters along
the fibers (Fink et al., 2009). Thus, for both groups, we perform FT of bundles of interest, i.e.,
bundles near the tumor or bundles which can be influenced by lesions. In the case of tumor
patients, we mainly focused on qualitative comparisons and visually compared the results in
order to assess the differences. Furthermore, we determined the volume of a sheath which
wraps the fibers in order to estimate the differences. For the MS patients, we also performed
a quantification of several DTI parameters along the tracked bundles.
In the following, we briefly describe the FT algorithms implemented in MeVisLab, our re-
search and development platform (MeVisLab 2.0, 2010) which we used for comparison pur-
pose. Our probabilistic Bayesian approach (Friman et al., 2006) is well-studied and has been
used by several other authors, such as (Oguz et al., 2009). Thus, this approach is our first
choice for probabilistic FT. The necessary modeling and estimation of fiber orientation and
connection can be described at both global and local levels. At the global level, a theoretical
foundation for estimating the probability of a connection between two areas in the brain has
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A mathematical framework for simulating the partial volume between fiber and background
tissue has been proposed in (Leemans et al., 2005). The authors obtain a model of a fiber
bundle by parameterizing the various features which characterize the bundle. Their results
show that a higher correspondence between experimental and synthetic DTI data exists when
the modeling a nonconstant fiber density across bundles.

Fig. 1. Qualitative comparisons of fiber tracking for two glioma patients (Klein et al., 2010).
We tracked two important structures, the pyramidal tract and the optical tract. Patient 1:
frontotemporal glioma (grade 4), patient 2: progressive astrocytoma (grade 2).

In the following sections, we will go into more detail and will give several examples. Sec-
tion 3 describes how uncertainty due to different tracking algorithms can be visualized and
quantified. The next section will illustrate a software phantom for estimating the boundary of
tracked fiber bundles. Section 5 summarizes an alternative algorithm for computing a safety
hull around the fibers. Finally, we present a new algorithm for visualizing the uncertainty of
the reconstruction by the fiber orientation distribution function (fODF), which is a probability
distribution on a sphere.

3. Comparing Probabilistic and Deterministic Fiber Tracking

In the following, we will summarize our experiences with comparing probabilistic and deter-
ministic fiber tracking (Klein et al., 2010) and will show which algorithm should be used under
which circumstances. For that purpose, we focus on two patient groups: glioma patients and
MS patients. Whereas tumors can infiltrate or displace white matter fiber tracts, MS lesions
do not necessarily influence the localization or structure of axonal fibers. Rather, the lesions
and the corresponding de- and remyelinization may influence the diffusion parameters along
the fibers (Fink et al., 2009). Thus, for both groups, we perform FT of bundles of interest, i.e.,
bundles near the tumor or bundles which can be influenced by lesions. In the case of tumor
patients, we mainly focused on qualitative comparisons and visually compared the results in
order to assess the differences. Furthermore, we determined the volume of a sheath which
wraps the fibers in order to estimate the differences. For the MS patients, we also performed
a quantification of several DTI parameters along the tracked bundles.
In the following, we briefly describe the FT algorithms implemented in MeVisLab, our re-
search and development platform (MeVisLab 2.0, 2010) which we used for comparison pur-
pose. Our probabilistic Bayesian approach (Friman et al., 2006) is well-studied and has been
used by several other authors, such as (Oguz et al., 2009). Thus, this approach is our first
choice for probabilistic FT. The necessary modeling and estimation of fiber orientation and
connection can be described at both global and local levels. At the global level, a theoretical
foundation for estimating the probability of a connection between two areas in the brain has
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ball imaging. It is shown that fiber tracking results, and as a consequence DTI quantification,
depend on the employed algorithm’s ability to resolve crossing fibers, and to provide accurate
estimates of their orientations.
In contrast to hardware phantoms, software phantoms allow for an easy an exact geometrical
description of arbitrarily shaped fibers and of an automatic computation of the corresponding
diffusion weighted-images so that no MR scanner is needed. (Basser et al., 2002) describe
fibers by simple 2D rings in tensor fields, whereas other authors (Gössl et al., 2002) define
fibers by cylindric tubes in 3D tensor fields. Thereby, tracts are defined by circular helixes.
A mathematical framework for simulating the partial volume between fiber and background
tissue has been proposed in (Leemans et al., 2005). The authors obtain a model of a fiber
bundle by parameterizing the various features which characterize the bundle. Their results
show that a higher correspondence between experimental and synthetic DTI data exists when
the modeling a nonconstant fiber density across bundles.
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do not necessarily influence the localization or structure of axonal fibers. Rather, the lesions
and the corresponding de- and remyelinization may influence the diffusion parameters along
the fibers (Fink et al., 2009). Thus, for both groups, we perform FT of bundles of interest, i.e.,
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wraps the fibers in order to estimate the differences. For the MS patients, we also performed
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used by several other authors, such as (Oguz et al., 2009). Thus, this approach is our first
choice for probabilistic FT. The necessary modeling and estimation of fiber orientation and
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been given. At the local level, probability density functions of the fiber orientation can be
derived in a theoretically justified way via Bayes’ theorem. In addition, a theorem has been
integrated that facilitates the estimation of parameters in a constrained version of the popular
tensor model of water diffusion.
Although we have fully parallelized the Bayesian approach, its high computation time inhibits
use in routine clinical tasks. Thus, we propose another approach for FT similar to bootstrap-
ping methods (Chung et al., 2006; Jones et al., 2005), but which is faster and does not need
several repetitions of the diffusion-weighted images. The method, which we have named
variational noise FT, allows an efficient computation of diffusion-weighted images with user-
defined noise while retaining the MRI noise characteristics. The essential idea is to add com-
plex Gaussian noise to the magnitude images (Hahn et al., 2006) and to track the fibers for
each artificially computed diffusion-weighted data set.
For a fair comparison between both probabilistic approaches, the noise of the diffusion-
weighted images used for the Bayesian method should match the noise of the images com-
puted by the variational noise technique.
The deterministic FT algorithm which we use (Schlueter et al., 2005) to compare with both
probabilistic approaches is based on the deflection-based approach by (Weinstein et al., 1999)
and makes use of the full diffusion tensor information during tracking. In contrast, commonly
employed streamline-based algorithms, such as the FACT (fiber assignment by continuous
tracking) method (Mori et al., 1999), only consider the largest eigenvector representing the
main diffusion direction. In comparison to the method described in (Weinstein et al., 1999),
we added a moving average estimation of the fiber curvature and anisotropy to the track-
ing algorithm, which leads to more accurate tracking dynamics and more robust termination
criteria.

3.1 Qualitative comparisons of fiber tracking (glioma patients)
For the qualitative analysis, magnetic resonance images of tumor patients were obtained using
a 3T scanner (Siemens Trio, Erlangen, Germany). The subjects were supine and a head coil
with a circularly polarized array was used with 2D DTI echo planar imaging, 12 diffusion
directions and 5 repetitions. The sequence parameters were: repetition time (TR) 6400 msec,
echo time (TE) 91 msec, field of view (FOV) 240 mm, voxel size 2.5 × 2.5 × 2.5mm3 , 50 slices,
and scanning time of 8 minutes. Autoshimming and phase correction were activated.
From a large pool of data sets of glioma patients, we selected some patients for a qualitative
comparison. All selected patients have progressive gliomas (grade 4) or progressive astrocy-
tomas (grade 2) next to the pyramidal and the optical tracts. To track the pyramidal tracts,
seed regions within the capsula interna were chosen, while for tracking the optical tracts, seed
regions in the occipital lobe were used. In all cases, exclusion ROIs (regions of interest) were
used to discard unwanted fibers. Moreover, we propose to measure the volume of the sheath
that encloses the single fiber tracts. To compute the sheath, we propose a neighboring cells al-
gorithm based on the well-known marching cubes algorithm with which a volume (image) is
scanned by discretization into cells. The necessary input volume is determined by voxelizing
the 3D fiber tracts.
Some of the qualitative results can be found in Fig. 1. In nearly all cases, both probabilistic
approaches are superior to the deterministic algorithm. In particular, fibers at the marginal
regions of the white matter are more precisely tracked if the probabilistic algorithms are used.
Consequently, the sheath volumes differ substantially for the different algorithms (probabilis-

tic results are about 30% higher on average). The differences between the variational noise
tracking approach and the Bayesian approach are very small for all patients.

3.2 Quantitative comparisons of fiber tracking (multiple sclerosis patients)
For the quantitative analysis, magnetic resonance images of relapsing-remitting MS patients
and healthy controls (10 patients, 10 healthy volunteers) were obtained using a 1.5T scanner
(Siemens Avanto, Erlangen, Germany). The subjects were supine and a head coil with a circu-
larly polarized array was used with 2D DTI echo planar imaging, 30 diffusion directions and
2 repetitions. The sequence parameters were: repetition time (TR) 8000 msec, echo time (TE)
100 msec, field of view (FOV) 230 mm, voxel size 2.0 × 2.0 × 2.7mm3, 55 slices, and a scanning
time of 8 minutes. Autoshimming and phase correction were activated.
We have tested both the deterministic and the probabilistic FT (Bayesian) to determine
whether and how they allow the detection of differences of diffusion-derived parameters
between relapsing-remitting MS patients and healthy controls (10 patients, 10 healthy vol-
unteers). For that purpose, we decided to quantify the superior longitudinal fasciculus (SLF)
which has already been shown to be a structure for which differences between MS patients
and healthy volunteers can be determined very well using deterministic FT (Fink et al., 2009).
After extracting the right and left SLF, diffusion-derived parameters such as the FA, axial dif-
fusivity, radial diffusivity, and diffusion strength were obtained along the tracts, and average
values were computed. Then these values were recoded linearly to better permit statistical ex-
amination. For extracting the SLFs, only fiber tracts were considered which were included by
two crop ROIs and values were only computed between those two crop ROIs. More precisely,
each fiber is resampled so that all fibers consist of n equidistantly distributed fiber points. Us-
ing the resampled fibers, an average center line is computed, used to determine n reference
planes depending on the local curvature of the center line. Afterwards, a reference plane is
used to determine an average diffusion value at a certain position of the bundle by considering
one diffusion value per fiber with the nearest distance to that plane.
The number of fibers of the probabilistic tracking has been aligned with the number of fibers of
the deterministic tracking. This process occurs before the tracked structure has been cropped
to the focus of interest in the SLF to ensure a valid comparison of the parameters after crop-
ping. Furthermore, common parameters such as minimal FA must be adjusted for both algo-
rithms.
The quantitative results can be found in Tab. 1 and Tab. 2. In two of the MS cases, fiber tracts
could not be determined between both crop ROIs by the deterministic approach. Thus, these
two cases were discarded. We used analysis of variance (ANOVA) through GLM (general lin-
ear model) for repeated measurements to analyze the sensitivity of the deterministic and the
probabilistic method for pathological alterations in the MS patients. The FA and ADC values
of the SLF left and the SLF right were used as dependent variables. The patient versus healthy
control status is used as independent variable (between-subject factor), the hemisphere and
the type of algorithm (deterministic/probabilistic) as within-subject factors. For the ADC val-
ues, there is a main effect for the cerebral hemisphere [F(1,16): 11.027, p < 0.01], a main
effect for the algorithm used (deterministic vs. probabilistic) [F(1,16): 4.444, p = 0.05] and a
significant interaction between algorithm used and patient groups [F(1,16): 4.444, p = 0.05].
Moreover, the independent group factor is also significant [F(1,17): 12.085, p < 0.01].
Patients had higher ADC values than healthy controls (3.625 vs. 2.25), right hemisphere ADC
values are higher than left hemisphere ADC values (3.194 vs. 2.681), in healthy controls the
ADC values did not differ between deterministic and probabilistic algorithm (2.25 vs. 2.25),
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been given. At the local level, probability density functions of the fiber orientation can be
derived in a theoretically justified way via Bayes’ theorem. In addition, a theorem has been
integrated that facilitates the estimation of parameters in a constrained version of the popular
tensor model of water diffusion.
Although we have fully parallelized the Bayesian approach, its high computation time inhibits
use in routine clinical tasks. Thus, we propose another approach for FT similar to bootstrap-
ping methods (Chung et al., 2006; Jones et al., 2005), but which is faster and does not need
several repetitions of the diffusion-weighted images. The method, which we have named
variational noise FT, allows an efficient computation of diffusion-weighted images with user-
defined noise while retaining the MRI noise characteristics. The essential idea is to add com-
plex Gaussian noise to the magnitude images (Hahn et al., 2006) and to track the fibers for
each artificially computed diffusion-weighted data set.
For a fair comparison between both probabilistic approaches, the noise of the diffusion-
weighted images used for the Bayesian method should match the noise of the images com-
puted by the variational noise technique.
The deterministic FT algorithm which we use (Schlueter et al., 2005) to compare with both
probabilistic approaches is based on the deflection-based approach by (Weinstein et al., 1999)
and makes use of the full diffusion tensor information during tracking. In contrast, commonly
employed streamline-based algorithms, such as the FACT (fiber assignment by continuous
tracking) method (Mori et al., 1999), only consider the largest eigenvector representing the
main diffusion direction. In comparison to the method described in (Weinstein et al., 1999),
we added a moving average estimation of the fiber curvature and anisotropy to the track-
ing algorithm, which leads to more accurate tracking dynamics and more robust termination
criteria.

3.1 Qualitative comparisons of fiber tracking (glioma patients)
For the qualitative analysis, magnetic resonance images of tumor patients were obtained using
a 3T scanner (Siemens Trio, Erlangen, Germany). The subjects were supine and a head coil
with a circularly polarized array was used with 2D DTI echo planar imaging, 12 diffusion
directions and 5 repetitions. The sequence parameters were: repetition time (TR) 6400 msec,
echo time (TE) 91 msec, field of view (FOV) 240 mm, voxel size 2.5 × 2.5 × 2.5mm3 , 50 slices,
and scanning time of 8 minutes. Autoshimming and phase correction were activated.
From a large pool of data sets of glioma patients, we selected some patients for a qualitative
comparison. All selected patients have progressive gliomas (grade 4) or progressive astrocy-
tomas (grade 2) next to the pyramidal and the optical tracts. To track the pyramidal tracts,
seed regions within the capsula interna were chosen, while for tracking the optical tracts, seed
regions in the occipital lobe were used. In all cases, exclusion ROIs (regions of interest) were
used to discard unwanted fibers. Moreover, we propose to measure the volume of the sheath
that encloses the single fiber tracts. To compute the sheath, we propose a neighboring cells al-
gorithm based on the well-known marching cubes algorithm with which a volume (image) is
scanned by discretization into cells. The necessary input volume is determined by voxelizing
the 3D fiber tracts.
Some of the qualitative results can be found in Fig. 1. In nearly all cases, both probabilistic
approaches are superior to the deterministic algorithm. In particular, fibers at the marginal
regions of the white matter are more precisely tracked if the probabilistic algorithms are used.
Consequently, the sheath volumes differ substantially for the different algorithms (probabilis-

tic results are about 30% higher on average). The differences between the variational noise
tracking approach and the Bayesian approach are very small for all patients.

3.2 Quantitative comparisons of fiber tracking (multiple sclerosis patients)
For the quantitative analysis, magnetic resonance images of relapsing-remitting MS patients
and healthy controls (10 patients, 10 healthy volunteers) were obtained using a 1.5T scanner
(Siemens Avanto, Erlangen, Germany). The subjects were supine and a head coil with a circu-
larly polarized array was used with 2D DTI echo planar imaging, 30 diffusion directions and
2 repetitions. The sequence parameters were: repetition time (TR) 8000 msec, echo time (TE)
100 msec, field of view (FOV) 230 mm, voxel size 2.0 × 2.0 × 2.7mm3, 55 slices, and a scanning
time of 8 minutes. Autoshimming and phase correction were activated.
We have tested both the deterministic and the probabilistic FT (Bayesian) to determine
whether and how they allow the detection of differences of diffusion-derived parameters
between relapsing-remitting MS patients and healthy controls (10 patients, 10 healthy vol-
unteers). For that purpose, we decided to quantify the superior longitudinal fasciculus (SLF)
which has already been shown to be a structure for which differences between MS patients
and healthy volunteers can be determined very well using deterministic FT (Fink et al., 2009).
After extracting the right and left SLF, diffusion-derived parameters such as the FA, axial dif-
fusivity, radial diffusivity, and diffusion strength were obtained along the tracts, and average
values were computed. Then these values were recoded linearly to better permit statistical ex-
amination. For extracting the SLFs, only fiber tracts were considered which were included by
two crop ROIs and values were only computed between those two crop ROIs. More precisely,
each fiber is resampled so that all fibers consist of n equidistantly distributed fiber points. Us-
ing the resampled fibers, an average center line is computed, used to determine n reference
planes depending on the local curvature of the center line. Afterwards, a reference plane is
used to determine an average diffusion value at a certain position of the bundle by considering
one diffusion value per fiber with the nearest distance to that plane.
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the deterministic tracking. This process occurs before the tracked structure has been cropped
to the focus of interest in the SLF to ensure a valid comparison of the parameters after crop-
ping. Furthermore, common parameters such as minimal FA must be adjusted for both algo-
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The quantitative results can be found in Tab. 1 and Tab. 2. In two of the MS cases, fiber tracts
could not be determined between both crop ROIs by the deterministic approach. Thus, these
two cases were discarded. We used analysis of variance (ANOVA) through GLM (general lin-
ear model) for repeated measurements to analyze the sensitivity of the deterministic and the
probabilistic method for pathological alterations in the MS patients. The FA and ADC values
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been given. At the local level, probability density functions of the fiber orientation can be
derived in a theoretically justified way via Bayes’ theorem. In addition, a theorem has been
integrated that facilitates the estimation of parameters in a constrained version of the popular
tensor model of water diffusion.
Although we have fully parallelized the Bayesian approach, its high computation time inhibits
use in routine clinical tasks. Thus, we propose another approach for FT similar to bootstrap-
ping methods (Chung et al., 2006; Jones et al., 2005), but which is faster and does not need
several repetitions of the diffusion-weighted images. The method, which we have named
variational noise FT, allows an efficient computation of diffusion-weighted images with user-
defined noise while retaining the MRI noise characteristics. The essential idea is to add com-
plex Gaussian noise to the magnitude images (Hahn et al., 2006) and to track the fibers for
each artificially computed diffusion-weighted data set.
For a fair comparison between both probabilistic approaches, the noise of the diffusion-
weighted images used for the Bayesian method should match the noise of the images com-
puted by the variational noise technique.
The deterministic FT algorithm which we use (Schlueter et al., 2005) to compare with both
probabilistic approaches is based on the deflection-based approach by (Weinstein et al., 1999)
and makes use of the full diffusion tensor information during tracking. In contrast, commonly
employed streamline-based algorithms, such as the FACT (fiber assignment by continuous
tracking) method (Mori et al., 1999), only consider the largest eigenvector representing the
main diffusion direction. In comparison to the method described in (Weinstein et al., 1999),
we added a moving average estimation of the fiber curvature and anisotropy to the track-
ing algorithm, which leads to more accurate tracking dynamics and more robust termination
criteria.
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From a large pool of data sets of glioma patients, we selected some patients for a qualitative
comparison. All selected patients have progressive gliomas (grade 4) or progressive astrocy-
tomas (grade 2) next to the pyramidal and the optical tracts. To track the pyramidal tracts,
seed regions within the capsula interna were chosen, while for tracking the optical tracts, seed
regions in the occipital lobe were used. In all cases, exclusion ROIs (regions of interest) were
used to discard unwanted fibers. Moreover, we propose to measure the volume of the sheath
that encloses the single fiber tracts. To compute the sheath, we propose a neighboring cells al-
gorithm based on the well-known marching cubes algorithm with which a volume (image) is
scanned by discretization into cells. The necessary input volume is determined by voxelizing
the 3D fiber tracts.
Some of the qualitative results can be found in Fig. 1. In nearly all cases, both probabilistic
approaches are superior to the deterministic algorithm. In particular, fibers at the marginal
regions of the white matter are more precisely tracked if the probabilistic algorithms are used.
Consequently, the sheath volumes differ substantially for the different algorithms (probabilis-
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whether and how they allow the detection of differences of diffusion-derived parameters
between relapsing-remitting MS patients and healthy controls (10 patients, 10 healthy vol-
unteers). For that purpose, we decided to quantify the superior longitudinal fasciculus (SLF)
which has already been shown to be a structure for which differences between MS patients
and healthy volunteers can be determined very well using deterministic FT (Fink et al., 2009).
After extracting the right and left SLF, diffusion-derived parameters such as the FA, axial dif-
fusivity, radial diffusivity, and diffusion strength were obtained along the tracts, and average
values were computed. Then these values were recoded linearly to better permit statistical ex-
amination. For extracting the SLFs, only fiber tracts were considered which were included by
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each fiber is resampled so that all fibers consist of n equidistantly distributed fiber points. Us-
ing the resampled fibers, an average center line is computed, used to determine n reference
planes depending on the local curvature of the center line. Afterwards, a reference plane is
used to determine an average diffusion value at a certain position of the bundle by considering
one diffusion value per fiber with the nearest distance to that plane.
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the deterministic tracking. This process occurs before the tracked structure has been cropped
to the focus of interest in the SLF to ensure a valid comparison of the parameters after crop-
ping. Furthermore, common parameters such as minimal FA must be adjusted for both algo-
rithms.
The quantitative results can be found in Tab. 1 and Tab. 2. In two of the MS cases, fiber tracts
could not be determined between both crop ROIs by the deterministic approach. Thus, these
two cases were discarded. We used analysis of variance (ANOVA) through GLM (general lin-
ear model) for repeated measurements to analyze the sensitivity of the deterministic and the
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ing algorithm, which leads to more accurate tracking dynamics and more robust termination
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echo time (TE) 91 msec, field of view (FOV) 240 mm, voxel size 2.5 × 2.5 × 2.5mm3 , 50 slices,
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tic results are about 30% higher on average). The differences between the variational noise
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3.2 Quantitative comparisons of fiber tracking (multiple sclerosis patients)
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(Siemens Avanto, Erlangen, Germany). The subjects were supine and a head coil with a circu-
larly polarized array was used with 2D DTI echo planar imaging, 30 diffusion directions and
2 repetitions. The sequence parameters were: repetition time (TR) 8000 msec, echo time (TE)
100 msec, field of view (FOV) 230 mm, voxel size 2.0 × 2.0 × 2.7mm3, 55 slices, and a scanning
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values were computed. Then these values were recoded linearly to better permit statistical ex-
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two crop ROIs and values were only computed between those two crop ROIs. More precisely,
each fiber is resampled so that all fibers consist of n equidistantly distributed fiber points. Us-
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rithms.
The quantitative results can be found in Tab. 1 and Tab. 2. In two of the MS cases, fiber tracts
could not be determined between both crop ROIs by the deterministic approach. Thus, these
two cases were discarded. We used analysis of variance (ANOVA) through GLM (general lin-
ear model) for repeated measurements to analyze the sensitivity of the deterministic and the
probabilistic method for pathological alterations in the MS patients. The FA and ADC values
of the SLF left and the SLF right were used as dependent variables. The patient versus healthy
control status is used as independent variable (between-subject factor), the hemisphere and
the type of algorithm (deterministic/probabilistic) as within-subject factors. For the ADC val-
ues, there is a main effect for the cerebral hemisphere [F(1,16): 11.027, p < 0.01], a main
effect for the algorithm used (deterministic vs. probabilistic) [F(1,16): 4.444, p = 0.05] and a
significant interaction between algorithm used and patient groups [F(1,16): 4.444, p = 0.05].
Moreover, the independent group factor is also significant [F(1,17): 12.085, p < 0.01].
Patients had higher ADC values than healthy controls (3.625 vs. 2.25), right hemisphere ADC
values are higher than left hemisphere ADC values (3.194 vs. 2.681), in healthy controls the
ADC values did not differ between deterministic and probabilistic algorithm (2.25 vs. 2.25),
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but in patients the probabilistic model yielded higher values than the deterministic algorithm
(3.75 vs. 3.5). Note that these values are not the empiric data itself, but estimated marginal
means, thus error-corrected values based on our empiric data.
For the FA values, the only significant effect is a main effect for the cerebral hemisphere
[F(1,16): 5.47, p = 0.03].
The number of fibers after the cropping varies widely not only between different persons,
but also between hemispheres of the same brain. Statistics show that the probabilistic algo-
rithm tracks an average of 254 fibers (SD=199), whereas the deterministic algorithm tracks an
average of 188 fibers (SD=167). The standard deviation is high, that it seems impossible to
interpret these results at first glance. However, the correlation between the probabilistically
and deterministically gained numbers of fibers, found by Pearson test to be 0.89, shows that
the trend between the algorithms is congruent. This indicates that the variance of the number
of fibers is not due to the type of algorithm or chance, but primarily due to the underlying
image data. Additionally, this highly variant but congruent trend indicates a high sensibility
towards inter-individual differences in image data and demonstrates reliable algorithms.

FA
(prob.)

FA
(det.)

ADC
(prob.)

ADC
(det.)

mean (right) 0.4130 0.4120 0.000716 0.000717
stddev (right) 0.0285 0.0311 2.84 · 10−5 2.58 · 10−5

mean (left) 0.4190 0.4170 0.000692 0.000692
stddev (left) 0.0300 0.0352 2.89 · 10−5 2.69 · 10−5

Table 1. Control group. FA: fractional anisotropy, ADC: diffusion strength.

FA
(prob.)

FA
(det.)

ADC
(prob.)

ADC
(det.)

mean (right) 0.3680 0.3740 0.000810 0.000809
stddev (right) 0.0405 0.0390 7.36 · 10−5 7.74 · 10−5

mean (left) 0.3900 0.3910 0.000771 0.000767
stddev (left) 0.0403 0.0416 7.53 · 10−5 7.33 · 10−5

Table 2. MS patients. FA: fractional anisotropy, ADC: diffusion strength.

3.3 Discussion
Our qualitative results have shown that both probabilistic approaches are superior for track-
ing fibers near tumors or MS lesions with respect to completeness, quality and coverage of
anatomical structures at their borders. Under the condition that all approaches are parame-
terized so that they track the same initial number of fibers, the probabilistic approaches are
able to compute more fibers that pass two distant crop ROIs, indicating that fewer fibers were
aborted during the fiber tracking process. The variational noise fiber tracking produces qual-
itatively very similar results compared to the Bayesian approach, but is computationally less
expensive, thus, enhancing its appeal for clinical applications.
The quantitative results in combination with the qualitative results have shown that the prob-
abilistic fiber tracking is more sensitive than the deterministic approach, especially if measur-
ing the ADC values. The statistically significant interaction effect for ADC values between the

algorithm used (probabilistic/deterministic) and the health status results from the fact that
on one level of the between-subjects factor (healthy volunteers) the algorithm used has no
influence on the ADC scores, on the other level (patients) it influences the values. One can
interpret this effect as a brain anatomy related effect of the algorithms used to generate the
ADC values. The normal or more ideal brain anatomy of healthy volunteers allows less dif-
ferentiation between the methods than does the pathological brain anatomy of patients. For
quantification, we concentrated on one important fiber structure, the SLF, however, samples
of other structures have shown similar results.
It is advisable to combine the quantitative and qualitative results to obtain an overall picture.
For example, some MS patients could not be added to the quantitative analysis because only
the probabilistic algorithm is able to produce processable results. This indicates that in clinical
cases with brain lesions or neuronal diseases, the probabilistic algorithm is the method of
choice. Although first papers have already proposed to implement probabilistic approaches
on the GPU (McGraw & Nadar, 2007), this field of research should be examined in the future
as probabilistic approaches are still an order of magnitude slower than deterministic solutions.

4. Assessing Fiber Tracking Accuracy via Diffusion Tensor Software Models

One of the major hurdles when developing fiber tracking algorithms is that hardware or soft-
ware models of fiber bundles are needed in order to asses their validity and precision. It is
therefore necessary to develop phantoms with a known fiber network. Software models have
the advantage that they can be easily modified to account for different scanner parameters,
image noise or artifacts. While much of the previous work has focused on simple phan-
toms in which fiber bundles were represented as cylindrical tubes or helices (see for exam-
ple (Fieremans, De Deene, Delputte, Ozdemir, D’Asseler, Vlassenbroeck, Deblaere, Achten &
Lemahieu, 2008; Gössl et al., 2002; Lori et al., 2002)), in this section we suggest a framework
in which it is possible to realistically model specific neural fiber bundles, simulating both the
smooth transition between the actual white matter pathway and the surrounding tissue and
the partial volume effects caused by the possible contemporary presence of white matter, grey
matter and cerebrospinal fluid in one voxel.
We focus on generating a phantom of the corticospinal tract. Afterwards, we reconstruct the
modeled tract by means of a fiber tracking algorithm and make a quantitative analysis of the
algorithm’s accuracy. This information is used to estimate what an appropriate safety margin
around the tracked fibers should be and to analyze after which length the first fibers start to
leave the modeled fiber bundle. Lastly, we suggest an efficient algorithm to construct safety
hulls around the tracked fibers.

4.1 DTI Model Framework
In this section, we start by introducing the general framework that we use to generate the
diffusion tensor model. Next, we provide details on how we model different tissues and
white matter pathways. After an accuracy analysis of the employed fiber tracking algorithm,
we conclude by suggesting an algorithm to construct safety hulls around the tracked fibers.
In order to generate a synthetic tensor field, we start by computing a set a of diffusion-
weighted (DW) images (one image for each corresponding gradient direction). The diffusion-
weighted signal is modeled according to the CHARMED model proposed in (Assaf & Basser,
2005; Assaf et al., 2004). This model contains a hindered extra-axonal compartment as well
as a restricted intra-axonal compartment. We restrict ourselves to the hindered model, which
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but in patients the probabilistic model yielded higher values than the deterministic algorithm
(3.75 vs. 3.5). Note that these values are not the empiric data itself, but estimated marginal
means, thus error-corrected values based on our empiric data.
For the FA values, the only significant effect is a main effect for the cerebral hemisphere
[F(1,16): 5.47, p = 0.03].
The number of fibers after the cropping varies widely not only between different persons,
but also between hemispheres of the same brain. Statistics show that the probabilistic algo-
rithm tracks an average of 254 fibers (SD=199), whereas the deterministic algorithm tracks an
average of 188 fibers (SD=167). The standard deviation is high, that it seems impossible to
interpret these results at first glance. However, the correlation between the probabilistically
and deterministically gained numbers of fibers, found by Pearson test to be 0.89, shows that
the trend between the algorithms is congruent. This indicates that the variance of the number
of fibers is not due to the type of algorithm or chance, but primarily due to the underlying
image data. Additionally, this highly variant but congruent trend indicates a high sensibility
towards inter-individual differences in image data and demonstrates reliable algorithms.
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Table 2. MS patients. FA: fractional anisotropy, ADC: diffusion strength.

3.3 Discussion
Our qualitative results have shown that both probabilistic approaches are superior for track-
ing fibers near tumors or MS lesions with respect to completeness, quality and coverage of
anatomical structures at their borders. Under the condition that all approaches are parame-
terized so that they track the same initial number of fibers, the probabilistic approaches are
able to compute more fibers that pass two distant crop ROIs, indicating that fewer fibers were
aborted during the fiber tracking process. The variational noise fiber tracking produces qual-
itatively very similar results compared to the Bayesian approach, but is computationally less
expensive, thus, enhancing its appeal for clinical applications.
The quantitative results in combination with the qualitative results have shown that the prob-
abilistic fiber tracking is more sensitive than the deterministic approach, especially if measur-
ing the ADC values. The statistically significant interaction effect for ADC values between the

algorithm used (probabilistic/deterministic) and the health status results from the fact that
on one level of the between-subjects factor (healthy volunteers) the algorithm used has no
influence on the ADC scores, on the other level (patients) it influences the values. One can
interpret this effect as a brain anatomy related effect of the algorithms used to generate the
ADC values. The normal or more ideal brain anatomy of healthy volunteers allows less dif-
ferentiation between the methods than does the pathological brain anatomy of patients. For
quantification, we concentrated on one important fiber structure, the SLF, however, samples
of other structures have shown similar results.
It is advisable to combine the quantitative and qualitative results to obtain an overall picture.
For example, some MS patients could not be added to the quantitative analysis because only
the probabilistic algorithm is able to produce processable results. This indicates that in clinical
cases with brain lesions or neuronal diseases, the probabilistic algorithm is the method of
choice. Although first papers have already proposed to implement probabilistic approaches
on the GPU (McGraw & Nadar, 2007), this field of research should be examined in the future
as probabilistic approaches are still an order of magnitude slower than deterministic solutions.

4. Assessing Fiber Tracking Accuracy via Diffusion Tensor Software Models

One of the major hurdles when developing fiber tracking algorithms is that hardware or soft-
ware models of fiber bundles are needed in order to asses their validity and precision. It is
therefore necessary to develop phantoms with a known fiber network. Software models have
the advantage that they can be easily modified to account for different scanner parameters,
image noise or artifacts. While much of the previous work has focused on simple phan-
toms in which fiber bundles were represented as cylindrical tubes or helices (see for exam-
ple (Fieremans, De Deene, Delputte, Ozdemir, D’Asseler, Vlassenbroeck, Deblaere, Achten &
Lemahieu, 2008; Gössl et al., 2002; Lori et al., 2002)), in this section we suggest a framework
in which it is possible to realistically model specific neural fiber bundles, simulating both the
smooth transition between the actual white matter pathway and the surrounding tissue and
the partial volume effects caused by the possible contemporary presence of white matter, grey
matter and cerebrospinal fluid in one voxel.
We focus on generating a phantom of the corticospinal tract. Afterwards, we reconstruct the
modeled tract by means of a fiber tracking algorithm and make a quantitative analysis of the
algorithm’s accuracy. This information is used to estimate what an appropriate safety margin
around the tracked fibers should be and to analyze after which length the first fibers start to
leave the modeled fiber bundle. Lastly, we suggest an efficient algorithm to construct safety
hulls around the tracked fibers.

4.1 DTI Model Framework
In this section, we start by introducing the general framework that we use to generate the
diffusion tensor model. Next, we provide details on how we model different tissues and
white matter pathways. After an accuracy analysis of the employed fiber tracking algorithm,
we conclude by suggesting an algorithm to construct safety hulls around the tracked fibers.
In order to generate a synthetic tensor field, we start by computing a set a of diffusion-
weighted (DW) images (one image for each corresponding gradient direction). The diffusion-
weighted signal is modeled according to the CHARMED model proposed in (Assaf & Basser,
2005; Assaf et al., 2004). This model contains a hindered extra-axonal compartment as well
as a restricted intra-axonal compartment. We restrict ourselves to the hindered model, which
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but in patients the probabilistic model yielded higher values than the deterministic algorithm
(3.75 vs. 3.5). Note that these values are not the empiric data itself, but estimated marginal
means, thus error-corrected values based on our empiric data.
For the FA values, the only significant effect is a main effect for the cerebral hemisphere
[F(1,16): 5.47, p = 0.03].
The number of fibers after the cropping varies widely not only between different persons,
but also between hemispheres of the same brain. Statistics show that the probabilistic algo-
rithm tracks an average of 254 fibers (SD=199), whereas the deterministic algorithm tracks an
average of 188 fibers (SD=167). The standard deviation is high, that it seems impossible to
interpret these results at first glance. However, the correlation between the probabilistically
and deterministically gained numbers of fibers, found by Pearson test to be 0.89, shows that
the trend between the algorithms is congruent. This indicates that the variance of the number
of fibers is not due to the type of algorithm or chance, but primarily due to the underlying
image data. Additionally, this highly variant but congruent trend indicates a high sensibility
towards inter-individual differences in image data and demonstrates reliable algorithms.
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3.3 Discussion
Our qualitative results have shown that both probabilistic approaches are superior for track-
ing fibers near tumors or MS lesions with respect to completeness, quality and coverage of
anatomical structures at their borders. Under the condition that all approaches are parame-
terized so that they track the same initial number of fibers, the probabilistic approaches are
able to compute more fibers that pass two distant crop ROIs, indicating that fewer fibers were
aborted during the fiber tracking process. The variational noise fiber tracking produces qual-
itatively very similar results compared to the Bayesian approach, but is computationally less
expensive, thus, enhancing its appeal for clinical applications.
The quantitative results in combination with the qualitative results have shown that the prob-
abilistic fiber tracking is more sensitive than the deterministic approach, especially if measur-
ing the ADC values. The statistically significant interaction effect for ADC values between the

algorithm used (probabilistic/deterministic) and the health status results from the fact that
on one level of the between-subjects factor (healthy volunteers) the algorithm used has no
influence on the ADC scores, on the other level (patients) it influences the values. One can
interpret this effect as a brain anatomy related effect of the algorithms used to generate the
ADC values. The normal or more ideal brain anatomy of healthy volunteers allows less dif-
ferentiation between the methods than does the pathological brain anatomy of patients. For
quantification, we concentrated on one important fiber structure, the SLF, however, samples
of other structures have shown similar results.
It is advisable to combine the quantitative and qualitative results to obtain an overall picture.
For example, some MS patients could not be added to the quantitative analysis because only
the probabilistic algorithm is able to produce processable results. This indicates that in clinical
cases with brain lesions or neuronal diseases, the probabilistic algorithm is the method of
choice. Although first papers have already proposed to implement probabilistic approaches
on the GPU (McGraw & Nadar, 2007), this field of research should be examined in the future
as probabilistic approaches are still an order of magnitude slower than deterministic solutions.

4. Assessing Fiber Tracking Accuracy via Diffusion Tensor Software Models

One of the major hurdles when developing fiber tracking algorithms is that hardware or soft-
ware models of fiber bundles are needed in order to asses their validity and precision. It is
therefore necessary to develop phantoms with a known fiber network. Software models have
the advantage that they can be easily modified to account for different scanner parameters,
image noise or artifacts. While much of the previous work has focused on simple phan-
toms in which fiber bundles were represented as cylindrical tubes or helices (see for exam-
ple (Fieremans, De Deene, Delputte, Ozdemir, D’Asseler, Vlassenbroeck, Deblaere, Achten &
Lemahieu, 2008; Gössl et al., 2002; Lori et al., 2002)), in this section we suggest a framework
in which it is possible to realistically model specific neural fiber bundles, simulating both the
smooth transition between the actual white matter pathway and the surrounding tissue and
the partial volume effects caused by the possible contemporary presence of white matter, grey
matter and cerebrospinal fluid in one voxel.
We focus on generating a phantom of the corticospinal tract. Afterwards, we reconstruct the
modeled tract by means of a fiber tracking algorithm and make a quantitative analysis of the
algorithm’s accuracy. This information is used to estimate what an appropriate safety margin
around the tracked fibers should be and to analyze after which length the first fibers start to
leave the modeled fiber bundle. Lastly, we suggest an efficient algorithm to construct safety
hulls around the tracked fibers.

4.1 DTI Model Framework
In this section, we start by introducing the general framework that we use to generate the
diffusion tensor model. Next, we provide details on how we model different tissues and
white matter pathways. After an accuracy analysis of the employed fiber tracking algorithm,
we conclude by suggesting an algorithm to construct safety hulls around the tracked fibers.
In order to generate a synthetic tensor field, we start by computing a set a of diffusion-
weighted (DW) images (one image for each corresponding gradient direction). The diffusion-
weighted signal is modeled according to the CHARMED model proposed in (Assaf & Basser,
2005; Assaf et al., 2004). This model contains a hindered extra-axonal compartment as well
as a restricted intra-axonal compartment. We restrict ourselves to the hindered model, which
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(3.75 vs. 3.5). Note that these values are not the empiric data itself, but estimated marginal
means, thus error-corrected values based on our empiric data.
For the FA values, the only significant effect is a main effect for the cerebral hemisphere
[F(1,16): 5.47, p = 0.03].
The number of fibers after the cropping varies widely not only between different persons,
but also between hemispheres of the same brain. Statistics show that the probabilistic algo-
rithm tracks an average of 254 fibers (SD=199), whereas the deterministic algorithm tracks an
average of 188 fibers (SD=167). The standard deviation is high, that it seems impossible to
interpret these results at first glance. However, the correlation between the probabilistically
and deterministically gained numbers of fibers, found by Pearson test to be 0.89, shows that
the trend between the algorithms is congruent. This indicates that the variance of the number
of fibers is not due to the type of algorithm or chance, but primarily due to the underlying
image data. Additionally, this highly variant but congruent trend indicates a high sensibility
towards inter-individual differences in image data and demonstrates reliable algorithms.
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3.3 Discussion
Our qualitative results have shown that both probabilistic approaches are superior for track-
ing fibers near tumors or MS lesions with respect to completeness, quality and coverage of
anatomical structures at their borders. Under the condition that all approaches are parame-
terized so that they track the same initial number of fibers, the probabilistic approaches are
able to compute more fibers that pass two distant crop ROIs, indicating that fewer fibers were
aborted during the fiber tracking process. The variational noise fiber tracking produces qual-
itatively very similar results compared to the Bayesian approach, but is computationally less
expensive, thus, enhancing its appeal for clinical applications.
The quantitative results in combination with the qualitative results have shown that the prob-
abilistic fiber tracking is more sensitive than the deterministic approach, especially if measur-
ing the ADC values. The statistically significant interaction effect for ADC values between the
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influence on the ADC scores, on the other level (patients) it influences the values. One can
interpret this effect as a brain anatomy related effect of the algorithms used to generate the
ADC values. The normal or more ideal brain anatomy of healthy volunteers allows less dif-
ferentiation between the methods than does the pathological brain anatomy of patients. For
quantification, we concentrated on one important fiber structure, the SLF, however, samples
of other structures have shown similar results.
It is advisable to combine the quantitative and qualitative results to obtain an overall picture.
For example, some MS patients could not be added to the quantitative analysis because only
the probabilistic algorithm is able to produce processable results. This indicates that in clinical
cases with brain lesions or neuronal diseases, the probabilistic algorithm is the method of
choice. Although first papers have already proposed to implement probabilistic approaches
on the GPU (McGraw & Nadar, 2007), this field of research should be examined in the future
as probabilistic approaches are still an order of magnitude slower than deterministic solutions.

4. Assessing Fiber Tracking Accuracy via Diffusion Tensor Software Models

One of the major hurdles when developing fiber tracking algorithms is that hardware or soft-
ware models of fiber bundles are needed in order to asses their validity and precision. It is
therefore necessary to develop phantoms with a known fiber network. Software models have
the advantage that they can be easily modified to account for different scanner parameters,
image noise or artifacts. While much of the previous work has focused on simple phan-
toms in which fiber bundles were represented as cylindrical tubes or helices (see for exam-
ple (Fieremans, De Deene, Delputte, Ozdemir, D’Asseler, Vlassenbroeck, Deblaere, Achten &
Lemahieu, 2008; Gössl et al., 2002; Lori et al., 2002)), in this section we suggest a framework
in which it is possible to realistically model specific neural fiber bundles, simulating both the
smooth transition between the actual white matter pathway and the surrounding tissue and
the partial volume effects caused by the possible contemporary presence of white matter, grey
matter and cerebrospinal fluid in one voxel.
We focus on generating a phantom of the corticospinal tract. Afterwards, we reconstruct the
modeled tract by means of a fiber tracking algorithm and make a quantitative analysis of the
algorithm’s accuracy. This information is used to estimate what an appropriate safety margin
around the tracked fibers should be and to analyze after which length the first fibers start to
leave the modeled fiber bundle. Lastly, we suggest an efficient algorithm to construct safety
hulls around the tracked fibers.

4.1 DTI Model Framework
In this section, we start by introducing the general framework that we use to generate the
diffusion tensor model. Next, we provide details on how we model different tissues and
white matter pathways. After an accuracy analysis of the employed fiber tracking algorithm,
we conclude by suggesting an algorithm to construct safety hulls around the tracked fibers.
In order to generate a synthetic tensor field, we start by computing a set a of diffusion-
weighted (DW) images (one image for each corresponding gradient direction). The diffusion-
weighted signal is modeled according to the CHARMED model proposed in (Assaf & Basser,
2005; Assaf et al., 2004). This model contains a hindered extra-axonal compartment as well
as a restricted intra-axonal compartment. We restrict ourselves to the hindered model, which
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Fig. 2. (a): An example slice of the white matter volume. (b): The grey matter volume. (c): The
cerebrospinal fluid volume.

gives rise to an effective diffusion tensor and primarily explains the Gaussian signal attenua-
tion observed at low b values. Let us denote the diffusion time by ∆ and set

q =
γgδ

2π

Here γ is the proton gyromagnetic ratio, g is the vector whose magnitude is the strength of
the applied diffusion gradient and whose direction is along the axis of the applied diffusion
gradient, δ is the width of the diffusion pulse gradient. In this case, the net signal attenuation
is given by

E(q, ∆) =
M

∑
i=1

f i
h · Ei

h(q, ∆) (1)

where the f i
h are the T2 weighted volume fractions of the hindered compartments, Ei

h(q, ∆)
is the normalized MR echo signal from the i-th hindered compartment in a voxel. The
CHARMED model assumes a cylindrically symmetric tensor model (λ1 �= λ2 = λ3) and de-
notes the diffusion coefficients parallel and perpendicular to the axon’s fiber by λ‖ and λ⊥
respectively. In similar manner, q may be written as q = q‖ + q⊥. For details on the compu-
tation of q‖ and q⊥ see (Assaf et al., 2004). Then Ei

h(q, ∆) is given by

Ei
h(q, ∆) = e−4π2(∆−(δ/3))|q‖|2λ‖ + e−4π2(∆−(δ/3))|q⊥|2λ⊥

It is known that noise in magnitude magnetic resonance data is Rician distributed (Gudb-
jartsson & Patz, 1995). As suggested in (Hahn et al., 2006), such noise distribution may be
simulated in the image by computing |E(q, ∆) + Ñ(0, σ2)|, where Ñ(0, σ2) is a Gaussian dis-
tributed complex variable with mean 0 and variance σ2. Using standard fitting procedures,
we use the DW images to compute the tensor valued image.

4.2 A Model based on Simulated Brain Data
Given the framework presented in Section 4.1, we need to specify the fractions of tissue
present in each voxel with the corresponding T2 and diffusion properties. To this end, we
build upon the BrainWeb project at McGill University (Bra, n.d.; Collins et al., 1998). The
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Fig. 3. (a): Example curve interpolating the control points {Pi} and forming the backbone of
the modeled fiber bundle. (b): Schematic representation of the main diffusion directions of
the tensors within the modeled fiber bundle.

BrainWeb project provides a dataset created by means of 27 low-noise scans (T1 weighted gra-
dient echo acquisitions with TR/TE/FA = 18ms/10ms/30◦) of the same individual, coregis-
tered in stereotaxic space where they were subsampled and intensity averaged (Holmes et al.,
1998). By means of a modified minimum-distance classifier, ten volumetric datasets that de-
fine the spatial distribution for different tissues were created. In these images, the voxel inten-
sity is proportional to the fraction of tissue within the voxel. In our model we make use of the
white matter, grey matter and cerebrospinal fluid volumes, an example slice of each volume
is shown in Fig. 2. The volumes are defined at a 1mm isotropic voxel grid, with dimensions
181×217×181 (XxYxZ). Other tissue volumes that might be included in our model in later
work include fat, skin, glial matter, and connective tissue.
To each fraction of tissue in a voxel we assign a main diffusion direction and the eigenvalues
of the cylindrically symmetric diffusion tensor. The resulting signal attenuation is then com-
puted according to Equation 1. For the above tissues, the average eigenvalues of the diffusion
tensors have been measured and reported in (Bhagat & Beaulieu, 2004; Partridge et al., 2004;
Pierpaoli et al., 1996), from which we derive the eigenvalues for our model written in Table 3.
In case we do not model one or more white matter tracts to go through a voxel V, we assign a

T2 (ms) λ‖ (10−4mm2/s) λ⊥ (10−4mm2/s)
White Matter 70 11.30±0.7 5.15±0.3
Grey Matter 83 9.90±0.4 7.05±0.3
Cerebrospinal Fluid 329 36.00±2.3 30.36±1.8

Table 3. T2 values and tensor eigenvalues used in the BrainWeb-based model for the different
tissues.

random main diffusion direction to each tissue portion present in V. However, we let the main
diffusion directions corresponding to a given tissue type vary smoothly in space, in order to
have, at least locally, a realistic change in tensor orientation.
Otherwise, if V has a white matter tissue portion and there are one or more fiber bundles going
through it, the main diffusion direction depends on these bundles. Details on the modeling of
fiber bundles and on setting the main diffusion direction are given in the following Section 4.3.

4.3 Modeling White Matter Pathways
In order to model a white matter pathway we start by defining a tuple of n control points
{Pi}i=1,...,n in R3 through which the fiber bundle should go. To obtain a smooth backbone of
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gives rise to an effective diffusion tensor and primarily explains the Gaussian signal attenua-
tion observed at low b values. Let us denote the diffusion time by ∆ and set

q =
γgδ

2π

Here γ is the proton gyromagnetic ratio, g is the vector whose magnitude is the strength of
the applied diffusion gradient and whose direction is along the axis of the applied diffusion
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is given by
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diffusion directions corresponding to a given tissue type vary smoothly in space, in order to
have, at least locally, a realistic change in tensor orientation.
Otherwise, if V has a white matter tissue portion and there are one or more fiber bundles going
through it, the main diffusion direction depends on these bundles. Details on the modeling of
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tributed complex variable with mean 0 and variance σ2. Using standard fitting procedures,
we use the DW images to compute the tensor valued image.

4.2 A Model based on Simulated Brain Data
Given the framework presented in Section 4.1, we need to specify the fractions of tissue
present in each voxel with the corresponding T2 and diffusion properties. To this end, we
build upon the BrainWeb project at McGill University (Bra, n.d.; Collins et al., 1998). The

(a) (b)

Fig. 3. (a): Example curve interpolating the control points {Pi} and forming the backbone of
the modeled fiber bundle. (b): Schematic representation of the main diffusion directions of
the tensors within the modeled fiber bundle.

BrainWeb project provides a dataset created by means of 27 low-noise scans (T1 weighted gra-
dient echo acquisitions with TR/TE/FA = 18ms/10ms/30◦) of the same individual, coregis-
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1998). By means of a modified minimum-distance classifier, ten volumetric datasets that de-
fine the spatial distribution for different tissues were created. In these images, the voxel inten-
sity is proportional to the fraction of tissue within the voxel. In our model we make use of the
white matter, grey matter and cerebrospinal fluid volumes, an example slice of each volume
is shown in Fig. 2. The volumes are defined at a 1mm isotropic voxel grid, with dimensions
181×217×181 (XxYxZ). Other tissue volumes that might be included in our model in later
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of the cylindrically symmetric diffusion tensor. The resulting signal attenuation is then com-
puted according to Equation 1. For the above tissues, the average eigenvalues of the diffusion
tensors have been measured and reported in (Bhagat & Beaulieu, 2004; Partridge et al., 2004;
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In case we do not model one or more white matter tracts to go through a voxel V, we assign a
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random main diffusion direction to each tissue portion present in V. However, we let the main
diffusion directions corresponding to a given tissue type vary smoothly in space, in order to
have, at least locally, a realistic change in tensor orientation.
Otherwise, if V has a white matter tissue portion and there are one or more fiber bundles going
through it, the main diffusion direction depends on these bundles. Details on the modeling of
fiber bundles and on setting the main diffusion direction are given in the following Section 4.3.

4.3 Modeling White Matter Pathways
In order to model a white matter pathway we start by defining a tuple of n control points
{Pi}i=1,...,n in R3 through which the fiber bundle should go. To obtain a smooth backbone of
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a fiber bundle from just a few control points, we perform cubic spline interpolation on {Pi}.
For simplicity we choose Catmull-Rom splines, which are defined by two points Pi, Pi+1 and
two tangent vectors Ti, Ti+1. The tangent vectors are computed by

Tj =
1
2
· (Tj+1 − Tj−1)

Then the evolution of the parametric curve si(t) = (xi(t), yi(t), zi(t))T with t ∈ [0, 1] and
connecting Pi and Pi+1 is given for example in x-dimension by

xi(t) =
(
t3 t2 t 1

)
·




2 −2 1 1
−3 3 −2 −1
0 0 1 0
1 0 0 0


 ·




Pix

Pi+1x

Tix

Ti+1x




and similarly in the other dimensions. Concatenating the different splines {si} we have a
differential 3D curve s connecting P1 to Pn. See Fig. 3(a) for an example curve.
Next, we resample the spline s at (small) equidistant t steps and obtain a final set of points
which we denote by {ri}i=1,...,N . As suggested in (Leemans et al., 2005), we define a piecewise
differential 3D space curve t(r), which is 1 if r is on the backbone of the fiber and 0 else. t(r)
is given by

t(r) =
N−1

∑
i=1

1∫

0

δ[r − (ri + α∆i)]dα

where δ denotes the Dirac-delta distribution and α is a parametrization variable. To model the
non-constant fiber density we convolve the fiber trajectory t(r) with a kernel k(r):

T(r) = t(r) ∗ k(r) =
N−1

∑
i=1

1∫

0

k[r − (ri + α∆i)]dα

︸ ︷︷ ︸
≡Ti(r)

Specifically we choose the saturated kernel

k(r) =
erf

(
w+2‖r‖

2
√

2σ

)
+ erf

(
w−2‖r‖

2
√

2σ

)

2 erf
(

w
2
√

2σ

)

where erf is the error function, the parameter w controls the width of the fiber bundle and σ
controls the variance of the Gaussian decay.
We set the percentage P(r) of white matter occupied by the fiber in the voxel at r by

P(r) =
T(r)

maxr∈R3 T(r)

The remaining white matter is modeled as having a random direction. In case there are several
fibers which contribute to a voxel, we generally proceed as above, with the difference that we
may have to rescale each contribution by the sum of all contributions, so that the latter sum is
less or equal to one (100%).

(a) (b) (c)

Fig. 4. (a): Cross section of the modeled corticospinal tract. The location of the tracked fibers
is shown as dots. The voxels recognized by the safety-hull algorithm as part of the fiber
bundle are overlayed in light blue. The parameters were Tdist = 4mm, TFA = 0.1, TBD = 0.07,
Tangle=3◦. (b): Safety hull rendered with the tracked fibers. (c): Detail of the computed safety
hull, showing its asymmetry with respect to the tracked fibers.

The main diffusion direction e1 of a fiber at r is computed as a weighted sum of the vector
lines ∆i:

e1(r) =
∑N−1

i=1 Ti(r)∆i∥∥∥∑N−1
i=1 Ti(r)∆i

∥∥∥
A schematic representation of the main diffusion directions of the tensors is given in Fig. 3(b).

4.4 Fiber Tracking Analysis
With the help of a physician having experience with DTI, we define the backbone of the right
corticospinal tract. It is initially defined by 18 points and the parameters for the convolution
kernel are w=12mm and σ=0.5. After resampling it consists of 968 points at a distance of
0.1mm. It is important to note that the thickness of a fiber bundle does not only depend on
the kernel width, but also on the actual presence of white matter in the different voxels. After
the fiber has been added to the model, we track it using the advection-diffusion based fiber
tracking algorithm presented in (Schlueter et al., 2005), see also Section 3. In our implemen-
tation, the resulting tracked fibers are represented by several linearly connected points. To
evaluate our algorithm, we compute the Hausdorff distance between one point of the spline-
interpolated fiber backbone and the points of the tracked fibers. Given that the fibers are sam-
pled densely enough, this distance provides a good approximation of the maximal distance
between the fibers in the model and those that are tracked.

4.5 An Algorithm to Compute Safety Hulls
In the previous sections we have suggested a way to generate DT software models of specific
neural fiber bundles and to analyze the error of the tracked fibers. We are now going to
suggest an efficient algorithm to better estimate the extent of a tracked fiber bundle. The
resulting data will be visualized my means of hulls around the tracked fibers, which we will
denote by “safety hulls”. We test our algorithm both on the BrainWeb-based phantom and
on the real magnetic resonance scans of a patient. The suggested algorithm to compute safety

On the Reliability of Diffusion Neuroimaging 11

a fiber bundle from just a few control points, we perform cubic spline interpolation on {Pi}.
For simplicity we choose Catmull-Rom splines, which are defined by two points Pi, Pi+1 and
two tangent vectors Ti, Ti+1. The tangent vectors are computed by

Tj =
1
2
· (Tj+1 − Tj−1)

Then the evolution of the parametric curve si(t) = (xi(t), yi(t), zi(t))T with t ∈ [0, 1] and
connecting Pi and Pi+1 is given for example in x-dimension by

xi(t) =
(
t3 t2 t 1

)
·




2 −2 1 1
−3 3 −2 −1
0 0 1 0
1 0 0 0


 ·




Pix

Pi+1x

Tix

Ti+1x




and similarly in the other dimensions. Concatenating the different splines {si} we have a
differential 3D curve s connecting P1 to Pn. See Fig. 3(a) for an example curve.
Next, we resample the spline s at (small) equidistant t steps and obtain a final set of points
which we denote by {ri}i=1,...,N . As suggested in (Leemans et al., 2005), we define a piecewise
differential 3D space curve t(r), which is 1 if r is on the backbone of the fiber and 0 else. t(r)
is given by

t(r) =
N−1

∑
i=1

1∫

0

δ[r − (ri + α∆i)]dα

where δ denotes the Dirac-delta distribution and α is a parametrization variable. To model the
non-constant fiber density we convolve the fiber trajectory t(r) with a kernel k(r):

T(r) = t(r) ∗ k(r) =
N−1

∑
i=1

1∫

0

k[r − (ri + α∆i)]dα

︸ ︷︷ ︸
≡Ti(r)

Specifically we choose the saturated kernel

k(r) =
erf

(
w+2‖r‖

2
√

2σ

)
+ erf

(
w−2‖r‖

2
√

2σ

)

2 erf
(

w
2
√

2σ

)

where erf is the error function, the parameter w controls the width of the fiber bundle and σ
controls the variance of the Gaussian decay.
We set the percentage P(r) of white matter occupied by the fiber in the voxel at r by

P(r) =
T(r)

maxr∈R3 T(r)

The remaining white matter is modeled as having a random direction. In case there are several
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is given by

t(r) =
N−1

∑
i=1

1∫

0

δ[r − (ri + α∆i)]dα

where δ denotes the Dirac-delta distribution and α is a parametrization variable. To model the
non-constant fiber density we convolve the fiber trajectory t(r) with a kernel k(r):

T(r) = t(r) ∗ k(r) =
N−1

∑
i=1

1∫

0
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Specifically we choose the saturated kernel
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where erf is the error function, the parameter w controls the width of the fiber bundle and σ
controls the variance of the Gaussian decay.
We set the percentage P(r) of white matter occupied by the fiber in the voxel at r by

P(r) =
T(r)

maxr∈R3 T(r)

The remaining white matter is modeled as having a random direction. In case there are several
fibers which contribute to a voxel, we generally proceed as above, with the difference that we
may have to rescale each contribution by the sum of all contributions, so that the latter sum is
less or equal to one (100%).

(a) (b) (c)

Fig. 4. (a): Cross section of the modeled corticospinal tract. The location of the tracked fibers
is shown as dots. The voxels recognized by the safety-hull algorithm as part of the fiber
bundle are overlayed in light blue. The parameters were Tdist = 4mm, TFA = 0.1, TBD = 0.07,
Tangle=3◦. (b): Safety hull rendered with the tracked fibers. (c): Detail of the computed safety
hull, showing its asymmetry with respect to the tracked fibers.

The main diffusion direction e1 of a fiber at r is computed as a weighted sum of the vector
lines ∆i:

e1(r) =
∑N−1

i=1 Ti(r)∆i∥∥∥∑N−1
i=1 Ti(r)∆i

∥∥∥
A schematic representation of the main diffusion directions of the tensors is given in Fig. 3(b).

4.4 Fiber Tracking Analysis
With the help of a physician having experience with DTI, we define the backbone of the right
corticospinal tract. It is initially defined by 18 points and the parameters for the convolution
kernel are w=12mm and σ=0.5. After resampling it consists of 968 points at a distance of
0.1mm. It is important to note that the thickness of a fiber bundle does not only depend on
the kernel width, but also on the actual presence of white matter in the different voxels. After
the fiber has been added to the model, we track it using the advection-diffusion based fiber
tracking algorithm presented in (Schlueter et al., 2005), see also Section 3. In our implemen-
tation, the resulting tracked fibers are represented by several linearly connected points. To
evaluate our algorithm, we compute the Hausdorff distance between one point of the spline-
interpolated fiber backbone and the points of the tracked fibers. Given that the fibers are sam-
pled densely enough, this distance provides a good approximation of the maximal distance
between the fibers in the model and those that are tracked.

4.5 An Algorithm to Compute Safety Hulls
In the previous sections we have suggested a way to generate DT software models of specific
neural fiber bundles and to analyze the error of the tracked fibers. We are now going to
suggest an efficient algorithm to better estimate the extent of a tracked fiber bundle. The
resulting data will be visualized my means of hulls around the tracked fibers, which we will
denote by “safety hulls”. We test our algorithm both on the BrainWeb-based phantom and
on the real magnetic resonance scans of a patient. The suggested algorithm to compute safety
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fibers which contribute to a voxel, we generally proceed as above, with the difference that we
may have to rescale each contribution by the sum of all contributions, so that the latter sum is
less or equal to one (100%).

(a) (b) (c)

Fig. 4. (a): Cross section of the modeled corticospinal tract. The location of the tracked fibers
is shown as dots. The voxels recognized by the safety-hull algorithm as part of the fiber
bundle are overlayed in light blue. The parameters were Tdist = 4mm, TFA = 0.1, TBD = 0.07,
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A schematic representation of the main diffusion directions of the tensors is given in Fig. 3(b).
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With the help of a physician having experience with DTI, we define the backbone of the right
corticospinal tract. It is initially defined by 18 points and the parameters for the convolution
kernel are w=12mm and σ=0.5. After resampling it consists of 968 points at a distance of
0.1mm. It is important to note that the thickness of a fiber bundle does not only depend on
the kernel width, but also on the actual presence of white matter in the different voxels. After
the fiber has been added to the model, we track it using the advection-diffusion based fiber
tracking algorithm presented in (Schlueter et al., 2005), see also Section 3. In our implemen-
tation, the resulting tracked fibers are represented by several linearly connected points. To
evaluate our algorithm, we compute the Hausdorff distance between one point of the spline-
interpolated fiber backbone and the points of the tracked fibers. Given that the fibers are sam-
pled densely enough, this distance provides a good approximation of the maximal distance
between the fibers in the model and those that are tracked.

4.5 An Algorithm to Compute Safety Hulls
In the previous sections we have suggested a way to generate DT software models of specific
neural fiber bundles and to analyze the error of the tracked fibers. We are now going to
suggest an efficient algorithm to better estimate the extent of a tracked fiber bundle. The
resulting data will be visualized my means of hulls around the tracked fibers, which we will
denote by “safety hulls”. We test our algorithm both on the BrainWeb-based phantom and
on the real magnetic resonance scans of a patient. The suggested algorithm to compute safety
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Fig. 5. Maximum distance between tracked fibers and modeled fiber bundle backbone.

hulls basically relies on dilating the tracked fibers if several threshold conditions are met. The
algorithm proceeds as follows:

• Sample the tracked fibers and mark the image-voxels in which the sampled points lie.
We will denote this set of voxels by {Vi}.

• For each voxel V ∈ {Vi} search in a n×n×n box centered at V. Out of this search box,
mark a voxel Ṽ if it satisfies the following threshold conditions:

– The distance between V and Ṽ should be smaller than Tdist.

– The difference in FA between V and Ṽ should be smaller than TFA.

– The difference in bulk diffusivity (BD) between V and Ṽ should be smaller than
TBD.

– The angle between the main diffusion directions of V and Ṽ should be smaller
than Tangle.

We will denote the resulting larger set of Voxels by {Ṽ}j.

• Denoising step: do a connected-component analysis on {Ṽ}j and discard groups of
voxels smaller than a predefined volume .

• For visualization purposes, fit a smooth surface to the resulting voxel set, giving the
desired safety hulls.

In our inclusion criterion, the BD threshold is mainly used to differentiate between cere-
brospinal fluid, tumor tissue, and regions of white or grey matter. On the other hand, FA
has been shown to be highly heterogeneous in normal brain parenchyma and may be used
as a criterion to differentiate between different white matter tracts. For measurements of ten-
sor eigenvalues in the different brain regions and a detailed analysis we refer to (Bhagat &
Beaulieu, 2004; Partridge et al., 2004; Pierpaoli et al., 1996). As far as the connected-component
analysis step of the algorithm is concerned, we make use of 6-connectivity in 3D and discard
groups of voxels with a volume smaller than 50ml.

Fig. 6. Left: Tracked corticospinal tract of a tumor patient. The segmented tumor is shown in
red. Right: Example visualization how margin around fibers can be visualized.

4.6 Results
The remaining parameters used to compute the diffusion weighted images according to Equa-
tion 1 are reported in Table 4. We select a region at the level of the internal capsule to start

Default value
voxel size 1×1×1 mm3

number of gradients 6
gradient strength 20 T/m
diffusion time 40 msec
pulse width 35 msec
gyromagnetic ratio 2.675 · 108 rad/sT
thermal noise variance 100
fiber tracking step length 1 mm

Table 4. Parameters used to compute the signal attenuation.

the tracking of the corticospinal tract. After the tracking, fibers which are obviously not part
of the corticospinal tract are excluded from the result. Fig. 5 shows the tracked fibers and
the distance plot. More in detail, the plot shows on one hand the maximum distance between
fiber backbone and tracked fibers, on the other the minimum distance between fibers correctly
tracked inside the bundle and the border of the bundle model (note that in the midbrain the
latter distance may also be constrained by the actual presence of white matter).
We observe that fibers are tracked correctly inside the modeled fiber bundle between 3.5 and
48mm. Given that the fiber tracking seed was close to 25mm, this indicates that after a distance
of approximately 20mm the first fibers leave the modeled bundle. When fibers are tracked
correctly inside the bundle, the maximum distance to the fiber bundle border varies between
2 and 3mm, which this experiment indicates to be an appropriate safety margin. We start by
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TBD.

– The angle between the main diffusion directions of V and Ṽ should be smaller
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Fig. 7. The graph-based approach for estimating the boundary of fiber bundles, shown in
Section 5, determines evaluation points around the calculated centerline of the bundle.

testing the safety hull generating algorithm on the tracked corticospinal tract from Section 4.2.
The resulting hull is shown in Fig. 4. Particularly, from Fig. 4(c) we notice the asymmetry
of the safety hull with respect to the tracked fibers. Finally, we test the algorithm on a real
magnetic resonance dataset of a tumor patient (diffusion weighted images with TR/TE/FA=
6400ms/91ms/90◦, voxel size is 2.5mm isotropic). The runtime of the algorithm was a few
seconds on a QuadCore personal computer. Fig. 6 shows an example visualization how the
safety hulls could be visualized.

4.7 Discussion
In this section, we have described the creation of realistic DTI software models. These can be
used as ground truth to test various fiber tracking algorithms. A first quantitative analysis of
the advection-diffusion based fiber tracking algorithm suggests that, in the considered exper-
iment, the first fibers leave the modeled bundle after approximately 20mm and that a safety
margin of 2-3mm seems appropriate. Future work includes analyzing the precision of the
algorithm in the presence of kissing or crossing fibers. We would also like to systematically
analyze how precision varies in relation with the underlying image data (testing different val-
ues for image noise or artifacts, thickness of the fiber bundle, fractional anisotropy of the ten-
sors) or in relation with fiber tracking parameters (such as step length, density of seed points).
Moreover, fiber tracking results should be compared with those of other approaches, such as
for example probabilistic ones. In the following Section 4.5, we suggested an algorithm to es-
timate the extent of a fiber bundle based on the tracked fibers and the underlying image data.
The algorithm basically relies on dilating the tracked fibers if threshold conditions on voxel
distance, FA, BD, and main diffusion direction difference are met. Results are visualized as
semi-transparent hulls around the tracked fibers. The algorithm was tested both on one of our
DTI phantoms and on a real magnetic resonance dataset. As with every parameter-dependent
algorithm, the question of the optimal set of parameters arises, which shall be dealt with in
the future. Ultimately, this work should help clinicians in better understanding the precision
of generated fiber tracking results.

Fig. 8. Graph construction by unfolding of planes.

5. A Graph-based Approach for Boundary Estimation

Besides fiber tracking there are other approaches for fiber bundle segmentation and boundary
estimation like volume growing (Merhof et al., 2005) or a graph-based min-cut segmentation
depending on fractional anisotropy maps that will be discussed in the following section.
The segmentation starts with the choice of the fiber bundle for segmentation described by two
manually placed regions of interest (ROIs) as start and end of the segmentation result. With
the help of deflection based fiber tracking only tracked fibers within both ROIs are kept and
cropped at the ROIs. Based on the resulting fibers a centerline of the fiber bundle is calculated
like described by (Klein et al., 2007).
After the centerline calculation a set of evaluation points is created in the centerline’s sur-
rounding like shown in Fig. 7.
Therefore, the centerline is sampled at n points pi, i ∈ [1..n]. For each of these point a plane
upright to the local centerlines direction, given by pi+1 − pi for i ∈ [1..n − 1] and pn − pn−1
for i = n, is calculated. Within each of these planes l rays are sent out radially. Each ray is
then sampled at m points with distance d between each of them. Each of this points is labeled
with vi,j,k where i ∈ [1..n] describes the plane, j ∈ [1..l] describes the ray within the plane and
k ∈ [1..m] describes the evaluation point along the ray within the plane.
For the construction of the directed graph G = (V, E) the sampled planes are now unfolded
in clockwise direction beginning with the ray at 12 o’clock like shown in Fig. 8 according
to (Egger et al., 2009; 2008; Li et al., 2004a;b; 2006; Wu & Chen, 2002).
The set of nodes consists of all evaluation points vi,j,k (i ∈ [1..n], j ∈ [1..l], k ∈ [1..m]) and two
additional nodes vsink and vsource. The construction of weighted edges consists of different
steps and is partly based on a cost function c(vi,j,k) for every node vi,j,k. The used scalar cost
function c(vi,j,k) is derived from the scalar fractional anisotropy maps of the underlying tensor
data:

1. set E1 of ∞-weighted edges along a single ray:
E1 = {(vi,j,k, vi,j,k−1) | i ∈ [1..n], j ∈ [1..l], k ∈ [2..m]}

2. set E2 = E2A ∪ E2B ∪ E2C ∪ E2D of ∞-weighted edges between neighbored rays within
a plane:
E2A = {(vi,j,k, vi,j+1,max(0,k−∆x)) | i ∈ [1..n], j ∈ [1..l − 1], k ∈ [1..m]}
E2B = {(vi,j,k, vi,j−1,max(0,k−∆x)) | i ∈ [1..n], j ∈ [2..l], k ∈ [1..m]}
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Fig. 7. The graph-based approach for estimating the boundary of fiber bundles, shown in
Section 5, determines evaluation points around the calculated centerline of the bundle.

testing the safety hull generating algorithm on the tracked corticospinal tract from Section 4.2.
The resulting hull is shown in Fig. 4. Particularly, from Fig. 4(c) we notice the asymmetry
of the safety hull with respect to the tracked fibers. Finally, we test the algorithm on a real
magnetic resonance dataset of a tumor patient (diffusion weighted images with TR/TE/FA=
6400ms/91ms/90◦, voxel size is 2.5mm isotropic). The runtime of the algorithm was a few
seconds on a QuadCore personal computer. Fig. 6 shows an example visualization how the
safety hulls could be visualized.

4.7 Discussion
In this section, we have described the creation of realistic DTI software models. These can be
used as ground truth to test various fiber tracking algorithms. A first quantitative analysis of
the advection-diffusion based fiber tracking algorithm suggests that, in the considered exper-
iment, the first fibers leave the modeled bundle after approximately 20mm and that a safety
margin of 2-3mm seems appropriate. Future work includes analyzing the precision of the
algorithm in the presence of kissing or crossing fibers. We would also like to systematically
analyze how precision varies in relation with the underlying image data (testing different val-
ues for image noise or artifacts, thickness of the fiber bundle, fractional anisotropy of the ten-
sors) or in relation with fiber tracking parameters (such as step length, density of seed points).
Moreover, fiber tracking results should be compared with those of other approaches, such as
for example probabilistic ones. In the following Section 4.5, we suggested an algorithm to es-
timate the extent of a fiber bundle based on the tracked fibers and the underlying image data.
The algorithm basically relies on dilating the tracked fibers if threshold conditions on voxel
distance, FA, BD, and main diffusion direction difference are met. Results are visualized as
semi-transparent hulls around the tracked fibers. The algorithm was tested both on one of our
DTI phantoms and on a real magnetic resonance dataset. As with every parameter-dependent
algorithm, the question of the optimal set of parameters arises, which shall be dealt with in
the future. Ultimately, this work should help clinicians in better understanding the precision
of generated fiber tracking results.

Fig. 8. Graph construction by unfolding of planes.

5. A Graph-based Approach for Boundary Estimation

Besides fiber tracking there are other approaches for fiber bundle segmentation and boundary
estimation like volume growing (Merhof et al., 2005) or a graph-based min-cut segmentation
depending on fractional anisotropy maps that will be discussed in the following section.
The segmentation starts with the choice of the fiber bundle for segmentation described by two
manually placed regions of interest (ROIs) as start and end of the segmentation result. With
the help of deflection based fiber tracking only tracked fibers within both ROIs are kept and
cropped at the ROIs. Based on the resulting fibers a centerline of the fiber bundle is calculated
like described by (Klein et al., 2007).
After the centerline calculation a set of evaluation points is created in the centerline’s sur-
rounding like shown in Fig. 7.
Therefore, the centerline is sampled at n points pi, i ∈ [1..n]. For each of these point a plane
upright to the local centerlines direction, given by pi+1 − pi for i ∈ [1..n − 1] and pn − pn−1
for i = n, is calculated. Within each of these planes l rays are sent out radially. Each ray is
then sampled at m points with distance d between each of them. Each of this points is labeled
with vi,j,k where i ∈ [1..n] describes the plane, j ∈ [1..l] describes the ray within the plane and
k ∈ [1..m] describes the evaluation point along the ray within the plane.
For the construction of the directed graph G = (V, E) the sampled planes are now unfolded
in clockwise direction beginning with the ray at 12 o’clock like shown in Fig. 8 according
to (Egger et al., 2009; 2008; Li et al., 2004a;b; 2006; Wu & Chen, 2002).
The set of nodes consists of all evaluation points vi,j,k (i ∈ [1..n], j ∈ [1..l], k ∈ [1..m]) and two
additional nodes vsink and vsource. The construction of weighted edges consists of different
steps and is partly based on a cost function c(vi,j,k) for every node vi,j,k. The used scalar cost
function c(vi,j,k) is derived from the scalar fractional anisotropy maps of the underlying tensor
data:

1. set E1 of ∞-weighted edges along a single ray:
E1 = {(vi,j,k, vi,j,k−1) | i ∈ [1..n], j ∈ [1..l], k ∈ [2..m]}

2. set E2 = E2A ∪ E2B ∪ E2C ∪ E2D of ∞-weighted edges between neighbored rays within
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Fig. 7. The graph-based approach for estimating the boundary of fiber bundles, shown in
Section 5, determines evaluation points around the calculated centerline of the bundle.

testing the safety hull generating algorithm on the tracked corticospinal tract from Section 4.2.
The resulting hull is shown in Fig. 4. Particularly, from Fig. 4(c) we notice the asymmetry
of the safety hull with respect to the tracked fibers. Finally, we test the algorithm on a real
magnetic resonance dataset of a tumor patient (diffusion weighted images with TR/TE/FA=
6400ms/91ms/90◦, voxel size is 2.5mm isotropic). The runtime of the algorithm was a few
seconds on a QuadCore personal computer. Fig. 6 shows an example visualization how the
safety hulls could be visualized.

4.7 Discussion
In this section, we have described the creation of realistic DTI software models. These can be
used as ground truth to test various fiber tracking algorithms. A first quantitative analysis of
the advection-diffusion based fiber tracking algorithm suggests that, in the considered exper-
iment, the first fibers leave the modeled bundle after approximately 20mm and that a safety
margin of 2-3mm seems appropriate. Future work includes analyzing the precision of the
algorithm in the presence of kissing or crossing fibers. We would also like to systematically
analyze how precision varies in relation with the underlying image data (testing different val-
ues for image noise or artifacts, thickness of the fiber bundle, fractional anisotropy of the ten-
sors) or in relation with fiber tracking parameters (such as step length, density of seed points).
Moreover, fiber tracking results should be compared with those of other approaches, such as
for example probabilistic ones. In the following Section 4.5, we suggested an algorithm to es-
timate the extent of a fiber bundle based on the tracked fibers and the underlying image data.
The algorithm basically relies on dilating the tracked fibers if threshold conditions on voxel
distance, FA, BD, and main diffusion direction difference are met. Results are visualized as
semi-transparent hulls around the tracked fibers. The algorithm was tested both on one of our
DTI phantoms and on a real magnetic resonance dataset. As with every parameter-dependent
algorithm, the question of the optimal set of parameters arises, which shall be dealt with in
the future. Ultimately, this work should help clinicians in better understanding the precision
of generated fiber tracking results.

Fig. 8. Graph construction by unfolding of planes.

5. A Graph-based Approach for Boundary Estimation

Besides fiber tracking there are other approaches for fiber bundle segmentation and boundary
estimation like volume growing (Merhof et al., 2005) or a graph-based min-cut segmentation
depending on fractional anisotropy maps that will be discussed in the following section.
The segmentation starts with the choice of the fiber bundle for segmentation described by two
manually placed regions of interest (ROIs) as start and end of the segmentation result. With
the help of deflection based fiber tracking only tracked fibers within both ROIs are kept and
cropped at the ROIs. Based on the resulting fibers a centerline of the fiber bundle is calculated
like described by (Klein et al., 2007).
After the centerline calculation a set of evaluation points is created in the centerline’s sur-
rounding like shown in Fig. 7.
Therefore, the centerline is sampled at n points pi, i ∈ [1..n]. For each of these point a plane
upright to the local centerlines direction, given by pi+1 − pi for i ∈ [1..n − 1] and pn − pn−1
for i = n, is calculated. Within each of these planes l rays are sent out radially. Each ray is
then sampled at m points with distance d between each of them. Each of this points is labeled
with vi,j,k where i ∈ [1..n] describes the plane, j ∈ [1..l] describes the ray within the plane and
k ∈ [1..m] describes the evaluation point along the ray within the plane.
For the construction of the directed graph G = (V, E) the sampled planes are now unfolded
in clockwise direction beginning with the ray at 12 o’clock like shown in Fig. 8 according
to (Egger et al., 2009; 2008; Li et al., 2004a;b; 2006; Wu & Chen, 2002).
The set of nodes consists of all evaluation points vi,j,k (i ∈ [1..n], j ∈ [1..l], k ∈ [1..m]) and two
additional nodes vsink and vsource. The construction of weighted edges consists of different
steps and is partly based on a cost function c(vi,j,k) for every node vi,j,k. The used scalar cost
function c(vi,j,k) is derived from the scalar fractional anisotropy maps of the underlying tensor
data:

1. set E1 of ∞-weighted edges along a single ray:
E1 = {(vi,j,k, vi,j,k−1) | i ∈ [1..n], j ∈ [1..l], k ∈ [2..m]}

2. set E2 = E2A ∪ E2B ∪ E2C ∪ E2D of ∞-weighted edges between neighbored rays within
a plane:
E2A = {(vi,j,k, vi,j+1,max(0,k−∆x)) | i ∈ [1..n], j ∈ [1..l − 1], k ∈ [1..m]}
E2B = {(vi,j,k, vi,j−1,max(0,k−∆x)) | i ∈ [1..n], j ∈ [2..l], k ∈ [1..m]}
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the help of deflection based fiber tracking only tracked fibers within both ROIs are kept and
cropped at the ROIs. Based on the resulting fibers a centerline of the fiber bundle is calculated
like described by (Klein et al., 2007).
After the centerline calculation a set of evaluation points is created in the centerline’s sur-
rounding like shown in Fig. 7.
Therefore, the centerline is sampled at n points pi, i ∈ [1..n]. For each of these point a plane
upright to the local centerlines direction, given by pi+1 − pi for i ∈ [1..n − 1] and pn − pn−1
for i = n, is calculated. Within each of these planes l rays are sent out radially. Each ray is
then sampled at m points with distance d between each of them. Each of this points is labeled
with vi,j,k where i ∈ [1..n] describes the plane, j ∈ [1..l] describes the ray within the plane and
k ∈ [1..m] describes the evaluation point along the ray within the plane.
For the construction of the directed graph G = (V, E) the sampled planes are now unfolded
in clockwise direction beginning with the ray at 12 o’clock like shown in Fig. 8 according
to (Egger et al., 2009; 2008; Li et al., 2004a;b; 2006; Wu & Chen, 2002).
The set of nodes consists of all evaluation points vi,j,k (i ∈ [1..n], j ∈ [1..l], k ∈ [1..m]) and two
additional nodes vsink and vsource. The construction of weighted edges consists of different
steps and is partly based on a cost function c(vi,j,k) for every node vi,j,k. The used scalar cost
function c(vi,j,k) is derived from the scalar fractional anisotropy maps of the underlying tensor
data:

1. set E1 of ∞-weighted edges along a single ray:
E1 = {(vi,j,k, vi,j,k−1) | i ∈ [1..n], j ∈ [1..l], k ∈ [2..m]}

2. set E2 = E2A ∪ E2B ∪ E2C ∪ E2D of ∞-weighted edges between neighbored rays within
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Fig. 9. Triangulation scheme for two neighbored evaluation planes.

E2C = {(vi,1,k, vi,l,max(0,k−∆x)) | i ∈ [1..n], k ∈ [1..m]}
E2D = {(vi,l,k, vi,0,max(0,k−∆x)) | i ∈ [1..n], k ∈ [1..m]}

3. set E3 = E3A ∪ E3B of ∞-weighted edges between neighbored planes:
E3A = {(vi,j,k, vi+1,j,max(0,k−∆z)) | i ∈ [1..n − 1], j ∈ [1..l], k ∈ [1..m]}
E3B = {(vi,j,k, vi−1,j,max(0,k−∆z)) | i ∈ [2..n], j ∈ [1..l], k ∈ [1..m]}

4. set Est = Esource1 ∪ Esource2 ∪ Esink1 ∪ Esink2 of individually w-weighted edges to source
and sink:
Esource1 = {(vi,j,1, vsource) | i ∈ [1..n], j ∈ [1..l]} with w(i, j, 1) = c(i, j, 1)
Esink1 = {(vi,j,m, vsink) | i ∈ [1..n], j ∈ [1..l]} with w(i, j, m) = c(i, j, m)
Esource2 = {(vi,j,k, vsource) | i ∈ [1..n], j ∈ [1..l], k ∈ [2..m − 1], c(vi,j,k)− c(vi,j,k−1) ≥ 0}
with w(i, j, k) = |c(vi,j,k)− c(vi,j,k−1)|
Esink2 = {(vi,j,k, vsink) | i ∈ [1..n], j ∈ [1..l], k ∈ [2..m − 1], c(vi,j,k)− c(vi,j,k−1) < 0} with
w(i, j, k) = |c(vi,j,k)− c(vi,j,k−1)|

The edges along the single rays ensure that all nodes below the surface are included to form
a closed set. Thereby the interior of the fiber bundle can be separated form the exterior. The
edges connecting different rays and planes constrain the set of possible segmentations. The
two parameters ∆x and ∆z used for edge construction (see E2 and E3) enforce smoothness and
stiffness of the result. The greater the parameters get, the greater is the number of possible
segmentations.
After the graph construction, the minimal cost closed set is computed on the graph via a
polynomial time s-t-cut (Boykov & Kolmogorov, 2001), creating an optimal segmentation of
the fiber bundle, delivering a point set containing a boundary point for each ray of each plane.
For comparison and evaluation a closed surface/volume of the segmented fiber bundle is
needed. Due to the ordering of the point set given by the ordered construction of planes and
rays, the point cloud can be triangulated easily. Therefore, neighbored contour point sets are
triangulated like shown in Fig. 9. For volume construction the triangulated surface can be
voxelized.

Fig. 10. Samples of an ODF visualization. The colors encode the directions, green: ante-
rior/posterior, blue: cranial/caudal, red: lateral.

With the help of this surface/volume construction a comparison with other segmentation al-
gorithms is possible. Also the evaluation of segmentation quality becomes possible by the
use of phantoms with defined fiber tracts and corresponding masks for comparison like done
in (Bauer et al., 2010) for example with the help of the Dice Similarity Coefficient (Zou et al.,
2004).

6. Visualizing the Fiber Orientation Distribution Function

DTI does not provide a good basis for resolving fiber crossings or fiber kissings within a cer-
tain voxel due to underlying tensor model. Advanced approaches like q-space imaging may
overcome this problem, however, the corresponding acquisition technique needs large field
gradients and time-consuming sampling steps. Thus, these approaches are rarely used for
clinical tasks. Q-Ball imaging (Tuch, 2004) tries to overcome this problem and reconstructs
the HARDI signal model independently. Instead of minimizing a function of variables aris-
ing from a model, the orientation distribution function (ODF) is calculated directly from the
signal by a Fourier transformation and a projection, which is actually approximated by the
Funk-Radon-transform. The correct calculation assumes a gradient which approximates a δ
-distribution in time. Another possibility to reconstruct the ODF model-independently is to
use spherical deconvolution (Tournier et al., 2004).
Fig. 10 shows ODF visualizations which may support the clinicians by assessing the uncer-
tainty in the data and the fiber tracking algorithm. Because of not knowing the value of the
ODF between the evaluated directions it is rather difficult to visualize the ODF as a surface
without calculating many reconstruction points.
Our basic idea for visualizing an ODF is to map the reconstruction points to spherical coordi-
nates by (ϕ, θ) ∈ [0, 2π]× [0, π], which are afterwards inserted into a quadtree. The geometry
of the quadtree can be used to build up a triangulation where the triangulation is refined at
points with a high curvature of the corresponding surface. For that purpose, we split the quad
tree according to the geodesic distances of two inserted reconstruction points on the sphere.
Then, the algorithm can be formulated as follows:

1. Transform all reconstruction points in spherical coordinates via φ : S2 →
R3, (x, y, z) �→

(
cos−1 (z/r) , atan2 (y, x) , 0

)
, where r :=

√
x2 + y2 + z2 and S2 :={

(x, y, z) ∈ R3 :
√

x2 + y2 + z2 = 1
}
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The edges along the single rays ensure that all nodes below the surface are included to form
a closed set. Thereby the interior of the fiber bundle can be separated form the exterior. The
edges connecting different rays and planes constrain the set of possible segmentations. The
two parameters ∆x and ∆z used for edge construction (see E2 and E3) enforce smoothness and
stiffness of the result. The greater the parameters get, the greater is the number of possible
segmentations.
After the graph construction, the minimal cost closed set is computed on the graph via a
polynomial time s-t-cut (Boykov & Kolmogorov, 2001), creating an optimal segmentation of
the fiber bundle, delivering a point set containing a boundary point for each ray of each plane.
For comparison and evaluation a closed surface/volume of the segmented fiber bundle is
needed. Due to the ordering of the point set given by the ordered construction of planes and
rays, the point cloud can be triangulated easily. Therefore, neighbored contour point sets are
triangulated like shown in Fig. 9. For volume construction the triangulated surface can be
voxelized.
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With the help of this surface/volume construction a comparison with other segmentation al-
gorithms is possible. Also the evaluation of segmentation quality becomes possible by the
use of phantoms with defined fiber tracts and corresponding masks for comparison like done
in (Bauer et al., 2010) for example with the help of the Dice Similarity Coefficient (Zou et al.,
2004).

6. Visualizing the Fiber Orientation Distribution Function

DTI does not provide a good basis for resolving fiber crossings or fiber kissings within a cer-
tain voxel due to underlying tensor model. Advanced approaches like q-space imaging may
overcome this problem, however, the corresponding acquisition technique needs large field
gradients and time-consuming sampling steps. Thus, these approaches are rarely used for
clinical tasks. Q-Ball imaging (Tuch, 2004) tries to overcome this problem and reconstructs
the HARDI signal model independently. Instead of minimizing a function of variables aris-
ing from a model, the orientation distribution function (ODF) is calculated directly from the
signal by a Fourier transformation and a projection, which is actually approximated by the
Funk-Radon-transform. The correct calculation assumes a gradient which approximates a δ
-distribution in time. Another possibility to reconstruct the ODF model-independently is to
use spherical deconvolution (Tournier et al., 2004).
Fig. 10 shows ODF visualizations which may support the clinicians by assessing the uncer-
tainty in the data and the fiber tracking algorithm. Because of not knowing the value of the
ODF between the evaluated directions it is rather difficult to visualize the ODF as a surface
without calculating many reconstruction points.
Our basic idea for visualizing an ODF is to map the reconstruction points to spherical coordi-
nates by (ϕ, θ) ∈ [0, 2π]× [0, π], which are afterwards inserted into a quadtree. The geometry
of the quadtree can be used to build up a triangulation where the triangulation is refined at
points with a high curvature of the corresponding surface. For that purpose, we split the quad
tree according to the geodesic distances of two inserted reconstruction points on the sphere.
Then, the algorithm can be formulated as follows:

1. Transform all reconstruction points in spherical coordinates via φ : S2 →
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needed. Due to the ordering of the point set given by the ordered construction of planes and
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voxelized.
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With the help of this surface/volume construction a comparison with other segmentation al-
gorithms is possible. Also the evaluation of segmentation quality becomes possible by the
use of phantoms with defined fiber tracts and corresponding masks for comparison like done
in (Bauer et al., 2010) for example with the help of the Dice Similarity Coefficient (Zou et al.,
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overcome this problem, however, the corresponding acquisition technique needs large field
gradients and time-consuming sampling steps. Thus, these approaches are rarely used for
clinical tasks. Q-Ball imaging (Tuch, 2004) tries to overcome this problem and reconstructs
the HARDI signal model independently. Instead of minimizing a function of variables aris-
ing from a model, the orientation distribution function (ODF) is calculated directly from the
signal by a Fourier transformation and a projection, which is actually approximated by the
Funk-Radon-transform. The correct calculation assumes a gradient which approximates a δ
-distribution in time. Another possibility to reconstruct the ODF model-independently is to
use spherical deconvolution (Tournier et al., 2004).
Fig. 10 shows ODF visualizations which may support the clinicians by assessing the uncer-
tainty in the data and the fiber tracking algorithm. Because of not knowing the value of the
ODF between the evaluated directions it is rather difficult to visualize the ODF as a surface
without calculating many reconstruction points.
Our basic idea for visualizing an ODF is to map the reconstruction points to spherical coordi-
nates by (ϕ, θ) ∈ [0, 2π]× [0, π], which are afterwards inserted into a quadtree. The geometry
of the quadtree can be used to build up a triangulation where the triangulation is refined at
points with a high curvature of the corresponding surface. For that purpose, we split the quad
tree according to the geodesic distances of two inserted reconstruction points on the sphere.
Then, the algorithm can be formulated as follows:
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Esource1 = {(vi,j,1, vsource) | i ∈ [1..n], j ∈ [1..l]} with w(i, j, 1) = c(i, j, 1)
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The edges along the single rays ensure that all nodes below the surface are included to form
a closed set. Thereby the interior of the fiber bundle can be separated form the exterior. The
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Fig. 10. Samples of an ODF visualization. The colors encode the directions, green: ante-
rior/posterior, blue: cranial/caudal, red: lateral.
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points with a high curvature of the corresponding surface. For that purpose, we split the quad
tree according to the geodesic distances of two inserted reconstruction points on the sphere.
Then, the algorithm can be formulated as follows:

1. Transform all reconstruction points in spherical coordinates via φ : S2 →
R3, (x, y, z) �→

(
cos−1 (z/r) , atan2 (y, x) , 0

)
, where r :=

√
x2 + y2 + z2 and S2 :={

(x, y, z) ∈ R3 :
√

x2 + y2 + z2 = 1
}
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Fig. 11. Axial slice through the corpus callosum. The uncertainty of the fiber reconstruc-
tion can be assessed by visualizing the fiber orientation distribution function (fODF), which
is a probability distribution on a sphere. The colors encode the directions, green: ante-
rior/posterior, blue: cranial/caudal, red: lateral.

Fig. 12. Quad tree containing the adaptive triangulation of the plane. The cross marks an
inserted direction. ϕ is on the x-axis and θ on the y-axis.

2. Insert the reconstruction points di which have a diffusion which is more than σ away
from the mean. Insertion means setting the z-component to the odf’s value

3. Split the quad tree recursively until the bounding volumes have satisfied an error con-
dition (this is in general a function ε (d1, δi, ...dn, δn) �→ R+, where δi is the distance of
the quad to the inserted direction di. For computing the distance, we use the minima
of geodesic distances of the vertices and the mid point to the inserted reconstruction
point.

4. Insert additional vertices to avoid visual artifacts. This is done if a neighbor bounding
volume has been split more often.

5. Map the plane to a sphere via φ−1 (θ, ϕ, r) �→ r (cos ϕ sin θ, sin ϕ sin θ, cosθ)

Using this algorithm, which considers the metric of a sphere, the splitting leads to a good
triangulation, also for small radii (small diffusion).

7. Conclusion

Technical challenges like improved spatial resolution, whole brain coverage, signal to noise
ratio, or magnetic susceptibility artifacts constitute the basis for reliable quantification tech-
niques in diffusion neuroimaging. For example, high-resolution 3D imaging sequences facili-
tated by parallel imaging will strongly contribute towards quantitative reliability. Still, in most
cases, partial volume modeling will be key to yield highly reliable quantitative measurements
due to the complexity or small spatial extent of both anatomical features and pathological al-
terations. For example, there is increasing evidence that subtle or even significant gray matter
alterations play an important role in MS pathology (Zivadinov & Cox, 2007). Furthermore,
preprocessing algorithms for registration, regularization, or outlier rejection are substantial
influencing factors.
In the case of quantitative DTI, the assumption of a Gaussian diffusion process may not be
adequate in areas of complex fiber structures like crossing or kissing fibers not only for fiber
reconstruction but also for quantitative assessment. This problem has recently been addressed
by multiple-compartment models, diffusion spectrum imaging, spherical deconvolution and
persistent angular structure MRI (PAS-MRI), where higher order tensors or probability dis-
tributions describe the actual diffusion process. (Assaf et al., 2002) have already shown that
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with q-space imaging the difference of values in the normal appearing white matter of patients
with multiple sclerosis is more pronounced than with DTI. However, virtually all techniques
based on HARDI data are still in an early state and are subject to improvement with respect
to acquisition and postprocessing time so that they become useful for clinical routine.
We have given several examples in the context of diffusion neuroimaging where quantification
techniques play an important role and have presented and discussed software and hardware
phantoms for measuring their precision and reliability. Without such evaluation basis, several
pitfalls and systematic errors might remain undetected.
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techniques play an important role and have presented and discussed software and hardware
phantoms for measuring their precision and reliability. Without such evaluation basis, several
pitfalls and systematic errors might remain undetected.
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1. Introduction 

Transcranial magnetic stimulation (TMS) has proven invaluable as a technique for 
stimulating specific brain areas; such local stimulation induces changes in cortical 
excitability, and modifies specific cognitive functions. Hence, it affords a good measure of a 
variety of parameters, including neural conduction and processing time, activation 
thresholds, and facilitation and inhibition in the brain’s cortex, so supporting the exploration 
of human motor- and visual-systems, and cognition. This technique has been widely used as 
a research tool to investigate the brain’s plasticity, response to emotions, and cognition. It 
also has been used as a clinical tool to study some neurological diseases, such as epilepsy, 
and often as a treatment tool in alleviating psychiatric disorders, and for hastening recovery 
of motor function after stroke.   
Functional magnetic resonance imaging (fMRI), based on Blood Oxygenation Level 
Dependence (BOLD) contrast, is one of the commonest neuroimaging techniques. The 
preference for this imaging modality rests upon its ability to “record”, non-invasively, 
neuronal activity when the human brain is involved in specific tasks.  Furthermore, because 
it carries low risk or none, and lacks side effects, experiments can be repeated and verified.  
Due to these advantages, BOLD-fMRI has been used in studies that involve healthy 
populations, people with diseases, and those using drugs, to explore the brain activity 
during primary and higher cognitive/behavioral  tasks, using a variety of different 
paradigms, to evaluate attention, memory, language processing, and decision-making.  

2



Neuroimaging24
Exploring brain circuitry: Simultaneous application of Transcranial  
Magnetic Stimulation and functional Magnetic Resonance Imaging 25

Exploring brain circuitry: Simultaneous application of Transcranial 
Magnetic Stimulation and functional Magnetic Resonance Imaging

Elisabeth de Castro Caparelli, Ph.D.

x 
 

Exploring brain circuitry:  
Simultaneous application of  

Transcranial Magnetic Stimulation and 
functional Magnetic Resonance Imaging 

 
Elisabeth de Castro Caparelli, Ph.D. 

Brookhaven National Laboratory, NY and Stony Brook University, NY 
USA 

 
Notice: This manuscript has been authored by employees of Brookhaven Science Associates, 
LLC under Contract No. DE-AC02-98CH10886 with the U.S. Department of Energy. The 
publisher by accepting the manuscript for publication acknowledges that the United States 
Government retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or 
reproduce the published form of this manuscript, or allow others to do so, for United States 
Government purposes. 

 
1. Introduction 

Transcranial magnetic stimulation (TMS) has proven invaluable as a technique for 
stimulating specific brain areas; such local stimulation induces changes in cortical 
excitability, and modifies specific cognitive functions. Hence, it affords a good measure of a 
variety of parameters, including neural conduction and processing time, activation 
thresholds, and facilitation and inhibition in the brain’s cortex, so supporting the exploration 
of human motor- and visual-systems, and cognition. This technique has been widely used as 
a research tool to investigate the brain’s plasticity, response to emotions, and cognition. It 
also has been used as a clinical tool to study some neurological diseases, such as epilepsy, 
and often as a treatment tool in alleviating psychiatric disorders, and for hastening recovery 
of motor function after stroke.   
Functional magnetic resonance imaging (fMRI), based on Blood Oxygenation Level 
Dependence (BOLD) contrast, is one of the commonest neuroimaging techniques. The 
preference for this imaging modality rests upon its ability to “record”, non-invasively, 
neuronal activity when the human brain is involved in specific tasks.  Furthermore, because 
it carries low risk or none, and lacks side effects, experiments can be repeated and verified.  
Due to these advantages, BOLD-fMRI has been used in studies that involve healthy 
populations, people with diseases, and those using drugs, to explore the brain activity 
during primary and higher cognitive/behavioral  tasks, using a variety of different 
paradigms, to evaluate attention, memory, language processing, and decision-making.  

2



Neuroimaging26

These two techniques have been widely used in neuroscience, mainly because of their non-
invasiveness and low risk factor; however, using them alone has revealed some limitations. 
For example, because  the stimulation paradigms used in fMRI studies are complex, it is 
unclear whether or not a specific area is essential for a particular function; moreover, the 
resulting map of brain functional connectivity, based  on cross-correlating the BOLD signal, 
is an indirect measurement and, hence, the direction of causality remains uncertain.  
Similarly, TMS rests on the implicit assumption that the applied magnetic pulse locally 
disrupts neural activity at the site of stimulation, inducing changes in the corresponding 
behavioral performance. However, recent TMS-fMRI studies indicated that the neural 
consequences of focal TMS are not restricted to the site of stimulation, but spread 
throughout different brain regions. Therefore, the only reliable way directly to assess the 
neural effects of a TMS stimulus is via the simultaneous combination of TMS and functional 
brain-imaging techniques. Particularly, the coincident TMS-fMRI combination allows us to 
stimulate brain circuits while simultaneously monitoring changes in its activity and 
behavior. Such an approach can help to identify brain networks of functional relevance, and 
support causal brain-behavior inferences across the entire brain.  Undoubtedly, this 
approach promises to contribute majorly to cognitive neuroscience. However, the drawback 
to its universal adoption is the great technical challenge that this technique imposes, and, 
thus, few research groups routinely employ it.   
In this chapter, I overview the principles underlying the fMRI and TMS techniques, discuss 
the general applications of each, and detail the safety issues related to using TMS. 
Thereafter, I describe the technical implementation of the TMS device inside the MRI 
scanners, and finally outline the current possibilities and limitations of this promising 
multimodality technique. 

 
2. fMRI Overview 
Basis  
fMRI is a non-ionizing, non-invasive imaging technique that allows us to  use information 
generated by the hemodynamic process to study brain function. Although  the connection 
between neural activity and changes in blood flow and blood oxygenation in the human 
brain was known since the end of nineteen century (Roy, et al. 1890), it was only toward  the 
end of the twentieth  century that this phenomena started to be explored. 
The hemodynamic response is defined as the dynamic regulation of the blood flow in the 
brain. Thus, when neurons perform some specific task, their consumption of oxygen 
increases and because they do not accumulate internal energy reserves, viz. glucose and 
oxygen, they require the rapid delivery of energy as they start firing.   Consequently, after a 
delay of about 1–5 seconds,   local blood flow increases and rises to a peak over 4–5 seconds 
before falling back to baseline (Raichle, et al. 2006); since this increase in blood supply 
exceeds the local increase in oxygen consumption, there is a local change in blood flow and 
oxygenation (Fox, et al. 1985). 
Such changes induce temporary modifications in tissue permeability, so altering the MRI 
signal. Essentially, since hemoglobin is diamagnetic when oxygenated (oxyhemoglobin) but 
paramagnetic when deoxygenated (deoxihemoglobin) (Pauling, et al. 1936) the magnetic 
resonance (MR) signal of blood differs slightly, depending on the oxygenation level. More 
specifically, the effective transverse relaxation time (T2*) increases in activated brain regions 

with decreased deoxyhemoglobin concentration (Ogawa, et al. 1990) that causes a local 
increase of the MRI signal (Fig. 1). This effect, called the blood oxygenation level 
dependence (BOLD) contrast,  is the basis for most fMRI studies. 
 

 
Fig. 1. Local activation versus resting in the brain. 
 
Changes in BOLD contrast can be observed by collecting data in an MRI scanner with 
sequence parameters sensitive to changes in magnetic susceptibility, i.e., by using T2* 
sensitive imaging and fast sequences, such as Echo Planar Imaging (EPI) (Bandettini, et al. 
1992). These changes can be either positive or negative depending on the relative changes in 
both cerebral blood flow (CBF) and oxygen consumption. Increases in CBF that exceed 
changes in oxygen consumption will entail an increased BOLD signal (activation); 
conversely, decreases in CBF that surpass changes in oxygen consumption will engender a 
decreased one (deactivation). Since the BOLD contrast-to-noise ratio (CNR) increases with 
the static magnetic field (Gati, et al. 1997, Okada, et al. 2005) recent technical improvements, 
such as using  high magnetic fields (van der Zwaag, et al. 2009) and multichannel RF 
reception (Pruessmann, et al. 1999), have advanced spatial resolution to the millimeter scale. 
Currently functional images are usually acquired every 1–4 seconds with a spatial resolution 
of 2–4 millimeters on each side of the cubic voxel.  
Despite  hardware and software improvements to increase the signal-to-noise ratio (SNR) 
the BOLD signal is still very small (typically 1–5%) (Caparelli, et al. 2003).  Furthermore, 
because of the significant intra/inter subject variability, we cannot directly quantify fMRI 
results. Accordingly, the data must be evaluated statistically, which involves many 
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These two techniques have been widely used in neuroscience, mainly because of their non-
invasiveness and low risk factor; however, using them alone has revealed some limitations. 
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is an indirect measurement and, hence, the direction of causality remains uncertain.  
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2. fMRI Overview 
Basis  
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with decreased deoxyhemoglobin concentration (Ogawa, et al. 1990) that causes a local 
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Fig. 1. Local activation versus resting in the brain. 
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results. Accordingly, the data must be evaluated statistically, which involves many 



Neuroimaging28

experimental repetitions of a thought, action, or experience to determine reliably which 
areas of the brain are activated/deactivated.   
Data analysis: The goal of fMRI data analysis is to reveal correlations between brain 
activation and the task performed by a person during the scan. However, the BOLD signal is 
small,  and other sources of noise in the acquired data, such as small head motion, and 
physiological noise, can mask the results; hence , the data must be corrected to eliminate 
these unwanted effects.  Accordingly, after reconstructing the resulting series of 3D images 
of the brain, the output of the scanning session undergoes a series of steps starting with 
correction for motion. Following this, the data is normalized to put all the images in the 
same frame for a group analysis. This step puts all images for each subject into one standard 
format that is set by a template; finally spatial filtering is also performed. The final outcome 
is a time series of 3 D scanned volumes ready to be correlated with the used task voxel-by-
voxel, which will produce a statistical map of task-dependent activation.  
There are many software packages available for the statistical analysis of the fMRI data, 
such as, the Statistical Parametric Mapping (SPM) (Friston 1996), Analysis of Functional 
NeuroImages (AFNI) (Cox 1996), FMRIB Software Library (FSL) (Smith, et al. 2004), and 
most of them also offers the data pre-processing described above.  
 
MRI Safety 
Magnetic field: The static magnetic field, present in all MRI scanners (example fig. 2), is 
generated by the electrical currents that are always circulating the superconductor material 
that compose the MRI scanner tunnel; it is used to align the spin of all protons (1H) by 
making them move around an axis along the direction of the field, thereby generating a net 
magnetization in the tissue.  Although exposure of people to this magnetic field has not 
resulted in permanent biological damage, it may entail in them  a transient  dizziness 
(Chakeres, et al. 2005),  vertigo (Glover, et al. 2007),  and a metallic taste (Cavin, et al. 2007).  
This field can also interfere with the function of electromechanical devices, and attract any 
iron-containing (ferromagnetic) objects, making them  move suddenly and with great force 
into the scanner, thereby posing in risk anyone who  is in the projectile’s (metallic “flying” 
object)  path. The magnetic field can also exert a pull on any ferromagnetic object in the 
body, such as certain medication pumps or aneurysm clips, causing serious internal body 
damages. 
Therefore, any object that is brought to the scanner room needs to be MRI-compatible while  
everyone who will be inside or at the vicinity of an MRI scanner, viz., staff , patients, and 
study volunteers, must undergo  a careful screening  to avoid any incident that could lead to 
serious injuries and sometimes, even to death.  
Radio frequency (RF): RF pulses alter the alignment of the net magnetization, causing the 
hydrogen nuclei to produce a rotating electromagnetic field that the receiver coil at the MRI 
scanner can detect. This RF pulse can heat living tissue to the point of inducing 
hyperthermia in patients/research volunteers; therefore, to avoid this problem, the specific 
absorption rate (SAR) parameter was established that determines how much RF a specific 
body can tolerate safely according to tissue density. SAR  is defined as the power absorbed 
per mass of tissue,  usually averaged over a specific volume, so providing a measure of the 
rate of absorbed energy by the tissue, in watts per kilogram, when exposed to a RF 
electromagnetic field (Oh, et al. 2010).  
 

 
Fig. 2. 4 Tesla MRI Varian scanner at Brookhaven National Laboratory (BNL) 
 
RF can also heat some tattoo pigments, particularly those that contain trace metals and are 
frequently used for regular tattoos or tattooed eye-liner (permanent makeup), potentially 
causing skin burns (Stecco, et al. 2007, Wagle, et al. 2000)  
Peripheral nerve stimulation (PNS): Magnetic field gradients encode the spatial position of 
the MR signal generating an MR image.  Special coils designed to produce a linearly varying 
spatial dependence of the magnetic field along a particular axis create these gradients. Fast 
sequences, mainly those commonly employed for some imaging techniques, such as fMRI, 
and Diffusion Tensor Imaging (DTI), require these fields to be  switched  on and off quickly.  
However, such rapid switching can causing peripheral nerve stimulation, inducing 
symptoms from mild tingling and muscle twitching to a sensation of pain. Indeed, 
volunteers have reported a twitching sensation, particularly in their extremities, when 
exposed to rapidly switched fields.  Therefore to avoid PNS incidents, regulatory dB/dt 
(change in field per unit time) limits were specified (Glover 2009).  
Acoustic noise: The exchanges between the readout and phase encoding currents in the 
gradient coils under the main static magnetic field of the MR scanner induce Lorentz forces 
that act on the gradient coils. Accordingly, the coils and wires buckle and bend, inducing 
compression waves in the surrounding gradient supports; these motions are conducted 
toward the MR system’s peripheral structures and launched into air as loud acoustic noises 
(clicking or beeping). Because the Lorentz forces increase logarithmically with the magnetic 
fields’ strength and with the applied gradient current, the noise levels rise with both.  
During echo planar imaging (EPI) the equivalent-continuous sound pressure levels (SPLs) 
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experimental repetitions of a thought, action, or experience to determine reliably which 
areas of the brain are activated/deactivated.   
Data analysis: The goal of fMRI data analysis is to reveal correlations between brain 
activation and the task performed by a person during the scan. However, the BOLD signal is 
small,  and other sources of noise in the acquired data, such as small head motion, and 
physiological noise, can mask the results; hence , the data must be corrected to eliminate 
these unwanted effects.  Accordingly, after reconstructing the resulting series of 3D images 
of the brain, the output of the scanning session undergoes a series of steps starting with 
correction for motion. Following this, the data is normalized to put all the images in the 
same frame for a group analysis. This step puts all images for each subject into one standard 
format that is set by a template; finally spatial filtering is also performed. The final outcome 
is a time series of 3 D scanned volumes ready to be correlated with the used task voxel-by-
voxel, which will produce a statistical map of task-dependent activation.  
There are many software packages available for the statistical analysis of the fMRI data, 
such as, the Statistical Parametric Mapping (SPM) (Friston 1996), Analysis of Functional 
NeuroImages (AFNI) (Cox 1996), FMRIB Software Library (FSL) (Smith, et al. 2004), and 
most of them also offers the data pre-processing described above.  
 
MRI Safety 
Magnetic field: The static magnetic field, present in all MRI scanners (example fig. 2), is 
generated by the electrical currents that are always circulating the superconductor material 
that compose the MRI scanner tunnel; it is used to align the spin of all protons (1H) by 
making them move around an axis along the direction of the field, thereby generating a net 
magnetization in the tissue.  Although exposure of people to this magnetic field has not 
resulted in permanent biological damage, it may entail in them  a transient  dizziness 
(Chakeres, et al. 2005),  vertigo (Glover, et al. 2007),  and a metallic taste (Cavin, et al. 2007).  
This field can also interfere with the function of electromechanical devices, and attract any 
iron-containing (ferromagnetic) objects, making them  move suddenly and with great force 
into the scanner, thereby posing in risk anyone who  is in the projectile’s (metallic “flying” 
object)  path. The magnetic field can also exert a pull on any ferromagnetic object in the 
body, such as certain medication pumps or aneurysm clips, causing serious internal body 
damages. 
Therefore, any object that is brought to the scanner room needs to be MRI-compatible while  
everyone who will be inside or at the vicinity of an MRI scanner, viz., staff , patients, and 
study volunteers, must undergo  a careful screening  to avoid any incident that could lead to 
serious injuries and sometimes, even to death.  
Radio frequency (RF): RF pulses alter the alignment of the net magnetization, causing the 
hydrogen nuclei to produce a rotating electromagnetic field that the receiver coil at the MRI 
scanner can detect. This RF pulse can heat living tissue to the point of inducing 
hyperthermia in patients/research volunteers; therefore, to avoid this problem, the specific 
absorption rate (SAR) parameter was established that determines how much RF a specific 
body can tolerate safely according to tissue density. SAR  is defined as the power absorbed 
per mass of tissue,  usually averaged over a specific volume, so providing a measure of the 
rate of absorbed energy by the tissue, in watts per kilogram, when exposed to a RF 
electromagnetic field (Oh, et al. 2010).  
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gradient coils under the main static magnetic field of the MR scanner induce Lorentz forces 
that act on the gradient coils. Accordingly, the coils and wires buckle and bend, inducing 
compression waves in the surrounding gradient supports; these motions are conducted 
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experimental repetitions of a thought, action, or experience to determine reliably which 
areas of the brain are activated/deactivated.   
Data analysis: The goal of fMRI data analysis is to reveal correlations between brain 
activation and the task performed by a person during the scan. However, the BOLD signal is 
small,  and other sources of noise in the acquired data, such as small head motion, and 
physiological noise, can mask the results; hence , the data must be corrected to eliminate 
these unwanted effects.  Accordingly, after reconstructing the resulting series of 3D images 
of the brain, the output of the scanning session undergoes a series of steps starting with 
correction for motion. Following this, the data is normalized to put all the images in the 
same frame for a group analysis. This step puts all images for each subject into one standard 
format that is set by a template; finally spatial filtering is also performed. The final outcome 
is a time series of 3 D scanned volumes ready to be correlated with the used task voxel-by-
voxel, which will produce a statistical map of task-dependent activation.  
There are many software packages available for the statistical analysis of the fMRI data, 
such as, the Statistical Parametric Mapping (SPM) (Friston 1996), Analysis of Functional 
NeuroImages (AFNI) (Cox 1996), FMRIB Software Library (FSL) (Smith, et al. 2004), and 
most of them also offers the data pre-processing described above.  
 
MRI Safety 
Magnetic field: The static magnetic field, present in all MRI scanners (example fig. 2), is 
generated by the electrical currents that are always circulating the superconductor material 
that compose the MRI scanner tunnel; it is used to align the spin of all protons (1H) by 
making them move around an axis along the direction of the field, thereby generating a net 
magnetization in the tissue.  Although exposure of people to this magnetic field has not 
resulted in permanent biological damage, it may entail in them  a transient  dizziness 
(Chakeres, et al. 2005),  vertigo (Glover, et al. 2007),  and a metallic taste (Cavin, et al. 2007).  
This field can also interfere with the function of electromechanical devices, and attract any 
iron-containing (ferromagnetic) objects, making them  move suddenly and with great force 
into the scanner, thereby posing in risk anyone who  is in the projectile’s (metallic “flying” 
object)  path. The magnetic field can also exert a pull on any ferromagnetic object in the 
body, such as certain medication pumps or aneurysm clips, causing serious internal body 
damages. 
Therefore, any object that is brought to the scanner room needs to be MRI-compatible while  
everyone who will be inside or at the vicinity of an MRI scanner, viz., staff , patients, and 
study volunteers, must undergo  a careful screening  to avoid any incident that could lead to 
serious injuries and sometimes, even to death.  
Radio frequency (RF): RF pulses alter the alignment of the net magnetization, causing the 
hydrogen nuclei to produce a rotating electromagnetic field that the receiver coil at the MRI 
scanner can detect. This RF pulse can heat living tissue to the point of inducing 
hyperthermia in patients/research volunteers; therefore, to avoid this problem, the specific 
absorption rate (SAR) parameter was established that determines how much RF a specific 
body can tolerate safely according to tissue density. SAR  is defined as the power absorbed 
per mass of tissue,  usually averaged over a specific volume, so providing a measure of the 
rate of absorbed energy by the tissue, in watts per kilogram, when exposed to a RF 
electromagnetic field (Oh, et al. 2010).  
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experimental repetitions of a thought, action, or experience to determine reliably which 
areas of the brain are activated/deactivated.   
Data analysis: The goal of fMRI data analysis is to reveal correlations between brain 
activation and the task performed by a person during the scan. However, the BOLD signal is 
small,  and other sources of noise in the acquired data, such as small head motion, and 
physiological noise, can mask the results; hence , the data must be corrected to eliminate 
these unwanted effects.  Accordingly, after reconstructing the resulting series of 3D images 
of the brain, the output of the scanning session undergoes a series of steps starting with 
correction for motion. Following this, the data is normalized to put all the images in the 
same frame for a group analysis. This step puts all images for each subject into one standard 
format that is set by a template; finally spatial filtering is also performed. The final outcome 
is a time series of 3 D scanned volumes ready to be correlated with the used task voxel-by-
voxel, which will produce a statistical map of task-dependent activation.  
There are many software packages available for the statistical analysis of the fMRI data, 
such as, the Statistical Parametric Mapping (SPM) (Friston 1996), Analysis of Functional 
NeuroImages (AFNI) (Cox 1996), FMRIB Software Library (FSL) (Smith, et al. 2004), and 
most of them also offers the data pre-processing described above.  
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everyone who will be inside or at the vicinity of an MRI scanner, viz., staff , patients, and 
study volunteers, must undergo  a careful screening  to avoid any incident that could lead to 
serious injuries and sometimes, even to death.  
Radio frequency (RF): RF pulses alter the alignment of the net magnetization, causing the 
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range from 90–117 dB, with a peak level up to 130 dB at 1.5 T;   at 3.0T, they range from 105–
133 dB with a peak level up to 140 db (Moelker, et al. 2003). Therefore, using appropriate ear 
protection, such as MRI-compatible sound-suppressor headphones and ear plugs, is 
essential for anyone inside the MRI scanner room. 
 
fMRI: Pluses & Pitfalls  
 fMRI is a neuroimage  technique that offers several advantages: it noninvasively records 
brain signals without risks of radiation inherent in other scanning methods, such as 
computed tomography (CT) or positron emission tomography (PET) scans;  it has high 
spatial resolution (2–3 mm) and  records signals from all regions of the brain, unlike 
electroencephalography (EEG) and  magnetoencephalography (MEG) that are biased 
towards the cortical surface;  and,  BOLD-fMRI offers better spatial resolution than EEG and 
MEG, and has similar spatial- and better temporal-resolution than PET. fMRI is widely used 
to  image brain “activation” and there are standard data-analysis approaches  that allow 
researchers from different laboratories to compare results. Cross-correlations of BOLD 
signal changes in the brain have been used to indirectly map the functional connectivity in 
the brain, including the visual (Ogawa, et al. 1992), motor (Kim, et al. 1993), and language 
areas (Hinke, et al. 1993). Thus, BOLD-fMRI is used extensively to study brain connectivity 
in humans due to MRI’s intrinsically low risks.  
However, the indirectness  of the fMRI connectivity measurements is a concern because the 
postulated interconnection pathways rely on biophysical models (Friston, et al. 2003).  The 
lack of specificity on the direct association between the standard stimulus paradigm and the 
corresponding activated areas (1 cognitive function => 1 specific brain area) is another 
limitation in traditional fMRI studies. Pernet and colleagues recently reviewed  this  issue  
(Pernet, et al. 2007), underlining the need  to use several cognitive processes to categorize 
objects (e.g., related to information encoding, attention, and memory); thus, a generic effect 
of  categorization  could easily pass as a brain correlate of category specificity. The solution 
for this non-specificity problem entails a difficult theoretical consideration, attaining the 
appropriate dimensionality of the design is practically unfeasible, since a true 
demonstration of category specificity would require  exhaustively testing all possible 
interactions between categories and task properties. Therefore, brain activation patterns 
consistent with category specificity remain unidentified. In addition, a category-specificity 
effect is not localized to a given processing region; instead, it concerns the strength of 
functional connection from one area to another. Thus, as suggested by these authors, only 
by testing the effective connectivity, i.e., by measuring the influence that one neuronal 
system or cortical area exerts over another we can understand the processes at work in each 
module, and assert the process/information interaction. Finally, because of the complexity 
of the stimulation paradigms used in functional studies, frequently involving many brain 
regions and more than one basic function, it is unclear whether or not a specific area is 
essential for a particular function (Pernet, et al. 2007, Tomasi, et al. 2007). Therefore, since 
fMRI findings are always correlations, the direction of causality cannot be determined.  
The precise relationship between neural signals and BOLD is actively researched. In general, 
changes in BOLD signal correlate well with changes in blood flow. In fact, the BOLD signal 
represents  sophisticated convolution of changes in the cerebral metabolic rate of oxygen 
(CMRO2),  the CBF, and cerebral blood volume (CBV) associated with focal neuronal 
activity (i.e., the energy consumption of the neuronal population); therefore, it indirectly 

measures neuronal activity composed of CBF contributions from larger arteries and veins, 
smaller arterioles and venules, and capillaries. Experimental results indicate that the BOLD 
signal can be weighted to the smaller vessels, and hence, closer to the active neurons, by 
using alternative MRI techniques (Song, et al. 2003) or larger magnetic fields, since the size 
of the BOLD signal increases with the increase of the magnetic field’s strength. 
fMRI has poor temporal resolution because the BOLD response peaks approximately 5 
seconds after neuronal firing begins in an area, and it is difficult to distinguish BOLD 
responses to different events that  occur within a short time.  Therefore, to overcome these 
drawbacks, some multimodalities are under development, such as combining fMRI signals 
having relatively high spatial resolution with signals recorded with other techniques, such 
as EEG or MEG with higher temporal resolution but worse spatial resolution.  

 
3. Introduction to TMS 

History of Transcranial Magnetic Stimulation 
Even though Franz Mesmer, in the eighteen century, has proposed the use of magnets to 
cure disease,  it was not until the end of nineteenth century that scientists started to use 
magnetic energy to alter brain activity. The first publications on magnetic stimulation 
described Jacques D’Arsonval’s experiments in 1898 stimulating the retina, and similar work 
by Silvanus P. Thompson in 1910 (Thompson 1910); at that time,  the magnetic stimulators 
were powerful enough to activate the retinal cells, causing the subjects to perceive light 
flashes, but the fields generated were too weak to stimulate brain tissue. 
In 1965, Bickford and Fremming (Bickford, et al. 1965) used a damped 500 Hz sinusoidal 
magnetic field to demonstrate muscular stimulation in animals and humans. Subsequently, 
Oberg (1973) magnetically excited nerve tissue.  Polson and colleagues, in 1982, reported the 
first successful magnetic stimulation of superficial nerves (Polson, et al. 1982). Finally, three 
years later, the first Transcranial magnetic stimulation of the central nervous system and 
cortical regions was achieved (Barker, et al. 1985). Neurologists quickly adopted Barker’s 
device, and now routinely employ single-stimulus TMS instruments to measure nerve-
conduction time. The therapeutic potential of TMS was unrealized until the repetitive 
stimulator (rTMS), which generates up to 30 pulses per second, became available in the 
1990s. 

 
Basis  
TMS is based on the Faraday’s principle of electromagnetic induction, wherein a pulse of 
current flowing through a coil of wire generates a magnetic field.  According to  the Biot-
Savart law (Jackson 1965, Reitz, et al. 1993) when a electric current flows through a 
ferromagnetic material it generates a magnetic field that is perpendicular to the current’s 
direction (Fig. 3). If this magnetic field varies with time, this field will induce a current in 
any conductive material nearby; the rate of change determines the size of the induced 
current (Faraday’s law). Finally, by Lenz’s law, this induced current always flows in a 
direction that will oppose the change in magnetic field  causing it (Jackson 1965). This 
principle of electromagnetic induction describes how a brief, high-current magnetic pulse 
produced in a TMS coil induces a current on the brain region lying underneath the coil, 
resulting on the depolarization of the neurons (Hallett 2000, Sack, et al. 2003). However, the 
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range from 90–117 dB, with a peak level up to 130 dB at 1.5 T;   at 3.0T, they range from 105–
133 dB with a peak level up to 140 db (Moelker, et al. 2003). Therefore, using appropriate ear 
protection, such as MRI-compatible sound-suppressor headphones and ear plugs, is 
essential for anyone inside the MRI scanner room. 
 
fMRI: Pluses & Pitfalls  
 fMRI is a neuroimage  technique that offers several advantages: it noninvasively records 
brain signals without risks of radiation inherent in other scanning methods, such as 
computed tomography (CT) or positron emission tomography (PET) scans;  it has high 
spatial resolution (2–3 mm) and  records signals from all regions of the brain, unlike 
electroencephalography (EEG) and  magnetoencephalography (MEG) that are biased 
towards the cortical surface;  and,  BOLD-fMRI offers better spatial resolution than EEG and 
MEG, and has similar spatial- and better temporal-resolution than PET. fMRI is widely used 
to  image brain “activation” and there are standard data-analysis approaches  that allow 
researchers from different laboratories to compare results. Cross-correlations of BOLD 
signal changes in the brain have been used to indirectly map the functional connectivity in 
the brain, including the visual (Ogawa, et al. 1992), motor (Kim, et al. 1993), and language 
areas (Hinke, et al. 1993). Thus, BOLD-fMRI is used extensively to study brain connectivity 
in humans due to MRI’s intrinsically low risks.  
However, the indirectness  of the fMRI connectivity measurements is a concern because the 
postulated interconnection pathways rely on biophysical models (Friston, et al. 2003).  The 
lack of specificity on the direct association between the standard stimulus paradigm and the 
corresponding activated areas (1 cognitive function => 1 specific brain area) is another 
limitation in traditional fMRI studies. Pernet and colleagues recently reviewed  this  issue  
(Pernet, et al. 2007), underlining the need  to use several cognitive processes to categorize 
objects (e.g., related to information encoding, attention, and memory); thus, a generic effect 
of  categorization  could easily pass as a brain correlate of category specificity. The solution 
for this non-specificity problem entails a difficult theoretical consideration, attaining the 
appropriate dimensionality of the design is practically unfeasible, since a true 
demonstration of category specificity would require  exhaustively testing all possible 
interactions between categories and task properties. Therefore, brain activation patterns 
consistent with category specificity remain unidentified. In addition, a category-specificity 
effect is not localized to a given processing region; instead, it concerns the strength of 
functional connection from one area to another. Thus, as suggested by these authors, only 
by testing the effective connectivity, i.e., by measuring the influence that one neuronal 
system or cortical area exerts over another we can understand the processes at work in each 
module, and assert the process/information interaction. Finally, because of the complexity 
of the stimulation paradigms used in functional studies, frequently involving many brain 
regions and more than one basic function, it is unclear whether or not a specific area is 
essential for a particular function (Pernet, et al. 2007, Tomasi, et al. 2007). Therefore, since 
fMRI findings are always correlations, the direction of causality cannot be determined.  
The precise relationship between neural signals and BOLD is actively researched. In general, 
changes in BOLD signal correlate well with changes in blood flow. In fact, the BOLD signal 
represents  sophisticated convolution of changes in the cerebral metabolic rate of oxygen 
(CMRO2),  the CBF, and cerebral blood volume (CBV) associated with focal neuronal 
activity (i.e., the energy consumption of the neuronal population); therefore, it indirectly 

measures neuronal activity composed of CBF contributions from larger arteries and veins, 
smaller arterioles and venules, and capillaries. Experimental results indicate that the BOLD 
signal can be weighted to the smaller vessels, and hence, closer to the active neurons, by 
using alternative MRI techniques (Song, et al. 2003) or larger magnetic fields, since the size 
of the BOLD signal increases with the increase of the magnetic field’s strength. 
fMRI has poor temporal resolution because the BOLD response peaks approximately 5 
seconds after neuronal firing begins in an area, and it is difficult to distinguish BOLD 
responses to different events that  occur within a short time.  Therefore, to overcome these 
drawbacks, some multimodalities are under development, such as combining fMRI signals 
having relatively high spatial resolution with signals recorded with other techniques, such 
as EEG or MEG with higher temporal resolution but worse spatial resolution.  

 
3. Introduction to TMS 

History of Transcranial Magnetic Stimulation 
Even though Franz Mesmer, in the eighteen century, has proposed the use of magnets to 
cure disease,  it was not until the end of nineteenth century that scientists started to use 
magnetic energy to alter brain activity. The first publications on magnetic stimulation 
described Jacques D’Arsonval’s experiments in 1898 stimulating the retina, and similar work 
by Silvanus P. Thompson in 1910 (Thompson 1910); at that time,  the magnetic stimulators 
were powerful enough to activate the retinal cells, causing the subjects to perceive light 
flashes, but the fields generated were too weak to stimulate brain tissue. 
In 1965, Bickford and Fremming (Bickford, et al. 1965) used a damped 500 Hz sinusoidal 
magnetic field to demonstrate muscular stimulation in animals and humans. Subsequently, 
Oberg (1973) magnetically excited nerve tissue.  Polson and colleagues, in 1982, reported the 
first successful magnetic stimulation of superficial nerves (Polson, et al. 1982). Finally, three 
years later, the first Transcranial magnetic stimulation of the central nervous system and 
cortical regions was achieved (Barker, et al. 1985). Neurologists quickly adopted Barker’s 
device, and now routinely employ single-stimulus TMS instruments to measure nerve-
conduction time. The therapeutic potential of TMS was unrealized until the repetitive 
stimulator (rTMS), which generates up to 30 pulses per second, became available in the 
1990s. 

 
Basis  
TMS is based on the Faraday’s principle of electromagnetic induction, wherein a pulse of 
current flowing through a coil of wire generates a magnetic field.  According to  the Biot-
Savart law (Jackson 1965, Reitz, et al. 1993) when a electric current flows through a 
ferromagnetic material it generates a magnetic field that is perpendicular to the current’s 
direction (Fig. 3). If this magnetic field varies with time, this field will induce a current in 
any conductive material nearby; the rate of change determines the size of the induced 
current (Faraday’s law). Finally, by Lenz’s law, this induced current always flows in a 
direction that will oppose the change in magnetic field  causing it (Jackson 1965). This 
principle of electromagnetic induction describes how a brief, high-current magnetic pulse 
produced in a TMS coil induces a current on the brain region lying underneath the coil, 
resulting on the depolarization of the neurons (Hallett 2000, Sack, et al. 2003). However, the 
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range from 90–117 dB, with a peak level up to 130 dB at 1.5 T;   at 3.0T, they range from 105–
133 dB with a peak level up to 140 db (Moelker, et al. 2003). Therefore, using appropriate ear 
protection, such as MRI-compatible sound-suppressor headphones and ear plugs, is 
essential for anyone inside the MRI scanner room. 
 
fMRI: Pluses & Pitfalls  
 fMRI is a neuroimage  technique that offers several advantages: it noninvasively records 
brain signals without risks of radiation inherent in other scanning methods, such as 
computed tomography (CT) or positron emission tomography (PET) scans;  it has high 
spatial resolution (2–3 mm) and  records signals from all regions of the brain, unlike 
electroencephalography (EEG) and  magnetoencephalography (MEG) that are biased 
towards the cortical surface;  and,  BOLD-fMRI offers better spatial resolution than EEG and 
MEG, and has similar spatial- and better temporal-resolution than PET. fMRI is widely used 
to  image brain “activation” and there are standard data-analysis approaches  that allow 
researchers from different laboratories to compare results. Cross-correlations of BOLD 
signal changes in the brain have been used to indirectly map the functional connectivity in 
the brain, including the visual (Ogawa, et al. 1992), motor (Kim, et al. 1993), and language 
areas (Hinke, et al. 1993). Thus, BOLD-fMRI is used extensively to study brain connectivity 
in humans due to MRI’s intrinsically low risks.  
However, the indirectness  of the fMRI connectivity measurements is a concern because the 
postulated interconnection pathways rely on biophysical models (Friston, et al. 2003).  The 
lack of specificity on the direct association between the standard stimulus paradigm and the 
corresponding activated areas (1 cognitive function => 1 specific brain area) is another 
limitation in traditional fMRI studies. Pernet and colleagues recently reviewed  this  issue  
(Pernet, et al. 2007), underlining the need  to use several cognitive processes to categorize 
objects (e.g., related to information encoding, attention, and memory); thus, a generic effect 
of  categorization  could easily pass as a brain correlate of category specificity. The solution 
for this non-specificity problem entails a difficult theoretical consideration, attaining the 
appropriate dimensionality of the design is practically unfeasible, since a true 
demonstration of category specificity would require  exhaustively testing all possible 
interactions between categories and task properties. Therefore, brain activation patterns 
consistent with category specificity remain unidentified. In addition, a category-specificity 
effect is not localized to a given processing region; instead, it concerns the strength of 
functional connection from one area to another. Thus, as suggested by these authors, only 
by testing the effective connectivity, i.e., by measuring the influence that one neuronal 
system or cortical area exerts over another we can understand the processes at work in each 
module, and assert the process/information interaction. Finally, because of the complexity 
of the stimulation paradigms used in functional studies, frequently involving many brain 
regions and more than one basic function, it is unclear whether or not a specific area is 
essential for a particular function (Pernet, et al. 2007, Tomasi, et al. 2007). Therefore, since 
fMRI findings are always correlations, the direction of causality cannot be determined.  
The precise relationship between neural signals and BOLD is actively researched. In general, 
changes in BOLD signal correlate well with changes in blood flow. In fact, the BOLD signal 
represents  sophisticated convolution of changes in the cerebral metabolic rate of oxygen 
(CMRO2),  the CBF, and cerebral blood volume (CBV) associated with focal neuronal 
activity (i.e., the energy consumption of the neuronal population); therefore, it indirectly 

measures neuronal activity composed of CBF contributions from larger arteries and veins, 
smaller arterioles and venules, and capillaries. Experimental results indicate that the BOLD 
signal can be weighted to the smaller vessels, and hence, closer to the active neurons, by 
using alternative MRI techniques (Song, et al. 2003) or larger magnetic fields, since the size 
of the BOLD signal increases with the increase of the magnetic field’s strength. 
fMRI has poor temporal resolution because the BOLD response peaks approximately 5 
seconds after neuronal firing begins in an area, and it is difficult to distinguish BOLD 
responses to different events that  occur within a short time.  Therefore, to overcome these 
drawbacks, some multimodalities are under development, such as combining fMRI signals 
having relatively high spatial resolution with signals recorded with other techniques, such 
as EEG or MEG with higher temporal resolution but worse spatial resolution.  

 
3. Introduction to TMS 

History of Transcranial Magnetic Stimulation 
Even though Franz Mesmer, in the eighteen century, has proposed the use of magnets to 
cure disease,  it was not until the end of nineteenth century that scientists started to use 
magnetic energy to alter brain activity. The first publications on magnetic stimulation 
described Jacques D’Arsonval’s experiments in 1898 stimulating the retina, and similar work 
by Silvanus P. Thompson in 1910 (Thompson 1910); at that time,  the magnetic stimulators 
were powerful enough to activate the retinal cells, causing the subjects to perceive light 
flashes, but the fields generated were too weak to stimulate brain tissue. 
In 1965, Bickford and Fremming (Bickford, et al. 1965) used a damped 500 Hz sinusoidal 
magnetic field to demonstrate muscular stimulation in animals and humans. Subsequently, 
Oberg (1973) magnetically excited nerve tissue.  Polson and colleagues, in 1982, reported the 
first successful magnetic stimulation of superficial nerves (Polson, et al. 1982). Finally, three 
years later, the first Transcranial magnetic stimulation of the central nervous system and 
cortical regions was achieved (Barker, et al. 1985). Neurologists quickly adopted Barker’s 
device, and now routinely employ single-stimulus TMS instruments to measure nerve-
conduction time. The therapeutic potential of TMS was unrealized until the repetitive 
stimulator (rTMS), which generates up to 30 pulses per second, became available in the 
1990s. 

 
Basis  
TMS is based on the Faraday’s principle of electromagnetic induction, wherein a pulse of 
current flowing through a coil of wire generates a magnetic field.  According to  the Biot-
Savart law (Jackson 1965, Reitz, et al. 1993) when a electric current flows through a 
ferromagnetic material it generates a magnetic field that is perpendicular to the current’s 
direction (Fig. 3). If this magnetic field varies with time, this field will induce a current in 
any conductive material nearby; the rate of change determines the size of the induced 
current (Faraday’s law). Finally, by Lenz’s law, this induced current always flows in a 
direction that will oppose the change in magnetic field  causing it (Jackson 1965). This 
principle of electromagnetic induction describes how a brief, high-current magnetic pulse 
produced in a TMS coil induces a current on the brain region lying underneath the coil, 
resulting on the depolarization of the neurons (Hallett 2000, Sack, et al. 2003). However, the 
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range from 90–117 dB, with a peak level up to 130 dB at 1.5 T;   at 3.0T, they range from 105–
133 dB with a peak level up to 140 db (Moelker, et al. 2003). Therefore, using appropriate ear 
protection, such as MRI-compatible sound-suppressor headphones and ear plugs, is 
essential for anyone inside the MRI scanner room. 
 
fMRI: Pluses & Pitfalls  
 fMRI is a neuroimage  technique that offers several advantages: it noninvasively records 
brain signals without risks of radiation inherent in other scanning methods, such as 
computed tomography (CT) or positron emission tomography (PET) scans;  it has high 
spatial resolution (2–3 mm) and  records signals from all regions of the brain, unlike 
electroencephalography (EEG) and  magnetoencephalography (MEG) that are biased 
towards the cortical surface;  and,  BOLD-fMRI offers better spatial resolution than EEG and 
MEG, and has similar spatial- and better temporal-resolution than PET. fMRI is widely used 
to  image brain “activation” and there are standard data-analysis approaches  that allow 
researchers from different laboratories to compare results. Cross-correlations of BOLD 
signal changes in the brain have been used to indirectly map the functional connectivity in 
the brain, including the visual (Ogawa, et al. 1992), motor (Kim, et al. 1993), and language 
areas (Hinke, et al. 1993). Thus, BOLD-fMRI is used extensively to study brain connectivity 
in humans due to MRI’s intrinsically low risks.  
However, the indirectness  of the fMRI connectivity measurements is a concern because the 
postulated interconnection pathways rely on biophysical models (Friston, et al. 2003).  The 
lack of specificity on the direct association between the standard stimulus paradigm and the 
corresponding activated areas (1 cognitive function => 1 specific brain area) is another 
limitation in traditional fMRI studies. Pernet and colleagues recently reviewed  this  issue  
(Pernet, et al. 2007), underlining the need  to use several cognitive processes to categorize 
objects (e.g., related to information encoding, attention, and memory); thus, a generic effect 
of  categorization  could easily pass as a brain correlate of category specificity. The solution 
for this non-specificity problem entails a difficult theoretical consideration, attaining the 
appropriate dimensionality of the design is practically unfeasible, since a true 
demonstration of category specificity would require  exhaustively testing all possible 
interactions between categories and task properties. Therefore, brain activation patterns 
consistent with category specificity remain unidentified. In addition, a category-specificity 
effect is not localized to a given processing region; instead, it concerns the strength of 
functional connection from one area to another. Thus, as suggested by these authors, only 
by testing the effective connectivity, i.e., by measuring the influence that one neuronal 
system or cortical area exerts over another we can understand the processes at work in each 
module, and assert the process/information interaction. Finally, because of the complexity 
of the stimulation paradigms used in functional studies, frequently involving many brain 
regions and more than one basic function, it is unclear whether or not a specific area is 
essential for a particular function (Pernet, et al. 2007, Tomasi, et al. 2007). Therefore, since 
fMRI findings are always correlations, the direction of causality cannot be determined.  
The precise relationship between neural signals and BOLD is actively researched. In general, 
changes in BOLD signal correlate well with changes in blood flow. In fact, the BOLD signal 
represents  sophisticated convolution of changes in the cerebral metabolic rate of oxygen 
(CMRO2),  the CBF, and cerebral blood volume (CBV) associated with focal neuronal 
activity (i.e., the energy consumption of the neuronal population); therefore, it indirectly 

measures neuronal activity composed of CBF contributions from larger arteries and veins, 
smaller arterioles and venules, and capillaries. Experimental results indicate that the BOLD 
signal can be weighted to the smaller vessels, and hence, closer to the active neurons, by 
using alternative MRI techniques (Song, et al. 2003) or larger magnetic fields, since the size 
of the BOLD signal increases with the increase of the magnetic field’s strength. 
fMRI has poor temporal resolution because the BOLD response peaks approximately 5 
seconds after neuronal firing begins in an area, and it is difficult to distinguish BOLD 
responses to different events that  occur within a short time.  Therefore, to overcome these 
drawbacks, some multimodalities are under development, such as combining fMRI signals 
having relatively high spatial resolution with signals recorded with other techniques, such 
as EEG or MEG with higher temporal resolution but worse spatial resolution.  

 
3. Introduction to TMS 

History of Transcranial Magnetic Stimulation 
Even though Franz Mesmer, in the eighteen century, has proposed the use of magnets to 
cure disease,  it was not until the end of nineteenth century that scientists started to use 
magnetic energy to alter brain activity. The first publications on magnetic stimulation 
described Jacques D’Arsonval’s experiments in 1898 stimulating the retina, and similar work 
by Silvanus P. Thompson in 1910 (Thompson 1910); at that time,  the magnetic stimulators 
were powerful enough to activate the retinal cells, causing the subjects to perceive light 
flashes, but the fields generated were too weak to stimulate brain tissue. 
In 1965, Bickford and Fremming (Bickford, et al. 1965) used a damped 500 Hz sinusoidal 
magnetic field to demonstrate muscular stimulation in animals and humans. Subsequently, 
Oberg (1973) magnetically excited nerve tissue.  Polson and colleagues, in 1982, reported the 
first successful magnetic stimulation of superficial nerves (Polson, et al. 1982). Finally, three 
years later, the first Transcranial magnetic stimulation of the central nervous system and 
cortical regions was achieved (Barker, et al. 1985). Neurologists quickly adopted Barker’s 
device, and now routinely employ single-stimulus TMS instruments to measure nerve-
conduction time. The therapeutic potential of TMS was unrealized until the repetitive 
stimulator (rTMS), which generates up to 30 pulses per second, became available in the 
1990s. 

 
Basis  
TMS is based on the Faraday’s principle of electromagnetic induction, wherein a pulse of 
current flowing through a coil of wire generates a magnetic field.  According to  the Biot-
Savart law (Jackson 1965, Reitz, et al. 1993) when a electric current flows through a 
ferromagnetic material it generates a magnetic field that is perpendicular to the current’s 
direction (Fig. 3). If this magnetic field varies with time, this field will induce a current in 
any conductive material nearby; the rate of change determines the size of the induced 
current (Faraday’s law). Finally, by Lenz’s law, this induced current always flows in a 
direction that will oppose the change in magnetic field  causing it (Jackson 1965). This 
principle of electromagnetic induction describes how a brief, high-current magnetic pulse 
produced in a TMS coil induces a current on the brain region lying underneath the coil, 
resulting on the depolarization of the neurons (Hallett 2000, Sack, et al. 2003). However, the 
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pulses temporally summate, causing a greater change in neural activity than those changes 
induced by other protocols, and thereby offering a wide range of applications in   basic 
neuroscience and as a clinical tool.  For example, rTMS can induce changes in 
neurotransmitter systems and hormonal axes (Ben-Shachar, et al. 1997, Burt, et al. 2002, 
Keck, et al. 2000, Keck, et al. 2002, Kole, et al. 1999, Post, et al. 2001). It can also regulate the 
expression of some genes and the synthesis of some peptides that are important for 
neuronal plasticity and synaptic development (Keck, et al. 2000, Lisanby, et al. 2000, 
Schlaepfer, et al. 2004). Depending upon the intensity of the stimulus,   rTMS either has 
anticonvulsant properties in epileptic patients, or reduces the threshold for seizure 
(Griskova, et al. 2006, Lisanby, et al. 2000, Wassermann, et al. 2001). rTMS  is also used as a 
antidepressant treatment (Daskalakis, et al. 2008), and after  significant positive results from 
numerous clinical trials, it was   approved recently by the US Food and Drug 
Administration (FDA).  Nevertheless,  since rTMS can induce seizure, it  poses some risk to 
people  (Anand, et al. 2002).   
  
Safety 
Some safety issues are related to rTMS studies, mainly high-frequency  protocols. Single-
pulse TMS and low frequency rTMS (<1Hz) in healthy adults appears to carry little risk 
beyond occasionally causing local discomfort at the site of stimulation or a transient 
headache in susceptible subjects; no short- or long-term sequela have been described in 
safety studies with either modality  in presumed normal adults  (Anand, et al. 2002). Also, 
there have been no reports of ill effects after  magnetic stimulation of the peripheral nervous 
system and, in the case of cortical stimulation, the incidence of side effects has been 
extremely low,  and well within that expected numbers from  statistics for various patient 
groups (Kandler 1990). 
High frequency, high-intensity repetitive TMS (rTMS)  carries  some risk of inducing seizure 
even in normal subjects (Anand, et al. 2002, Wassermann 1998). In the ten years since 
research with TMS started (1985), there were seven documented accidental seizures.  For 
this reason,  a group of experts  gathered in 1996  to review  data on the safety of rTMS and 
to develop guidelines for its safe use; their findings were  published in 1998(Wassermann 
1998),  detailing  all possible rTMS risks and proposing safe guidelines to minimize them . 
Since then,  rTMS risks declined  considerably;  ten years later  a workshop held  in Italy 
again  reviewed the safety issues of TMS application; a summary was  published in 2009 
(Rossi, et al. 2009). 
Unwanted long-term effects are also another important safety concern with TMS studies. 
Even though there are no registered long-term lasting effects  for single-pulse TMS (Bridgers 
1991, Chokroverty, et al. 1995),(Sack, et al. 2003) , some studies with  high-frequency rTMS  
recorded mild effects persisting  for about one hour after the TMS session (Flitman, et al. 
1998, Little, et al. 2000, Triggs, et al. 1999), (Sack, et al. 2003). Hence,  the first published 
guideline  recommended some precautions with high frequency/intensities rTMS studies,   
for example, including a of pre- and post-neurological and/or  neuropsychological 
examination, with another follow-up one (Wassermann 1998). Nevertheless there is no 
evidence of permanent, sustained negative sequelae of rTMS, and long-term cognitive- and 
neuropsychological-changes after single rTMS sessions are considered negligible in the 
second guideline based on the preceding bibliography. However, when cumulative daily 

sessions of rTMS are administered therapeutically, the latest guideline strongly 
recommended employing neuropsychological monitoring (Rossi, et al. 2009). 
Some TMS devices have received FDA approval for peripheral nerve stimulation; cortical 
stimulation remains investigational. Studies performed with TMS are classified in two 
groups: a) Non-significant risk (NSR), and, b) significant risk (SR). The former may only 
require an IRB-approved protocol and consent; SR studies additionally require FDA 
approval.  
 
General applications 
Since 1985, when the first TMS equipment was developed, TMS has been extensively used to 
explore aspects of human brain physiology in basic neuroscience, and in clinic applications. 
Initially TMS has shown to alter excitability thresholds and response latencies in several 
clinical circumstances, such as in people with certain diseases (Berardelli, et al. 1991)   and 
those taking specific medications (Ziemann, et al. 1996). Thus, it  was used to measure the 
cortical excitability thresholds in studies of epilepsy  (Werhahn, et al. 2000)], and to improve 
motor conduction in patients with such  deficits, viz.,  Parkinson’s disease (Pascual-Leone, et 
al. 1994). Its application was also extended to  studies  of motor function in schizophrenic 
patients (Puri, et al. 1996), and for the prognosis of recovery from stroke (Rapisarda, et al. 
1996). Treating depression was the major application of TMS (George, et al. 1995, George, et 
al. 1997, Pascual-Leone, et al. 1996); several years of clinical trials clearly demonstrated the 
value of this technique as an alternative treatment tool for  patients who  do not tolerate  
existing medications. Due to its great success, the FDA recently approved TMS for treating 
depression. TMS  improves mood in depressive patients; accordingly,  there was  an 
increased interest in  using TMS to clarify its effects on mood improvement that now is 
considered as a consequence of the production of neuroendocrine effect (Keck, et al. 2001). It  
was  also verified recently that TMS can induce the stimulation of striatal dopamine release 
(Strafella, et al. 2001), the modulation of neurotransmiters (Keck, et al. 2000) and an increase 
of blood flow in  the stimulated regions and connected areas (Speer, et al. 2000).  
Researchers in the cognitive and behavioral neurosciences are exploring the ability of TMS 
to generate artificial lesions temporarily or to turn off the function of specific cortical 
regions, thereby allowing the functional identification of those brain areas more essential for 
a given task. Initials neuroscience studies with TMS were limited to animals or humans with 
pathological lesions; currently, researchers are  extending their explorations to the healthy 
population. For instance, TMS is employed  concurrently with some cognitive/behavioral 
tasks  either to disrupt the execution of an specific task by perturbing some fundamental 
brain regions, or to improve performance by interrupting unimportant and/or competing 
brain signals (Walsh, et al. 1998). TMS  impaired performance during learning and a spatial-
memory task (Muri, et al. 1995), and suppressed visual perception during some visual tasks 
(Amassian, et al. 1989, Beckers, et al. 1995, Miller, et al. 1996), It  also was used to investigate 
the effects of speech on the excitability of the corticospinal pathways of  hand muscles 
(Tokimura, et al. 1996), and  the response of transcallosal connections after  magnetic 
stimulation compared  with electrical stimulation(Cracco, et al. 1989). The system of callosal 
fibers activated by transcranial magnetic stimulation revealed  the topography of fibers in 
the human corpus callosum mediating interhemispheric inhibition between the motor 
cortices (Meyer, et al. 1998). TMS  was used to assess the plasticity of the cortical topography 
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pulses temporally summate, causing a greater change in neural activity than those changes 
induced by other protocols, and thereby offering a wide range of applications in   basic 
neuroscience and as a clinical tool.  For example, rTMS can induce changes in 
neurotransmitter systems and hormonal axes (Ben-Shachar, et al. 1997, Burt, et al. 2002, 
Keck, et al. 2000, Keck, et al. 2002, Kole, et al. 1999, Post, et al. 2001). It can also regulate the 
expression of some genes and the synthesis of some peptides that are important for 
neuronal plasticity and synaptic development (Keck, et al. 2000, Lisanby, et al. 2000, 
Schlaepfer, et al. 2004). Depending upon the intensity of the stimulus,   rTMS either has 
anticonvulsant properties in epileptic patients, or reduces the threshold for seizure 
(Griskova, et al. 2006, Lisanby, et al. 2000, Wassermann, et al. 2001). rTMS  is also used as a 
antidepressant treatment (Daskalakis, et al. 2008), and after  significant positive results from 
numerous clinical trials, it was   approved recently by the US Food and Drug 
Administration (FDA).  Nevertheless,  since rTMS can induce seizure, it  poses some risk to 
people  (Anand, et al. 2002).   
  
Safety 
Some safety issues are related to rTMS studies, mainly high-frequency  protocols. Single-
pulse TMS and low frequency rTMS (<1Hz) in healthy adults appears to carry little risk 
beyond occasionally causing local discomfort at the site of stimulation or a transient 
headache in susceptible subjects; no short- or long-term sequela have been described in 
safety studies with either modality  in presumed normal adults  (Anand, et al. 2002). Also, 
there have been no reports of ill effects after  magnetic stimulation of the peripheral nervous 
system and, in the case of cortical stimulation, the incidence of side effects has been 
extremely low,  and well within that expected numbers from  statistics for various patient 
groups (Kandler 1990). 
High frequency, high-intensity repetitive TMS (rTMS)  carries  some risk of inducing seizure 
even in normal subjects (Anand, et al. 2002, Wassermann 1998). In the ten years since 
research with TMS started (1985), there were seven documented accidental seizures.  For 
this reason,  a group of experts  gathered in 1996  to review  data on the safety of rTMS and 
to develop guidelines for its safe use; their findings were  published in 1998(Wassermann 
1998),  detailing  all possible rTMS risks and proposing safe guidelines to minimize them . 
Since then,  rTMS risks declined  considerably;  ten years later  a workshop held  in Italy 
again  reviewed the safety issues of TMS application; a summary was  published in 2009 
(Rossi, et al. 2009). 
Unwanted long-term effects are also another important safety concern with TMS studies. 
Even though there are no registered long-term lasting effects  for single-pulse TMS (Bridgers 
1991, Chokroverty, et al. 1995),(Sack, et al. 2003) , some studies with  high-frequency rTMS  
recorded mild effects persisting  for about one hour after the TMS session (Flitman, et al. 
1998, Little, et al. 2000, Triggs, et al. 1999), (Sack, et al. 2003). Hence,  the first published 
guideline  recommended some precautions with high frequency/intensities rTMS studies,   
for example, including a of pre- and post-neurological and/or  neuropsychological 
examination, with another follow-up one (Wassermann 1998). Nevertheless there is no 
evidence of permanent, sustained negative sequelae of rTMS, and long-term cognitive- and 
neuropsychological-changes after single rTMS sessions are considered negligible in the 
second guideline based on the preceding bibliography. However, when cumulative daily 

sessions of rTMS are administered therapeutically, the latest guideline strongly 
recommended employing neuropsychological monitoring (Rossi, et al. 2009). 
Some TMS devices have received FDA approval for peripheral nerve stimulation; cortical 
stimulation remains investigational. Studies performed with TMS are classified in two 
groups: a) Non-significant risk (NSR), and, b) significant risk (SR). The former may only 
require an IRB-approved protocol and consent; SR studies additionally require FDA 
approval.  
 
General applications 
Since 1985, when the first TMS equipment was developed, TMS has been extensively used to 
explore aspects of human brain physiology in basic neuroscience, and in clinic applications. 
Initially TMS has shown to alter excitability thresholds and response latencies in several 
clinical circumstances, such as in people with certain diseases (Berardelli, et al. 1991)   and 
those taking specific medications (Ziemann, et al. 1996). Thus, it  was used to measure the 
cortical excitability thresholds in studies of epilepsy  (Werhahn, et al. 2000)], and to improve 
motor conduction in patients with such  deficits, viz.,  Parkinson’s disease (Pascual-Leone, et 
al. 1994). Its application was also extended to  studies  of motor function in schizophrenic 
patients (Puri, et al. 1996), and for the prognosis of recovery from stroke (Rapisarda, et al. 
1996). Treating depression was the major application of TMS (George, et al. 1995, George, et 
al. 1997, Pascual-Leone, et al. 1996); several years of clinical trials clearly demonstrated the 
value of this technique as an alternative treatment tool for  patients who  do not tolerate  
existing medications. Due to its great success, the FDA recently approved TMS for treating 
depression. TMS  improves mood in depressive patients; accordingly,  there was  an 
increased interest in  using TMS to clarify its effects on mood improvement that now is 
considered as a consequence of the production of neuroendocrine effect (Keck, et al. 2001). It  
was  also verified recently that TMS can induce the stimulation of striatal dopamine release 
(Strafella, et al. 2001), the modulation of neurotransmiters (Keck, et al. 2000) and an increase 
of blood flow in  the stimulated regions and connected areas (Speer, et al. 2000).  
Researchers in the cognitive and behavioral neurosciences are exploring the ability of TMS 
to generate artificial lesions temporarily or to turn off the function of specific cortical 
regions, thereby allowing the functional identification of those brain areas more essential for 
a given task. Initials neuroscience studies with TMS were limited to animals or humans with 
pathological lesions; currently, researchers are  extending their explorations to the healthy 
population. For instance, TMS is employed  concurrently with some cognitive/behavioral 
tasks  either to disrupt the execution of an specific task by perturbing some fundamental 
brain regions, or to improve performance by interrupting unimportant and/or competing 
brain signals (Walsh, et al. 1998). TMS  impaired performance during learning and a spatial-
memory task (Muri, et al. 1995), and suppressed visual perception during some visual tasks 
(Amassian, et al. 1989, Beckers, et al. 1995, Miller, et al. 1996), It  also was used to investigate 
the effects of speech on the excitability of the corticospinal pathways of  hand muscles 
(Tokimura, et al. 1996), and  the response of transcallosal connections after  magnetic 
stimulation compared  with electrical stimulation(Cracco, et al. 1989). The system of callosal 
fibers activated by transcranial magnetic stimulation revealed  the topography of fibers in 
the human corpus callosum mediating interhemispheric inhibition between the motor 
cortices (Meyer, et al. 1998). TMS  was used to assess the plasticity of the cortical topography 
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pulses temporally summate, causing a greater change in neural activity than those changes 
induced by other protocols, and thereby offering a wide range of applications in   basic 
neuroscience and as a clinical tool.  For example, rTMS can induce changes in 
neurotransmitter systems and hormonal axes (Ben-Shachar, et al. 1997, Burt, et al. 2002, 
Keck, et al. 2000, Keck, et al. 2002, Kole, et al. 1999, Post, et al. 2001). It can also regulate the 
expression of some genes and the synthesis of some peptides that are important for 
neuronal plasticity and synaptic development (Keck, et al. 2000, Lisanby, et al. 2000, 
Schlaepfer, et al. 2004). Depending upon the intensity of the stimulus,   rTMS either has 
anticonvulsant properties in epileptic patients, or reduces the threshold for seizure 
(Griskova, et al. 2006, Lisanby, et al. 2000, Wassermann, et al. 2001). rTMS  is also used as a 
antidepressant treatment (Daskalakis, et al. 2008), and after  significant positive results from 
numerous clinical trials, it was   approved recently by the US Food and Drug 
Administration (FDA).  Nevertheless,  since rTMS can induce seizure, it  poses some risk to 
people  (Anand, et al. 2002).   
  
Safety 
Some safety issues are related to rTMS studies, mainly high-frequency  protocols. Single-
pulse TMS and low frequency rTMS (<1Hz) in healthy adults appears to carry little risk 
beyond occasionally causing local discomfort at the site of stimulation or a transient 
headache in susceptible subjects; no short- or long-term sequela have been described in 
safety studies with either modality  in presumed normal adults  (Anand, et al. 2002). Also, 
there have been no reports of ill effects after  magnetic stimulation of the peripheral nervous 
system and, in the case of cortical stimulation, the incidence of side effects has been 
extremely low,  and well within that expected numbers from  statistics for various patient 
groups (Kandler 1990). 
High frequency, high-intensity repetitive TMS (rTMS)  carries  some risk of inducing seizure 
even in normal subjects (Anand, et al. 2002, Wassermann 1998). In the ten years since 
research with TMS started (1985), there were seven documented accidental seizures.  For 
this reason,  a group of experts  gathered in 1996  to review  data on the safety of rTMS and 
to develop guidelines for its safe use; their findings were  published in 1998(Wassermann 
1998),  detailing  all possible rTMS risks and proposing safe guidelines to minimize them . 
Since then,  rTMS risks declined  considerably;  ten years later  a workshop held  in Italy 
again  reviewed the safety issues of TMS application; a summary was  published in 2009 
(Rossi, et al. 2009). 
Unwanted long-term effects are also another important safety concern with TMS studies. 
Even though there are no registered long-term lasting effects  for single-pulse TMS (Bridgers 
1991, Chokroverty, et al. 1995),(Sack, et al. 2003) , some studies with  high-frequency rTMS  
recorded mild effects persisting  for about one hour after the TMS session (Flitman, et al. 
1998, Little, et al. 2000, Triggs, et al. 1999), (Sack, et al. 2003). Hence,  the first published 
guideline  recommended some precautions with high frequency/intensities rTMS studies,   
for example, including a of pre- and post-neurological and/or  neuropsychological 
examination, with another follow-up one (Wassermann 1998). Nevertheless there is no 
evidence of permanent, sustained negative sequelae of rTMS, and long-term cognitive- and 
neuropsychological-changes after single rTMS sessions are considered negligible in the 
second guideline based on the preceding bibliography. However, when cumulative daily 

sessions of rTMS are administered therapeutically, the latest guideline strongly 
recommended employing neuropsychological monitoring (Rossi, et al. 2009). 
Some TMS devices have received FDA approval for peripheral nerve stimulation; cortical 
stimulation remains investigational. Studies performed with TMS are classified in two 
groups: a) Non-significant risk (NSR), and, b) significant risk (SR). The former may only 
require an IRB-approved protocol and consent; SR studies additionally require FDA 
approval.  
 
General applications 
Since 1985, when the first TMS equipment was developed, TMS has been extensively used to 
explore aspects of human brain physiology in basic neuroscience, and in clinic applications. 
Initially TMS has shown to alter excitability thresholds and response latencies in several 
clinical circumstances, such as in people with certain diseases (Berardelli, et al. 1991)   and 
those taking specific medications (Ziemann, et al. 1996). Thus, it  was used to measure the 
cortical excitability thresholds in studies of epilepsy  (Werhahn, et al. 2000)], and to improve 
motor conduction in patients with such  deficits, viz.,  Parkinson’s disease (Pascual-Leone, et 
al. 1994). Its application was also extended to  studies  of motor function in schizophrenic 
patients (Puri, et al. 1996), and for the prognosis of recovery from stroke (Rapisarda, et al. 
1996). Treating depression was the major application of TMS (George, et al. 1995, George, et 
al. 1997, Pascual-Leone, et al. 1996); several years of clinical trials clearly demonstrated the 
value of this technique as an alternative treatment tool for  patients who  do not tolerate  
existing medications. Due to its great success, the FDA recently approved TMS for treating 
depression. TMS  improves mood in depressive patients; accordingly,  there was  an 
increased interest in  using TMS to clarify its effects on mood improvement that now is 
considered as a consequence of the production of neuroendocrine effect (Keck, et al. 2001). It  
was  also verified recently that TMS can induce the stimulation of striatal dopamine release 
(Strafella, et al. 2001), the modulation of neurotransmiters (Keck, et al. 2000) and an increase 
of blood flow in  the stimulated regions and connected areas (Speer, et al. 2000).  
Researchers in the cognitive and behavioral neurosciences are exploring the ability of TMS 
to generate artificial lesions temporarily or to turn off the function of specific cortical 
regions, thereby allowing the functional identification of those brain areas more essential for 
a given task. Initials neuroscience studies with TMS were limited to animals or humans with 
pathological lesions; currently, researchers are  extending their explorations to the healthy 
population. For instance, TMS is employed  concurrently with some cognitive/behavioral 
tasks  either to disrupt the execution of an specific task by perturbing some fundamental 
brain regions, or to improve performance by interrupting unimportant and/or competing 
brain signals (Walsh, et al. 1998). TMS  impaired performance during learning and a spatial-
memory task (Muri, et al. 1995), and suppressed visual perception during some visual tasks 
(Amassian, et al. 1989, Beckers, et al. 1995, Miller, et al. 1996), It  also was used to investigate 
the effects of speech on the excitability of the corticospinal pathways of  hand muscles 
(Tokimura, et al. 1996), and  the response of transcallosal connections after  magnetic 
stimulation compared  with electrical stimulation(Cracco, et al. 1989). The system of callosal 
fibers activated by transcranial magnetic stimulation revealed  the topography of fibers in 
the human corpus callosum mediating interhemispheric inhibition between the motor 
cortices (Meyer, et al. 1998). TMS  was used to assess the plasticity of the cortical topography 
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antidepressant treatment (Daskalakis, et al. 2008), and after  significant positive results from 
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neuropsychological-changes after single rTMS sessions are considered negligible in the 
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memory task (Muri, et al. 1995), and suppressed visual perception during some visual tasks 
(Amassian, et al. 1989, Beckers, et al. 1995, Miller, et al. 1996), It  also was used to investigate 
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in normal volunteers (Pascual-Leone, et al. 1994) and in patients suffering from stroke 
(Caramia, et al. 1996, Hamdy, et al. 1996) and  amputations (Kew, et al. 1994).  

 
4. The Simultaneous TMS & fMRI  

The TMS technique rests on the implicit assumption that the induced magnetic stimulation 
locally disrupts neural activity at the site of stimulation, inducing changes in the 
correspondent behavioral performance. However, recent TMS-functional magnetic 
resonance imaging (fMRI) studies imply that the neural consequences of focal TMS are  not 
restricted to the  stimulation site (Bestmann, et al. 2003, Bestmann, et al. 2004, Ruff, et al. 
2006, Ruff, et al. 2008), but  spread  throughout different brain regions. Accordingly, the 
only satisfactory way to directly assess the neural effects of a TMS stimulus is by  
simultaneously combining TMS and functional brain-imaging techniques(Sack 2006).   
This combination opens up a new venue in neuroscience research. TMS supports a focused, 
controlled manipulation of neural activity, while the imaging techniques allow the 
functional evaluation of the brain’s response to this local neuronal interference. Researchers 
have explored this multimodality combination of TMS and positron emission tomography 
(PET)(Paus, et al. 1997, Paus, et al. 1998), single-photon emission computed tomography 
(SPEC)(Fregni, et al. 2006)], electroencephalography (EEG) (Schutter, et al. 2006, Thut, et al. 
2003), near- infrared spectroscopy (NIRS) (Hada, et al. 2006), fMRI (Bastings, et al. 1998, 
Boroojerdi, et al. 1999, Boroojerdi, et al. 2000, Devlin, et al. 2003, Roberts, et al. 1997), either  
simultaneously or in separated sections. However, because the simultaneous combination of 
TMS and fMRI is noninvasive, this is the most promising tool for neuroimaging research, as 
it allows us to stimulate brain circuits while monitoring changes in the brain’s activity and 
behavior in humans (Bohning, et al. 1999, Caparelli 2007, Hallett 2000, Hallett 2007, Siebner, 
et al. 2003). This methodology can help to identify brain networks associated with a specific 
function, supporting causality for brain-behavior connections, and to assess directly the 
neural effects of a TMS stimulus across the entire brain. However, the direct interaction 
between the TMS pulse and the MRI scanners poses a considerable technical challenge;  
thus, few research groups have  implemented this approach successfully (Bestmann, et al. 
2003, Bohning, et al. 2003)  
 
TMS and fMRI – Technical issues 
The main technical issue in simultaneously implementing TMS and fMRI lies, in safely and 
correctly, positioning the TMS inside the MRI scanner. When two magnetic fields are 
generated at the same space they interact and induce a reaction force over the sources that 
will rotate them to align the source’s poles, a phenomenon called the torque reaction. For 
example, when a magnet is in the presence of an external magnetic field, it experiences a 
torque that tends to align the magnet's poles with the direction of the magnetic field’s lines. 
Similarly, when a TMS coil generates a time- varying magnetic field inside an MRI scanner, 
i.e., under another high static magnetic field, a torque reaction will act over the TMS coil 
(Reitz, et al. 1993). These torque reactions are proportion to the scanner’s external magnetic 
field, and depend on the coil’s shape and composition (ferromagnetic or non-ferromagnetic), 
and current direction inside the TMS coil. For example, in a figure-of-eight MRI-compatible 
TMS coil, using a biphasic stimulator, that generates electrical currents  flowing  in the 
opposite direction (Figure 6), the torque reaction is not considered strong (Bohning, et al. 

1998); however, it  may be significant if another coil shape, or a monophasic stimulator is 
used. Therefore, to accurately and safely place the TMS coil on the chosen brain site for 
magnetic stimulation inside the MRI scanners, each MRI center has customized the coil 
holders to fulfill their needs according with their experiment set up. Thus, Bestmann and 
colleagues (2003)  attached a plastic holder to the head RF-coil that  can be  manually 
adjusted (Bestmann, et al. 2003); the wooden approach has been also used as an MRI 
compatible TMS coil holder (one example developed at BNL, appears  in Figure 7 and 
another in ref. (Bestmann, et al. 2004).  A further approach is  the semi- automatic TMS coil 
positioning/holding system,  developed by  Bohning and colleagues; it is a compact holder, 
manually operated with 6 calibrated degrees of freedom and with a software package for 
transforming the MR images’ coordinates to the MRI scanner space coordinates (Bohning, et 
al. 2003).  

 
Fig. 6. Figure-of-eight TMS coil with the shown the current directions when used in a 
biphasic stimulator 
 

 
Fig. 7. Picture of the TMS coil holder developed at Brookhaven National Laboratory; left: 
RF-coil, TMS coil, and coil holder; and, right: TMS coil and coil holder. 
 
The other technical issue associated with this multimodality combination is  the  interference 
generated by the TMS coil and the  MRI’s imaging acquisition process, which was explored 
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torque that tends to align the magnet's poles with the direction of the magnetic field’s lines. 
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and current direction inside the TMS coil. For example, in a figure-of-eight MRI-compatible 
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used. Therefore, to accurately and safely place the TMS coil on the chosen brain site for 
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by the “pioneers” in using this multimodality technique (Bestmann, et al. 2003).  In a 
magnetic field of 2 Tesla, aliasing and/or susceptibility artifacts might  occur, depending on 
the orientation of the TMS coil and image acquisition, Furthermore, the TMS pulse can 
interfere with the image acquisition  if the interval between the TMS pulse and the first RF 
excitation pulse is less than about 100 ms. New versions of the MRI-compatible TMS coil 
minimize the possibility of having aliasing artifacts,  while the outcomes  of susceptibility 
artifacts ( Figure 8 ), and the timing between the TMS pulse and image acquisition vary with  
different magnetic fields.  
 

 
Fig. 8. Round water-phantom coronal images obtained in a 4 Tesla Varian scanner at 
Brookhaven National Laboratory, without the TMS coil (A), and with the TMS positioned, 
as shown in figure 7, perpendicular to the image orientation. Local artifacts are observed at 
the contact point between TMS coil and the phantom (top of fig. B).  
 
Initial applications 
The feasibility of simultaneous TMS and fMRI  was initially demonstrated in 1.5 Tesla  MRI 
scanners using low frequency TMS protocols (single-pulse TMS or 1 Hz rTMS) and it was  
considered relatively safe (Bohning, et al. 1998, Bohning, et al. 1999, Bohning, et al. 2000, 
Bohning, et al. 2000, Bohning, et al. 2003).  These researchers   used the simultaneous TMS-
fMRI technique to evaluate brain activation induced by TMS stimuli of varying intensity 
applied over the motor cortex region. They directly correlated stimulus intensity and brain 
activation, but, even though the activated networks generated by different intensities were 
similar, the areas activated by supra-motor-threshold TMS displayed a bigger BOLD signal 
than those resulting from sub-motor threshold TMS stimuli. They have also observed some 
activation in the auditory cortex from the loud noise caused by TMS pulse. 
Later studies employed this combination to explore brain activation induced by TMS 
stimulus given in different brain regions (Nahas, et al. 2001), and with higher rTMS 
frequencies in higher static magnetic fields, such as 2 Tesla (Baudewig, et al. 2001, 
Bestmann, et al. 2003) and 3 Tesla MRI scanners (Bestmann, et al. 2004), while also varying 
the stimulus intensity. These groups verified once more that higher stimulus intensity 
induces activated areas with a larger cluster size than those activated by a stimulus of lesser 
intensity. Furthermore, they observed that highfrequency rTMS induces brain activation in a 
larger network than that induced by a lower rTMs frequency. Thus, in applying a 4 Hz 
rTMS stimulus  at two intensities ,  supra- and sub-threshold, over the left supplementary 
motor cortex (M1/S1) in a 2 T MRI scanner, Bestmann and colleagues observed brain 
activation on the site of stimulation, bilaterally on the right M1/S1,  supplementary motor 
cortex (SMA) and  lateral premotor cortex (LPMC) for supra-threshold TMS stimulus. In 
constrast, there were no significant BOLD-fMRI responses to sub-thresholds stimulations at 
the stimulus site, but they were evident at distant brain regions, viz, the SMA, LPMC and 
contralateral M1/S1.  (Bestmann, et al. 2003). 
 
 

Current situation - possibilities and limitations  
Existing research results, using the simultaneous combination of TMS and fMRI in different 
magnetic field intensities, already demonstrated that the technique is feasible and 
sufficiently safe as a routine research tool in normal volunteers. Its use was  extended from 
the motor cortex to others brain areas, such as  the premotor cortex (Bestmann, et al. 2005), 
frontal-eyes-field (Ruff, et al. 2006), parietal cortex (Ruff, et al. 2008) and occipital area 
(Caparelli, et al. 2010). The published studies show that this multimodality technique 
provides the ability to monitor BOLD response while allowing the precise selection of the 
anatomic- and functional-targets through TMS stimulus, so affording a robust tool for 
investigating the connection between the TMS action in the cortex areas, and the subsequent 
BOLD response in subcortical regions. 
Nevertheless, although the feasibility of this combined technique is well established, and its 
several advantages for neuroimaging research enumerated, simultaneous TMS and MRI still 
technically challenges most research centers.  Accordingly, more technical development is 
needed to reduce the size and shape of the TMS coils so they can fit inside the current 
multichannel receivers RF-coils.  Further, since current MRI compatible TMS coil shape 
restrict the areas of stimulation to the cortical region, progress is much needed to ensure we 
can apply a deep TMS stimulus and simultaneously measure the brain’s response.    
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the orientation of the TMS coil and image acquisition, Furthermore, the TMS pulse can 
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constrast, there were no significant BOLD-fMRI responses to sub-thresholds stimulations at 
the stimulus site, but they were evident at distant brain regions, viz, the SMA, LPMC and 
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Nevertheless, although the feasibility of this combined technique is well established, and its 
several advantages for neuroimaging research enumerated, simultaneous TMS and MRI still 
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needed to reduce the size and shape of the TMS coils so they can fit inside the current 
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several advantages for neuroimaging research enumerated, simultaneous TMS and MRI still 
technically challenges most research centers.  Accordingly, more technical development is 
needed to reduce the size and shape of the TMS coils so they can fit inside the current 
multichannel receivers RF-coils.  Further, since current MRI compatible TMS coil shape 
restrict the areas of stimulation to the cortical region, progress is much needed to ensure we 
can apply a deep TMS stimulus and simultaneously measure the brain’s response.    
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1. Introduction 

The recognition of environmental information with emotional valence is crucial for the 
adjustment and social functioning. Since Darwin (1872), facial expressions of basic emotions 
have been considered as a fundamental component of the processing of emotions and 
various studies have provided evidence of a dissociable although interconnected 
involvement of different neural substrates in the emotional processing. Happiness, sadness, 
anger, fear and disgust are considered as basic emotions. Although with some controversies, 
surprise is also considered as a basic emotion. 
In spite of some contrary positions (e.g. Russell, 1994) facial expressions of basic emotions 
have been considered as universal, i.e., identified in a similar way in different cultures, 
whether they are literate or preliterate (Andrew, 1963; Ekman et al., 1969), as originally 
proposed by Charles Darwin. The studies carried out by Paul Ekman and his colleagues led 
to the development of a database of photographs of actors and actresses expressing basic 
emotions, called Pictures of Facial Affect (Ekman & Friesen, 1976), which has been widely 
used in different paradigms, such as emotional processing and aversive conditioning and, 
more recently, psychological paradigms of activation associated with functional 
neuroimaging. Other sets of images with facial expressions (Gur et al., 2002) have also been 
used. 
The facial musculature is complex, diverse and highly specialized. From an evolutionary 
perspective, the proliferation and diversification of the facial muscles coincide with the 
development of language and the period of rapid increase in hominid brain size, when they 
left the rain forest to live on the savannah. Life in groups led gains to secure food through 
hunting, and safety from predators. On the other hand, guarantee the survival and breeding 
in large groups required capacity to recognize emotions of other members of the social 
organization and, therefore, predict their behavior. If the social cues are important 
components in this new social organization, the ability to identify and translate these signals 
must have evolved in parallel with the development of the ability to express and manage, at 
least partially, the facial expressions. Therefore, humans would not be able to communicate 
emotional signs, but also to decode them quickly and efficiently (Öhman, 2002).  
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1. Introduction 

The recognition of environmental information with emotional valence is crucial for the 
adjustment and social functioning. Since Darwin (1872), facial expressions of basic emotions 
have been considered as a fundamental component of the processing of emotions and 
various studies have provided evidence of a dissociable although interconnected 
involvement of different neural substrates in the emotional processing. Happiness, sadness, 
anger, fear and disgust are considered as basic emotions. Although with some controversies, 
surprise is also considered as a basic emotion. 
In spite of some contrary positions (e.g. Russell, 1994) facial expressions of basic emotions 
have been considered as universal, i.e., identified in a similar way in different cultures, 
whether they are literate or preliterate (Andrew, 1963; Ekman et al., 1969), as originally 
proposed by Charles Darwin. The studies carried out by Paul Ekman and his colleagues led 
to the development of a database of photographs of actors and actresses expressing basic 
emotions, called Pictures of Facial Affect (Ekman & Friesen, 1976), which has been widely 
used in different paradigms, such as emotional processing and aversive conditioning and, 
more recently, psychological paradigms of activation associated with functional 
neuroimaging. Other sets of images with facial expressions (Gur et al., 2002) have also been 
used. 
The facial musculature is complex, diverse and highly specialized. From an evolutionary 
perspective, the proliferation and diversification of the facial muscles coincide with the 
development of language and the period of rapid increase in hominid brain size, when they 
left the rain forest to live on the savannah. Life in groups led gains to secure food through 
hunting, and safety from predators. On the other hand, guarantee the survival and breeding 
in large groups required capacity to recognize emotions of other members of the social 
organization and, therefore, predict their behavior. If the social cues are important 
components in this new social organization, the ability to identify and translate these signals 
must have evolved in parallel with the development of the ability to express and manage, at 
least partially, the facial expressions. Therefore, humans would not be able to communicate 
emotional signs, but also to decode them quickly and efficiently (Öhman, 2002).  
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Our innate ability of decoding emotional signs communicated by our peers can be affected 
by several conditions, such emotional state, personality traits, diagnosis of mental disorders, 
drug manipulation, among others. In this chapter we will review results about emotional 
face processing, obtained through different techniques that can bring some information 
about the pathophysiology of anxiety and mood disorders.  

 
2. Neural substrates of emotional faces processing 

The advance of neuroimaging techniques has provided substantial data for the 
understanding of the neurobiology of the emotional processing in humans. Several 
paradigms of psychological activation have been examined by magnetic resonance imaging 
(fMRI) and positron emission tomography (PET) in order to evaluate specific components of 
the processing of emotions, such as the conscious or unconscious identification perception of 
basic emotions, fear conditioning, reward and punishment, among others. Studies of fMRI, 
applying psychological activation paradigms aimed at verifying the neural responses of 
healthy volunteers to facial expressions of basic emotions, suggest the activation of specific 
neural substrates for different emotional expressions.  
The face perception in humans is mediated by a neuronal system consisted by multiple and 
bilateral regions (Haxby et al., 2002). This system has a hierarchical organization, initially 
composed of a system of visual processing of the face, made up of three distinct regions. The 
first of these regions is the inferior occipital gyrus that captures the general features of the 
face perception. This region connects to two other regions, the superior temporal sulcus and 
the fusiform gyrus. The superior temporal sulcus assesses changing aspects of the face, as 
the perception of gaze direction of the face and mouth movements. The lateral fusiform 
gyrus analyzes the invariant aspects of the face, giving the unique identity of each face. This 
system of visual analysis of the face sends links to an extensive neuronal plot with different 
cognitive functions that can act in accordance with the visual analysis system to give 
meaning to the faces. The superior temporal sulcus connects with the intraparietal sulcus, 
responsible for analyzing the spatial direction, related to head movement and direction of 
the eyes, and the auditory cortex responsible for processing phonetic content that 
accompanies the facial stimuli. The fusiform gyrus is connected to the lateral anterior 
temporal gyrus to process information concerning the identity of the person, name and 
biographical information. These regions would be connected with the amygdala, insula and 
other structures of the limbic system.  
The activation of the amygdala to fearful faces has been extensively demonstrated in 
neuroimaging studies with healthy volunteers (Breiter et al., 1996) and studies in patients 
with neurological injuries show that lesions in the amygdala are associated with impairment 
in the recognition of facial expressions of fear (Adolphs et al., 1994). Although it is quite 
significant, the relationship between amygdala activation and the expression of fear seems 
to be unspecific, since it has also been shown activation of this structure to other emotions 
such as anger (Hariri et al., 2000), disgust (Sprengelmeyer et al., 1998), sadness (Surguladze 
et al., 2003), happiness (Breiter et al., 1996; Surguladze et al., 2003) and surprise, when this 
was interpreted negatively (Kim et al., 2003), suggesting a wider role of the amygdala in 
different stimuli with emotional valence.  
The amygdala seems also to be involved in unconscious emotional processes, because 
neuronal responses has been observed in this area even when the volunteers did not have an 

explicit recognition of emotional expressions (Whalen et al., 1998). Moreover, the activation 
of the amygdala to negative facial expressions presented in an unconscious perception 
paradigm (stimulus presentation for 33 milliseconds, followed by a neutral face, with a 
duration of 333 milliseconds) was followed by a bias for negative evaluation of the faces in a 
behavioral paradigm similar to that presented in the scanner (Dannlowski et al., 2007). 
These findings suggest that the increase in the neuronal activation of the amygdala would 
correlate with increased identification of emotion.  
The processing of facial expressions of disgust has been consistently associated with 
activations in the insular cortex (Phillips et al., 1997), although negative results and 
activation of the insula by other emotions such as anger have also been reported. In 
addition, patients with Huntington's disease has an impairment in the recognition of 
emotional expressions of disgust (Sprengelmeyer et al., 1996), suggesting that fronto-striatal 
and especially the basal ganglia are also involved in the recognition of facial expressions of 
disgust, as these regions are involved in Huntington's disease.  
Angry faces can be considered as a guide for the others’ behavior, in situations where social 
rules or expectations are violated (Averill, 1982). The orbitofrontal cortex is crucially 
involved in this kind of function and activations in this region to expressions of anger are 
reported (Sprengelmeyer et al., 1998). Additionally, patients with lesions in orbitofrontal 
cortex, who began to show sociopathic behavior, show a generalized impairment in the 
recognition of facial expressions, but with a more pronounced impairment in the recognition 
of faces of anger (Blair, 2003) .  
Activations of the frontal cortex and the cingulate cortex during the recognition of various 
facial expressions can be associated with the function of these regions in cognitive and 
integrative processing of emotions (Lane et al., 1998).  
The processing of facial expressions is predominantly involved in identifying emotions, but 
there is evidence suggesting that viewing of facial expressions would also be able to evoke 
emotions through a more primitive emotional contagion (Wild et al., 2001). An alternative to 
the study of  evoked emotions is the use of scenes depicting situations which could lead to 
subjective emotional states, such as the database developed by Lang and his colleagues 
(Lang et al., 1993), called the International Affective Picture System (IAPS). Hundreds of 
scenes constituents of this database were evaluated for the valence and the arousal during 
the validation process. In a study (Britton et al., 2006) comparing the neuronal activation 
caused by facial expressions of happiness, sadness, fear and anger with the neuronal 
activation caused by viewing of IAPS pictures with the same emotional content, it has been 
shown that both stimuli activated brain areas in common, such as the amygdala, posterior 
hippocampus, prefrontal cortex and medial visual cortex. Moreover, activations in anterior 
cingulate, insula and superior temporal gyrus were more pronounced for faces than to 
scenes. In this study it was found that the agreement on the definition of emotion displayed 
by the stimulus was greater for faces than for scenes, although the later were rated as with 
greater valence and arousal than the former. A limitation for the use of scenes would be the 
complexity and amount of information in each picture, which could lead to the recruitment 
of additional cognitive processing, and recall of prior personal experiences. On the other 
hand, habituation would be less frequent with the scenes compared to faces.  
The neuroimaging findings indicate the existence of specific neural substrates related to the 
recognition of facial expressions of basic emotions. A meta-analysis (Phan et al., 2002) 
suggested that the amygdala plays a key role in processing emotions of fear, while the basal 
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of additional cognitive processing, and recall of prior personal experiences. On the other 
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ganglia seem to be particularly involved in processing other emotions such as disgust and 
happiness. Specifically in regard to the processing of emotional faces, a recent review of 105 
fMRI studies with healthy volunteers (Fusar-Poli et al., 2009) has shown activation of 
amygdala to fearful, happy and sad faces, with a greater sensitivity of the amygdala for fear 
than happiness or sadness. On the other hand, insular response was observed to angry and 
disgusted faces, with a greater sensitivity to disgust than to anger. The former meta-analysis 
also demonstrated that regions of cortex medial prefrontal cortex (areas 9 and 10 of 
Brodman) extending to the anterior cingulate gyrus (areas 32/33 and 24 of Brodman) are 
commonly activated by different emotions, strengthening the involvement of these 
structures in the cognitive aspects of processing of emotions. 
Since a considerable body of evidence points to sex differences in the emotional processing 
(Cahill, 2006), the sexual polymorphism can be a confounding variable in studies looking at 
the processing of facial expression. Considering the relevance of sex differences in emotional 
processing, it will be discussed separately. 

 
3. Sexual dimorphism in emotional faces processing  

There is a consistent body of evidence of sex differences in the performance of cognitive and 
emotional functions. In short, women seem to perform better on tasks of verbal fluency, 
memory and fine motor tasks, while men perform better on tasks related to math and spatial 
skills (Halpern, 1992). Despite the evidence of sex differences on the cognitive and emotional 
processes, this issue is still quite controversial and the magnitude, extent and nature of these 
differences are not fully understood.   
Regarding the processing of facial expressions, the results are even more inconsistent. The 
results of studies comparing the performance of healthy men and women in the 
identification of basic emotions in facial expressions are controversial, with many pointing 
to negative results (e.g. Hall et al., 2004), while others point to a difference between the 
sexes. Among the latter, most of them suggest a better performance of women in the 
identification of facial expressions, regardless of emotion evaluated (e.g. Hall and 
Matsumoto, 2004; Rahman et al., 2004; Terracciano et al., 2003). In this direction, 
physiological parameters suggest a greater responsiveness of women to facial expressions 
(Campanella et al., 2004; Dimberg, 1990; Orozco & Ehlers, 1998), although negative results 
have also been reported (Lundqvist, 1995). There are, however, contrary results, showing 
that men would be faster than women to recognize faces of fear (Campanella et al., 2004) 
and anger (Williams & Mattingley, 2006).  
There is also evidence of sex differences in brain lateralization for the processing of 
emotions. In general, men use more right hemisphere when processing facial expressions, 
whereas women use both hemispheres (e.g. Bourne, 2005). Functional neuroimaging studies 
also suggest a sex difference in the processing of facial expressions (McClure et al., 2004; 
Williams et al., 2005) and seems to confirm the findings of behavioral lateralization 
described above. There are, however, reported negative results (Schroeder et al., 2004).  
Although neuroimaging studies point to sex differences in neuronal activation caused by 
emotional faces, results are quite variable, preventing the establishment of a pattern which 
distinguishes one kind or another. For instance, men showed more pronounced activation of 
left amygdala in one study (Killgore & Yurgelun-Todd, 2001) but of the right amygdala in 
other (Williams et al., 2005) to fearful faces. It has also been reported greater activation in 

right insula and decreased activation in bilateral hippocampus in men during exposure to 
faces of fear (Williams et al., 2005). Differences in activation of the anterior cingulate cortex 
are also controversial, with one study showing activation more pronounced in males 
(McClure et al., 2004) and another study showing higher activation in females (Williams et 
al., 2005). There is evidence, however, of an interaction between sex of face and sex of the 
observer in regard to the activations of the anterior cingulate cortex. Men had a more 
pronounced activation in this region when looking at male faces, whereas women had more 
pronounced activations viewing female faces (Fischer et al., 2004). Finally, women had 
greater hemodynamic responses in the amygdala and right frontal regions to the angry faces 
(McClure et al., 2004) and men showed more pronounced activation of right amygdala to 
happy faces (Killgore and Yurgelun-Todd, 2001). 
Taken together, the behavioral, physiological and neuroimaging data obtained so far 
indicate a sexual dimorphism in the processing of facial expressions, although the 
performance data in the paradigms are less consistent.  
The difference in the behavioral data may be related to the lack of control of the phase of the 
menstrual cycle. There is evidence from cognitive studies pointing to a fluctuating response 
pattern, related to the phases of the menstrual cycle (Maki et al., 2002). In regard to 
emotional faces, it has also been shown that women identified facial expressions of fear with 
greater accuracy during the menstrual cycle characterized by high levels of estrogen 
(Pearson and Lewis, 2005). In addition, higher levels of progesterone have been associated to 
a better accuracy in the identification of fearful and disgusted faces with averted gaze as 
more intense than those with direct gaze (Conway et al., 2007). However, conflicting results 
have also been reported: women in the follicular phase, characterized by lower levels of 
progesterone, were more accurate in identifying all emotions than women in luteal phase, 
characterized by higher levels of progesterone. The behavioral performance was associated 
to stronger amygdalar activation to emotional faces, measured through functional magnetic 
resonance imaging (fMRI), with a negative correlation between plasma level of progesterone 
and amygdalar response to fearful, sad and neutral faces (Derntl et al., 2008a; Derntl et al., 
2008b). Recently, we have shown that healthy women in the early follicular phase (day 1 to 5 
of the menstrual cycle) recognized angry faces more precisely than women in the ovulatory 
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phase. Blood levels of estrogen were negatively correlated to the accuracy in identification 
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Overall, the results of the studies carried out so far support the idea that women process 
facial expressions more efficiently than men. The results of accuracy in the tasks of 
identifying emotions are supported by physiological measures. For example, women had 
EEG (Campanella et al., 2004; Orozco and Ehlers, 1998) and EMG (Dimberg, 1990; 
Lundqvist, 1995) responses more pronounced, reinforcing the hypothesis that women pay 
more attention and have somatic reactions more intensively to emotional faces. In addition, 
women take into account the emotion evoked and emotional valence of the stimulus to 
evaluate facial expressions, while men consider only the valence component (Thayer and 
Johnsen, 2000). Evidence from the neuroimaging studies suggest that men and women use 
different neural networks for the processing of emotions, reinforcing the hypothesis of 
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Brodman) extending to the anterior cingulate gyrus (areas 32/33 and 24 of Brodman) are 
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Despite the evidence of sex differences in brain function, this variable is rarely controlled in 
neuroscience research aimed at the cognitive and emotional processes, both normal and 
pathological (Cahill, 2006). Many mental disorders have a clear sex differences in the 
prevalence, clinical presentation and response to treatment, making vital controlling this 
confounding variable in future studies. The prevalence of depression and anxiety disorders 
is two times higher in women than in men (Kessler et al., 1993; Weissman et al., 1996). 
However, little attention has been paid to possible sex differences in emotional and 
cognitive mechanisms involved in the development and maintenance of depressive and 
anxious symptoms. 

 
4. Anxiety, depression and emotional faces processing 

There is evidence that in healthy subjects, some personality traits, which may represent an 
increased risk for developing depressive or anxiety disorders, may interfere with the 
processing of facial expressions. The predisposition to react with more anxiety as measured 
by the trait form of the Trait Anxiety Inventory-State (STAI) (Spielberger, 1983), was 
associated with a greater accuracy in identifying facial expressions of fear without 
interfering with the recognition of other facial expressions (Surcinelli et al., 2006). High 
scores on the Neuroticism subscale of the Personality Questionnaire developed by Hans 
Eysenck and colleagues have been considered as a vulnerability factor for the occurrence of 
depression (revised in Christensen & Kessing, 2006. Healthy subjects of both sexes with high 
scores on the subscale of Neuroticism were less accurate than individuals with low subscale 
scores in identifying happy faces (Chan et al., 2007).  
Physiological measures also confirm changes in processing of faces of fear in anxious 
individuals (Rossignol et al., 2005). For example, healthy women with high levels of fear of 
public speaking had a higher sensitivity to angry faces, as measured by contraction of the 
corrugator muscles, and to happy faces, as measured by contraction of the zygomaticus, and 
also attributed a more negative valence the faces of anger than women with low fear of 
public speaking (Dimberg and Thunberg, 2007). Although dysfunctions of the 
hypothalamic-pituitary-adrenal axis have been reported in patients with depression and 
anxiety, there is evidence that acutely, glucocorticoids may reduce fear reactions. Acute 
administration of 40 mg of cortisol attenuated the unconscious perception of facial 
expressions of fear, particularly in individuals who self-reported themselves as anxious 
(Putman et al., 2007).  
Neuroimaging studies point to a hyperactivity of the amygdala to expressions of fear in 
individuals with higher levels of anxiety, measured through the scores on the STAI-T (Etkin 
et al., 2004). Healthy individuals prone to anxiety showed more pronounced activation of 
the amygdala and insula to faces of anger, fear and happiness compared to a sensorimotor 
task, than subjects with low propensity to anxiety. No differences were found between the 
activation caused by each emotion separately (Stein et al., 2007). There is also evidence of an 
association between the expression of the short allele of the serotonin transporter, which has 
been associated to a higher risk to depression and anxiety, and hyperreactivity of the 
amygdala to faces of fear and anger in healthy volunteers of both sexes (Hariri et al., 2002).  
Among patients with established diagnosis of anxiety disorders, there is also evidence of 
impaired processing of facial expressions. Patients with social phobia had higher skin 
conductance response than healthy volunteers to fearful faces presented subliminally  

(Tsunoda et al., 2008). Functional neuroimaging studies have shown that no medicated 
social phobics patients had more pronounced activation of the amygdala to aversive faces 
(anger, fear, disgust) compared with faces of happiness, than healthy volunteers, and that 
the intensity of the hemodynamic response correlated with the severity of the phobic 
symptoms (Phan et al., 2006).  
Panic disorder without agoraphobia or other comorbidities had an impaired of the 
identification of facial expressions, particularly the emotions of sadness and anger, in 
comparison to matched healthy controls. Patients also showed a tendency to mistakenly 
identify other expressions as anger. However, the presence of depressive symptoms 
correlated with the performance on the task and the difference between patients and 
controls disappeared when controlled for depression (Kessler et al., 2007). On the other 
hand, patients diagnosed with panic disorder and homozygous for the 1019G risk allele of 
the serotonin receptor 5-HT1A type showed more pronounced activation of the amygdala to 
faces of happiness and attenuation of the activation of prefrontal regions to fearful faces. The 
same pattern of increased amygdala activation to happy faces was observed in patients 
carrying the short allele of the serotonin transporter (Domschke et al., 2006).  
Compared with healthy controls, panic patients showed lower intensity of the BOLD (Blood 
Oxygen Level Dependent) signal in the anterior cingulate cortex and amygdala than healthy 
controls in response to faces of fear and activations of the cingulate cortex were negatively 
correlated with subjective measures of anxiety (Pillay et al., 2006). This same group 
demonstrated that in response to faces of happiness, patients with panic disorder showed 
more pronounced activation of the anterior cingulate cortex, with no differences between 
groups in amygdalar activations (Pillay et al., 2007).  
Some interesting results about emotional processing in patients with anxiety disorder come 
from a meta-analysis (Etkin & Wager, 2007) aimed at evaluating the functional 
neuroimaging studies of patients who underwent paradigms characterized by the contrast 
of negative emotional stimuli with positive or neutral conditions. They included studies 
with several paradigms and stimuli such as fear of public speaking for social phobia, 
memory of traumatic events in posttraumatic stress disorder and presentation of phobic 
stimuli in specific phobia. The processing of facial expressions was assessed in all anxiety 
disorders. However, panic disorder and obsessive-compulsive disorder were not included 
in the meta-analysis because the studies conducted so far have not fulfilled the inclusion 
criteria established by the authors. Activation of the amygdala and insula to negative stimuli 
were found in the three disorders studied, suggesting a common involvement of these 
structures in the pathophysiology of these disorders. Hyperactivity of the amygdala and the 
insula was more frequently observed in social phobia and specific phobia than in 
posttraumatic stress disorder, which in turn, presented reduced activations in the 
ventromedial prefrontal cortex, cingulate cortex and thalamus, which was not observed in 
other mental disorders study.  
Cognitive theories tend to imply negative interpretations in the psychopathology of 
depression. Depressed individuals, or individuals predisposed to depression, have a 
tendency to evaluate themselves, others and events of everyday life in a more negative way 
than healthy controls (Beck, 1979). Patients diagnosed with major depression tend to 
perceive negative emotional stimuli, including faces of sadness, with greater frequency or 
accuracy than healthy controls, and tend to pay less attention to positive stimuli, such as 
happy faces. Some of these abnormalities persist after remission of symptoms and are also 
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identification of facial expressions, particularly the emotions of sadness and anger, in 
comparison to matched healthy controls. Patients also showed a tendency to mistakenly 
identify other expressions as anger. However, the presence of depressive symptoms 
correlated with the performance on the task and the difference between patients and 
controls disappeared when controlled for depression (Kessler et al., 2007). On the other 
hand, patients diagnosed with panic disorder and homozygous for the 1019G risk allele of 
the serotonin receptor 5-HT1A type showed more pronounced activation of the amygdala to 
faces of happiness and attenuation of the activation of prefrontal regions to fearful faces. The 
same pattern of increased amygdala activation to happy faces was observed in patients 
carrying the short allele of the serotonin transporter (Domschke et al., 2006).  
Compared with healthy controls, panic patients showed lower intensity of the BOLD (Blood 
Oxygen Level Dependent) signal in the anterior cingulate cortex and amygdala than healthy 
controls in response to faces of fear and activations of the cingulate cortex were negatively 
correlated with subjective measures of anxiety (Pillay et al., 2006). This same group 
demonstrated that in response to faces of happiness, patients with panic disorder showed 
more pronounced activation of the anterior cingulate cortex, with no differences between 
groups in amygdalar activations (Pillay et al., 2007).  
Some interesting results about emotional processing in patients with anxiety disorder come 
from a meta-analysis (Etkin & Wager, 2007) aimed at evaluating the functional 
neuroimaging studies of patients who underwent paradigms characterized by the contrast 
of negative emotional stimuli with positive or neutral conditions. They included studies 
with several paradigms and stimuli such as fear of public speaking for social phobia, 
memory of traumatic events in posttraumatic stress disorder and presentation of phobic 
stimuli in specific phobia. The processing of facial expressions was assessed in all anxiety 
disorders. However, panic disorder and obsessive-compulsive disorder were not included 
in the meta-analysis because the studies conducted so far have not fulfilled the inclusion 
criteria established by the authors. Activation of the amygdala and insula to negative stimuli 
were found in the three disorders studied, suggesting a common involvement of these 
structures in the pathophysiology of these disorders. Hyperactivity of the amygdala and the 
insula was more frequently observed in social phobia and specific phobia than in 
posttraumatic stress disorder, which in turn, presented reduced activations in the 
ventromedial prefrontal cortex, cingulate cortex and thalamus, which was not observed in 
other mental disorders study.  
Cognitive theories tend to imply negative interpretations in the psychopathology of 
depression. Depressed individuals, or individuals predisposed to depression, have a 
tendency to evaluate themselves, others and events of everyday life in a more negative way 
than healthy controls (Beck, 1979). Patients diagnosed with major depression tend to 
perceive negative emotional stimuli, including faces of sadness, with greater frequency or 
accuracy than healthy controls, and tend to pay less attention to positive stimuli, such as 
happy faces. Some of these abnormalities persist after remission of symptoms and are also 
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Despite the evidence of sex differences in brain function, this variable is rarely controlled in 
neuroscience research aimed at the cognitive and emotional processes, both normal and 
pathological (Cahill, 2006). Many mental disorders have a clear sex differences in the 
prevalence, clinical presentation and response to treatment, making vital controlling this 
confounding variable in future studies. The prevalence of depression and anxiety disorders 
is two times higher in women than in men (Kessler et al., 1993; Weissman et al., 1996). 
However, little attention has been paid to possible sex differences in emotional and 
cognitive mechanisms involved in the development and maintenance of depressive and 
anxious symptoms. 

 
4. Anxiety, depression and emotional faces processing 

There is evidence that in healthy subjects, some personality traits, which may represent an 
increased risk for developing depressive or anxiety disorders, may interfere with the 
processing of facial expressions. The predisposition to react with more anxiety as measured 
by the trait form of the Trait Anxiety Inventory-State (STAI) (Spielberger, 1983), was 
associated with a greater accuracy in identifying facial expressions of fear without 
interfering with the recognition of other facial expressions (Surcinelli et al., 2006). High 
scores on the Neuroticism subscale of the Personality Questionnaire developed by Hans 
Eysenck and colleagues have been considered as a vulnerability factor for the occurrence of 
depression (revised in Christensen & Kessing, 2006. Healthy subjects of both sexes with high 
scores on the subscale of Neuroticism were less accurate than individuals with low subscale 
scores in identifying happy faces (Chan et al., 2007).  
Physiological measures also confirm changes in processing of faces of fear in anxious 
individuals (Rossignol et al., 2005). For example, healthy women with high levels of fear of 
public speaking had a higher sensitivity to angry faces, as measured by contraction of the 
corrugator muscles, and to happy faces, as measured by contraction of the zygomaticus, and 
also attributed a more negative valence the faces of anger than women with low fear of 
public speaking (Dimberg and Thunberg, 2007). Although dysfunctions of the 
hypothalamic-pituitary-adrenal axis have been reported in patients with depression and 
anxiety, there is evidence that acutely, glucocorticoids may reduce fear reactions. Acute 
administration of 40 mg of cortisol attenuated the unconscious perception of facial 
expressions of fear, particularly in individuals who self-reported themselves as anxious 
(Putman et al., 2007).  
Neuroimaging studies point to a hyperactivity of the amygdala to expressions of fear in 
individuals with higher levels of anxiety, measured through the scores on the STAI-T (Etkin 
et al., 2004). Healthy individuals prone to anxiety showed more pronounced activation of 
the amygdala and insula to faces of anger, fear and happiness compared to a sensorimotor 
task, than subjects with low propensity to anxiety. No differences were found between the 
activation caused by each emotion separately (Stein et al., 2007). There is also evidence of an 
association between the expression of the short allele of the serotonin transporter, which has 
been associated to a higher risk to depression and anxiety, and hyperreactivity of the 
amygdala to faces of fear and anger in healthy volunteers of both sexes (Hariri et al., 2002).  
Among patients with established diagnosis of anxiety disorders, there is also evidence of 
impaired processing of facial expressions. Patients with social phobia had higher skin 
conductance response than healthy volunteers to fearful faces presented subliminally  

(Tsunoda et al., 2008). Functional neuroimaging studies have shown that no medicated 
social phobics patients had more pronounced activation of the amygdala to aversive faces 
(anger, fear, disgust) compared with faces of happiness, than healthy volunteers, and that 
the intensity of the hemodynamic response correlated with the severity of the phobic 
symptoms (Phan et al., 2006).  
Panic disorder without agoraphobia or other comorbidities had an impaired of the 
identification of facial expressions, particularly the emotions of sadness and anger, in 
comparison to matched healthy controls. Patients also showed a tendency to mistakenly 
identify other expressions as anger. However, the presence of depressive symptoms 
correlated with the performance on the task and the difference between patients and 
controls disappeared when controlled for depression (Kessler et al., 2007). On the other 
hand, patients diagnosed with panic disorder and homozygous for the 1019G risk allele of 
the serotonin receptor 5-HT1A type showed more pronounced activation of the amygdala to 
faces of happiness and attenuation of the activation of prefrontal regions to fearful faces. The 
same pattern of increased amygdala activation to happy faces was observed in patients 
carrying the short allele of the serotonin transporter (Domschke et al., 2006).  
Compared with healthy controls, panic patients showed lower intensity of the BOLD (Blood 
Oxygen Level Dependent) signal in the anterior cingulate cortex and amygdala than healthy 
controls in response to faces of fear and activations of the cingulate cortex were negatively 
correlated with subjective measures of anxiety (Pillay et al., 2006). This same group 
demonstrated that in response to faces of happiness, patients with panic disorder showed 
more pronounced activation of the anterior cingulate cortex, with no differences between 
groups in amygdalar activations (Pillay et al., 2007).  
Some interesting results about emotional processing in patients with anxiety disorder come 
from a meta-analysis (Etkin & Wager, 2007) aimed at evaluating the functional 
neuroimaging studies of patients who underwent paradigms characterized by the contrast 
of negative emotional stimuli with positive or neutral conditions. They included studies 
with several paradigms and stimuli such as fear of public speaking for social phobia, 
memory of traumatic events in posttraumatic stress disorder and presentation of phobic 
stimuli in specific phobia. The processing of facial expressions was assessed in all anxiety 
disorders. However, panic disorder and obsessive-compulsive disorder were not included 
in the meta-analysis because the studies conducted so far have not fulfilled the inclusion 
criteria established by the authors. Activation of the amygdala and insula to negative stimuli 
were found in the three disorders studied, suggesting a common involvement of these 
structures in the pathophysiology of these disorders. Hyperactivity of the amygdala and the 
insula was more frequently observed in social phobia and specific phobia than in 
posttraumatic stress disorder, which in turn, presented reduced activations in the 
ventromedial prefrontal cortex, cingulate cortex and thalamus, which was not observed in 
other mental disorders study.  
Cognitive theories tend to imply negative interpretations in the psychopathology of 
depression. Depressed individuals, or individuals predisposed to depression, have a 
tendency to evaluate themselves, others and events of everyday life in a more negative way 
than healthy controls (Beck, 1979). Patients diagnosed with major depression tend to 
perceive negative emotional stimuli, including faces of sadness, with greater frequency or 
accuracy than healthy controls, and tend to pay less attention to positive stimuli, such as 
happy faces. Some of these abnormalities persist after remission of symptoms and are also 
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Despite the evidence of sex differences in brain function, this variable is rarely controlled in 
neuroscience research aimed at the cognitive and emotional processes, both normal and 
pathological (Cahill, 2006). Many mental disorders have a clear sex differences in the 
prevalence, clinical presentation and response to treatment, making vital controlling this 
confounding variable in future studies. The prevalence of depression and anxiety disorders 
is two times higher in women than in men (Kessler et al., 1993; Weissman et al., 1996). 
However, little attention has been paid to possible sex differences in emotional and 
cognitive mechanisms involved in the development and maintenance of depressive and 
anxious symptoms. 

 
4. Anxiety, depression and emotional faces processing 

There is evidence that in healthy subjects, some personality traits, which may represent an 
increased risk for developing depressive or anxiety disorders, may interfere with the 
processing of facial expressions. The predisposition to react with more anxiety as measured 
by the trait form of the Trait Anxiety Inventory-State (STAI) (Spielberger, 1983), was 
associated with a greater accuracy in identifying facial expressions of fear without 
interfering with the recognition of other facial expressions (Surcinelli et al., 2006). High 
scores on the Neuroticism subscale of the Personality Questionnaire developed by Hans 
Eysenck and colleagues have been considered as a vulnerability factor for the occurrence of 
depression (revised in Christensen & Kessing, 2006. Healthy subjects of both sexes with high 
scores on the subscale of Neuroticism were less accurate than individuals with low subscale 
scores in identifying happy faces (Chan et al., 2007).  
Physiological measures also confirm changes in processing of faces of fear in anxious 
individuals (Rossignol et al., 2005). For example, healthy women with high levels of fear of 
public speaking had a higher sensitivity to angry faces, as measured by contraction of the 
corrugator muscles, and to happy faces, as measured by contraction of the zygomaticus, and 
also attributed a more negative valence the faces of anger than women with low fear of 
public speaking (Dimberg and Thunberg, 2007). Although dysfunctions of the 
hypothalamic-pituitary-adrenal axis have been reported in patients with depression and 
anxiety, there is evidence that acutely, glucocorticoids may reduce fear reactions. Acute 
administration of 40 mg of cortisol attenuated the unconscious perception of facial 
expressions of fear, particularly in individuals who self-reported themselves as anxious 
(Putman et al., 2007).  
Neuroimaging studies point to a hyperactivity of the amygdala to expressions of fear in 
individuals with higher levels of anxiety, measured through the scores on the STAI-T (Etkin 
et al., 2004). Healthy individuals prone to anxiety showed more pronounced activation of 
the amygdala and insula to faces of anger, fear and happiness compared to a sensorimotor 
task, than subjects with low propensity to anxiety. No differences were found between the 
activation caused by each emotion separately (Stein et al., 2007). There is also evidence of an 
association between the expression of the short allele of the serotonin transporter, which has 
been associated to a higher risk to depression and anxiety, and hyperreactivity of the 
amygdala to faces of fear and anger in healthy volunteers of both sexes (Hariri et al., 2002).  
Among patients with established diagnosis of anxiety disorders, there is also evidence of 
impaired processing of facial expressions. Patients with social phobia had higher skin 
conductance response than healthy volunteers to fearful faces presented subliminally  

(Tsunoda et al., 2008). Functional neuroimaging studies have shown that no medicated 
social phobics patients had more pronounced activation of the amygdala to aversive faces 
(anger, fear, disgust) compared with faces of happiness, than healthy volunteers, and that 
the intensity of the hemodynamic response correlated with the severity of the phobic 
symptoms (Phan et al., 2006).  
Panic disorder without agoraphobia or other comorbidities had an impaired of the 
identification of facial expressions, particularly the emotions of sadness and anger, in 
comparison to matched healthy controls. Patients also showed a tendency to mistakenly 
identify other expressions as anger. However, the presence of depressive symptoms 
correlated with the performance on the task and the difference between patients and 
controls disappeared when controlled for depression (Kessler et al., 2007). On the other 
hand, patients diagnosed with panic disorder and homozygous for the 1019G risk allele of 
the serotonin receptor 5-HT1A type showed more pronounced activation of the amygdala to 
faces of happiness and attenuation of the activation of prefrontal regions to fearful faces. The 
same pattern of increased amygdala activation to happy faces was observed in patients 
carrying the short allele of the serotonin transporter (Domschke et al., 2006).  
Compared with healthy controls, panic patients showed lower intensity of the BOLD (Blood 
Oxygen Level Dependent) signal in the anterior cingulate cortex and amygdala than healthy 
controls in response to faces of fear and activations of the cingulate cortex were negatively 
correlated with subjective measures of anxiety (Pillay et al., 2006). This same group 
demonstrated that in response to faces of happiness, patients with panic disorder showed 
more pronounced activation of the anterior cingulate cortex, with no differences between 
groups in amygdalar activations (Pillay et al., 2007).  
Some interesting results about emotional processing in patients with anxiety disorder come 
from a meta-analysis (Etkin & Wager, 2007) aimed at evaluating the functional 
neuroimaging studies of patients who underwent paradigms characterized by the contrast 
of negative emotional stimuli with positive or neutral conditions. They included studies 
with several paradigms and stimuli such as fear of public speaking for social phobia, 
memory of traumatic events in posttraumatic stress disorder and presentation of phobic 
stimuli in specific phobia. The processing of facial expressions was assessed in all anxiety 
disorders. However, panic disorder and obsessive-compulsive disorder were not included 
in the meta-analysis because the studies conducted so far have not fulfilled the inclusion 
criteria established by the authors. Activation of the amygdala and insula to negative stimuli 
were found in the three disorders studied, suggesting a common involvement of these 
structures in the pathophysiology of these disorders. Hyperactivity of the amygdala and the 
insula was more frequently observed in social phobia and specific phobia than in 
posttraumatic stress disorder, which in turn, presented reduced activations in the 
ventromedial prefrontal cortex, cingulate cortex and thalamus, which was not observed in 
other mental disorders study.  
Cognitive theories tend to imply negative interpretations in the psychopathology of 
depression. Depressed individuals, or individuals predisposed to depression, have a 
tendency to evaluate themselves, others and events of everyday life in a more negative way 
than healthy controls (Beck, 1979). Patients diagnosed with major depression tend to 
perceive negative emotional stimuli, including faces of sadness, with greater frequency or 
accuracy than healthy controls, and tend to pay less attention to positive stimuli, such as 
happy faces. Some of these abnormalities persist after remission of symptoms and are also 
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found in non-depressed persons with a high risk of developing depression (revised in 
Leppanen, 2006).  
Depressed subjects had a negative bias in judging facial expressions (Gur et al., 1992), 
particularly the emotion of sadness, with a strong correlation with the severity of depressive 
symptoms (Hale, 1998). In addition, the bias for the judgment of ambiguous facial 
expressions as sadness seems to be a predictor of the persistence of depressive symptoms 
(Hale, 1998), particularly in women (Bouhuys et al., 1999). Patients in complete remission 
from depression had a selective attention to facial expressions of sadness, similar to patients 
with current depression, while healthy volunteers tend to avoid the sad faces and oriented 
themselves to faces of happiness (Joormann and Gotlib, 2007). Furthermore, the recognition 
of facial expressions of fear and higher levels of urinary cortisol in depressed patients in 
complete remission were predictive of the occurrence of relapse (Bouhuys et al., 2006).  
Increased neural activity to negative stimuli and decreased neural activity for positive 
stimuli in brain regions related to the processing of emotions, such as the amygdala and 
ventral striatum have also been reported in depressed patients (Leppanen, 2006). Depressed 
patients showed more pronounced activation of the amygdala and ventral striatum to faces 
of sadness (Fu et al., 2004) and an attenuated response to faces of happiness in the regions of 
putamen, hippocampus and ventral striatum compared with healthy controls (Fu et al., 
2007). Chronic treatment with antidepressants normalized brain activation, attenuating the 
neuronal response of the left amygdala and ventral striatum to faces of sadness (Fu et al., 
2004) and increasing the response of the ventral striatum to faces of happiness (Fu et al., 
2007).  
There is also evidence of an association between structural brain changes and emotional 
faces processing in depressed patients. Individuals diagnosed with major depression 
showed increased amygdalar volume and reduced hippocampal volume compared to 
controls, in addition to deficits in learning emotional faces, especially with emotions of fear, 
surprise and disgust. The size of amygdala correlated with the impairment in task 
performance and presence of symptoms of anxiety. The size of the hippocampus also 
correlated with the presence of symptoms of anxiety (Weniger et al., 2006).  
Taken together, the studies with patients with depression and anxiety disorders suggest 
impairment in processing facial expressions of basic emotions. Among anxiety disorders, it 
has been observed a tendency for greater recognition of negative expressions, especially fear 
and anger, while in the depressive disorders there is a loss of the recognition of positive 
expressions and increased recognition of negative expressions, with emphasis in sad faces.  
In general, neuroimaging studies indicate greater hemodynamic responses in patients than 
in healthy controls the presentation of facial expressions of basic emotions. The amygdala 
has been particularly involved in the pathophysiology of depression and anxiety disorders, 
and changes in their activation to emotional faces have been found in most studies with 
psychiatric patients. 

 
5. Pharmacological modulation of emotional faces processing 

Other evidence pointing to the existence of distinct neurocognitive systems in the emotional 
processing come from studies that evaluate the effects of psychoactive drugs in the 
perception of emotional expressions. Pharmacological challenges that interfere with various 
neurotransmitter systems have been used for the evaluation of their role in identifying facial 

expressions, particularly with drugs that act on the serotonergic and GABAergic systems, 
which will be detailed below.  

 
5.1 Modulation by the serotonergic system  
The results of pharmacological challenges that interfere with serotonin function reinforce 
the role of serotonin (5-HT) in the processing of anxiety and fear (Deakin and Graeff, 1991), 
and behavioral effects were observed mainly on the recognition of facial expression of fear. 
Other emotions such as happiness and disgust, also seem to suffer interference in the 
serotonin levels for processing, though less consistent across studies. 
These studies (for review, see Del-Ben et al., 2008) have shown that decreased serotonin 
function through depletion of the supply of tryptophan in the diet reduced the recognition 
of facial expressions of fear in women, and in individuals of both sexes carrying the short 
allele of the serotonin transporter. On the other hand, the acute increase in the dietary intake 
of tryptophan increased the recognition of expressions of happiness and fear in female 
volunteers; supplementation of tryptophan for 14 days facilitated the identification of facial 
expressions of happiness and decreased the recognition of expressions of disgust in women 
but not in male subjects.  
The acute administration of intravenous citalopram, a selective inhibitor of serotonin 
reuptake inhibitor (SSRI), facilitated the recognition of expressions of happiness and fear in 
women. A similar effect on faces of fear was obtained after a single dose of citalopram 
administered orally in healthy volunteers of both sexes. In contrast, the administration for 7 
days of oral citalopram (20 mg daily) in healthy volunteers of both sexes has increased the 
recognition of facial expressions of anger, fear and disgust, compared with the volunteers 
treated with placebo. A later study from the same group confirmed the reduction of the 
identification of fearful faces after treatment for 7 days with citalopram (20 mg daily) in both 
sexes. Euthymic patients with a history of major depression recognized fearful faces more 
precisely than healthy controls. The acute administration of intravenous citalopram 
normalized to recognition of expressions of fear in women with a history of depression, but 
increased the recognition of facial expressions of fear in women with no past history of 
depression.  
These studies also suggest a sexual dimorphism in serotonergic modulation of the 
perception of facial expressions, since the effects of manipulating serotonin were found 
mainly in female volunteers. However, it is impossible to explore this hypothesis more 
deeply, since several studies included only women in their sample. 
Acute administration of 3,4-Metilenedioximetamfetamina (MDMA, "ecstasy") in volunteers 
of both sexes led to an increased recognition of expressions of fear, while in the fourth day 
of abstinence was observed opposite effect. The drug did not interfere in the recognition of 
other emotional expressions. Although MDMA causes release of dopamine and 
norepinephrine, its main mechanism of action is via the serotonergic system, by inhibiting 
the reuptake of serotonin available in the synaptic cleft and the stimulation of the release of 
serotonin stored in presynaptic vesicles. In addition, MDMA decreases the synthesis of 
serotonin by inhibiting the activity of the enzyme tryptophan hydroxylase, leading to a 
depletion of brain serotonin in the subsequent days of substance use. The acute effect of 
"ecstasy" facilitated the recognition of facial expressions of fear, but impaired the recognition 
of facial expressions, four days after use, suggesting that increased 5-HT function facilitates 
the recognition, while the reduction of 5-HT function enables the perception of facial 
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found in non-depressed persons with a high risk of developing depression (revised in 
Leppanen, 2006).  
Depressed subjects had a negative bias in judging facial expressions (Gur et al., 1992), 
particularly the emotion of sadness, with a strong correlation with the severity of depressive 
symptoms (Hale, 1998). In addition, the bias for the judgment of ambiguous facial 
expressions as sadness seems to be a predictor of the persistence of depressive symptoms 
(Hale, 1998), particularly in women (Bouhuys et al., 1999). Patients in complete remission 
from depression had a selective attention to facial expressions of sadness, similar to patients 
with current depression, while healthy volunteers tend to avoid the sad faces and oriented 
themselves to faces of happiness (Joormann and Gotlib, 2007). Furthermore, the recognition 
of facial expressions of fear and higher levels of urinary cortisol in depressed patients in 
complete remission were predictive of the occurrence of relapse (Bouhuys et al., 2006).  
Increased neural activity to negative stimuli and decreased neural activity for positive 
stimuli in brain regions related to the processing of emotions, such as the amygdala and 
ventral striatum have also been reported in depressed patients (Leppanen, 2006). Depressed 
patients showed more pronounced activation of the amygdala and ventral striatum to faces 
of sadness (Fu et al., 2004) and an attenuated response to faces of happiness in the regions of 
putamen, hippocampus and ventral striatum compared with healthy controls (Fu et al., 
2007). Chronic treatment with antidepressants normalized brain activation, attenuating the 
neuronal response of the left amygdala and ventral striatum to faces of sadness (Fu et al., 
2004) and increasing the response of the ventral striatum to faces of happiness (Fu et al., 
2007).  
There is also evidence of an association between structural brain changes and emotional 
faces processing in depressed patients. Individuals diagnosed with major depression 
showed increased amygdalar volume and reduced hippocampal volume compared to 
controls, in addition to deficits in learning emotional faces, especially with emotions of fear, 
surprise and disgust. The size of amygdala correlated with the impairment in task 
performance and presence of symptoms of anxiety. The size of the hippocampus also 
correlated with the presence of symptoms of anxiety (Weniger et al., 2006).  
Taken together, the studies with patients with depression and anxiety disorders suggest 
impairment in processing facial expressions of basic emotions. Among anxiety disorders, it 
has been observed a tendency for greater recognition of negative expressions, especially fear 
and anger, while in the depressive disorders there is a loss of the recognition of positive 
expressions and increased recognition of negative expressions, with emphasis in sad faces.  
In general, neuroimaging studies indicate greater hemodynamic responses in patients than 
in healthy controls the presentation of facial expressions of basic emotions. The amygdala 
has been particularly involved in the pathophysiology of depression and anxiety disorders, 
and changes in their activation to emotional faces have been found in most studies with 
psychiatric patients. 

 
5. Pharmacological modulation of emotional faces processing 

Other evidence pointing to the existence of distinct neurocognitive systems in the emotional 
processing come from studies that evaluate the effects of psychoactive drugs in the 
perception of emotional expressions. Pharmacological challenges that interfere with various 
neurotransmitter systems have been used for the evaluation of their role in identifying facial 

expressions, particularly with drugs that act on the serotonergic and GABAergic systems, 
which will be detailed below.  

 
5.1 Modulation by the serotonergic system  
The results of pharmacological challenges that interfere with serotonin function reinforce 
the role of serotonin (5-HT) in the processing of anxiety and fear (Deakin and Graeff, 1991), 
and behavioral effects were observed mainly on the recognition of facial expression of fear. 
Other emotions such as happiness and disgust, also seem to suffer interference in the 
serotonin levels for processing, though less consistent across studies. 
These studies (for review, see Del-Ben et al., 2008) have shown that decreased serotonin 
function through depletion of the supply of tryptophan in the diet reduced the recognition 
of facial expressions of fear in women, and in individuals of both sexes carrying the short 
allele of the serotonin transporter. On the other hand, the acute increase in the dietary intake 
of tryptophan increased the recognition of expressions of happiness and fear in female 
volunteers; supplementation of tryptophan for 14 days facilitated the identification of facial 
expressions of happiness and decreased the recognition of expressions of disgust in women 
but not in male subjects.  
The acute administration of intravenous citalopram, a selective inhibitor of serotonin 
reuptake inhibitor (SSRI), facilitated the recognition of expressions of happiness and fear in 
women. A similar effect on faces of fear was obtained after a single dose of citalopram 
administered orally in healthy volunteers of both sexes. In contrast, the administration for 7 
days of oral citalopram (20 mg daily) in healthy volunteers of both sexes has increased the 
recognition of facial expressions of anger, fear and disgust, compared with the volunteers 
treated with placebo. A later study from the same group confirmed the reduction of the 
identification of fearful faces after treatment for 7 days with citalopram (20 mg daily) in both 
sexes. Euthymic patients with a history of major depression recognized fearful faces more 
precisely than healthy controls. The acute administration of intravenous citalopram 
normalized to recognition of expressions of fear in women with a history of depression, but 
increased the recognition of facial expressions of fear in women with no past history of 
depression.  
These studies also suggest a sexual dimorphism in serotonergic modulation of the 
perception of facial expressions, since the effects of manipulating serotonin were found 
mainly in female volunteers. However, it is impossible to explore this hypothesis more 
deeply, since several studies included only women in their sample. 
Acute administration of 3,4-Metilenedioximetamfetamina (MDMA, "ecstasy") in volunteers 
of both sexes led to an increased recognition of expressions of fear, while in the fourth day 
of abstinence was observed opposite effect. The drug did not interfere in the recognition of 
other emotional expressions. Although MDMA causes release of dopamine and 
norepinephrine, its main mechanism of action is via the serotonergic system, by inhibiting 
the reuptake of serotonin available in the synaptic cleft and the stimulation of the release of 
serotonin stored in presynaptic vesicles. In addition, MDMA decreases the synthesis of 
serotonin by inhibiting the activity of the enzyme tryptophan hydroxylase, leading to a 
depletion of brain serotonin in the subsequent days of substance use. The acute effect of 
"ecstasy" facilitated the recognition of facial expressions of fear, but impaired the recognition 
of facial expressions, four days after use, suggesting that increased 5-HT function facilitates 
the recognition, while the reduction of 5-HT function enables the perception of facial 
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found in non-depressed persons with a high risk of developing depression (revised in 
Leppanen, 2006).  
Depressed subjects had a negative bias in judging facial expressions (Gur et al., 1992), 
particularly the emotion of sadness, with a strong correlation with the severity of depressive 
symptoms (Hale, 1998). In addition, the bias for the judgment of ambiguous facial 
expressions as sadness seems to be a predictor of the persistence of depressive symptoms 
(Hale, 1998), particularly in women (Bouhuys et al., 1999). Patients in complete remission 
from depression had a selective attention to facial expressions of sadness, similar to patients 
with current depression, while healthy volunteers tend to avoid the sad faces and oriented 
themselves to faces of happiness (Joormann and Gotlib, 2007). Furthermore, the recognition 
of facial expressions of fear and higher levels of urinary cortisol in depressed patients in 
complete remission were predictive of the occurrence of relapse (Bouhuys et al., 2006).  
Increased neural activity to negative stimuli and decreased neural activity for positive 
stimuli in brain regions related to the processing of emotions, such as the amygdala and 
ventral striatum have also been reported in depressed patients (Leppanen, 2006). Depressed 
patients showed more pronounced activation of the amygdala and ventral striatum to faces 
of sadness (Fu et al., 2004) and an attenuated response to faces of happiness in the regions of 
putamen, hippocampus and ventral striatum compared with healthy controls (Fu et al., 
2007). Chronic treatment with antidepressants normalized brain activation, attenuating the 
neuronal response of the left amygdala and ventral striatum to faces of sadness (Fu et al., 
2004) and increasing the response of the ventral striatum to faces of happiness (Fu et al., 
2007).  
There is also evidence of an association between structural brain changes and emotional 
faces processing in depressed patients. Individuals diagnosed with major depression 
showed increased amygdalar volume and reduced hippocampal volume compared to 
controls, in addition to deficits in learning emotional faces, especially with emotions of fear, 
surprise and disgust. The size of amygdala correlated with the impairment in task 
performance and presence of symptoms of anxiety. The size of the hippocampus also 
correlated with the presence of symptoms of anxiety (Weniger et al., 2006).  
Taken together, the studies with patients with depression and anxiety disorders suggest 
impairment in processing facial expressions of basic emotions. Among anxiety disorders, it 
has been observed a tendency for greater recognition of negative expressions, especially fear 
and anger, while in the depressive disorders there is a loss of the recognition of positive 
expressions and increased recognition of negative expressions, with emphasis in sad faces.  
In general, neuroimaging studies indicate greater hemodynamic responses in patients than 
in healthy controls the presentation of facial expressions of basic emotions. The amygdala 
has been particularly involved in the pathophysiology of depression and anxiety disorders, 
and changes in their activation to emotional faces have been found in most studies with 
psychiatric patients. 

 
5. Pharmacological modulation of emotional faces processing 

Other evidence pointing to the existence of distinct neurocognitive systems in the emotional 
processing come from studies that evaluate the effects of psychoactive drugs in the 
perception of emotional expressions. Pharmacological challenges that interfere with various 
neurotransmitter systems have been used for the evaluation of their role in identifying facial 

expressions, particularly with drugs that act on the serotonergic and GABAergic systems, 
which will be detailed below.  

 
5.1 Modulation by the serotonergic system  
The results of pharmacological challenges that interfere with serotonin function reinforce 
the role of serotonin (5-HT) in the processing of anxiety and fear (Deakin and Graeff, 1991), 
and behavioral effects were observed mainly on the recognition of facial expression of fear. 
Other emotions such as happiness and disgust, also seem to suffer interference in the 
serotonin levels for processing, though less consistent across studies. 
These studies (for review, see Del-Ben et al., 2008) have shown that decreased serotonin 
function through depletion of the supply of tryptophan in the diet reduced the recognition 
of facial expressions of fear in women, and in individuals of both sexes carrying the short 
allele of the serotonin transporter. On the other hand, the acute increase in the dietary intake 
of tryptophan increased the recognition of expressions of happiness and fear in female 
volunteers; supplementation of tryptophan for 14 days facilitated the identification of facial 
expressions of happiness and decreased the recognition of expressions of disgust in women 
but not in male subjects.  
The acute administration of intravenous citalopram, a selective inhibitor of serotonin 
reuptake inhibitor (SSRI), facilitated the recognition of expressions of happiness and fear in 
women. A similar effect on faces of fear was obtained after a single dose of citalopram 
administered orally in healthy volunteers of both sexes. In contrast, the administration for 7 
days of oral citalopram (20 mg daily) in healthy volunteers of both sexes has increased the 
recognition of facial expressions of anger, fear and disgust, compared with the volunteers 
treated with placebo. A later study from the same group confirmed the reduction of the 
identification of fearful faces after treatment for 7 days with citalopram (20 mg daily) in both 
sexes. Euthymic patients with a history of major depression recognized fearful faces more 
precisely than healthy controls. The acute administration of intravenous citalopram 
normalized to recognition of expressions of fear in women with a history of depression, but 
increased the recognition of facial expressions of fear in women with no past history of 
depression.  
These studies also suggest a sexual dimorphism in serotonergic modulation of the 
perception of facial expressions, since the effects of manipulating serotonin were found 
mainly in female volunteers. However, it is impossible to explore this hypothesis more 
deeply, since several studies included only women in their sample. 
Acute administration of 3,4-Metilenedioximetamfetamina (MDMA, "ecstasy") in volunteers 
of both sexes led to an increased recognition of expressions of fear, while in the fourth day 
of abstinence was observed opposite effect. The drug did not interfere in the recognition of 
other emotional expressions. Although MDMA causes release of dopamine and 
norepinephrine, its main mechanism of action is via the serotonergic system, by inhibiting 
the reuptake of serotonin available in the synaptic cleft and the stimulation of the release of 
serotonin stored in presynaptic vesicles. In addition, MDMA decreases the synthesis of 
serotonin by inhibiting the activity of the enzyme tryptophan hydroxylase, leading to a 
depletion of brain serotonin in the subsequent days of substance use. The acute effect of 
"ecstasy" facilitated the recognition of facial expressions of fear, but impaired the recognition 
of facial expressions, four days after use, suggesting that increased 5-HT function facilitates 
the recognition, while the reduction of 5-HT function enables the perception of facial 
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found in non-depressed persons with a high risk of developing depression (revised in 
Leppanen, 2006).  
Depressed subjects had a negative bias in judging facial expressions (Gur et al., 1992), 
particularly the emotion of sadness, with a strong correlation with the severity of depressive 
symptoms (Hale, 1998). In addition, the bias for the judgment of ambiguous facial 
expressions as sadness seems to be a predictor of the persistence of depressive symptoms 
(Hale, 1998), particularly in women (Bouhuys et al., 1999). Patients in complete remission 
from depression had a selective attention to facial expressions of sadness, similar to patients 
with current depression, while healthy volunteers tend to avoid the sad faces and oriented 
themselves to faces of happiness (Joormann and Gotlib, 2007). Furthermore, the recognition 
of facial expressions of fear and higher levels of urinary cortisol in depressed patients in 
complete remission were predictive of the occurrence of relapse (Bouhuys et al., 2006).  
Increased neural activity to negative stimuli and decreased neural activity for positive 
stimuli in brain regions related to the processing of emotions, such as the amygdala and 
ventral striatum have also been reported in depressed patients (Leppanen, 2006). Depressed 
patients showed more pronounced activation of the amygdala and ventral striatum to faces 
of sadness (Fu et al., 2004) and an attenuated response to faces of happiness in the regions of 
putamen, hippocampus and ventral striatum compared with healthy controls (Fu et al., 
2007). Chronic treatment with antidepressants normalized brain activation, attenuating the 
neuronal response of the left amygdala and ventral striatum to faces of sadness (Fu et al., 
2004) and increasing the response of the ventral striatum to faces of happiness (Fu et al., 
2007).  
There is also evidence of an association between structural brain changes and emotional 
faces processing in depressed patients. Individuals diagnosed with major depression 
showed increased amygdalar volume and reduced hippocampal volume compared to 
controls, in addition to deficits in learning emotional faces, especially with emotions of fear, 
surprise and disgust. The size of amygdala correlated with the impairment in task 
performance and presence of symptoms of anxiety. The size of the hippocampus also 
correlated with the presence of symptoms of anxiety (Weniger et al., 2006).  
Taken together, the studies with patients with depression and anxiety disorders suggest 
impairment in processing facial expressions of basic emotions. Among anxiety disorders, it 
has been observed a tendency for greater recognition of negative expressions, especially fear 
and anger, while in the depressive disorders there is a loss of the recognition of positive 
expressions and increased recognition of negative expressions, with emphasis in sad faces.  
In general, neuroimaging studies indicate greater hemodynamic responses in patients than 
in healthy controls the presentation of facial expressions of basic emotions. The amygdala 
has been particularly involved in the pathophysiology of depression and anxiety disorders, 
and changes in their activation to emotional faces have been found in most studies with 
psychiatric patients. 

 
5. Pharmacological modulation of emotional faces processing 

Other evidence pointing to the existence of distinct neurocognitive systems in the emotional 
processing come from studies that evaluate the effects of psychoactive drugs in the 
perception of emotional expressions. Pharmacological challenges that interfere with various 
neurotransmitter systems have been used for the evaluation of their role in identifying facial 

expressions, particularly with drugs that act on the serotonergic and GABAergic systems, 
which will be detailed below.  

 
5.1 Modulation by the serotonergic system  
The results of pharmacological challenges that interfere with serotonin function reinforce 
the role of serotonin (5-HT) in the processing of anxiety and fear (Deakin and Graeff, 1991), 
and behavioral effects were observed mainly on the recognition of facial expression of fear. 
Other emotions such as happiness and disgust, also seem to suffer interference in the 
serotonin levels for processing, though less consistent across studies. 
These studies (for review, see Del-Ben et al., 2008) have shown that decreased serotonin 
function through depletion of the supply of tryptophan in the diet reduced the recognition 
of facial expressions of fear in women, and in individuals of both sexes carrying the short 
allele of the serotonin transporter. On the other hand, the acute increase in the dietary intake 
of tryptophan increased the recognition of expressions of happiness and fear in female 
volunteers; supplementation of tryptophan for 14 days facilitated the identification of facial 
expressions of happiness and decreased the recognition of expressions of disgust in women 
but not in male subjects.  
The acute administration of intravenous citalopram, a selective inhibitor of serotonin 
reuptake inhibitor (SSRI), facilitated the recognition of expressions of happiness and fear in 
women. A similar effect on faces of fear was obtained after a single dose of citalopram 
administered orally in healthy volunteers of both sexes. In contrast, the administration for 7 
days of oral citalopram (20 mg daily) in healthy volunteers of both sexes has increased the 
recognition of facial expressions of anger, fear and disgust, compared with the volunteers 
treated with placebo. A later study from the same group confirmed the reduction of the 
identification of fearful faces after treatment for 7 days with citalopram (20 mg daily) in both 
sexes. Euthymic patients with a history of major depression recognized fearful faces more 
precisely than healthy controls. The acute administration of intravenous citalopram 
normalized to recognition of expressions of fear in women with a history of depression, but 
increased the recognition of facial expressions of fear in women with no past history of 
depression.  
These studies also suggest a sexual dimorphism in serotonergic modulation of the 
perception of facial expressions, since the effects of manipulating serotonin were found 
mainly in female volunteers. However, it is impossible to explore this hypothesis more 
deeply, since several studies included only women in their sample. 
Acute administration of 3,4-Metilenedioximetamfetamina (MDMA, "ecstasy") in volunteers 
of both sexes led to an increased recognition of expressions of fear, while in the fourth day 
of abstinence was observed opposite effect. The drug did not interfere in the recognition of 
other emotional expressions. Although MDMA causes release of dopamine and 
norepinephrine, its main mechanism of action is via the serotonergic system, by inhibiting 
the reuptake of serotonin available in the synaptic cleft and the stimulation of the release of 
serotonin stored in presynaptic vesicles. In addition, MDMA decreases the synthesis of 
serotonin by inhibiting the activity of the enzyme tryptophan hydroxylase, leading to a 
depletion of brain serotonin in the subsequent days of substance use. The acute effect of 
"ecstasy" facilitated the recognition of facial expressions of fear, but impaired the recognition 
of facial expressions, four days after use, suggesting that increased 5-HT function facilitates 
the recognition, while the reduction of 5-HT function enables the perception of facial 
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expressions of fear. Challenges with tryptophan point to the same direction, at least in 
female subjects. Dietary supplementation of tryptophan, and consequent increased 
availability of serotonin, facilitated the recognition of facial expressions of fear, while 
tryptophan depletion impaired the recognition of facial expressions of fear. Acute 
administration of citalopram facilitated the recognition of facial expressions of fear, an effect 
similar to those observed with the supplementation of tryptophan in the diet and the acute 
use of ecstasy and opposite to that observed with the depletion of tryptophan and four days 
after the use of ecstasy. Taken together, these data suggest an increase in serotonin function 
immediately after the acute administration of citalopram.  
However, in a recent published study (Alves-Neto et al., 2010), we have found a 
“depressive” effect of a single dose of escitalopram, the pharmacologically active S-
enantiomer of RS-citalopram. The R-enantiomer has been shown to reduce the effects of the 
S-enantiomer (Sanchez, 2006), probably due to negative allosteric interaction at the level of 
the 5-HT transporter. As result, escitalopram behaves as a highly potent and selective ligand 
of the 5-HT transporter and clinical studies have shown that escitalopram causes few side 
effects and has a relatively fast onset of action (Waugh & Goa, 2003). In a placebo controlled 
crossover design study with healthy male volunteers we have found that a single dose of 
escitalopram facilitated the recognition of sadness and inhibited the recognition of 
happiness, but just when viewing male faces. 
The interpretation of the effects of acute administration of SSRIs is not simple, since the 
clinical response to SSRIs is associated with an increase of the serotonin function, which in 
turn depends on an accommodation of serotonin receptors, particularly a desensitization of 
presynaptic receptors type 5-HT1A, which occurs after the use of medication for an average 
of two weeks. It is, therefore, that early treatment with SSRIs would be a reduction of 5-HT 
function, which can be associated, with the worsening of symptoms commonly seen in 
patients with anxiety disorders (Kent et al., 1998). Experimental data showed that after acute 
administration of SSRIs, there is an increase of serotonin in the raphe nuclei that is higher 
than in cortex (Bel & Artigas, 1992). Therefore, the acute administration of SSRI preferably 
would increase the concentration of serotonin around the cell bodies of serotonergic 
neurons, reducing their shots due to the activation of somatodendritics autoreceptors 
(Gartside et al., 1995), which would lead to a reduction in the post-synaptic serotonin levels. 
However, microdialysis studies in animals showed increased concentrations of serotonin in 
the extracellular space in cortical regions after acute administration of SSRI (David et al., 
2003). Furthermore, the acute administration of citalopram in healthy volunteers resulted in 
increased plasma levels of prolactin and cortisol (Attenburrow et al., 2001; McKie et al., 
2005), which is considered as an indirect measure of increased levels of serotonin in the 
central nervous system.  
A possible explanation for these apparently contradictory results comes from studies of the 
functional neuroanatomy of the serotonergic system. These studies have shown that 
anatomically distinct serotoninergic pathways differently modulate specific brain circuits. 
These dissociations suggest that serotonin activity within different regions of the raphe 
nucleus may be under the influence of different regulatory pathways, being recruited in 
different ways, depending on specific conditions of the environment and the characteristics 
of the stimulus (Lowry et al., 2005).  

   

5.2 Modulation of the GABAergic system  
There is evidence, albeit in smaller numbers, that the GABAergic system also modulates the 
recognition of basic emotional expressions. Although benzodiazepines are typical anxiolytic 
drugs, few studies have been carried out so far investigating their effect on the processing of 
facial expressions, and they show seemingly contradictory results. It has been that 15 mg of 
diazepam selectively impair the identification of angry faces (Blair & Curran, 1999). In a 
further study, however, the same research group (Zangara et al., 2002) reported that the 
same dose of diazepam affected both angry and fearful faces. To explain these conflicting 
results, the authors considered that the emotional state of the volunteers could have 
interfered with the processing of emotional cues, since in the former study, the participants 
reported more anxiety and discomfort than in the latter. Another study has pointed to a 
global impairment by diazepam of the identification of emotional faces (Coupland et al., 
2003). There is also reported evidence showing no effect of lorazepam (Kamboj & Curran, 
2006) or of a low dose of diazepam (Murphy et al., 2008) on the recognition of facial 
emotional expressions. 
The discrepancy in results between the studies described above may be due to differences in 
the interval between drug administration and implementation of the experimental 
procedure. In the first (Blair & Curran, 1999) and second (Zangara et al., 2002) studies, the 
task was initiated 40 minutes after ingestion of the drug, while in the third (Coupland et al., 
2003), the task began 75 minutes after drug administration. Therefore, the sedative effects of 
diazepam may have been responsible for a loss of attention and consequent impaired 
performance on the task. In addition, the sample of the third study (Coupand et al., 2003) 
was not balanced by sex, with a majority of women relative to men, which may have 
affected the results, since, as discussed earlier, there is evidence of a sexual dimorphism in 
processing of emotion.  
Although ethanol acts on different neurotransmitter systems, it is known that the 
GABAergic system is heavily influenced by this substance and therefore the effects of acute 
alcohol will be discussed in this session. Alcohol impaired the recognition of emotional 
expressions of anger in women, while men had reduction in the identification of faces of 
anger, fear and disgust (Borrill et al., 1987). These data reinforce two points raised earlier: a) 
the GABAergic system plays an important role in the recognition of emotional expressions 
of anger and b) there is a sexual dimorphism in the recognition of facial expressions. It has 
also been shown that low doses of alcohol increased, while higher doses of alcohol 
decreased the recognition of emotional expressions of happiness by healthy males, 
suggesting a dose-dependent effect of alcohol on the recognition of facial expressions (Kano 
et al., 2003).  

 
5.3 Pharmacological challenges and functional neuroimaging  
The combination of pharmacological challenges with functional magnetic resonance 
imaging (Pharmacological Functional Magnetic Resonance Imaging, pharmaco fMRI) is an 
emerging and promising field of study, which allows the investigation of the effect of drugs 
on cerebral metabolic activity through measures of changes in the BOLD (Blood Oxygen 
Level Dependent) signal. However, few studies have investigated the modulation of 
hemodynamic activation by facial expressions.  
So far, only one study (Paulus et al., 2005) examined the effects of pharmacological 
manipulation with benzodiazepines in neuronal activation, measured by magnetic 
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expressions of fear. Challenges with tryptophan point to the same direction, at least in 
female subjects. Dietary supplementation of tryptophan, and consequent increased 
availability of serotonin, facilitated the recognition of facial expressions of fear, while 
tryptophan depletion impaired the recognition of facial expressions of fear. Acute 
administration of citalopram facilitated the recognition of facial expressions of fear, an effect 
similar to those observed with the supplementation of tryptophan in the diet and the acute 
use of ecstasy and opposite to that observed with the depletion of tryptophan and four days 
after the use of ecstasy. Taken together, these data suggest an increase in serotonin function 
immediately after the acute administration of citalopram.  
However, in a recent published study (Alves-Neto et al., 2010), we have found a 
“depressive” effect of a single dose of escitalopram, the pharmacologically active S-
enantiomer of RS-citalopram. The R-enantiomer has been shown to reduce the effects of the 
S-enantiomer (Sanchez, 2006), probably due to negative allosteric interaction at the level of 
the 5-HT transporter. As result, escitalopram behaves as a highly potent and selective ligand 
of the 5-HT transporter and clinical studies have shown that escitalopram causes few side 
effects and has a relatively fast onset of action (Waugh & Goa, 2003). In a placebo controlled 
crossover design study with healthy male volunteers we have found that a single dose of 
escitalopram facilitated the recognition of sadness and inhibited the recognition of 
happiness, but just when viewing male faces. 
The interpretation of the effects of acute administration of SSRIs is not simple, since the 
clinical response to SSRIs is associated with an increase of the serotonin function, which in 
turn depends on an accommodation of serotonin receptors, particularly a desensitization of 
presynaptic receptors type 5-HT1A, which occurs after the use of medication for an average 
of two weeks. It is, therefore, that early treatment with SSRIs would be a reduction of 5-HT 
function, which can be associated, with the worsening of symptoms commonly seen in 
patients with anxiety disorders (Kent et al., 1998). Experimental data showed that after acute 
administration of SSRIs, there is an increase of serotonin in the raphe nuclei that is higher 
than in cortex (Bel & Artigas, 1992). Therefore, the acute administration of SSRI preferably 
would increase the concentration of serotonin around the cell bodies of serotonergic 
neurons, reducing their shots due to the activation of somatodendritics autoreceptors 
(Gartside et al., 1995), which would lead to a reduction in the post-synaptic serotonin levels. 
However, microdialysis studies in animals showed increased concentrations of serotonin in 
the extracellular space in cortical regions after acute administration of SSRI (David et al., 
2003). Furthermore, the acute administration of citalopram in healthy volunteers resulted in 
increased plasma levels of prolactin and cortisol (Attenburrow et al., 2001; McKie et al., 
2005), which is considered as an indirect measure of increased levels of serotonin in the 
central nervous system.  
A possible explanation for these apparently contradictory results comes from studies of the 
functional neuroanatomy of the serotonergic system. These studies have shown that 
anatomically distinct serotoninergic pathways differently modulate specific brain circuits. 
These dissociations suggest that serotonin activity within different regions of the raphe 
nucleus may be under the influence of different regulatory pathways, being recruited in 
different ways, depending on specific conditions of the environment and the characteristics 
of the stimulus (Lowry et al., 2005).  

   

5.2 Modulation of the GABAergic system  
There is evidence, albeit in smaller numbers, that the GABAergic system also modulates the 
recognition of basic emotional expressions. Although benzodiazepines are typical anxiolytic 
drugs, few studies have been carried out so far investigating their effect on the processing of 
facial expressions, and they show seemingly contradictory results. It has been that 15 mg of 
diazepam selectively impair the identification of angry faces (Blair & Curran, 1999). In a 
further study, however, the same research group (Zangara et al., 2002) reported that the 
same dose of diazepam affected both angry and fearful faces. To explain these conflicting 
results, the authors considered that the emotional state of the volunteers could have 
interfered with the processing of emotional cues, since in the former study, the participants 
reported more anxiety and discomfort than in the latter. Another study has pointed to a 
global impairment by diazepam of the identification of emotional faces (Coupland et al., 
2003). There is also reported evidence showing no effect of lorazepam (Kamboj & Curran, 
2006) or of a low dose of diazepam (Murphy et al., 2008) on the recognition of facial 
emotional expressions. 
The discrepancy in results between the studies described above may be due to differences in 
the interval between drug administration and implementation of the experimental 
procedure. In the first (Blair & Curran, 1999) and second (Zangara et al., 2002) studies, the 
task was initiated 40 minutes after ingestion of the drug, while in the third (Coupland et al., 
2003), the task began 75 minutes after drug administration. Therefore, the sedative effects of 
diazepam may have been responsible for a loss of attention and consequent impaired 
performance on the task. In addition, the sample of the third study (Coupand et al., 2003) 
was not balanced by sex, with a majority of women relative to men, which may have 
affected the results, since, as discussed earlier, there is evidence of a sexual dimorphism in 
processing of emotion.  
Although ethanol acts on different neurotransmitter systems, it is known that the 
GABAergic system is heavily influenced by this substance and therefore the effects of acute 
alcohol will be discussed in this session. Alcohol impaired the recognition of emotional 
expressions of anger in women, while men had reduction in the identification of faces of 
anger, fear and disgust (Borrill et al., 1987). These data reinforce two points raised earlier: a) 
the GABAergic system plays an important role in the recognition of emotional expressions 
of anger and b) there is a sexual dimorphism in the recognition of facial expressions. It has 
also been shown that low doses of alcohol increased, while higher doses of alcohol 
decreased the recognition of emotional expressions of happiness by healthy males, 
suggesting a dose-dependent effect of alcohol on the recognition of facial expressions (Kano 
et al., 2003).  
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The combination of pharmacological challenges with functional magnetic resonance 
imaging (Pharmacological Functional Magnetic Resonance Imaging, pharmaco fMRI) is an 
emerging and promising field of study, which allows the investigation of the effect of drugs 
on cerebral metabolic activity through measures of changes in the BOLD (Blood Oxygen 
Level Dependent) signal. However, few studies have investigated the modulation of 
hemodynamic activation by facial expressions.  
So far, only one study (Paulus et al., 2005) examined the effects of pharmacological 
manipulation with benzodiazepines in neuronal activation, measured by magnetic 
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expressions of fear. Challenges with tryptophan point to the same direction, at least in 
female subjects. Dietary supplementation of tryptophan, and consequent increased 
availability of serotonin, facilitated the recognition of facial expressions of fear, while 
tryptophan depletion impaired the recognition of facial expressions of fear. Acute 
administration of citalopram facilitated the recognition of facial expressions of fear, an effect 
similar to those observed with the supplementation of tryptophan in the diet and the acute 
use of ecstasy and opposite to that observed with the depletion of tryptophan and four days 
after the use of ecstasy. Taken together, these data suggest an increase in serotonin function 
immediately after the acute administration of citalopram.  
However, in a recent published study (Alves-Neto et al., 2010), we have found a 
“depressive” effect of a single dose of escitalopram, the pharmacologically active S-
enantiomer of RS-citalopram. The R-enantiomer has been shown to reduce the effects of the 
S-enantiomer (Sanchez, 2006), probably due to negative allosteric interaction at the level of 
the 5-HT transporter. As result, escitalopram behaves as a highly potent and selective ligand 
of the 5-HT transporter and clinical studies have shown that escitalopram causes few side 
effects and has a relatively fast onset of action (Waugh & Goa, 2003). In a placebo controlled 
crossover design study with healthy male volunteers we have found that a single dose of 
escitalopram facilitated the recognition of sadness and inhibited the recognition of 
happiness, but just when viewing male faces. 
The interpretation of the effects of acute administration of SSRIs is not simple, since the 
clinical response to SSRIs is associated with an increase of the serotonin function, which in 
turn depends on an accommodation of serotonin receptors, particularly a desensitization of 
presynaptic receptors type 5-HT1A, which occurs after the use of medication for an average 
of two weeks. It is, therefore, that early treatment with SSRIs would be a reduction of 5-HT 
function, which can be associated, with the worsening of symptoms commonly seen in 
patients with anxiety disorders (Kent et al., 1998). Experimental data showed that after acute 
administration of SSRIs, there is an increase of serotonin in the raphe nuclei that is higher 
than in cortex (Bel & Artigas, 1992). Therefore, the acute administration of SSRI preferably 
would increase the concentration of serotonin around the cell bodies of serotonergic 
neurons, reducing their shots due to the activation of somatodendritics autoreceptors 
(Gartside et al., 1995), which would lead to a reduction in the post-synaptic serotonin levels. 
However, microdialysis studies in animals showed increased concentrations of serotonin in 
the extracellular space in cortical regions after acute administration of SSRI (David et al., 
2003). Furthermore, the acute administration of citalopram in healthy volunteers resulted in 
increased plasma levels of prolactin and cortisol (Attenburrow et al., 2001; McKie et al., 
2005), which is considered as an indirect measure of increased levels of serotonin in the 
central nervous system.  
A possible explanation for these apparently contradictory results comes from studies of the 
functional neuroanatomy of the serotonergic system. These studies have shown that 
anatomically distinct serotoninergic pathways differently modulate specific brain circuits. 
These dissociations suggest that serotonin activity within different regions of the raphe 
nucleus may be under the influence of different regulatory pathways, being recruited in 
different ways, depending on specific conditions of the environment and the characteristics 
of the stimulus (Lowry et al., 2005).  

   

5.2 Modulation of the GABAergic system  
There is evidence, albeit in smaller numbers, that the GABAergic system also modulates the 
recognition of basic emotional expressions. Although benzodiazepines are typical anxiolytic 
drugs, few studies have been carried out so far investigating their effect on the processing of 
facial expressions, and they show seemingly contradictory results. It has been that 15 mg of 
diazepam selectively impair the identification of angry faces (Blair & Curran, 1999). In a 
further study, however, the same research group (Zangara et al., 2002) reported that the 
same dose of diazepam affected both angry and fearful faces. To explain these conflicting 
results, the authors considered that the emotional state of the volunteers could have 
interfered with the processing of emotional cues, since in the former study, the participants 
reported more anxiety and discomfort than in the latter. Another study has pointed to a 
global impairment by diazepam of the identification of emotional faces (Coupland et al., 
2003). There is also reported evidence showing no effect of lorazepam (Kamboj & Curran, 
2006) or of a low dose of diazepam (Murphy et al., 2008) on the recognition of facial 
emotional expressions. 
The discrepancy in results between the studies described above may be due to differences in 
the interval between drug administration and implementation of the experimental 
procedure. In the first (Blair & Curran, 1999) and second (Zangara et al., 2002) studies, the 
task was initiated 40 minutes after ingestion of the drug, while in the third (Coupland et al., 
2003), the task began 75 minutes after drug administration. Therefore, the sedative effects of 
diazepam may have been responsible for a loss of attention and consequent impaired 
performance on the task. In addition, the sample of the third study (Coupand et al., 2003) 
was not balanced by sex, with a majority of women relative to men, which may have 
affected the results, since, as discussed earlier, there is evidence of a sexual dimorphism in 
processing of emotion.  
Although ethanol acts on different neurotransmitter systems, it is known that the 
GABAergic system is heavily influenced by this substance and therefore the effects of acute 
alcohol will be discussed in this session. Alcohol impaired the recognition of emotional 
expressions of anger in women, while men had reduction in the identification of faces of 
anger, fear and disgust (Borrill et al., 1987). These data reinforce two points raised earlier: a) 
the GABAergic system plays an important role in the recognition of emotional expressions 
of anger and b) there is a sexual dimorphism in the recognition of facial expressions. It has 
also been shown that low doses of alcohol increased, while higher doses of alcohol 
decreased the recognition of emotional expressions of happiness by healthy males, 
suggesting a dose-dependent effect of alcohol on the recognition of facial expressions (Kano 
et al., 2003).  

 
5.3 Pharmacological challenges and functional neuroimaging  
The combination of pharmacological challenges with functional magnetic resonance 
imaging (Pharmacological Functional Magnetic Resonance Imaging, pharmaco fMRI) is an 
emerging and promising field of study, which allows the investigation of the effect of drugs 
on cerebral metabolic activity through measures of changes in the BOLD (Blood Oxygen 
Level Dependent) signal. However, few studies have investigated the modulation of 
hemodynamic activation by facial expressions.  
So far, only one study (Paulus et al., 2005) examined the effects of pharmacological 
manipulation with benzodiazepines in neuronal activation, measured by magnetic 
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expressions of fear. Challenges with tryptophan point to the same direction, at least in 
female subjects. Dietary supplementation of tryptophan, and consequent increased 
availability of serotonin, facilitated the recognition of facial expressions of fear, while 
tryptophan depletion impaired the recognition of facial expressions of fear. Acute 
administration of citalopram facilitated the recognition of facial expressions of fear, an effect 
similar to those observed with the supplementation of tryptophan in the diet and the acute 
use of ecstasy and opposite to that observed with the depletion of tryptophan and four days 
after the use of ecstasy. Taken together, these data suggest an increase in serotonin function 
immediately after the acute administration of citalopram.  
However, in a recent published study (Alves-Neto et al., 2010), we have found a 
“depressive” effect of a single dose of escitalopram, the pharmacologically active S-
enantiomer of RS-citalopram. The R-enantiomer has been shown to reduce the effects of the 
S-enantiomer (Sanchez, 2006), probably due to negative allosteric interaction at the level of 
the 5-HT transporter. As result, escitalopram behaves as a highly potent and selective ligand 
of the 5-HT transporter and clinical studies have shown that escitalopram causes few side 
effects and has a relatively fast onset of action (Waugh & Goa, 2003). In a placebo controlled 
crossover design study with healthy male volunteers we have found that a single dose of 
escitalopram facilitated the recognition of sadness and inhibited the recognition of 
happiness, but just when viewing male faces. 
The interpretation of the effects of acute administration of SSRIs is not simple, since the 
clinical response to SSRIs is associated with an increase of the serotonin function, which in 
turn depends on an accommodation of serotonin receptors, particularly a desensitization of 
presynaptic receptors type 5-HT1A, which occurs after the use of medication for an average 
of two weeks. It is, therefore, that early treatment with SSRIs would be a reduction of 5-HT 
function, which can be associated, with the worsening of symptoms commonly seen in 
patients with anxiety disorders (Kent et al., 1998). Experimental data showed that after acute 
administration of SSRIs, there is an increase of serotonin in the raphe nuclei that is higher 
than in cortex (Bel & Artigas, 1992). Therefore, the acute administration of SSRI preferably 
would increase the concentration of serotonin around the cell bodies of serotonergic 
neurons, reducing their shots due to the activation of somatodendritics autoreceptors 
(Gartside et al., 1995), which would lead to a reduction in the post-synaptic serotonin levels. 
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manipulation with benzodiazepines in neuronal activation, measured by magnetic 
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resonance functional, caused by facial expressions of basic emotions. Lorazepam was 
administered orally, at doses of 0.25 mg and 1 mg in 15 healthy volunteers (six women and 
nine men). The paradigm of psychological activation consisted of presenting a target face 
(anger, fear or happiness) at the top of the computer screen, being the volunteers asked to 
paired the emotional expression of the target face with one of the emotional expressions 
presented in other two faces shown in bottom the of the computer screen by pressing the 
right and left of a button box. The control task consisted of matching geometric figures. 
Regardless of the type of emotion, the volunteers showed activation of bilateral amygdala 
and insula during the task of matching facial expressions, compared to the control task. 
Lorazepam attenuated the hemodynamic response of the amygdala and the insula, in a 
dose-dependent way.  
The role of the serotonergic system in the emotional faces processing has been a little more 
investigated through the association of pharmacological challenges and fMRI.  
In an unconscious perception paradigm, where volunteers were asked only to recognize the 
sex of faces during the imaging acquisition, tryptophan depletion in healthy men increased 
amygdala activation in response to fear faces compared with neutral and happy faces, but 
just in individuals with high levels of sensitivity to threat, measured by the BIS/BAS 
(Behavioral Inhibition System / Behavioral Aversive System) scale (Cools et al., 2005). These 
results have been replicated in healthy women, showing a significant correlation between 
sensitivity to threats, as measured by the BIS/BAS scale, and more pronounced activation of 
the amygdala to fearful faces compared to faces of happiness, under the effect of depletion 
of tryptophan (van der Veen et al., 2007). This later study also showed that mood changes 
(depressive symptoms) caused by tryptophan depletion in healthy women with a family 
history of depression was associated with greater impairment in the performance in a task 
of sex categorization of faces with negative facial expressions (fear, sadness and disgust) and 
increased right amygdalar activation to faces of fear.  
The effects of tryptophan depletion were also evaluated in the processing of faces of sadness 
and happiness (Fusar-Poli et al., 2007). Independently of the emotional valence of the face, 
tryptophan depletion attenuated the activations of the right medial/inferior frontal gyrus, 
the posterior cingulate cortex, the occipital and parietal cortex bilaterally, the right 
hippocampus, claustrum and insula. Referring specifically to the amygdala, effects were 
observed only when the emotions were combined and compared with neutral faces. The 
depletion of tryptophan attenuated amygdala response to emotional faces.  
In a paradigm of sex categorization of faces, we found that a low dose of citalopram (7.5 
mg), administered intravenously to healthy male volunteers, attenuated the hemodynamic 
response in right amygdala and right orbitofrontal cortex to aversive faces (anger, disgust 
and fear) compared to neutral faces in healthy men (Del-Ben et al., 2005). In a study  
(Anderson et al., 2007) published latter, we reanalyzed the data evaluating the effects of 
intravenous citalopram on each emotion separately and found that citalopram attenuated 
the activation of the amygdala to faces of fear and disgust, while increased activation of the 
insula to disgust faces. No effects of escitalopram on angry faces have been detected.  
In this study (Anderson et al., 2007), although citalopram has reduced the activation of the 
amygdala to faces of fear and disgust, it occurred in different hemispheres. Possibly this is 
due to the fact that, regardless of treatment, the right amygdala activation was more robust 
to the faces of fear, while the left amygdala signal intensity was higher at the faces of 
disgust. A lateralization of the functions of the amygdala has been suggested; the right 

amygdala is more associated with arousal and the left with cognitive processes (Skuse et al., 
2005). It is possible that the faces of fear have a more immediate emotional salience, while 
the faces of disgust require the engagement of cognitive functions for their processing. 
Another possibility would be differences in the time of habituation to the two types of 
stimuli.   
We also observed that, in contrast to the attenuation of the amygdala, citalopram increased 
the activation of left insula (and on right, at a level below statistical significance), extending 
to the claustrum, to disgusted faces. The anterior insula has connections with the amygdala 
and, along with the ventromedial prefrontal cortex, hypothalamus and periaqueductal gray 
material, is part of a network that modulates the identification and response to threatening 
stimuli. However, in this study, we found activation of posterior portions of the insula, 
which seems to be involved with somatosensory processes and pain. Although not specified 
a priori, citalopram increased the activation of the pulvinar nucleus and occipital cortex, 
suggesting that serotonin can enhance the function of pathways responsible for the 
integration of interoceptive and exteroceptive information.  
Further studies have confirmed the role of antidepressants in the emotional faces 
processing. Healthy volunteers of both sexes were subjected to a treatment for seven days 
with citalopram orally at a dose of 20 mg/day and underwent a paradigm of unconscious 
perception of facial expressions of fear and happiness marked by the presentation of 
emotional faces for 17 milliseconds followed by a neutral face with duration of 167 
milliseconds. The amygdala was established as a priori region of interest; the treatment 
caused an attenuation of the activation in the bilateral amygdala to fearful compared with 
happy faces (Harmer et al., 2006). More recently, the same group has shown that a single 
dose of citalopram, administered orally, attenuated the amygdalar activation to masked 
fearful faces (Murphy et al., 2009). Attenuation of amygdala to emotional faces, assessed by 
a paradigm similar to those used in the lorazepam study (described earlier), has also been 
obtained with escitalopram, given to health volunteers during 21 days (Arce et al., 2008).  
In these neuroimaging studies, effects of the drug in the performance of the tasks performed 
during the acquisition of neuroimaging were not observed. Also there were no changes in 
subjective states, except a reduction in self-reported hostility as measured by the Hostility 
Inventory Buss-Durkee after seven days of use of citalopram.  
Given the role of the amygdala in the early stages of coordinating responses to threatening 
stimuli and the production of emotional states, the effects of citalopram and escitalopram 
suggest a modulatory role of serotonin in this process, consistent with previous studies 
showing serotonergic modulation of the amygdala activation to faces of fear by using 
tryptophan depletion (Cools et al., 2005; van der Veen et al., 2007).  

 
5.4 Combining behavioral data and neuroimaging  
To date, few studies have evaluated the modulation of the hemodynamic response caused 
by facial expressions. In addition, differences in the characteristics of the samples, 
procedures for acquisition, the analysis of images and paradigms activation employees 
become even more complex interpreting and conciliating the results of neuroimaging 
studies.  
The interpretation of the modulatory effects of drugs on the findings of fMRI also has its 
limitations. Increased BOLD signal is considered as an increase rate of neuronal metabolism, 
as measured by oxygen consumption. The increase in neuronal metabolism caused by the 
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(anger, fear or happiness) at the top of the computer screen, being the volunteers asked to 
paired the emotional expression of the target face with one of the emotional expressions 
presented in other two faces shown in bottom the of the computer screen by pressing the 
right and left of a button box. The control task consisted of matching geometric figures. 
Regardless of the type of emotion, the volunteers showed activation of bilateral amygdala 
and insula during the task of matching facial expressions, compared to the control task. 
Lorazepam attenuated the hemodynamic response of the amygdala and the insula, in a 
dose-dependent way.  
The role of the serotonergic system in the emotional faces processing has been a little more 
investigated through the association of pharmacological challenges and fMRI.  
In an unconscious perception paradigm, where volunteers were asked only to recognize the 
sex of faces during the imaging acquisition, tryptophan depletion in healthy men increased 
amygdala activation in response to fear faces compared with neutral and happy faces, but 
just in individuals with high levels of sensitivity to threat, measured by the BIS/BAS 
(Behavioral Inhibition System / Behavioral Aversive System) scale (Cools et al., 2005). These 
results have been replicated in healthy women, showing a significant correlation between 
sensitivity to threats, as measured by the BIS/BAS scale, and more pronounced activation of 
the amygdala to fearful faces compared to faces of happiness, under the effect of depletion 
of tryptophan (van der Veen et al., 2007). This later study also showed that mood changes 
(depressive symptoms) caused by tryptophan depletion in healthy women with a family 
history of depression was associated with greater impairment in the performance in a task 
of sex categorization of faces with negative facial expressions (fear, sadness and disgust) and 
increased right amygdalar activation to faces of fear.  
The effects of tryptophan depletion were also evaluated in the processing of faces of sadness 
and happiness (Fusar-Poli et al., 2007). Independently of the emotional valence of the face, 
tryptophan depletion attenuated the activations of the right medial/inferior frontal gyrus, 
the posterior cingulate cortex, the occipital and parietal cortex bilaterally, the right 
hippocampus, claustrum and insula. Referring specifically to the amygdala, effects were 
observed only when the emotions were combined and compared with neutral faces. The 
depletion of tryptophan attenuated amygdala response to emotional faces.  
In a paradigm of sex categorization of faces, we found that a low dose of citalopram (7.5 
mg), administered intravenously to healthy male volunteers, attenuated the hemodynamic 
response in right amygdala and right orbitofrontal cortex to aversive faces (anger, disgust 
and fear) compared to neutral faces in healthy men (Del-Ben et al., 2005). In a study  
(Anderson et al., 2007) published latter, we reanalyzed the data evaluating the effects of 
intravenous citalopram on each emotion separately and found that citalopram attenuated 
the activation of the amygdala to faces of fear and disgust, while increased activation of the 
insula to disgust faces. No effects of escitalopram on angry faces have been detected.  
In this study (Anderson et al., 2007), although citalopram has reduced the activation of the 
amygdala to faces of fear and disgust, it occurred in different hemispheres. Possibly this is 
due to the fact that, regardless of treatment, the right amygdala activation was more robust 
to the faces of fear, while the left amygdala signal intensity was higher at the faces of 
disgust. A lateralization of the functions of the amygdala has been suggested; the right 
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2005). It is possible that the faces of fear have a more immediate emotional salience, while 
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Another possibility would be differences in the time of habituation to the two types of 
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We also observed that, in contrast to the attenuation of the amygdala, citalopram increased 
the activation of left insula (and on right, at a level below statistical significance), extending 
to the claustrum, to disgusted faces. The anterior insula has connections with the amygdala 
and, along with the ventromedial prefrontal cortex, hypothalamus and periaqueductal gray 
material, is part of a network that modulates the identification and response to threatening 
stimuli. However, in this study, we found activation of posterior portions of the insula, 
which seems to be involved with somatosensory processes and pain. Although not specified 
a priori, citalopram increased the activation of the pulvinar nucleus and occipital cortex, 
suggesting that serotonin can enhance the function of pathways responsible for the 
integration of interoceptive and exteroceptive information.  
Further studies have confirmed the role of antidepressants in the emotional faces 
processing. Healthy volunteers of both sexes were subjected to a treatment for seven days 
with citalopram orally at a dose of 20 mg/day and underwent a paradigm of unconscious 
perception of facial expressions of fear and happiness marked by the presentation of 
emotional faces for 17 milliseconds followed by a neutral face with duration of 167 
milliseconds. The amygdala was established as a priori region of interest; the treatment 
caused an attenuation of the activation in the bilateral amygdala to fearful compared with 
happy faces (Harmer et al., 2006). More recently, the same group has shown that a single 
dose of citalopram, administered orally, attenuated the amygdalar activation to masked 
fearful faces (Murphy et al., 2009). Attenuation of amygdala to emotional faces, assessed by 
a paradigm similar to those used in the lorazepam study (described earlier), has also been 
obtained with escitalopram, given to health volunteers during 21 days (Arce et al., 2008).  
In these neuroimaging studies, effects of the drug in the performance of the tasks performed 
during the acquisition of neuroimaging were not observed. Also there were no changes in 
subjective states, except a reduction in self-reported hostility as measured by the Hostility 
Inventory Buss-Durkee after seven days of use of citalopram.  
Given the role of the amygdala in the early stages of coordinating responses to threatening 
stimuli and the production of emotional states, the effects of citalopram and escitalopram 
suggest a modulatory role of serotonin in this process, consistent with previous studies 
showing serotonergic modulation of the amygdala activation to faces of fear by using 
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resonance functional, caused by facial expressions of basic emotions. Lorazepam was 
administered orally, at doses of 0.25 mg and 1 mg in 15 healthy volunteers (six women and 
nine men). The paradigm of psychological activation consisted of presenting a target face 
(anger, fear or happiness) at the top of the computer screen, being the volunteers asked to 
paired the emotional expression of the target face with one of the emotional expressions 
presented in other two faces shown in bottom the of the computer screen by pressing the 
right and left of a button box. The control task consisted of matching geometric figures. 
Regardless of the type of emotion, the volunteers showed activation of bilateral amygdala 
and insula during the task of matching facial expressions, compared to the control task. 
Lorazepam attenuated the hemodynamic response of the amygdala and the insula, in a 
dose-dependent way.  
The role of the serotonergic system in the emotional faces processing has been a little more 
investigated through the association of pharmacological challenges and fMRI.  
In an unconscious perception paradigm, where volunteers were asked only to recognize the 
sex of faces during the imaging acquisition, tryptophan depletion in healthy men increased 
amygdala activation in response to fear faces compared with neutral and happy faces, but 
just in individuals with high levels of sensitivity to threat, measured by the BIS/BAS 
(Behavioral Inhibition System / Behavioral Aversive System) scale (Cools et al., 2005). These 
results have been replicated in healthy women, showing a significant correlation between 
sensitivity to threats, as measured by the BIS/BAS scale, and more pronounced activation of 
the amygdala to fearful faces compared to faces of happiness, under the effect of depletion 
of tryptophan (van der Veen et al., 2007). This later study also showed that mood changes 
(depressive symptoms) caused by tryptophan depletion in healthy women with a family 
history of depression was associated with greater impairment in the performance in a task 
of sex categorization of faces with negative facial expressions (fear, sadness and disgust) and 
increased right amygdalar activation to faces of fear.  
The effects of tryptophan depletion were also evaluated in the processing of faces of sadness 
and happiness (Fusar-Poli et al., 2007). Independently of the emotional valence of the face, 
tryptophan depletion attenuated the activations of the right medial/inferior frontal gyrus, 
the posterior cingulate cortex, the occipital and parietal cortex bilaterally, the right 
hippocampus, claustrum and insula. Referring specifically to the amygdala, effects were 
observed only when the emotions were combined and compared with neutral faces. The 
depletion of tryptophan attenuated amygdala response to emotional faces.  
In a paradigm of sex categorization of faces, we found that a low dose of citalopram (7.5 
mg), administered intravenously to healthy male volunteers, attenuated the hemodynamic 
response in right amygdala and right orbitofrontal cortex to aversive faces (anger, disgust 
and fear) compared to neutral faces in healthy men (Del-Ben et al., 2005). In a study  
(Anderson et al., 2007) published latter, we reanalyzed the data evaluating the effects of 
intravenous citalopram on each emotion separately and found that citalopram attenuated 
the activation of the amygdala to faces of fear and disgust, while increased activation of the 
insula to disgust faces. No effects of escitalopram on angry faces have been detected.  
In this study (Anderson et al., 2007), although citalopram has reduced the activation of the 
amygdala to faces of fear and disgust, it occurred in different hemispheres. Possibly this is 
due to the fact that, regardless of treatment, the right amygdala activation was more robust 
to the faces of fear, while the left amygdala signal intensity was higher at the faces of 
disgust. A lateralization of the functions of the amygdala has been suggested; the right 

amygdala is more associated with arousal and the left with cognitive processes (Skuse et al., 
2005). It is possible that the faces of fear have a more immediate emotional salience, while 
the faces of disgust require the engagement of cognitive functions for their processing. 
Another possibility would be differences in the time of habituation to the two types of 
stimuli.   
We also observed that, in contrast to the attenuation of the amygdala, citalopram increased 
the activation of left insula (and on right, at a level below statistical significance), extending 
to the claustrum, to disgusted faces. The anterior insula has connections with the amygdala 
and, along with the ventromedial prefrontal cortex, hypothalamus and periaqueductal gray 
material, is part of a network that modulates the identification and response to threatening 
stimuli. However, in this study, we found activation of posterior portions of the insula, 
which seems to be involved with somatosensory processes and pain. Although not specified 
a priori, citalopram increased the activation of the pulvinar nucleus and occipital cortex, 
suggesting that serotonin can enhance the function of pathways responsible for the 
integration of interoceptive and exteroceptive information.  
Further studies have confirmed the role of antidepressants in the emotional faces 
processing. Healthy volunteers of both sexes were subjected to a treatment for seven days 
with citalopram orally at a dose of 20 mg/day and underwent a paradigm of unconscious 
perception of facial expressions of fear and happiness marked by the presentation of 
emotional faces for 17 milliseconds followed by a neutral face with duration of 167 
milliseconds. The amygdala was established as a priori region of interest; the treatment 
caused an attenuation of the activation in the bilateral amygdala to fearful compared with 
happy faces (Harmer et al., 2006). More recently, the same group has shown that a single 
dose of citalopram, administered orally, attenuated the amygdalar activation to masked 
fearful faces (Murphy et al., 2009). Attenuation of amygdala to emotional faces, assessed by 
a paradigm similar to those used in the lorazepam study (described earlier), has also been 
obtained with escitalopram, given to health volunteers during 21 days (Arce et al., 2008).  
In these neuroimaging studies, effects of the drug in the performance of the tasks performed 
during the acquisition of neuroimaging were not observed. Also there were no changes in 
subjective states, except a reduction in self-reported hostility as measured by the Hostility 
Inventory Buss-Durkee after seven days of use of citalopram.  
Given the role of the amygdala in the early stages of coordinating responses to threatening 
stimuli and the production of emotional states, the effects of citalopram and escitalopram 
suggest a modulatory role of serotonin in this process, consistent with previous studies 
showing serotonergic modulation of the amygdala activation to faces of fear by using 
tryptophan depletion (Cools et al., 2005; van der Veen et al., 2007).  

 
5.4 Combining behavioral data and neuroimaging  
To date, few studies have evaluated the modulation of the hemodynamic response caused 
by facial expressions. In addition, differences in the characteristics of the samples, 
procedures for acquisition, the analysis of images and paradigms activation employees 
become even more complex interpreting and conciliating the results of neuroimaging 
studies.  
The interpretation of the modulatory effects of drugs on the findings of fMRI also has its 
limitations. Increased BOLD signal is considered as an increase rate of neuronal metabolism, 
as measured by oxygen consumption. The increase in neuronal metabolism caused by the 
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paired the emotional expression of the target face with one of the emotional expressions 
presented in other two faces shown in bottom the of the computer screen by pressing the 
right and left of a button box. The control task consisted of matching geometric figures. 
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and insula during the task of matching facial expressions, compared to the control task. 
Lorazepam attenuated the hemodynamic response of the amygdala and the insula, in a 
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observed only when the emotions were combined and compared with neutral faces. The 
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mg), administered intravenously to healthy male volunteers, attenuated the hemodynamic 
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(Anderson et al., 2007) published latter, we reanalyzed the data evaluating the effects of 
intravenous citalopram on each emotion separately and found that citalopram attenuated 
the activation of the amygdala to faces of fear and disgust, while increased activation of the 
insula to disgust faces. No effects of escitalopram on angry faces have been detected.  
In this study (Anderson et al., 2007), although citalopram has reduced the activation of the 
amygdala to faces of fear and disgust, it occurred in different hemispheres. Possibly this is 
due to the fact that, regardless of treatment, the right amygdala activation was more robust 
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processing. Healthy volunteers of both sexes were subjected to a treatment for seven days 
with citalopram orally at a dose of 20 mg/day and underwent a paradigm of unconscious 
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a paradigm similar to those used in the lorazepam study (described earlier), has also been 
obtained with escitalopram, given to health volunteers during 21 days (Arce et al., 2008).  
In these neuroimaging studies, effects of the drug in the performance of the tasks performed 
during the acquisition of neuroimaging were not observed. Also there were no changes in 
subjective states, except a reduction in self-reported hostility as measured by the Hostility 
Inventory Buss-Durkee after seven days of use of citalopram.  
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limitations. Increased BOLD signal is considered as an increase rate of neuronal metabolism, 
as measured by oxygen consumption. The increase in neuronal metabolism caused by the 
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pharmacological challenge may reflect either an increase in performance ("working better") 
or the need for an extra effort to achieve the same level of function ("working harder"). The 
ideal experimental design would be studies correlating behavioral and neuroimaging data 
and taking into account some confounding variables such as dose, route and time of 
administration of the pharmacological challenges, as well as sex, age, personality traits, 
previous history of mental disorders of the participant and his/her relatives and genetics. 
The only study so far carried out with benzodiazepines (Paulus et al., 2005) pointed to the 
attenuation of the amygdala and the insula to emotional faces (positive and positive) 
compared with a sensorimotor task. These data are in line with behavioral data that show an 
impairment of the recognition of emotional faces, particularly anger, caused by 
benzodiazepines (Blair and Curran, 1999; Coupland et al., 2003; Zangara et al., 2002).  
Conciliating the results obtained in both behavioral studies and neuroimaging findings that 
evaluated the serotoninergic function makes the situation even more complex, since the 
direction of the modulation of neuronal activation is contrary to those of the behavioral 
studies. If indeed there is a direct correlation between neuronal activation and performance 
on the task, we would expected that increased serotonergic function would increase 
neuronal activations and vice versa, but the studies carried out so far point to an increase in 
neuronal activation of the amygdala (Cools et al., 2005; van der Veen et al., 2007) and 
reduced accuracy in identifying faces of fear (Harmer et al., 2003b; Marsh et al., 2006) under 
the effect of depletion of tryptophan. Moreover, behavioral studies point to a facilitation, by 
acute citalopram, of the recognition of faces of fear (Harmer et al., 2003a) and neuroimaging 
studies show an attenuation of activation of the amygdala with acute dose (Anderson et al., 
2007; Murphy et al., 2009) and of citalopram, given during 7 days (Harmer et al., 2006), and 
escitalopram, given during 21 days (Arce et al., 2008).  
The effects of tryptophan depletion described above were obtained only in volunteers 
sensitive to threat and therefore these apparently contradictory results may be related to the 
influence of personality traits. As discussed later, clinical studies show a more pronounced 
activation of the amygdala to facial expressions in healthy subjects with high traits of 
anxiety and in patients with anxiety disorders.  
With regard to citalopram, it may be that the route of administration has some influence on 
the effects of drugs on serotonin function. As a part of the study described previously (Del-
Ben et al., 2005) images were taken immediately before, during and immediately after 
infusion of citalopram in order to evaluate the direct effects of the drug in the hemodynamic 
responses. We observed a pattern of activation of neuronal responses in several brain 
structures involved in emotional processing (McKie et al., 2005) similar to those observed 
with the administration of metaclorofenilpiperazina (mCPP), a serotonin agonist (Anderson 
et al., 2002). Therefore, one may speculate that with the intravenous administration, there is 
an initial effect of increased serotonin function, before the activation of inhibitory auto-
receptors. However, the results obtained with a single dose of citalopram, given orally, has 
also shown an attenuation of amygdala to fearful faces (Murphy et al., 2009). 
An alternative explanation for the initial effects of the antidepressants has been proposed by 
Catherine Harmer and her colleagues (Harmer et al., 2009). It has been proposed that the 
clinical effects, particularly in depressed patients, are due to initial changes in the way that 
the individual processes relevant emotional information, correcting the negative emotional 
bias normally observed in these patients, which, in turn, lead to mood changes. According 

to this view, early changes in emotional processing precede and contribute to later changes 
in mood and depressive symptoms following antidepressant drug treatment.  

 
6. Final remarks 

Emotional faces processing is an innate and socially relevant human ability that can easily 
be assessed. It can be under the influence of personality traits, genetics and sexual 
dimorphism, and can be altered by current or past psychiatric diagnosis. Of particular 
interest, it can be manipulated by drugs largely used in the clinical practice. Relatively 
simple paradigms composed by facial expressions of basic emotions have contributed 
significantly for a better understanding of the pathophysiology of several mental disorders. 
This tool can also have a role for different purposes, such as the prediction of the clinical 
response, the discovery of new compounds, among others.   
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1. Introduction 

This chapter deals with two major challenges facing PET neuroimaging of depressive 
disorders: determining the neurobiology of depressive disorders and inventing suitable 
positron-emitting radioligands for exploring molecular aspects of brain function. Over the 
years, PET neuroimaging of depressive disorder has focused almost exclusively on 
monoaminergic neurotransmission, but judging from recent reports, those studies have 
failed to demonstrate reliable links between either serotonergic or dopaminergic 
mechanisms and depressive disorders. Today, disturbances in numerous other 
neurobiological processes are thought to cause depressive disorder, but we lack PET 
radioligands to test most modern hypotheses in the living human brain. Thus, the future 
success of PET neuroimaging of depressive disorders depends on advances in neuroscience 
concerning molecular neurobiology and on advances in radiochemistry for the synthesis of 
novel positron-emitting molecules to test hypotheses on the neurobiology of depressive 
disorders. Success in PET neuroimaging of depressive disorders is expected to provide 
insight toward better prevention and treatment of these disabling conditions.  

 
2. Depressive disorders 

Depression is a severe, disabling, and sometime fatal illness. Symptoms of depression 
include a mental state of hopelessness, sleep disturbance, altered appetite, lack of energy, 
concentration difficulties, low self-esteem, self-destructive behavior, painful bodily 
sensations, and suicidal ideation. Needless to say, depressive disorders require prompt 
attention and appropriate care. A major current issue in psychiatry is the lack effective 
treatments to relieve the symptoms of depression in many sufferers (Berlim et al. 2008;Rush 
et al. 2003a;Rush et al. 2009). Hopefully, further studies of neurobiological mechanisms in 
depressive disorders will eventually lead to more effective antidepressant treatments. That 
hope has motivated many studies of molecular mechanisms in depression using positron 
emission tomography (PET).  
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3. Principles of PET neuroimaging 

PET neuroimaging is a challenging technology. It requires rapid synthesis of highly-purified 
positron-emitting radioligands of high specific activity, intravenous injection of radioactive 
compound often with arterial blood sampling in partially immobilized subjects, 3-
dimensional registration of photon emissions from the target organ over time, and 
computerized computations of kinetic parameters. The kinetic parameter used most often to 
describe the outcome of PET neuroimaging, namely the binding potential, is a complex 
entity composed of three factors: the number of receptors that are available for binding by 
the PET radioligand, the affinity of the available receptors toward the PET radioligand , and 
the concentration of molecules other than the PET radioligand that bind to those receptors 
(Dunlop and Nemeroff 2007;Laruelle 2000;Lammertsma 2002). The binding potential is an 
estimate that reflects a series of molecular events, and its value depends on the kinetic 
model selected for the data analysis. The contribution of individual factors to the binding 
potential cannot be determined by the single-scan design used in most PET studies of 
depression. Thus, the complexity of both depression and PET sets limits on the 
interpretation of findings.  
Most PET studies of depressive disorders have been based on the monoamine hypothesis 
(Schildkraut et al. 1968;Schildkraut and Kety 1967), despite the clear-cut need for exploring 
other strategies (Hindmarch 2002;Berton and Nestler 2006;Pittenger and Duman 
2008;Paschos et al. 2009;Covington, III et al. 2010;Wegener and Volke 2010). Here, we first 
review recent molecular PET reports on depressive disorders in humans. Next, we discuss 
challenges for PET in studying in humans the molecular basis of depressive disorders. Then, 
we outline the need for suitable positron-emitting radioligands for testing modern 
hypotheses on the causes and consequences of depressive disorders. Clearly, there are a 
number of major challenges facing those who care to know the molecular basis of these 
disabling and sometimes fatal diseases. 

 
4. Recent PET studies of serotonin in depressive disorders 

Serotonergic neurotransmission has received most attention in studies of depression 
(Nemeroff and Owens 2009;Owens and Nemeroff 1994). We find, however, that PET studies 
have not provided consistent findings of a causal link between serotonergic dysfunction and 
the severity of depressive disorders. Ten PET studies published in recent years have used 
[11C]McNeil 5652 or [11C]DASB to assess the serotonin transporter in depressed subjects and 
healthy controls. Four of those studies, plus a data re-analysis, noted less binding by the 
serotonin transporter in brain regions of depressed subjects (Miller et al. 2008;Oquendo et al. 
2007;Parsey et al. 2006a;Reimold et al. 2008;Miller et al. 2009b), four studies found more 
binding by the serotonin transporter in depressed subjects (Reivich et al. 2004;Cannon et al. 
2006b;Cannon et al. 2007;Boileau et al. 2008), and two studies found no difference between 
depressed subjects and healthy controls in binding by serotonin transporters in brain 
regions (Meyer et al. 2004;Bhagwagar et al. 2007).  
Discrepancies are also apparent in the outcome of recent PET studies carried out with 
[11C]WAY-100635 or [18F]FCWAY to assess serotonin type 1A receptors in depressed 
subjects and healthy controls. Here, five studies noted less binding by serotonin type 1A 
receptors in brain regions of depressed subjects (Bhagwagar et al. 2004;Meltzer et al. 
2004;Hirvonen et al. 2008;Drevets et al. 2007;Theodore et al. 2007), one study reported no 

difference between depressed subjects and healthy controls in binding by serotonin type 1A 
receptors (Mickey et al. 2008), while more binding by serotonin type 1A receptors was found 
in three studies of depressed subjects or remitted, depressed subjects compared with healthy 
controls, with no correlation between receptor binding and depression severity (Parsey et al. 
2006b;Miller et al. 2009a;Sullivan et al. 2009). In addition, neither antidepressant treatment 
including ECT nor induction of depression by depletion of tryptophan affected binding by 
serotonin type 1A receptors in brain regions (Moses-Kolko et al. 2007;Praschak-Rieder et al. 
2004;Saijo et al. 2010). These findings clearly challenge the notion that alterations of 
serotonergic functions are causally linked with either depressive disorders or antidepressant 
efficacy.  
Serotonin type 2 receptors have also been studied by PET in recent years in relation to 
depressive disorders. Two closely-related studies used [18F]altanserin for PET and noted less 
hippocampal binding in depressed subjects than in healthy controls (Mintun et al. 
2004;Sheline et al. 2004). In contrast, two other PET studies used either [11C]MDL 100,907 or 
[18F]setoperone to assess serotonin type 2 receptors and noted more binding in depressive 
subjects than in healthy controls (Bhagwagar et al. 2006;Meyer et al. 2003). In our view, PET 
studies with the radioligands that are currently available for assessing serotonergic 
functions in the living human brain have failed to provide conclusive evidence for aberrant 
serotonergic mechanisms in depressive disorders. We have noted, however, that receptor 
occupancy of serotonin transporters can be assessed reliably by PET with [11C]DASB or 
[11C]McNeil 5652 (Voineskos et al. 2007;Miller et al. 2008). Perhaps studies of receptor 
occupancy before and during antidepressant therapies can provide a means of determining 
whether treatment-resistance stems from inadequate receptor blockade.  
Monoamine oxidase has also received attention in PET studies of depressive disorders. One 
study used [11C]harmine, a reversible inhibitor of type A MAO, for PET scanning in order to 
see whether the activity of that enzyme differs between depressed patients and healthy 
subjects (Meyer et al. 2006a). More binding of [11C]harmine was noted in brain regions of 
depressed patients than in healthy controls, but no correlation was found between clinical 
variables and PET findings in the patients. A lack of correspondence between clinical 
condition of patients and degree of binding of [11C]harmine in brain regions was also 
observed in a recent follow-up PET study of type A MAO in depressive disorders; an 
elevated distribution volume of the PET radioligand persisted in patients despite symptom-
reduction during antidepressant drug treatment (Meyer et al. 2009a).   

 
5. Recent PET studies of dopamine in depressive disorders 

Dopaminergic neurotransmission is thought to play a role in depression, perhaps via defects 
in central reward systems (Randrup and Braestrup 1977;Spanagel and Weiss 1999). Several 
PET radioligands have been used in recent years for probing dopaminergic mechanisms in 
depressed humans. [18F]Fluoro-L-dopa is used routinely for assessing dopamine synthesis 
by PET in Parkinson’s disease (Takikawa et al. 1994), and it showed reduced striatal uptake 
in depressed subjects with retarded movement (Bragulat et al. 2007). Certain dopamine 
receptors have also been examined by PET in recent years in depressed subjects. Dopamine 
D1 receptors were assessed by [11C]SCH 23,390 or [11C]NNC-112 in two PET studies of 
depression (Dougherty et al. 2006;Cannon et al. 2008), and both reports found less binding 
in striatal regions of depressed subjects than of healthy controls. Dopamine D2/3 receptors 
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depressed patients than in healthy controls, but no correlation was found between clinical 
variables and PET findings in the patients. A lack of correspondence between clinical 
condition of patients and degree of binding of [11C]harmine in brain regions was also 
observed in a recent follow-up PET study of type A MAO in depressive disorders; an 
elevated distribution volume of the PET radioligand persisted in patients despite symptom-
reduction during antidepressant drug treatment (Meyer et al. 2009a).   

 
5. Recent PET studies of dopamine in depressive disorders 

Dopaminergic neurotransmission is thought to play a role in depression, perhaps via defects 
in central reward systems (Randrup and Braestrup 1977;Spanagel and Weiss 1999). Several 
PET radioligands have been used in recent years for probing dopaminergic mechanisms in 
depressed humans. [18F]Fluoro-L-dopa is used routinely for assessing dopamine synthesis 
by PET in Parkinson’s disease (Takikawa et al. 1994), and it showed reduced striatal uptake 
in depressed subjects with retarded movement (Bragulat et al. 2007). Certain dopamine 
receptors have also been examined by PET in recent years in depressed subjects. Dopamine 
D1 receptors were assessed by [11C]SCH 23,390 or [11C]NNC-112 in two PET studies of 
depression (Dougherty et al. 2006;Cannon et al. 2008), and both reports found less binding 
in striatal regions of depressed subjects than of healthy controls. Dopamine D2/3 receptors 
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3. Principles of PET neuroimaging 

PET neuroimaging is a challenging technology. It requires rapid synthesis of highly-purified 
positron-emitting radioligands of high specific activity, intravenous injection of radioactive 
compound often with arterial blood sampling in partially immobilized subjects, 3-
dimensional registration of photon emissions from the target organ over time, and 
computerized computations of kinetic parameters. The kinetic parameter used most often to 
describe the outcome of PET neuroimaging, namely the binding potential, is a complex 
entity composed of three factors: the number of receptors that are available for binding by 
the PET radioligand, the affinity of the available receptors toward the PET radioligand , and 
the concentration of molecules other than the PET radioligand that bind to those receptors 
(Dunlop and Nemeroff 2007;Laruelle 2000;Lammertsma 2002). The binding potential is an 
estimate that reflects a series of molecular events, and its value depends on the kinetic 
model selected for the data analysis. The contribution of individual factors to the binding 
potential cannot be determined by the single-scan design used in most PET studies of 
depression. Thus, the complexity of both depression and PET sets limits on the 
interpretation of findings.  
Most PET studies of depressive disorders have been based on the monoamine hypothesis 
(Schildkraut et al. 1968;Schildkraut and Kety 1967), despite the clear-cut need for exploring 
other strategies (Hindmarch 2002;Berton and Nestler 2006;Pittenger and Duman 
2008;Paschos et al. 2009;Covington, III et al. 2010;Wegener and Volke 2010). Here, we first 
review recent molecular PET reports on depressive disorders in humans. Next, we discuss 
challenges for PET in studying in humans the molecular basis of depressive disorders. Then, 
we outline the need for suitable positron-emitting radioligands for testing modern 
hypotheses on the causes and consequences of depressive disorders. Clearly, there are a 
number of major challenges facing those who care to know the molecular basis of these 
disabling and sometimes fatal diseases. 

 
4. Recent PET studies of serotonin in depressive disorders 

Serotonergic neurotransmission has received most attention in studies of depression 
(Nemeroff and Owens 2009;Owens and Nemeroff 1994). We find, however, that PET studies 
have not provided consistent findings of a causal link between serotonergic dysfunction and 
the severity of depressive disorders. Ten PET studies published in recent years have used 
[11C]McNeil 5652 or [11C]DASB to assess the serotonin transporter in depressed subjects and 
healthy controls. Four of those studies, plus a data re-analysis, noted less binding by the 
serotonin transporter in brain regions of depressed subjects (Miller et al. 2008;Oquendo et al. 
2007;Parsey et al. 2006a;Reimold et al. 2008;Miller et al. 2009b), four studies found more 
binding by the serotonin transporter in depressed subjects (Reivich et al. 2004;Cannon et al. 
2006b;Cannon et al. 2007;Boileau et al. 2008), and two studies found no difference between 
depressed subjects and healthy controls in binding by serotonin transporters in brain 
regions (Meyer et al. 2004;Bhagwagar et al. 2007).  
Discrepancies are also apparent in the outcome of recent PET studies carried out with 
[11C]WAY-100635 or [18F]FCWAY to assess serotonin type 1A receptors in depressed 
subjects and healthy controls. Here, five studies noted less binding by serotonin type 1A 
receptors in brain regions of depressed subjects (Bhagwagar et al. 2004;Meltzer et al. 
2004;Hirvonen et al. 2008;Drevets et al. 2007;Theodore et al. 2007), one study reported no 

difference between depressed subjects and healthy controls in binding by serotonin type 1A 
receptors (Mickey et al. 2008), while more binding by serotonin type 1A receptors was found 
in three studies of depressed subjects or remitted, depressed subjects compared with healthy 
controls, with no correlation between receptor binding and depression severity (Parsey et al. 
2006b;Miller et al. 2009a;Sullivan et al. 2009). In addition, neither antidepressant treatment 
including ECT nor induction of depression by depletion of tryptophan affected binding by 
serotonin type 1A receptors in brain regions (Moses-Kolko et al. 2007;Praschak-Rieder et al. 
2004;Saijo et al. 2010). These findings clearly challenge the notion that alterations of 
serotonergic functions are causally linked with either depressive disorders or antidepressant 
efficacy.  
Serotonin type 2 receptors have also been studied by PET in recent years in relation to 
depressive disorders. Two closely-related studies used [18F]altanserin for PET and noted less 
hippocampal binding in depressed subjects than in healthy controls (Mintun et al. 
2004;Sheline et al. 2004). In contrast, two other PET studies used either [11C]MDL 100,907 or 
[18F]setoperone to assess serotonin type 2 receptors and noted more binding in depressive 
subjects than in healthy controls (Bhagwagar et al. 2006;Meyer et al. 2003). In our view, PET 
studies with the radioligands that are currently available for assessing serotonergic 
functions in the living human brain have failed to provide conclusive evidence for aberrant 
serotonergic mechanisms in depressive disorders. We have noted, however, that receptor 
occupancy of serotonin transporters can be assessed reliably by PET with [11C]DASB or 
[11C]McNeil 5652 (Voineskos et al. 2007;Miller et al. 2008). Perhaps studies of receptor 
occupancy before and during antidepressant therapies can provide a means of determining 
whether treatment-resistance stems from inadequate receptor blockade.  
Monoamine oxidase has also received attention in PET studies of depressive disorders. One 
study used [11C]harmine, a reversible inhibitor of type A MAO, for PET scanning in order to 
see whether the activity of that enzyme differs between depressed patients and healthy 
subjects (Meyer et al. 2006a). More binding of [11C]harmine was noted in brain regions of 
depressed patients than in healthy controls, but no correlation was found between clinical 
variables and PET findings in the patients. A lack of correspondence between clinical 
condition of patients and degree of binding of [11C]harmine in brain regions was also 
observed in a recent follow-up PET study of type A MAO in depressive disorders; an 
elevated distribution volume of the PET radioligand persisted in patients despite symptom-
reduction during antidepressant drug treatment (Meyer et al. 2009a).   

 
5. Recent PET studies of dopamine in depressive disorders 

Dopaminergic neurotransmission is thought to play a role in depression, perhaps via defects 
in central reward systems (Randrup and Braestrup 1977;Spanagel and Weiss 1999). Several 
PET radioligands have been used in recent years for probing dopaminergic mechanisms in 
depressed humans. [18F]Fluoro-L-dopa is used routinely for assessing dopamine synthesis 
by PET in Parkinson’s disease (Takikawa et al. 1994), and it showed reduced striatal uptake 
in depressed subjects with retarded movement (Bragulat et al. 2007). Certain dopamine 
receptors have also been examined by PET in recent years in depressed subjects. Dopamine 
D1 receptors were assessed by [11C]SCH 23,390 or [11C]NNC-112 in two PET studies of 
depression (Dougherty et al. 2006;Cannon et al. 2008), and both reports found less binding 
in striatal regions of depressed subjects than of healthy controls. Dopamine D2/3 receptors 
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have been assessed in five PET studies using either [11C]raclopride or [11C]FLB 457 in 
depressed subjects and healthy controls; one study noted more striatal binding by dopamine 
D2/3 receptors in depressed subjects (Meyer et al. 2006b), another study found less dopamine 
D2/3 receptor binding in depression (Montgomery et al. 2007), and three studies showed no 
difference between depressed and healthy subjects in dopamine D2/3 receptor binding in 
brain regions (Kuroda et al. 2006;Montgomery et al. 2007;Busto et al. 2009). The transport of 
dopamine as well as noradrenaline from the synaptic cleft into presynaptic terminals was 
assessed by PET using [11C]RTI-32 in 20 Parkinson patients, some of which were depressed 
(Remy et al. 2005). Less transporter binding was noted in brain regions of depressed 
Parkinson patients than of non-depressed patients with Parkinson’s disease. In our view, a 
consistent picture of causal relationships between dopaminergic disturbances and 
depression has failed to appear from PET studies carried out with the positron-emitting 
radioligands that are currently available for use in humans, except perhaps for movement 
disorders of depressed subjects.  

 
6. Recent PET neuroimaging of non-serotonergic and non-dopaminergic 
mechanisms in depressive disorders. 

Relatively few PET studies of depressive disorders have been reported recently on 
molecular mechanisms unrelated to serotonergic and dopaminergic neurotransmission.  
In one study, [11C]doxepin was used to see whether human depression depends on 
histaminergic mechanisms (Kano et al. 2004). The binding potential of the PET radioligand 
in some brain regions was lower in depressed patients than in healthy subjects and was 
correlated negatively to the patient’s self-rated depression severity. In another PET study, 
the role of cholinergic processes in major depressive disorder was studied using [18F]FP-
TZTP (Cannon et al. 2006a).  The depressed patients had a diagnosis of either recurrent 
major depressive disorder or bipolar disorder. [18F]FP-TZTP binding in cortical brain 
regions and white matter was lower in bipolar depressed patients than in healthy subjects 
and was correlated negatively to depression severity.  A third PET study used 2-[18F]FA-
85380 to look at cholinergic function and self-rated symptoms of depression in patients with 
Parkinson disease (Meyer et al. 2009b).  Although none of the Parkinson patients met 
standard criteria for major depressive disorder (Schrag et al. 2007;Bech 1984), negative 
correlations were noted between self-rated depression scores and binding of the PET 
radiotracer in several cortical regions. Another PET study of subjects with only mild self-
rated symptoms of depression used [18F]FDDNP to explore possible correlations with 
aggregates of amyloid and tau proteins in brain regions (Lavretsky et al. 2009). Subjects with 
mild cognitive impairment showed a positive correlation between self-rated depression 
scores and radioligand binding in medial temporal lobe.  

 
7. Challenges for PET neuroimaging of depressive disorders  

Molecular tools currently available for PET neuroimaging in humans assess primarily 
monoaminergic receptors on surface of brain cells. As a result, most PET neuroimaging 
studies of depressive disorder focus on some aspect of the monoamine hypothesis. In our 
view, such PET studies have neither proved nor refuted conclusively any aspect of the 
monoamine hypothesis for depression (Schildkraut and Kety 1967;Asberg et al. 1976;Meltzer 

and Lowy 1987). While that monoamine hypothesis has been fruitful in certain ways, 
advances in neurobiology and neuropsychopharmacology have introduced a variety of 
additional molecular mechanisms into research on depressive disorders (Figure 1). Today, 
depression is viewed as the result of multiple neurobiological processes including 
disturbances of gene expression, intracellular signaling, cytokines and neurotropic agents 
(Tanis and Duman 2007;Berton and Nestler 2006;Krishnan and Nestler 2008;Maes 
2008;Pittenger and Duman 2008). In our view, the success of PET scanning in determining 
the role of diverse neurobiological processes in depression will depend heavily on the 
invention of appropriate molecular tools, in the form of positron-emitting radioligands, for 
testing directly, in the living human brain, ever-changing hypotheses on causal connections 
between neuromolecular processes and the symptoms and severity of depressive disorders.  
PET neuroimaging has been unable to pinpoint neurobiological defects in the brain of 
humans suffering from depressive disorders. This is perhaps not surprising, given the 
limited number of suitable positron-emitting radioligands that are currently available for 
PET studies of neurobiological processes in humans. Despite more than two decades of 
research, inconsistent findings have been obtained between molecular PET studies of 
depressive disorders, with few replication attempts. An important challenge facing PET 
neuroimaging of depressive disorders resides, therefore, in determining which aspects of 
depressive disorders to study next. We propose that particular attention be given to 
studying antidepressant non-response by PET, because that condition remains a major 
challenge for medical and social resources, with 25 – 50% of people suffering from major 
depressive disorder never recovering fully (Rush et al. 2003b;Rush et al. 2008;Fava 
2003;Petersen et al. 2005;Berlim and Turecki 2007). Severe aberrations in molecular 
mechanisms at multiple cerebral sites may be involved in antidepressant non-response 
(Krishnan and Nestler 2008;Berton and Nestler 2006;Ressler and Mayberg 2007;Drevets et al. 
2008). Success in determining by PET the neurobiological basis of antidepressant non-
response can be expected to provide an improved understanding of depressive disorders 
and point to more effective ways of treating them.    
The richness of human emotions, thoughts, and actions along with the complexity of 
molecular events in the human brain caution, however, against expectations of rapid 
progress in discovering by PET neuroimaging an improved diagnostic system or a panacea 
for depression (MacQueen 2009). This brings us to another challenge for PET neuroimaging 
of depressive disorders, namely that of integrating rapid advances in neuroscience into 
suitable positron-emitting radioligands and PET research designs. In view of the 
heterogeneous nature of depressive disorders (Berlim and Turecki 2007;Parker 2000;Pae et 
al. 2009;Thase 2009), multiple molecular pathways may cause symptoms of the disease. 
Some of the pathways that may be causally connected to depressive disorders include genes 
that encode presynaptic vesicular proteins, plasma membrane receptors, intracellular 
signaling molecules, proteins that regulate the actin cytoskeleton, and the transcriptional 
regulatory machinery (Covington, III et al. 2010). Additional molecular pathways thought to 
be either causative or curative of depression include neuroplasticity, neuropeptides, and 
nitric oxide synthase (Pittenger and Duman 2008;Paschos et al. 2009;Wegener and Volke 
2010). Clearly, responding promptly to ever-changing notions on molecular pathways of 
depressive disorders constitutes a major challenge for PET neuroimaging.  
Another challenging issue for PET neuroimaging of depressive disorders concerns financial 
support of research. Compared with the costs of brain diseases in the US and Europe 
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have been assessed in five PET studies using either [11C]raclopride or [11C]FLB 457 in 
depressed subjects and healthy controls; one study noted more striatal binding by dopamine 
D2/3 receptors in depressed subjects (Meyer et al. 2006b), another study found less dopamine 
D2/3 receptor binding in depression (Montgomery et al. 2007), and three studies showed no 
difference between depressed and healthy subjects in dopamine D2/3 receptor binding in 
brain regions (Kuroda et al. 2006;Montgomery et al. 2007;Busto et al. 2009). The transport of 
dopamine as well as noradrenaline from the synaptic cleft into presynaptic terminals was 
assessed by PET using [11C]RTI-32 in 20 Parkinson patients, some of which were depressed 
(Remy et al. 2005). Less transporter binding was noted in brain regions of depressed 
Parkinson patients than of non-depressed patients with Parkinson’s disease. In our view, a 
consistent picture of causal relationships between dopaminergic disturbances and 
depression has failed to appear from PET studies carried out with the positron-emitting 
radioligands that are currently available for use in humans, except perhaps for movement 
disorders of depressed subjects.  

 
6. Recent PET neuroimaging of non-serotonergic and non-dopaminergic 
mechanisms in depressive disorders. 

Relatively few PET studies of depressive disorders have been reported recently on 
molecular mechanisms unrelated to serotonergic and dopaminergic neurotransmission.  
In one study, [11C]doxepin was used to see whether human depression depends on 
histaminergic mechanisms (Kano et al. 2004). The binding potential of the PET radioligand 
in some brain regions was lower in depressed patients than in healthy subjects and was 
correlated negatively to the patient’s self-rated depression severity. In another PET study, 
the role of cholinergic processes in major depressive disorder was studied using [18F]FP-
TZTP (Cannon et al. 2006a).  The depressed patients had a diagnosis of either recurrent 
major depressive disorder or bipolar disorder. [18F]FP-TZTP binding in cortical brain 
regions and white matter was lower in bipolar depressed patients than in healthy subjects 
and was correlated negatively to depression severity.  A third PET study used 2-[18F]FA-
85380 to look at cholinergic function and self-rated symptoms of depression in patients with 
Parkinson disease (Meyer et al. 2009b).  Although none of the Parkinson patients met 
standard criteria for major depressive disorder (Schrag et al. 2007;Bech 1984), negative 
correlations were noted between self-rated depression scores and binding of the PET 
radiotracer in several cortical regions. Another PET study of subjects with only mild self-
rated symptoms of depression used [18F]FDDNP to explore possible correlations with 
aggregates of amyloid and tau proteins in brain regions (Lavretsky et al. 2009). Subjects with 
mild cognitive impairment showed a positive correlation between self-rated depression 
scores and radioligand binding in medial temporal lobe.  

 
7. Challenges for PET neuroimaging of depressive disorders  

Molecular tools currently available for PET neuroimaging in humans assess primarily 
monoaminergic receptors on surface of brain cells. As a result, most PET neuroimaging 
studies of depressive disorder focus on some aspect of the monoamine hypothesis. In our 
view, such PET studies have neither proved nor refuted conclusively any aspect of the 
monoamine hypothesis for depression (Schildkraut and Kety 1967;Asberg et al. 1976;Meltzer 

and Lowy 1987). While that monoamine hypothesis has been fruitful in certain ways, 
advances in neurobiology and neuropsychopharmacology have introduced a variety of 
additional molecular mechanisms into research on depressive disorders (Figure 1). Today, 
depression is viewed as the result of multiple neurobiological processes including 
disturbances of gene expression, intracellular signaling, cytokines and neurotropic agents 
(Tanis and Duman 2007;Berton and Nestler 2006;Krishnan and Nestler 2008;Maes 
2008;Pittenger and Duman 2008). In our view, the success of PET scanning in determining 
the role of diverse neurobiological processes in depression will depend heavily on the 
invention of appropriate molecular tools, in the form of positron-emitting radioligands, for 
testing directly, in the living human brain, ever-changing hypotheses on causal connections 
between neuromolecular processes and the symptoms and severity of depressive disorders.  
PET neuroimaging has been unable to pinpoint neurobiological defects in the brain of 
humans suffering from depressive disorders. This is perhaps not surprising, given the 
limited number of suitable positron-emitting radioligands that are currently available for 
PET studies of neurobiological processes in humans. Despite more than two decades of 
research, inconsistent findings have been obtained between molecular PET studies of 
depressive disorders, with few replication attempts. An important challenge facing PET 
neuroimaging of depressive disorders resides, therefore, in determining which aspects of 
depressive disorders to study next. We propose that particular attention be given to 
studying antidepressant non-response by PET, because that condition remains a major 
challenge for medical and social resources, with 25 – 50% of people suffering from major 
depressive disorder never recovering fully (Rush et al. 2003b;Rush et al. 2008;Fava 
2003;Petersen et al. 2005;Berlim and Turecki 2007). Severe aberrations in molecular 
mechanisms at multiple cerebral sites may be involved in antidepressant non-response 
(Krishnan and Nestler 2008;Berton and Nestler 2006;Ressler and Mayberg 2007;Drevets et al. 
2008). Success in determining by PET the neurobiological basis of antidepressant non-
response can be expected to provide an improved understanding of depressive disorders 
and point to more effective ways of treating them.    
The richness of human emotions, thoughts, and actions along with the complexity of 
molecular events in the human brain caution, however, against expectations of rapid 
progress in discovering by PET neuroimaging an improved diagnostic system or a panacea 
for depression (MacQueen 2009). This brings us to another challenge for PET neuroimaging 
of depressive disorders, namely that of integrating rapid advances in neuroscience into 
suitable positron-emitting radioligands and PET research designs. In view of the 
heterogeneous nature of depressive disorders (Berlim and Turecki 2007;Parker 2000;Pae et 
al. 2009;Thase 2009), multiple molecular pathways may cause symptoms of the disease. 
Some of the pathways that may be causally connected to depressive disorders include genes 
that encode presynaptic vesicular proteins, plasma membrane receptors, intracellular 
signaling molecules, proteins that regulate the actin cytoskeleton, and the transcriptional 
regulatory machinery (Covington, III et al. 2010). Additional molecular pathways thought to 
be either causative or curative of depression include neuroplasticity, neuropeptides, and 
nitric oxide synthase (Pittenger and Duman 2008;Paschos et al. 2009;Wegener and Volke 
2010). Clearly, responding promptly to ever-changing notions on molecular pathways of 
depressive disorders constitutes a major challenge for PET neuroimaging.  
Another challenging issue for PET neuroimaging of depressive disorders concerns financial 
support of research. Compared with the costs of brain diseases in the US and Europe 
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have been assessed in five PET studies using either [11C]raclopride or [11C]FLB 457 in 
depressed subjects and healthy controls; one study noted more striatal binding by dopamine 
D2/3 receptors in depressed subjects (Meyer et al. 2006b), another study found less dopamine 
D2/3 receptor binding in depression (Montgomery et al. 2007), and three studies showed no 
difference between depressed and healthy subjects in dopamine D2/3 receptor binding in 
brain regions (Kuroda et al. 2006;Montgomery et al. 2007;Busto et al. 2009). The transport of 
dopamine as well as noradrenaline from the synaptic cleft into presynaptic terminals was 
assessed by PET using [11C]RTI-32 in 20 Parkinson patients, some of which were depressed 
(Remy et al. 2005). Less transporter binding was noted in brain regions of depressed 
Parkinson patients than of non-depressed patients with Parkinson’s disease. In our view, a 
consistent picture of causal relationships between dopaminergic disturbances and 
depression has failed to appear from PET studies carried out with the positron-emitting 
radioligands that are currently available for use in humans, except perhaps for movement 
disorders of depressed subjects.  

 
6. Recent PET neuroimaging of non-serotonergic and non-dopaminergic 
mechanisms in depressive disorders. 

Relatively few PET studies of depressive disorders have been reported recently on 
molecular mechanisms unrelated to serotonergic and dopaminergic neurotransmission.  
In one study, [11C]doxepin was used to see whether human depression depends on 
histaminergic mechanisms (Kano et al. 2004). The binding potential of the PET radioligand 
in some brain regions was lower in depressed patients than in healthy subjects and was 
correlated negatively to the patient’s self-rated depression severity. In another PET study, 
the role of cholinergic processes in major depressive disorder was studied using [18F]FP-
TZTP (Cannon et al. 2006a).  The depressed patients had a diagnosis of either recurrent 
major depressive disorder or bipolar disorder. [18F]FP-TZTP binding in cortical brain 
regions and white matter was lower in bipolar depressed patients than in healthy subjects 
and was correlated negatively to depression severity.  A third PET study used 2-[18F]FA-
85380 to look at cholinergic function and self-rated symptoms of depression in patients with 
Parkinson disease (Meyer et al. 2009b).  Although none of the Parkinson patients met 
standard criteria for major depressive disorder (Schrag et al. 2007;Bech 1984), negative 
correlations were noted between self-rated depression scores and binding of the PET 
radiotracer in several cortical regions. Another PET study of subjects with only mild self-
rated symptoms of depression used [18F]FDDNP to explore possible correlations with 
aggregates of amyloid and tau proteins in brain regions (Lavretsky et al. 2009). Subjects with 
mild cognitive impairment showed a positive correlation between self-rated depression 
scores and radioligand binding in medial temporal lobe.  

 
7. Challenges for PET neuroimaging of depressive disorders  

Molecular tools currently available for PET neuroimaging in humans assess primarily 
monoaminergic receptors on surface of brain cells. As a result, most PET neuroimaging 
studies of depressive disorder focus on some aspect of the monoamine hypothesis. In our 
view, such PET studies have neither proved nor refuted conclusively any aspect of the 
monoamine hypothesis for depression (Schildkraut and Kety 1967;Asberg et al. 1976;Meltzer 

and Lowy 1987). While that monoamine hypothesis has been fruitful in certain ways, 
advances in neurobiology and neuropsychopharmacology have introduced a variety of 
additional molecular mechanisms into research on depressive disorders (Figure 1). Today, 
depression is viewed as the result of multiple neurobiological processes including 
disturbances of gene expression, intracellular signaling, cytokines and neurotropic agents 
(Tanis and Duman 2007;Berton and Nestler 2006;Krishnan and Nestler 2008;Maes 
2008;Pittenger and Duman 2008). In our view, the success of PET scanning in determining 
the role of diverse neurobiological processes in depression will depend heavily on the 
invention of appropriate molecular tools, in the form of positron-emitting radioligands, for 
testing directly, in the living human brain, ever-changing hypotheses on causal connections 
between neuromolecular processes and the symptoms and severity of depressive disorders.  
PET neuroimaging has been unable to pinpoint neurobiological defects in the brain of 
humans suffering from depressive disorders. This is perhaps not surprising, given the 
limited number of suitable positron-emitting radioligands that are currently available for 
PET studies of neurobiological processes in humans. Despite more than two decades of 
research, inconsistent findings have been obtained between molecular PET studies of 
depressive disorders, with few replication attempts. An important challenge facing PET 
neuroimaging of depressive disorders resides, therefore, in determining which aspects of 
depressive disorders to study next. We propose that particular attention be given to 
studying antidepressant non-response by PET, because that condition remains a major 
challenge for medical and social resources, with 25 – 50% of people suffering from major 
depressive disorder never recovering fully (Rush et al. 2003b;Rush et al. 2008;Fava 
2003;Petersen et al. 2005;Berlim and Turecki 2007). Severe aberrations in molecular 
mechanisms at multiple cerebral sites may be involved in antidepressant non-response 
(Krishnan and Nestler 2008;Berton and Nestler 2006;Ressler and Mayberg 2007;Drevets et al. 
2008). Success in determining by PET the neurobiological basis of antidepressant non-
response can be expected to provide an improved understanding of depressive disorders 
and point to more effective ways of treating them.    
The richness of human emotions, thoughts, and actions along with the complexity of 
molecular events in the human brain caution, however, against expectations of rapid 
progress in discovering by PET neuroimaging an improved diagnostic system or a panacea 
for depression (MacQueen 2009). This brings us to another challenge for PET neuroimaging 
of depressive disorders, namely that of integrating rapid advances in neuroscience into 
suitable positron-emitting radioligands and PET research designs. In view of the 
heterogeneous nature of depressive disorders (Berlim and Turecki 2007;Parker 2000;Pae et 
al. 2009;Thase 2009), multiple molecular pathways may cause symptoms of the disease. 
Some of the pathways that may be causally connected to depressive disorders include genes 
that encode presynaptic vesicular proteins, plasma membrane receptors, intracellular 
signaling molecules, proteins that regulate the actin cytoskeleton, and the transcriptional 
regulatory machinery (Covington, III et al. 2010). Additional molecular pathways thought to 
be either causative or curative of depression include neuroplasticity, neuropeptides, and 
nitric oxide synthase (Pittenger and Duman 2008;Paschos et al. 2009;Wegener and Volke 
2010). Clearly, responding promptly to ever-changing notions on molecular pathways of 
depressive disorders constitutes a major challenge for PET neuroimaging.  
Another challenging issue for PET neuroimaging of depressive disorders concerns financial 
support of research. Compared with the costs of brain diseases in the US and Europe 
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have been assessed in five PET studies using either [11C]raclopride or [11C]FLB 457 in 
depressed subjects and healthy controls; one study noted more striatal binding by dopamine 
D2/3 receptors in depressed subjects (Meyer et al. 2006b), another study found less dopamine 
D2/3 receptor binding in depression (Montgomery et al. 2007), and three studies showed no 
difference between depressed and healthy subjects in dopamine D2/3 receptor binding in 
brain regions (Kuroda et al. 2006;Montgomery et al. 2007;Busto et al. 2009). The transport of 
dopamine as well as noradrenaline from the synaptic cleft into presynaptic terminals was 
assessed by PET using [11C]RTI-32 in 20 Parkinson patients, some of which were depressed 
(Remy et al. 2005). Less transporter binding was noted in brain regions of depressed 
Parkinson patients than of non-depressed patients with Parkinson’s disease. In our view, a 
consistent picture of causal relationships between dopaminergic disturbances and 
depression has failed to appear from PET studies carried out with the positron-emitting 
radioligands that are currently available for use in humans, except perhaps for movement 
disorders of depressed subjects.  

 
6. Recent PET neuroimaging of non-serotonergic and non-dopaminergic 
mechanisms in depressive disorders. 

Relatively few PET studies of depressive disorders have been reported recently on 
molecular mechanisms unrelated to serotonergic and dopaminergic neurotransmission.  
In one study, [11C]doxepin was used to see whether human depression depends on 
histaminergic mechanisms (Kano et al. 2004). The binding potential of the PET radioligand 
in some brain regions was lower in depressed patients than in healthy subjects and was 
correlated negatively to the patient’s self-rated depression severity. In another PET study, 
the role of cholinergic processes in major depressive disorder was studied using [18F]FP-
TZTP (Cannon et al. 2006a).  The depressed patients had a diagnosis of either recurrent 
major depressive disorder or bipolar disorder. [18F]FP-TZTP binding in cortical brain 
regions and white matter was lower in bipolar depressed patients than in healthy subjects 
and was correlated negatively to depression severity.  A third PET study used 2-[18F]FA-
85380 to look at cholinergic function and self-rated symptoms of depression in patients with 
Parkinson disease (Meyer et al. 2009b).  Although none of the Parkinson patients met 
standard criteria for major depressive disorder (Schrag et al. 2007;Bech 1984), negative 
correlations were noted between self-rated depression scores and binding of the PET 
radiotracer in several cortical regions. Another PET study of subjects with only mild self-
rated symptoms of depression used [18F]FDDNP to explore possible correlations with 
aggregates of amyloid and tau proteins in brain regions (Lavretsky et al. 2009). Subjects with 
mild cognitive impairment showed a positive correlation between self-rated depression 
scores and radioligand binding in medial temporal lobe.  

 
7. Challenges for PET neuroimaging of depressive disorders  
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be either causative or curative of depression include neuroplasticity, neuropeptides, and 
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support of research. Compared with the costs of brain diseases in the US and Europe 
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(Sobocki et al. 2006;Greenberg et al. 2003;Russell et al. 2004), national funding of molecular 
brain imaging is miniscule. In Europe, for example, the total annual cost of depression in 
2004 was 120 billion Euro, for a population of 466 million with at least 21 million affected 
residents (Sobocki et al. 2006), making depression the most costly brain disorder. In contrast, 
recent annual funding for molecular brain imaging of depressive disorders can be estimated 
at only 0.001 – 0.003 billion Euro, which is 100,000 times less than the annual cost of the 
disease. Without substantial funding, molecular brain imaging by PET may continue to be 
severely handicapped in providing reliable findings on molecular causes, consequences, and 
cures of depressive disorders.  
An additional challenge for PET neuroimaging of depressive disorders concerns the 
invention of appropriate research strategies for testing multiple hypotheses on molecular 
mechanisms in the living brain. At present, two opposing strategies characterize research in 
this field. One strategy advocates the use of positron-emitting radioligands with marked 
selectivity and high affinity for a single, specific neuronal macromolecule such as a 
monoamine receptor or enzyme.  That approach has, in fact, been used in the majority of 
PET studies on molecular mechanisms in depression and may reflect the assumption that 
depressive disorders are caused by a dysfunction of a single molecular mechanism. The 
other strategy advocates the use of positron-emitting radioligands with affinities for several 
neuronal macromolecules. This approach may rest on the assumption that depressive 
disorders are caused by disturbances in any number of multiple molecular pathways. 
Recently, we followed the notion of multiple molecular pathways in a PET study of 
treatment-resistant depression (Smith et al. 2009). Using [11C]mirtazapine, a positron-
emitting radioligand of an antidepressant drug affecting several receptor systems (Millan 
2006;Millan 2009;Smith et al. 2007), we studied by PET a group of depressed subjects who 
had failed to benefit from at least two antidepressant treatments (Smith et al. 2009). All 
subjects had received no antidepressant medication for at least 2 months before the study. 
We found that binding potentials of [11C]mirtazapine in cerebral cortical regions were, in 
general, lower in depressed nonresponders than in healthy controls, while removal rates of 
[11C]mirtazapine were generally higher in diencephalic regions of depressed nonresponders 
than in healthy controls. In keeping with the notion that depressive disorders are 
heterogeneous (Berlim and Turecki 2007;Parker 2000;Pae et al. 2009;Thase 2009), we noted 
that the binding of [11C]mirtazapine in brain regions of some of the depressed, 
antidepressant-nonresponders was well-within the normal range, whereas reduced regional 
binding of [11C]mirtazapine was noted in other depressed subjects. A challenge for 
additional PET studies with [11C]mirtazapine is to see whether the procedure can provide a 
neuromolecular-screening devise that can distinguish between neurobiologically-distinct 
subgroups of depressed, antidepressant-nonresponders.  
One of the most formidable challenges for PET neuroimaging of depressive disorders relates 
to the blood-brain-barrier (BBB). The BBB is a limiting factor for PET studies of 
neuromolecular processes in the living human brain because it both restricts the passage of 
endogenous and foreign substances into the brain and expels many substances rapidly from 
the brain (Beduneau et al. 2008;Gjedde et al. 2000;Halldin et al. 2001;Kreuter 2001;Laruelle et 
al. 2002;Misra et al. 2003;Tosi et al. 2008). Thus, failure to traverse the BBB in sufficient 
quantities and/or to remain in brain tissue for a sufficient duration in the course of a PET-
scanning session has caused many candidate radioligands to be discarded. PET 
neuroscientists will need to devise ways of improving the passage of novel positron-

emitting radioligands across the BBB for binding to molecular targets within the central 
nervous system. One possibility that may deserve close attention in the time ahead concerns 
the use of nanoparticles in PET neuroimaging. Some nanoparticles have already been shown 
to markedly enhance the level of certain drugs in the central nervous system (Gelperina et 
al. 2009;Kreuter 2002;Vergoni et al. 2009), indicating a potential role of nanoparticles as 
carrier-molecules for ushering novel PET radioligands to their neurobiological targets.  

 
8. Challenges for PET radiochemistry 

The synthesis and development of radiopharmaceuticals for PET is a complicated and 
extremely challenging process. The main challenge of using the short-lived PET 
radioisotopes carbon-11 (t1/2 = 20.4 min), fluorine-18 (t1/2 = 110 min), nitrogen-13 (t1/2 = 9.97 
min) or oxygen-15 (t1/2 = 2.04 min) for the synthesis of radiopharmaceuticals is that of time 
(Fowler and Wolf 1997). The short half-lives of these radioisotopes imposes severe time 
restrictions when preparing radiolabelled compounds for PET.  Such short time periods 
limit the range of synthetic strategies that are available to obtain target radiolabelled 
compounds, confining them to chemical reactions and processes that are on the order of 
seconds and minutes rather than hours.  Many PET radiolabelling procedures are therefore 
limited to only one or two distinct chemical steps with the introduction of the PET 
radioisotope as late in the radiosynthesis as possible.  The radioisotopes 13N and 15O are of 
limited applicability for imaging receptor-related processes of the CNS because their short 
half-lives prohibit the synthesis of complex tracer molecules and are generally not 
commensurate with the time frames required for monitoring ligand-receptor based 
processes. 11C and 18F are therefore the most commonly used radioisotopes in PET for 
imaging neuroreceptor processes, having half-lives that are long enough to enable multi-
step synthesis of quite complex radioligands in addition to being appropriate for monitoring 
ligand-receptor processes.  The choice of which radioisotope, 11C or 18F, to use depends on a 
number of decisive factors. Firstly, the structure of the target molecule.  For example, does it 
have fluorine atom and would introducing an 18F adversely affect its biological properties? 
Secondly, the ease of synthesis.  Can the target molecule be synthesised using available 
chemical techniques and are the appropriate 18F or 11C precursors available for reaction?  
There may be an obvious advantage in using one radioisotope over the other in terms of 
radiochemical yield, specific activity or speed of labelling. Thirdly, the time frame of the 
biological process under investigation; 18F may be a more appropriate isotope for the 
investigation of longer biological processes such as protein synthesis.   
Carbon is present in all natural products and almost every artificially synthesised drug-like 
compound.  The replacement of a naturally abundant 12C atom with that of a positron-
emitting 11C isotope results in 11C-labeled molecules that will have essentially identical 
chemical and biological properties of the parent compound.  This is a hugely important 
feature since it removes any doubts about the effect of introducing an artificial exogenous 
radioisotope (e.g. 18F) or tag (e.g. [Ga-DOTA] complex) into the parent molecule which may 
affect its biological behaviour. Although the short 20 min half-life of 11C precludes long 
multistep syntheses, a wide range of chemical reactions have been developed for 
synthesising 11C labelled compounds (Miller et al. 2008). In comparison, 18F has a 
considerably longer half-life of 110 min which permits longer and more complex 
radiosynthetic strategies in addition to allowing the transportation of doses to scanning sites 
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(Sobocki et al. 2006;Greenberg et al. 2003;Russell et al. 2004), national funding of molecular 
brain imaging is miniscule. In Europe, for example, the total annual cost of depression in 
2004 was 120 billion Euro, for a population of 466 million with at least 21 million affected 
residents (Sobocki et al. 2006), making depression the most costly brain disorder. In contrast, 
recent annual funding for molecular brain imaging of depressive disorders can be estimated 
at only 0.001 – 0.003 billion Euro, which is 100,000 times less than the annual cost of the 
disease. Without substantial funding, molecular brain imaging by PET may continue to be 
severely handicapped in providing reliable findings on molecular causes, consequences, and 
cures of depressive disorders.  
An additional challenge for PET neuroimaging of depressive disorders concerns the 
invention of appropriate research strategies for testing multiple hypotheses on molecular 
mechanisms in the living brain. At present, two opposing strategies characterize research in 
this field. One strategy advocates the use of positron-emitting radioligands with marked 
selectivity and high affinity for a single, specific neuronal macromolecule such as a 
monoamine receptor or enzyme.  That approach has, in fact, been used in the majority of 
PET studies on molecular mechanisms in depression and may reflect the assumption that 
depressive disorders are caused by a dysfunction of a single molecular mechanism. The 
other strategy advocates the use of positron-emitting radioligands with affinities for several 
neuronal macromolecules. This approach may rest on the assumption that depressive 
disorders are caused by disturbances in any number of multiple molecular pathways. 
Recently, we followed the notion of multiple molecular pathways in a PET study of 
treatment-resistant depression (Smith et al. 2009). Using [11C]mirtazapine, a positron-
emitting radioligand of an antidepressant drug affecting several receptor systems (Millan 
2006;Millan 2009;Smith et al. 2007), we studied by PET a group of depressed subjects who 
had failed to benefit from at least two antidepressant treatments (Smith et al. 2009). All 
subjects had received no antidepressant medication for at least 2 months before the study. 
We found that binding potentials of [11C]mirtazapine in cerebral cortical regions were, in 
general, lower in depressed nonresponders than in healthy controls, while removal rates of 
[11C]mirtazapine were generally higher in diencephalic regions of depressed nonresponders 
than in healthy controls. In keeping with the notion that depressive disorders are 
heterogeneous (Berlim and Turecki 2007;Parker 2000;Pae et al. 2009;Thase 2009), we noted 
that the binding of [11C]mirtazapine in brain regions of some of the depressed, 
antidepressant-nonresponders was well-within the normal range, whereas reduced regional 
binding of [11C]mirtazapine was noted in other depressed subjects. A challenge for 
additional PET studies with [11C]mirtazapine is to see whether the procedure can provide a 
neuromolecular-screening devise that can distinguish between neurobiologically-distinct 
subgroups of depressed, antidepressant-nonresponders.  
One of the most formidable challenges for PET neuroimaging of depressive disorders relates 
to the blood-brain-barrier (BBB). The BBB is a limiting factor for PET studies of 
neuromolecular processes in the living human brain because it both restricts the passage of 
endogenous and foreign substances into the brain and expels many substances rapidly from 
the brain (Beduneau et al. 2008;Gjedde et al. 2000;Halldin et al. 2001;Kreuter 2001;Laruelle et 
al. 2002;Misra et al. 2003;Tosi et al. 2008). Thus, failure to traverse the BBB in sufficient 
quantities and/or to remain in brain tissue for a sufficient duration in the course of a PET-
scanning session has caused many candidate radioligands to be discarded. PET 
neuroscientists will need to devise ways of improving the passage of novel positron-

emitting radioligands across the BBB for binding to molecular targets within the central 
nervous system. One possibility that may deserve close attention in the time ahead concerns 
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half-lives prohibit the synthesis of complex tracer molecules and are generally not 
commensurate with the time frames required for monitoring ligand-receptor based 
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imaging neuroreceptor processes, having half-lives that are long enough to enable multi-
step synthesis of quite complex radioligands in addition to being appropriate for monitoring 
ligand-receptor processes.  The choice of which radioisotope, 11C or 18F, to use depends on a 
number of decisive factors. Firstly, the structure of the target molecule.  For example, does it 
have fluorine atom and would introducing an 18F adversely affect its biological properties? 
Secondly, the ease of synthesis.  Can the target molecule be synthesised using available 
chemical techniques and are the appropriate 18F or 11C precursors available for reaction?  
There may be an obvious advantage in using one radioisotope over the other in terms of 
radiochemical yield, specific activity or speed of labelling. Thirdly, the time frame of the 
biological process under investigation; 18F may be a more appropriate isotope for the 
investigation of longer biological processes such as protein synthesis.   
Carbon is present in all natural products and almost every artificially synthesised drug-like 
compound.  The replacement of a naturally abundant 12C atom with that of a positron-
emitting 11C isotope results in 11C-labeled molecules that will have essentially identical 
chemical and biological properties of the parent compound.  This is a hugely important 
feature since it removes any doubts about the effect of introducing an artificial exogenous 
radioisotope (e.g. 18F) or tag (e.g. [Ga-DOTA] complex) into the parent molecule which may 
affect its biological behaviour. Although the short 20 min half-life of 11C precludes long 
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(Sobocki et al. 2006;Greenberg et al. 2003;Russell et al. 2004), national funding of molecular 
brain imaging is miniscule. In Europe, for example, the total annual cost of depression in 
2004 was 120 billion Euro, for a population of 466 million with at least 21 million affected 
residents (Sobocki et al. 2006), making depression the most costly brain disorder. In contrast, 
recent annual funding for molecular brain imaging of depressive disorders can be estimated 
at only 0.001 – 0.003 billion Euro, which is 100,000 times less than the annual cost of the 
disease. Without substantial funding, molecular brain imaging by PET may continue to be 
severely handicapped in providing reliable findings on molecular causes, consequences, and 
cures of depressive disorders.  
An additional challenge for PET neuroimaging of depressive disorders concerns the 
invention of appropriate research strategies for testing multiple hypotheses on molecular 
mechanisms in the living brain. At present, two opposing strategies characterize research in 
this field. One strategy advocates the use of positron-emitting radioligands with marked 
selectivity and high affinity for a single, specific neuronal macromolecule such as a 
monoamine receptor or enzyme.  That approach has, in fact, been used in the majority of 
PET studies on molecular mechanisms in depression and may reflect the assumption that 
depressive disorders are caused by a dysfunction of a single molecular mechanism. The 
other strategy advocates the use of positron-emitting radioligands with affinities for several 
neuronal macromolecules. This approach may rest on the assumption that depressive 
disorders are caused by disturbances in any number of multiple molecular pathways. 
Recently, we followed the notion of multiple molecular pathways in a PET study of 
treatment-resistant depression (Smith et al. 2009). Using [11C]mirtazapine, a positron-
emitting radioligand of an antidepressant drug affecting several receptor systems (Millan 
2006;Millan 2009;Smith et al. 2007), we studied by PET a group of depressed subjects who 
had failed to benefit from at least two antidepressant treatments (Smith et al. 2009). All 
subjects had received no antidepressant medication for at least 2 months before the study. 
We found that binding potentials of [11C]mirtazapine in cerebral cortical regions were, in 
general, lower in depressed nonresponders than in healthy controls, while removal rates of 
[11C]mirtazapine were generally higher in diencephalic regions of depressed nonresponders 
than in healthy controls. In keeping with the notion that depressive disorders are 
heterogeneous (Berlim and Turecki 2007;Parker 2000;Pae et al. 2009;Thase 2009), we noted 
that the binding of [11C]mirtazapine in brain regions of some of the depressed, 
antidepressant-nonresponders was well-within the normal range, whereas reduced regional 
binding of [11C]mirtazapine was noted in other depressed subjects. A challenge for 
additional PET studies with [11C]mirtazapine is to see whether the procedure can provide a 
neuromolecular-screening devise that can distinguish between neurobiologically-distinct 
subgroups of depressed, antidepressant-nonresponders.  
One of the most formidable challenges for PET neuroimaging of depressive disorders relates 
to the blood-brain-barrier (BBB). The BBB is a limiting factor for PET studies of 
neuromolecular processes in the living human brain because it both restricts the passage of 
endogenous and foreign substances into the brain and expels many substances rapidly from 
the brain (Beduneau et al. 2008;Gjedde et al. 2000;Halldin et al. 2001;Kreuter 2001;Laruelle et 
al. 2002;Misra et al. 2003;Tosi et al. 2008). Thus, failure to traverse the BBB in sufficient 
quantities and/or to remain in brain tissue for a sufficient duration in the course of a PET-
scanning session has caused many candidate radioligands to be discarded. PET 
neuroscientists will need to devise ways of improving the passage of novel positron-
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Carbon is present in all natural products and almost every artificially synthesised drug-like 
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feature since it removes any doubts about the effect of introducing an artificial exogenous 
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monoamine receptor or enzyme.  That approach has, in fact, been used in the majority of 
PET studies on molecular mechanisms in depression and may reflect the assumption that 
depressive disorders are caused by a dysfunction of a single molecular mechanism. The 
other strategy advocates the use of positron-emitting radioligands with affinities for several 
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disorders are caused by disturbances in any number of multiple molecular pathways. 
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emitting radioligand of an antidepressant drug affecting several receptor systems (Millan 
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had failed to benefit from at least two antidepressant treatments (Smith et al. 2009). All 
subjects had received no antidepressant medication for at least 2 months before the study. 
We found that binding potentials of [11C]mirtazapine in cerebral cortical regions were, in 
general, lower in depressed nonresponders than in healthy controls, while removal rates of 
[11C]mirtazapine were generally higher in diencephalic regions of depressed nonresponders 
than in healthy controls. In keeping with the notion that depressive disorders are 
heterogeneous (Berlim and Turecki 2007;Parker 2000;Pae et al. 2009;Thase 2009), we noted 
that the binding of [11C]mirtazapine in brain regions of some of the depressed, 
antidepressant-nonresponders was well-within the normal range, whereas reduced regional 
binding of [11C]mirtazapine was noted in other depressed subjects. A challenge for 
additional PET studies with [11C]mirtazapine is to see whether the procedure can provide a 
neuromolecular-screening devise that can distinguish between neurobiologically-distinct 
subgroups of depressed, antidepressant-nonresponders.  
One of the most formidable challenges for PET neuroimaging of depressive disorders relates 
to the blood-brain-barrier (BBB). The BBB is a limiting factor for PET studies of 
neuromolecular processes in the living human brain because it both restricts the passage of 
endogenous and foreign substances into the brain and expels many substances rapidly from 
the brain (Beduneau et al. 2008;Gjedde et al. 2000;Halldin et al. 2001;Kreuter 2001;Laruelle et 
al. 2002;Misra et al. 2003;Tosi et al. 2008). Thus, failure to traverse the BBB in sufficient 
quantities and/or to remain in brain tissue for a sufficient duration in the course of a PET-
scanning session has caused many candidate radioligands to be discarded. PET 
neuroscientists will need to devise ways of improving the passage of novel positron-
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ligand-receptor processes.  The choice of which radioisotope, 11C or 18F, to use depends on a 
number of decisive factors. Firstly, the structure of the target molecule.  For example, does it 
have fluorine atom and would introducing an 18F adversely affect its biological properties? 
Secondly, the ease of synthesis.  Can the target molecule be synthesised using available 
chemical techniques and are the appropriate 18F or 11C precursors available for reaction?  
There may be an obvious advantage in using one radioisotope over the other in terms of 
radiochemical yield, specific activity or speed of labelling. Thirdly, the time frame of the 
biological process under investigation; 18F may be a more appropriate isotope for the 
investigation of longer biological processes such as protein synthesis.   
Carbon is present in all natural products and almost every artificially synthesised drug-like 
compound.  The replacement of a naturally abundant 12C atom with that of a positron-
emitting 11C isotope results in 11C-labeled molecules that will have essentially identical 
chemical and biological properties of the parent compound.  This is a hugely important 
feature since it removes any doubts about the effect of introducing an artificial exogenous 
radioisotope (e.g. 18F) or tag (e.g. [Ga-DOTA] complex) into the parent molecule which may 
affect its biological behaviour. Although the short 20 min half-life of 11C precludes long 
multistep syntheses, a wide range of chemical reactions have been developed for 
synthesising 11C labelled compounds (Miller et al. 2008). In comparison, 18F has a 
considerably longer half-life of 110 min which permits longer and more complex 
radiosynthetic strategies in addition to allowing the transportation of doses to scanning sites 



Neuroimaging78

several hours away. The key concern, alluded to above, of introducing an 18F radioisotope 
into a molecule is the unknown effects the fluorine atom may have on the biological 
properties of the newly labelled compound. Radiosynthesis with 18F may be classified into 
two areas: (i) direct fluorination, where the 18F isotope is introduced into the target molecule 
in one chemical step, and (ii) indirect fluorination which requires a multi-step synthesis for 
the preparation of so-called 18F prosthetic groups that are then further reacted to give the 
target molecule. Considerable effort has been devoted to the development of these small and 
reactive 18F prosthetic groups for the rapid labelling of a range of 18F molecules. In recent 
years the development of rapid ‘click chemistry’ methods continues to generate much 
interest in this area (Glaser and Robins 2009).   
Some of the challenges within PET radiochemistry are evidently more obvious than others 
and relate to the technical challenges associated with the fast, efficient and safe handling of 
short-lived radioactive material. The production of a pharmaceutical-quality radiotracer 
sample ready for injection requires the synthesis, purification, and analysis to be complete, 
generally, within three half-lives of the radioisotope in order to provide enough 
radioactivity for a reliable scan. In the case of a 11C radiosynthesis, this would be within 60 
min from the end of bombardment. The need for such fast reactions and processes has lead, 
not only to new chemical methodologies, but to technological advancements in the 
development of fully automated and programmable synthesis units for performing and 
processing radiosynthetic reactions. New technologies such as microwave cavities (Elander 
et al. 2000), microfluidic reactors (Miller 2009), and solid-phase synthesis methods (Marik et 
al. 2006) have been adapted to enhance the speed, reproducibility, and efficiency of 
radiolabelling reactions.   
Other challenges are more subtle and include the unusual scale of PET labelling reactions 
where the cold precursor in the reaction is often in huge excess (>1000 fold) compared with 
the radiolabelled compound. This can lead to unpredictable reaction kinetics and the 
formation of unwanted by-products from competing side reactions. There is often a desire to 
improve radiochemical yields (RCY) and to obtain high specific activities from labelling 
reactions. Although high RCYs are not always essential, they do provide a very useful 
measure of the efficiency of the radiolabelling procedure.  The requirement of high specific 
activity, on the other hand, is often essential for the study of neuroreceptors such as those 
associated with depressive disorders. Specific activities of a radiolabelled compound for a 
PET study of neuroreceptors are typically required to be in the order of 50–500 GBq µmol-1.  
The requirement of high specific activities is most apparent if the radioligand has a high 
affinity for a receptor. Radiotracers produced with low specific activity will result in poor 
PET images owing to the rapid saturation of the binding sites by the proportionately higher 
amount of non-radioactive ligand.  The production of radiotracers with high specific activity 
is therefore highly desirable but can be challenging and depends on the radioisotope 
selected for the radiosynthesis, choice of synthetic precursor material and radiosynthetic 
labelling route. Take, for example, the selective 5-HT1A receptor antagonist WAY-100635 
which can be radiolabelled using 11C in the carbonyl position to give [carbonyl-11C]WAY-
100635 (figure 2). This is usually achieved via the two-step reaction of 11CO2 with 
cyclohexylmagnesium chloride sequentially followed by addition of thionyl chloride to give 
the reactive [carbonyl-11C]cyclohexyl acid chloride. Reaction of [carbonyl-11C]cyclohexyl acid 
chloride with the WAY-100634 amine precursor generates the desired [carbonyl-11C]WAY-
100635 (McCarron et al. 1996). One of the key challenges with the synthesis of [carbonyl-

11C]WAY-100635 is the exclusion of atmospheric 12CO2 which poses a significant risk of 
contaminating the reaction at the initial first step. Without due care, contamination from 
atmospheric 12C results in an undesirably low specific radioactivity, and consequently poor 
PET images.   
The labelling position of radioisotope on the ligand is also a key consideration, and can pose 
significant challenges. Two key questions should be asked regarding labelling position, (i) is 
it viable, synthetically, to radiolabel in the position that we desire? and (ii) will the labelling 
position be metabolically stable? An understanding of the metabolic fate of a radiotracer can 
be vitally important in the development of a radiotracer and in determining the best 
position to radiolabel. There is usually a choice of positions within the molecule for 
radioisotope labelling, with some positions being more challenging than others. However, 
labelling a molecule in several different positions can yield important metabolic information 
about the fate of the molecule in vivo and can be useful in determining which labelling 
position is best for imaging. Metabolism of the labelled compound in the body may result in 
undesired labelled metabolites which can give two undesired effects: (i) an enhanced 
unwanted background signal which results in poor quality PET image, and (ii) 
pharmacologically active metabolites that compete with the parent compound for the 
biological target and complicate the interpretation of PET data. The importance of the 
labelling position can be illustrated by past experiences with the 11C labelling of WAY-
100635 radioligand. WAY-100635 can be labelled in either the O-methyl position on the 
phenyl ring via a [11C]methylation reaction or on the carbonyl position as previously 
mentioned above (figure 2). [O-methyl-11C]WAY-100635 was however found to have 
limitations for imaging 5-HT1A receptors in human owing to the formation of the more 
lipophilic descyclohexanecarbonyl ([O-methyl-11C]WAY-100634) metabolite in vivo. This 
metabolite was found to enter the brain much more readily than the parent [O-methyl-
11C]WAY-100635 (Osman et al. 1996) and thus complicate quantification of the 5-HT1A 
receptors by competing with [O-methyl-11C]WAY-100635 for 5-HT1A binding sites and by 
contributing to the non-specific binding signal. In contrast, by selecting to label WAY-100635 
in the carbonyl position (figure 2) significantly improved PET images with much superior 
delineation of 5-HT1A receptors in human brain were obtained (Pike et al. 1996). The reason 
for [carbonyl-11C]WAY-100635 giving better images is due to the metabolism of this 
compound and position of the radioisotope; with the 11C isotope on the carbonyl group 
adjacent to the cyclohexyl ring, in vivo metabolism cleaves the cyclohexyl and 11C carbonyl 
and generates the labelled metabolite [11C]cyclohexanecarboxylic acid which is hydrophilic 
and, therefore, does not readily enter the brain to confound the signal from the parent 
[carbonyl-11C]WAY-100635 molecule.   
Appropriate pharmacodynamic properties, such as high affinities and selectivities for the 
target, are central to characterising the success of a PET radioligand (Passchier et al. 2002). 
The affinity of the probe for the binding site is a key factor that affects the degree of 
nonspecific binding.  Nonspecific binding is a major challenge in the development of 
radioligands and is often cited for the high failure rate of new radioligands. Nonspecific 
binding occurs when the radioligand binds or interacts with a molecular target or tissue 
other than the site of interest.  This could include interactions of the radioligand with 
membrane structures or with receptors which are not under investigation. A high 
proportion of nonspecific binding signal may result in a severe reduction in the PET signal 
contrast when investigating a specific receptor with a radioligand.  The lipophilicity of the 
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several hours away. The key concern, alluded to above, of introducing an 18F radioisotope 
into a molecule is the unknown effects the fluorine atom may have on the biological 
properties of the newly labelled compound. Radiosynthesis with 18F may be classified into 
two areas: (i) direct fluorination, where the 18F isotope is introduced into the target molecule 
in one chemical step, and (ii) indirect fluorination which requires a multi-step synthesis for 
the preparation of so-called 18F prosthetic groups that are then further reacted to give the 
target molecule. Considerable effort has been devoted to the development of these small and 
reactive 18F prosthetic groups for the rapid labelling of a range of 18F molecules. In recent 
years the development of rapid ‘click chemistry’ methods continues to generate much 
interest in this area (Glaser and Robins 2009).   
Some of the challenges within PET radiochemistry are evidently more obvious than others 
and relate to the technical challenges associated with the fast, efficient and safe handling of 
short-lived radioactive material. The production of a pharmaceutical-quality radiotracer 
sample ready for injection requires the synthesis, purification, and analysis to be complete, 
generally, within three half-lives of the radioisotope in order to provide enough 
radioactivity for a reliable scan. In the case of a 11C radiosynthesis, this would be within 60 
min from the end of bombardment. The need for such fast reactions and processes has lead, 
not only to new chemical methodologies, but to technological advancements in the 
development of fully automated and programmable synthesis units for performing and 
processing radiosynthetic reactions. New technologies such as microwave cavities (Elander 
et al. 2000), microfluidic reactors (Miller 2009), and solid-phase synthesis methods (Marik et 
al. 2006) have been adapted to enhance the speed, reproducibility, and efficiency of 
radiolabelling reactions.   
Other challenges are more subtle and include the unusual scale of PET labelling reactions 
where the cold precursor in the reaction is often in huge excess (>1000 fold) compared with 
the radiolabelled compound. This can lead to unpredictable reaction kinetics and the 
formation of unwanted by-products from competing side reactions. There is often a desire to 
improve radiochemical yields (RCY) and to obtain high specific activities from labelling 
reactions. Although high RCYs are not always essential, they do provide a very useful 
measure of the efficiency of the radiolabelling procedure.  The requirement of high specific 
activity, on the other hand, is often essential for the study of neuroreceptors such as those 
associated with depressive disorders. Specific activities of a radiolabelled compound for a 
PET study of neuroreceptors are typically required to be in the order of 50–500 GBq µmol-1.  
The requirement of high specific activities is most apparent if the radioligand has a high 
affinity for a receptor. Radiotracers produced with low specific activity will result in poor 
PET images owing to the rapid saturation of the binding sites by the proportionately higher 
amount of non-radioactive ligand.  The production of radiotracers with high specific activity 
is therefore highly desirable but can be challenging and depends on the radioisotope 
selected for the radiosynthesis, choice of synthetic precursor material and radiosynthetic 
labelling route. Take, for example, the selective 5-HT1A receptor antagonist WAY-100635 
which can be radiolabelled using 11C in the carbonyl position to give [carbonyl-11C]WAY-
100635 (figure 2). This is usually achieved via the two-step reaction of 11CO2 with 
cyclohexylmagnesium chloride sequentially followed by addition of thionyl chloride to give 
the reactive [carbonyl-11C]cyclohexyl acid chloride. Reaction of [carbonyl-11C]cyclohexyl acid 
chloride with the WAY-100634 amine precursor generates the desired [carbonyl-11C]WAY-
100635 (McCarron et al. 1996). One of the key challenges with the synthesis of [carbonyl-

11C]WAY-100635 is the exclusion of atmospheric 12CO2 which poses a significant risk of 
contaminating the reaction at the initial first step. Without due care, contamination from 
atmospheric 12C results in an undesirably low specific radioactivity, and consequently poor 
PET images.   
The labelling position of radioisotope on the ligand is also a key consideration, and can pose 
significant challenges. Two key questions should be asked regarding labelling position, (i) is 
it viable, synthetically, to radiolabel in the position that we desire? and (ii) will the labelling 
position be metabolically stable? An understanding of the metabolic fate of a radiotracer can 
be vitally important in the development of a radiotracer and in determining the best 
position to radiolabel. There is usually a choice of positions within the molecule for 
radioisotope labelling, with some positions being more challenging than others. However, 
labelling a molecule in several different positions can yield important metabolic information 
about the fate of the molecule in vivo and can be useful in determining which labelling 
position is best for imaging. Metabolism of the labelled compound in the body may result in 
undesired labelled metabolites which can give two undesired effects: (i) an enhanced 
unwanted background signal which results in poor quality PET image, and (ii) 
pharmacologically active metabolites that compete with the parent compound for the 
biological target and complicate the interpretation of PET data. The importance of the 
labelling position can be illustrated by past experiences with the 11C labelling of WAY-
100635 radioligand. WAY-100635 can be labelled in either the O-methyl position on the 
phenyl ring via a [11C]methylation reaction or on the carbonyl position as previously 
mentioned above (figure 2). [O-methyl-11C]WAY-100635 was however found to have 
limitations for imaging 5-HT1A receptors in human owing to the formation of the more 
lipophilic descyclohexanecarbonyl ([O-methyl-11C]WAY-100634) metabolite in vivo. This 
metabolite was found to enter the brain much more readily than the parent [O-methyl-
11C]WAY-100635 (Osman et al. 1996) and thus complicate quantification of the 5-HT1A 
receptors by competing with [O-methyl-11C]WAY-100635 for 5-HT1A binding sites and by 
contributing to the non-specific binding signal. In contrast, by selecting to label WAY-100635 
in the carbonyl position (figure 2) significantly improved PET images with much superior 
delineation of 5-HT1A receptors in human brain were obtained (Pike et al. 1996). The reason 
for [carbonyl-11C]WAY-100635 giving better images is due to the metabolism of this 
compound and position of the radioisotope; with the 11C isotope on the carbonyl group 
adjacent to the cyclohexyl ring, in vivo metabolism cleaves the cyclohexyl and 11C carbonyl 
and generates the labelled metabolite [11C]cyclohexanecarboxylic acid which is hydrophilic 
and, therefore, does not readily enter the brain to confound the signal from the parent 
[carbonyl-11C]WAY-100635 molecule.   
Appropriate pharmacodynamic properties, such as high affinities and selectivities for the 
target, are central to characterising the success of a PET radioligand (Passchier et al. 2002). 
The affinity of the probe for the binding site is a key factor that affects the degree of 
nonspecific binding.  Nonspecific binding is a major challenge in the development of 
radioligands and is often cited for the high failure rate of new radioligands. Nonspecific 
binding occurs when the radioligand binds or interacts with a molecular target or tissue 
other than the site of interest.  This could include interactions of the radioligand with 
membrane structures or with receptors which are not under investigation. A high 
proportion of nonspecific binding signal may result in a severe reduction in the PET signal 
contrast when investigating a specific receptor with a radioligand.  The lipophilicity of the 
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several hours away. The key concern, alluded to above, of introducing an 18F radioisotope 
into a molecule is the unknown effects the fluorine atom may have on the biological 
properties of the newly labelled compound. Radiosynthesis with 18F may be classified into 
two areas: (i) direct fluorination, where the 18F isotope is introduced into the target molecule 
in one chemical step, and (ii) indirect fluorination which requires a multi-step synthesis for 
the preparation of so-called 18F prosthetic groups that are then further reacted to give the 
target molecule. Considerable effort has been devoted to the development of these small and 
reactive 18F prosthetic groups for the rapid labelling of a range of 18F molecules. In recent 
years the development of rapid ‘click chemistry’ methods continues to generate much 
interest in this area (Glaser and Robins 2009).   
Some of the challenges within PET radiochemistry are evidently more obvious than others 
and relate to the technical challenges associated with the fast, efficient and safe handling of 
short-lived radioactive material. The production of a pharmaceutical-quality radiotracer 
sample ready for injection requires the synthesis, purification, and analysis to be complete, 
generally, within three half-lives of the radioisotope in order to provide enough 
radioactivity for a reliable scan. In the case of a 11C radiosynthesis, this would be within 60 
min from the end of bombardment. The need for such fast reactions and processes has lead, 
not only to new chemical methodologies, but to technological advancements in the 
development of fully automated and programmable synthesis units for performing and 
processing radiosynthetic reactions. New technologies such as microwave cavities (Elander 
et al. 2000), microfluidic reactors (Miller 2009), and solid-phase synthesis methods (Marik et 
al. 2006) have been adapted to enhance the speed, reproducibility, and efficiency of 
radiolabelling reactions.   
Other challenges are more subtle and include the unusual scale of PET labelling reactions 
where the cold precursor in the reaction is often in huge excess (>1000 fold) compared with 
the radiolabelled compound. This can lead to unpredictable reaction kinetics and the 
formation of unwanted by-products from competing side reactions. There is often a desire to 
improve radiochemical yields (RCY) and to obtain high specific activities from labelling 
reactions. Although high RCYs are not always essential, they do provide a very useful 
measure of the efficiency of the radiolabelling procedure.  The requirement of high specific 
activity, on the other hand, is often essential for the study of neuroreceptors such as those 
associated with depressive disorders. Specific activities of a radiolabelled compound for a 
PET study of neuroreceptors are typically required to be in the order of 50–500 GBq µmol-1.  
The requirement of high specific activities is most apparent if the radioligand has a high 
affinity for a receptor. Radiotracers produced with low specific activity will result in poor 
PET images owing to the rapid saturation of the binding sites by the proportionately higher 
amount of non-radioactive ligand.  The production of radiotracers with high specific activity 
is therefore highly desirable but can be challenging and depends on the radioisotope 
selected for the radiosynthesis, choice of synthetic precursor material and radiosynthetic 
labelling route. Take, for example, the selective 5-HT1A receptor antagonist WAY-100635 
which can be radiolabelled using 11C in the carbonyl position to give [carbonyl-11C]WAY-
100635 (figure 2). This is usually achieved via the two-step reaction of 11CO2 with 
cyclohexylmagnesium chloride sequentially followed by addition of thionyl chloride to give 
the reactive [carbonyl-11C]cyclohexyl acid chloride. Reaction of [carbonyl-11C]cyclohexyl acid 
chloride with the WAY-100634 amine precursor generates the desired [carbonyl-11C]WAY-
100635 (McCarron et al. 1996). One of the key challenges with the synthesis of [carbonyl-

11C]WAY-100635 is the exclusion of atmospheric 12CO2 which poses a significant risk of 
contaminating the reaction at the initial first step. Without due care, contamination from 
atmospheric 12C results in an undesirably low specific radioactivity, and consequently poor 
PET images.   
The labelling position of radioisotope on the ligand is also a key consideration, and can pose 
significant challenges. Two key questions should be asked regarding labelling position, (i) is 
it viable, synthetically, to radiolabel in the position that we desire? and (ii) will the labelling 
position be metabolically stable? An understanding of the metabolic fate of a radiotracer can 
be vitally important in the development of a radiotracer and in determining the best 
position to radiolabel. There is usually a choice of positions within the molecule for 
radioisotope labelling, with some positions being more challenging than others. However, 
labelling a molecule in several different positions can yield important metabolic information 
about the fate of the molecule in vivo and can be useful in determining which labelling 
position is best for imaging. Metabolism of the labelled compound in the body may result in 
undesired labelled metabolites which can give two undesired effects: (i) an enhanced 
unwanted background signal which results in poor quality PET image, and (ii) 
pharmacologically active metabolites that compete with the parent compound for the 
biological target and complicate the interpretation of PET data. The importance of the 
labelling position can be illustrated by past experiences with the 11C labelling of WAY-
100635 radioligand. WAY-100635 can be labelled in either the O-methyl position on the 
phenyl ring via a [11C]methylation reaction or on the carbonyl position as previously 
mentioned above (figure 2). [O-methyl-11C]WAY-100635 was however found to have 
limitations for imaging 5-HT1A receptors in human owing to the formation of the more 
lipophilic descyclohexanecarbonyl ([O-methyl-11C]WAY-100634) metabolite in vivo. This 
metabolite was found to enter the brain much more readily than the parent [O-methyl-
11C]WAY-100635 (Osman et al. 1996) and thus complicate quantification of the 5-HT1A 
receptors by competing with [O-methyl-11C]WAY-100635 for 5-HT1A binding sites and by 
contributing to the non-specific binding signal. In contrast, by selecting to label WAY-100635 
in the carbonyl position (figure 2) significantly improved PET images with much superior 
delineation of 5-HT1A receptors in human brain were obtained (Pike et al. 1996). The reason 
for [carbonyl-11C]WAY-100635 giving better images is due to the metabolism of this 
compound and position of the radioisotope; with the 11C isotope on the carbonyl group 
adjacent to the cyclohexyl ring, in vivo metabolism cleaves the cyclohexyl and 11C carbonyl 
and generates the labelled metabolite [11C]cyclohexanecarboxylic acid which is hydrophilic 
and, therefore, does not readily enter the brain to confound the signal from the parent 
[carbonyl-11C]WAY-100635 molecule.   
Appropriate pharmacodynamic properties, such as high affinities and selectivities for the 
target, are central to characterising the success of a PET radioligand (Passchier et al. 2002). 
The affinity of the probe for the binding site is a key factor that affects the degree of 
nonspecific binding.  Nonspecific binding is a major challenge in the development of 
radioligands and is often cited for the high failure rate of new radioligands. Nonspecific 
binding occurs when the radioligand binds or interacts with a molecular target or tissue 
other than the site of interest.  This could include interactions of the radioligand with 
membrane structures or with receptors which are not under investigation. A high 
proportion of nonspecific binding signal may result in a severe reduction in the PET signal 
contrast when investigating a specific receptor with a radioligand.  The lipophilicity of the 

Challenges for PET Neuroimaging of Depressive Disorders 79

several hours away. The key concern, alluded to above, of introducing an 18F radioisotope 
into a molecule is the unknown effects the fluorine atom may have on the biological 
properties of the newly labelled compound. Radiosynthesis with 18F may be classified into 
two areas: (i) direct fluorination, where the 18F isotope is introduced into the target molecule 
in one chemical step, and (ii) indirect fluorination which requires a multi-step synthesis for 
the preparation of so-called 18F prosthetic groups that are then further reacted to give the 
target molecule. Considerable effort has been devoted to the development of these small and 
reactive 18F prosthetic groups for the rapid labelling of a range of 18F molecules. In recent 
years the development of rapid ‘click chemistry’ methods continues to generate much 
interest in this area (Glaser and Robins 2009).   
Some of the challenges within PET radiochemistry are evidently more obvious than others 
and relate to the technical challenges associated with the fast, efficient and safe handling of 
short-lived radioactive material. The production of a pharmaceutical-quality radiotracer 
sample ready for injection requires the synthesis, purification, and analysis to be complete, 
generally, within three half-lives of the radioisotope in order to provide enough 
radioactivity for a reliable scan. In the case of a 11C radiosynthesis, this would be within 60 
min from the end of bombardment. The need for such fast reactions and processes has lead, 
not only to new chemical methodologies, but to technological advancements in the 
development of fully automated and programmable synthesis units for performing and 
processing radiosynthetic reactions. New technologies such as microwave cavities (Elander 
et al. 2000), microfluidic reactors (Miller 2009), and solid-phase synthesis methods (Marik et 
al. 2006) have been adapted to enhance the speed, reproducibility, and efficiency of 
radiolabelling reactions.   
Other challenges are more subtle and include the unusual scale of PET labelling reactions 
where the cold precursor in the reaction is often in huge excess (>1000 fold) compared with 
the radiolabelled compound. This can lead to unpredictable reaction kinetics and the 
formation of unwanted by-products from competing side reactions. There is often a desire to 
improve radiochemical yields (RCY) and to obtain high specific activities from labelling 
reactions. Although high RCYs are not always essential, they do provide a very useful 
measure of the efficiency of the radiolabelling procedure.  The requirement of high specific 
activity, on the other hand, is often essential for the study of neuroreceptors such as those 
associated with depressive disorders. Specific activities of a radiolabelled compound for a 
PET study of neuroreceptors are typically required to be in the order of 50–500 GBq µmol-1.  
The requirement of high specific activities is most apparent if the radioligand has a high 
affinity for a receptor. Radiotracers produced with low specific activity will result in poor 
PET images owing to the rapid saturation of the binding sites by the proportionately higher 
amount of non-radioactive ligand.  The production of radiotracers with high specific activity 
is therefore highly desirable but can be challenging and depends on the radioisotope 
selected for the radiosynthesis, choice of synthetic precursor material and radiosynthetic 
labelling route. Take, for example, the selective 5-HT1A receptor antagonist WAY-100635 
which can be radiolabelled using 11C in the carbonyl position to give [carbonyl-11C]WAY-
100635 (figure 2). This is usually achieved via the two-step reaction of 11CO2 with 
cyclohexylmagnesium chloride sequentially followed by addition of thionyl chloride to give 
the reactive [carbonyl-11C]cyclohexyl acid chloride. Reaction of [carbonyl-11C]cyclohexyl acid 
chloride with the WAY-100634 amine precursor generates the desired [carbonyl-11C]WAY-
100635 (McCarron et al. 1996). One of the key challenges with the synthesis of [carbonyl-

11C]WAY-100635 is the exclusion of atmospheric 12CO2 which poses a significant risk of 
contaminating the reaction at the initial first step. Without due care, contamination from 
atmospheric 12C results in an undesirably low specific radioactivity, and consequently poor 
PET images.   
The labelling position of radioisotope on the ligand is also a key consideration, and can pose 
significant challenges. Two key questions should be asked regarding labelling position, (i) is 
it viable, synthetically, to radiolabel in the position that we desire? and (ii) will the labelling 
position be metabolically stable? An understanding of the metabolic fate of a radiotracer can 
be vitally important in the development of a radiotracer and in determining the best 
position to radiolabel. There is usually a choice of positions within the molecule for 
radioisotope labelling, with some positions being more challenging than others. However, 
labelling a molecule in several different positions can yield important metabolic information 
about the fate of the molecule in vivo and can be useful in determining which labelling 
position is best for imaging. Metabolism of the labelled compound in the body may result in 
undesired labelled metabolites which can give two undesired effects: (i) an enhanced 
unwanted background signal which results in poor quality PET image, and (ii) 
pharmacologically active metabolites that compete with the parent compound for the 
biological target and complicate the interpretation of PET data. The importance of the 
labelling position can be illustrated by past experiences with the 11C labelling of WAY-
100635 radioligand. WAY-100635 can be labelled in either the O-methyl position on the 
phenyl ring via a [11C]methylation reaction or on the carbonyl position as previously 
mentioned above (figure 2). [O-methyl-11C]WAY-100635 was however found to have 
limitations for imaging 5-HT1A receptors in human owing to the formation of the more 
lipophilic descyclohexanecarbonyl ([O-methyl-11C]WAY-100634) metabolite in vivo. This 
metabolite was found to enter the brain much more readily than the parent [O-methyl-
11C]WAY-100635 (Osman et al. 1996) and thus complicate quantification of the 5-HT1A 
receptors by competing with [O-methyl-11C]WAY-100635 for 5-HT1A binding sites and by 
contributing to the non-specific binding signal. In contrast, by selecting to label WAY-100635 
in the carbonyl position (figure 2) significantly improved PET images with much superior 
delineation of 5-HT1A receptors in human brain were obtained (Pike et al. 1996). The reason 
for [carbonyl-11C]WAY-100635 giving better images is due to the metabolism of this 
compound and position of the radioisotope; with the 11C isotope on the carbonyl group 
adjacent to the cyclohexyl ring, in vivo metabolism cleaves the cyclohexyl and 11C carbonyl 
and generates the labelled metabolite [11C]cyclohexanecarboxylic acid which is hydrophilic 
and, therefore, does not readily enter the brain to confound the signal from the parent 
[carbonyl-11C]WAY-100635 molecule.   
Appropriate pharmacodynamic properties, such as high affinities and selectivities for the 
target, are central to characterising the success of a PET radioligand (Passchier et al. 2002). 
The affinity of the probe for the binding site is a key factor that affects the degree of 
nonspecific binding.  Nonspecific binding is a major challenge in the development of 
radioligands and is often cited for the high failure rate of new radioligands. Nonspecific 
binding occurs when the radioligand binds or interacts with a molecular target or tissue 
other than the site of interest.  This could include interactions of the radioligand with 
membrane structures or with receptors which are not under investigation. A high 
proportion of nonspecific binding signal may result in a severe reduction in the PET signal 
contrast when investigating a specific receptor with a radioligand.  The lipophilicity of the 
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tracer molecule is frequently quoted as an important factor in discussions of nonspecific 
binding.  Highly lipophilic molecules are known to interact extensively with the fatty 
residues in membrane bilayers which can prevent penetration of the radioligand into brain 
tissue and therefore prevent it from reaching the intended molecular target. The challenges 
in terms of the design and selection of tracer molecules to image the CNS often involve 
tailoring the lipophilicity of a radioligand. Successful PET CNS radiotracers normally have 
lipophilicities (logP, logarithm of the octanol/water partition coefficient) within an optimal 
logP window of 1.5-3 in order to ensure the passage through the BBB. Although logP values 
are an important indicator in ligand design, they can lead to an oversimplification of ligand 
selection.  A greater understanding of the causes of nonspecific binding at a molecular level 
may be key to achieving higher success rates for radioligand selection. A recent study has 
used computation methods to estimate the interaction energy between candidate molecules 
and phospholipids which can then be used as a predictor for nonspecific binding in vivo 
(Rosso et al. 2008). Results from this study interestingly show that the drug’s interaction 
with the lipid molecule is a better predictor for nonspecific binding than the experimentally 
measured logP value. Further recent work in this area suggests that alternative transport 
mechanisms of drug molecules through biological membranes, which result in the 
chemically activated degradation of the phospholipid membranes, may be related to 
nonspecific binding (Casey et al. 2008).    

 
Concluding remark       
We hope that the challenges described here will inspire scientists to carry out many more 
studies using PET neuroimaging in order to eventually discover new and better procedures 
for diagnosing and treating major depressive disorders. 
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Figure legends 
Figure 1. Major molecular pathways involved in neuroplasticity and affected by stress, 
depression, and antidepressant treatment. Some major molecular pathways involved in both 
short- and long-term neuroplastic changes are shown. Certain intermediates and other 
details are left out for clarity. Many of these pathways are influenced in opposite ways by 
stress and depression. For example, both chronic stress in animals and depression in 
humans have been associated with reductions in the transcription factor CREB, and 
antidepressants enhance CREB activity in the hippocampus. Abbreviations: NMDA, N-
methyl-D-aspartate glutamate receptor; AMPA, amino-3-hydroxy-5-methyl-isoxozole-4-
propionic acid glutamate receptor; VGCC, voltage-gated calcium channel;  
5-HT, 5-hydroxytryptamine (serotonin); NE, norepinephrine; DA, dopamine; BDNF, brain-
derived neurotropic factor; Trk-B, BDNF receptor; AC, adenylyl cyclase; ATP, adenosine 
triphosphate; cAMP, cyclic adenosine monophosphate; AMP, adenosine monophosphate; 
PDE, phosphodiesterase, CaMK, calcium-calmodulin-dependent kinase; PKC, protein 
kinase C; MAPK, mitogen-activated protein kinase; PKA, protein kinase A; Rsk, ribosomal 
S6 protein kinase; CREB, cAMP response element-binding protein. Reprinted by permission 
from Macmillan Publishers Ltd: Neuropsychopharmacology, Pittinger, C. and Duman, R.S., 33: 
88-109, copyright 2008.  
Figure 2.  The selective 5-HT1A receptor antagonist WAY-100635 which can be labelled on 
the methyl position to give [O-methyl-11C]WAY-100635 or the carbonyl position to give 
[carbonyl-11C]WAY-100635.  Labelling positions are indicated with (*).  
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1. From consumption to addiction: understanding the course of disease 

Current research on alcohol and drug dependence gradually showed that the development 
of addiction has to be understood as a complex interplay of psychological factors and 
neurobiological adaptation processes induced by consumption-related behavioural changes. 
Therefore, we review the results of recent neuroimaging research in humans that tried to 
understand the development of drug addiction in each of its stages. After giving an 
introduction to the imaging techniques and to the main neuroanatomical and –chemical 
targets of addiction research, we review changes in the brains’ neuronal networks and in 
relevant neurotransmitter systems related to the processing of substance-related stimuli. We 
continue by reporting alterations in attention networks and memory formation, which are 
considered to be relevant for sustaining drug intake. We proceed by outlining imaging 
results on phenomena which are considered to define addiction itself like craving and 
withdrawal. Finally, we give an overview on neuroimaging research on relapse risk. We 
conclude with some comments on possible therapeutical implications of recent imaging 
results and on future perspectives. 

 
1.1 Methodological approaches 
Technical improvement in the neurosciences has provided powerful tools for research on 
functional brain activity related to addictive behaviour in humans. There are different 
imaging techniques which are most commonly used during the last decade. Since the 
neuroscientific methods used also give us information about scientific questions which 
could not yet be answered, the available imaging methods will shortly be addressed from a 
methodological point of view. 
One way to understand the brains’ functional organisation is using the functional Magnetic 
Resonance Imaging (fMRI) technique. This method allows for indirectly assessing neuronal 
activity by measuring changes in local blood flow. In detail, it measures the ratio of 
oxygenated and des-oxygenated blood, the so called blood oxygen level dependent (BOLD) 
contrast. This allows for an estimation of the underlying neural activity, since it has been 
shown that changes in blood flow and blood oxygenation are linked to neuronal activity 
(Kwong et al., 1992; Logothetis, 2002; Ogawa et al., 1990). fMRI is one of the most prominent 
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neuroimaging techniques because of its non-invasiveness, the lack of radiation exposure, the 
relatively high availability and its good spatial resolution. Disadvantages of the method are 
the rather poor temporal resolution (e.g. versus EEG), the lack of an absolute baseline of 
activity and the fact that specific neurotransmitter systems can not be systematically 
assessed without applying specific agonists/ antagonists. 
In contrast to fMRI, the so called Positron Emission Tomography (PET) as well as Single 
Photon Emission Computed Tomography (SPECT) allow for measurement of an absolute 
baseline of activation. Furthermore, these imaging methods can quantify neuroreceptor and 
transporter availabilities, although a potential confound of endogenous neurotransmitter 
concentration competing for binding of receptors/ transporters with radioligands has to be 
taken into account (Heinz et al., 2004a; Kumakura et al., 2007; Laruelle 2000). 
Clear disadvantages of PET and SPECT measurements are the application of a radioactive 
contrast agent exposing the subject to gamma radiation, the often rather short half-life 
period of the commonly used tracers and the rather high expenses required. 
An elegant way to link specific brain functions with certain neurotransmitter systems, like 
linking dopamine with the brain reward system, is to use the combination of both methods: 
the correlation of neuronal activation measured with fMRI and functions of 
neurotransmitter system measured with PET or SPECT, e.g. dopamine receptor D2 
availability or dopamine synthesis rate (Kienast et al., 2008). 

 
1.2 Neuroanatomical core structures 
Considerable progress has been made during the last two decades in the attempt to identify 
the basic neuronal mechanisms that underlie addictive behaviour. Animal studies revealed 
that alcohol- and drug-associated cues activate dopamine and endorphin release in the 
medial prefrontal cortex and the ventral striatum including the nucleus accumbens, a core 
area of the brains’ reward system (Dayas et al., 2007; Di Chiara, 2002; Shalev et al., 2000). As 
already mentioned, functional brain activity related to addictive behaviour in humans can 
be indirectly assessed by measuring changes in cerebral blood flow with PET, SPECT or by 
measuring the BOLD response with fMRI. These neuroscientific techniques gain insight into 
the neurobiology of addiction when combined with paradigms, which are designed to study 
single components of addiction and its development, e.g. so-called “cue-reactivity” 
paradigms (e.g. Braus et al., 2001; Drummond, 2000; George et al., 2001; Grüsser et al., 2004). 
As it might be expected, studies reveal differing results regarding the main neuroanatomical 
regions of interest, depending e.g. on the specific paradigm used and on inter-individual 
differences in the functional neuroanatomy related to addiction. Nevertheless, there are 
some core regions in the brain which are repeatedly activated by drug-specific stimuli across 
studies: 1. The anterior cingulate cortex (ACC) and the adjacent medial prefrontal cortex. 
This brain region is considered to be involved in processes encoding the motivational value 
of a stimulus. Therefore, it is also of importance for attention and memory processes 
(Grüsser et al., 2004; Heinz et al., 2004b; Myrick et al., 2004; Tapert et al., 2004). 2. The 
orbitofrontal cortex (OFC). This brain area has been related to the evaluation of the reward 
value of processed stimuli (Myrick et al., 2004; Wrase et al., 2002). 3. The amygdala, mainly 
the basolateral part. The amygdala is known to represent the emotional salience of stimuli 
and it is involved in unconditioned and conditioned approach and avoidance behaviour 
(Schneider et al., 2001). 4. The ventral striatum including the nucleus accumbens. These 
brain regions are considered to code the motivational aspects of salient stimuli and to link 

with motor reactions (Wrase et al., 2007; Braus et al., 2001; Wrase et al., 2002). 5. The dorsal 
striatum. It has been implicated in habit formation and the consolidation of stimulus-
reaction-patterns (Grüsser et al., 2004; Modell & Mountz, 1995). 6. The dorsolateral 
prefrontal cortex (DLPFC). It contributes to the executive control of behaviour and might 
therefore be relevant for resisting craving for the substance of abuse (George et al., 2001) and 
to guide behavioural adaptation and learning (Park et al., 2010). 

 
1.3 Relevant neurotransmitter systems  
Beside the main neuroanatomical correlates of the development of alcohol and drug 
addiction, modern imaging methods like PET provide a powerful tool for the systematic 
examination of the underlying neurotransmitter systems and their changes. The first 
relevant neurotransmitter to mention in the context of the development of addiction is 
dopamine. All drugs of abuse are known to release dopamine, which reinforces drug-taking 
behaviour (Di Chiara & Bassareo, 2007) and chronically induces counter-adaptive processes 
such as receptor down-regulation (Koob, 2003). To give an example, PET studies in 
detoxified alcoholic showed a reduction of availability and sensitivity of central dopamine 
D2-receptors, which can serve as an example of a neuroadaptive process after chronic 
alcohol consumption, which was further associated with the subsequent relapse risk (Heinz 
et al., 1996; Volkow et al., 1996). 
A different mechanism is implicated by sensitisation: Neuroadaptation in terms of long-
term sensitisation towards the effects of drugs and drug-associated stimuli can be caused by 
structural changes in striatal GABAergic neurons, which are innervated by dopaminergic 
neurons and play a major role in the signal transfer towards the thalamus and the cortex 
(Robinson & Kolb, 1997). Drugs like alcohol also appear to directly stimulate GABA 
receptors and inhibits the function of glutamatergic NMDA-receptors (Kalivas & Volkow, 
2005; Krystal et al., 2006). 
The cannabinoid and opioidergic system are other neurotransmitter systems, which are 
involved in the development and maintenance of drug abuse. High concentrations of CB1-
receptors are found in the prefrontal cortex, the ventral tegmental area, the amygdala, the 
hippocampus, and the ventral striatum including the nucleus accumbens, i.e. structures 
which are known to be of high relevance for addiction development. Further, CB1-receptors 
modulate the release of dopamine, GABA and glutamate and elicit long-term changes in 
synaptic neurotransmission, like long-term potentiation or depression (De Vries & 
Schoffelmeer, 2005), which may play a role in addiction-specific neuroadaptations. 

 
2. Learning to maintain consumption 

Brain-imaging studies have increasingly focused on the early phase of disease, i.e. 
researchers are more and more interested in identifying addiction-specific risk factors as 
well as in describing the initial behavioural processes and the resulting neuronal changes. 
Therefore, current imaging studies try to identify the neuronal correlates of learning 
processes including classical Pavlovian and instrumental conditioning involved in disease 
development as well as in the risk of relapse. On the one hand, the goal of such studies is to 
provide insight into the neurobiology of drug addiction and therefore to improve 
understanding of the brain. On the other hand, researches intend to provide new options for 

Neurobiology of substance-related addiction: findings of neuroimaging 93

neuroimaging techniques because of its non-invasiveness, the lack of radiation exposure, the 
relatively high availability and its good spatial resolution. Disadvantages of the method are 
the rather poor temporal resolution (e.g. versus EEG), the lack of an absolute baseline of 
activity and the fact that specific neurotransmitter systems can not be systematically 
assessed without applying specific agonists/ antagonists. 
In contrast to fMRI, the so called Positron Emission Tomography (PET) as well as Single 
Photon Emission Computed Tomography (SPECT) allow for measurement of an absolute 
baseline of activation. Furthermore, these imaging methods can quantify neuroreceptor and 
transporter availabilities, although a potential confound of endogenous neurotransmitter 
concentration competing for binding of receptors/ transporters with radioligands has to be 
taken into account (Heinz et al., 2004a; Kumakura et al., 2007; Laruelle 2000). 
Clear disadvantages of PET and SPECT measurements are the application of a radioactive 
contrast agent exposing the subject to gamma radiation, the often rather short half-life 
period of the commonly used tracers and the rather high expenses required. 
An elegant way to link specific brain functions with certain neurotransmitter systems, like 
linking dopamine with the brain reward system, is to use the combination of both methods: 
the correlation of neuronal activation measured with fMRI and functions of 
neurotransmitter system measured with PET or SPECT, e.g. dopamine receptor D2 
availability or dopamine synthesis rate (Kienast et al., 2008). 

 
1.2 Neuroanatomical core structures 
Considerable progress has been made during the last two decades in the attempt to identify 
the basic neuronal mechanisms that underlie addictive behaviour. Animal studies revealed 
that alcohol- and drug-associated cues activate dopamine and endorphin release in the 
medial prefrontal cortex and the ventral striatum including the nucleus accumbens, a core 
area of the brains’ reward system (Dayas et al., 2007; Di Chiara, 2002; Shalev et al., 2000). As 
already mentioned, functional brain activity related to addictive behaviour in humans can 
be indirectly assessed by measuring changes in cerebral blood flow with PET, SPECT or by 
measuring the BOLD response with fMRI. These neuroscientific techniques gain insight into 
the neurobiology of addiction when combined with paradigms, which are designed to study 
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of a stimulus. Therefore, it is also of importance for attention and memory processes 
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reaction-patterns (Grüsser et al., 2004; Modell & Mountz, 1995). 6. The dorsolateral 
prefrontal cortex (DLPFC). It contributes to the executive control of behaviour and might 
therefore be relevant for resisting craving for the substance of abuse (George et al., 2001) and 
to guide behavioural adaptation and learning (Park et al., 2010). 
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Beside the main neuroanatomical correlates of the development of alcohol and drug 
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relevant neurotransmitter to mention in the context of the development of addiction is 
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alcohol consumption, which was further associated with the subsequent relapse risk (Heinz 
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A different mechanism is implicated by sensitisation: Neuroadaptation in terms of long-
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neuroimaging techniques because of its non-invasiveness, the lack of radiation exposure, the 
relatively high availability and its good spatial resolution. Disadvantages of the method are 
the rather poor temporal resolution (e.g. versus EEG), the lack of an absolute baseline of 
activity and the fact that specific neurotransmitter systems can not be systematically 
assessed without applying specific agonists/ antagonists. 
In contrast to fMRI, the so called Positron Emission Tomography (PET) as well as Single 
Photon Emission Computed Tomography (SPECT) allow for measurement of an absolute 
baseline of activation. Furthermore, these imaging methods can quantify neuroreceptor and 
transporter availabilities, although a potential confound of endogenous neurotransmitter 
concentration competing for binding of receptors/ transporters with radioligands has to be 
taken into account (Heinz et al., 2004a; Kumakura et al., 2007; Laruelle 2000). 
Clear disadvantages of PET and SPECT measurements are the application of a radioactive 
contrast agent exposing the subject to gamma radiation, the often rather short half-life 
period of the commonly used tracers and the rather high expenses required. 
An elegant way to link specific brain functions with certain neurotransmitter systems, like 
linking dopamine with the brain reward system, is to use the combination of both methods: 
the correlation of neuronal activation measured with fMRI and functions of 
neurotransmitter system measured with PET or SPECT, e.g. dopamine receptor D2 
availability or dopamine synthesis rate (Kienast et al., 2008). 
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specific behavioural interventions or psychopharmacological modification of alcohol 
craving and the risk of relapse. 

 
2.1 Contextual cues 
One important factor in the development of addiction is the occurrence of conditioned 
reactions elicited by conditioned cues, i.e. stimuli that have previously been associated with 
alcohol or drug consumption. For example, if an originally neutral stimulus (UCS), like a 
drinking glass, has been regularly associated with the consumption of a substance of abuse, 
like wine or other alcoholic beverages, the stimulus will also be associated with the 
positively experienced effects of alcohol as an unconditioned response (UCR) and turns into 
a conditioned stimulus (CS). As a consequence, this stimulus can itself provoke 
consumption or associated behavior as a conditioned response (CR; see Figure 1).  
 

 
Fig. 1. Model of conditioned alcohol consumption: a previously unconditioned stimulus 
(UCS; e.g. wine glass) is regularly associated with alcohol consumption. Thus, it becomes 
associated with the alcohol effect as an unconditioned response (UCR) and changes to a 
conditioned stimulus (CS). The CS itself is then able to elicit alcohol craving and even 
relapse as a conditioned response (CR). 
 
In opiate addiction, studies in animals and humans demonstrated that heroin-associated 
environmental cues triggered conditioned reactions that counteract the expected drug effect 
(Wikler, 1948; Siegel et al., 1975, 1982). Rodents which received opiate always in the same 
cage showed a rather high tolerance to the opiate effects until they received the same dose in 
a different cage. In the latter case, the conditioned counter-adaptive response did not occur 
and the animals died of an overdose of opiate. On the other hand, the animals showed 
symptoms of opiate withdrawal if they did not receive the expected opiate dose after being 
exposed to the contextual cue, i.e. the habitual cage. Likewise in humans, cues 
characterizing situations of alcohol or drug intake and their associated effects may act as 
conditioned stimuli that trigger counter-adaptive alterations in neurotransmission. Such 
changes may manifest as subjectively aversive withdrawal symptoms and lead to repeated 
drug intake, i.e. trigger relapse (Verheul et al., 1999). 

 
2.2 Reward-associated changes in salience 
If a person is repeatedly exposed to a drug or alcohol intake, different neuroadaptive 
changes are considered to happen. One important aspect is that our brains’ attentional 
network is highly effective in learning to react to contextual or internal stimuli which are of 
high relevance, i.e. of high salience. Robinson and Berridge (1993) suggested that phasic 
dopamine release facilitates the allocation of attention towards salient, reward-indicating 
stimuli, which can motivate the individual to show a particular behaviour to achieve the 

reward. With that assumption they referred to a fundamental work by Schultz and 
colleagues, who had observed that the occurrence of unexpected rewarding stimuli elicits a 
burst of spikes in dopaminergic neurons (Schultz et al., 1997). In contrast, if its appearance is 
signaled by a conditioned cue, the discharge of the dopaminergic neurons occurs already 
with the perception of the conditioned cue, and the rewarding stimulus itself does no longer 
elicit a discharge of dopamine. These results were remarkable, as Schultz and coworkers 
also showed that the absence of an expected reward after the occurrence of a conditioned 
cue leads to a transient cessation of dopamine neuron firing directly after the moment when 
the expected reward does not arrive (see Figure 2). Thus, the dopaminergic system indicates 
unexpected reward as well as the non-appearance of expected reinforcers, i.e. it serves as an 
error-detection signal and therefore contributes to learning, goal directed behaviour as well 
as behavioural flexibility. Furthermore, the dopamine signal reflects the magnitude of the 
anticipated reward (Tobler et al., 2005). Thus, the nucleus accumbens may act as a “sensory 
motor gateway” controlling the effects of salient contextual stimuli on prefrontal brain areas 
and limbic regions which regulate attention as well as motor behaviour. 
 

 
Fig. 2. Reward-associated phasic dopamine release (Schulz et al., 1997). Top: Unexpected and 
unpredicted reward (banana pellets for rhesus monkeys) is reflected in a short term increase 
in dopamine firing. Middle: After having learned that a light (conditioned stimulus, CS) 
regularly predicts a reward (R), the appearance of the CS generates a short-term increase in 
phasic dopamine firing rate. The reward itself is now completely predicted by the CS and 
does not elicit dopamine firing. Bottom: If a CS is not followed by the expected reward, an 
error in reward prediction occurs (unexpected lack of reward), which is reflected in a phasic 
decrease in dopamine firing. 
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drinking glass, has been regularly associated with the consumption of a substance of abuse, 
like wine or other alcoholic beverages, the stimulus will also be associated with the 
positively experienced effects of alcohol as an unconditioned response (UCR) and turns into 
a conditioned stimulus (CS). As a consequence, this stimulus can itself provoke 
consumption or associated behavior as a conditioned response (CR; see Figure 1).  
 

 
Fig. 1. Model of conditioned alcohol consumption: a previously unconditioned stimulus 
(UCS; e.g. wine glass) is regularly associated with alcohol consumption. Thus, it becomes 
associated with the alcohol effect as an unconditioned response (UCR) and changes to a 
conditioned stimulus (CS). The CS itself is then able to elicit alcohol craving and even 
relapse as a conditioned response (CR). 
 
In opiate addiction, studies in animals and humans demonstrated that heroin-associated 
environmental cues triggered conditioned reactions that counteract the expected drug effect 
(Wikler, 1948; Siegel et al., 1975, 1982). Rodents which received opiate always in the same 
cage showed a rather high tolerance to the opiate effects until they received the same dose in 
a different cage. In the latter case, the conditioned counter-adaptive response did not occur 
and the animals died of an overdose of opiate. On the other hand, the animals showed 
symptoms of opiate withdrawal if they did not receive the expected opiate dose after being 
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characterizing situations of alcohol or drug intake and their associated effects may act as 
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drug intake, i.e. trigger relapse (Verheul et al., 1999). 

 
2.2 Reward-associated changes in salience 
If a person is repeatedly exposed to a drug or alcohol intake, different neuroadaptive 
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high relevance, i.e. of high salience. Robinson and Berridge (1993) suggested that phasic 
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stimuli, which can motivate the individual to show a particular behaviour to achieve the 

reward. With that assumption they referred to a fundamental work by Schultz and 
colleagues, who had observed that the occurrence of unexpected rewarding stimuli elicits a 
burst of spikes in dopaminergic neurons (Schultz et al., 1997). In contrast, if its appearance is 
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Fig. 2. Reward-associated phasic dopamine release (Schulz et al., 1997). Top: Unexpected and 
unpredicted reward (banana pellets for rhesus monkeys) is reflected in a short term increase 
in dopamine firing. Middle: After having learned that a light (conditioned stimulus, CS) 
regularly predicts a reward (R), the appearance of the CS generates a short-term increase in 
phasic dopamine firing rate. The reward itself is now completely predicted by the CS and 
does not elicit dopamine firing. Bottom: If a CS is not followed by the expected reward, an 
error in reward prediction occurs (unexpected lack of reward), which is reflected in a phasic 
decrease in dopamine firing. 
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In humans, few studies directly examined the correlation between cue-induced brain 
activation and dopamine dysfunction or changes in other neurotransmitter systems such as 
glutamate or GABA. Studies showed that in detoxified alcohol-dependent patients, the 
extent of alcohol craving was correlated with both a low dopamine synthesis capacity 
measured with F-DOPA PET and with a reduced availability of dopamine D2-receptors in 
the ventral striatum (Heinz et al., 2005b; Heinz et al., 2004b). This reduction was correlated 
with an increased activation of the anterior cingulate and adjacent medial prefrontal cortex 
measured with fMRI during the processing of alcohol-related versus neutral control stimuli 
(Heinz et al., 2004b). Interestingly, these brain areas have been associated with attention 
attribution to salient stimuli (Fuster et al., 1997). It seems surprising that alcohol-associated 
stimuli should provoke an increase in brain activation in attention network although all 
other contextual cues, in this case a loud and noisy MRI scanner, indicate that there is no 
chance for obtaining alcohol. One possible explanation is based on the work of Schultz and 
colleagues (1997) who demonstrated that phasic alterations in dopamine release are not only 
required to learn new stimulus-reward associations but also that they may be necessary to 
“unlearn” established associations. In this phase of dependence, low dopamine synthesis, 
reduced stimulus-induced dopamine release and diminished D2-receptor availability in the 
ventral striatum (Heinz et al., 2005b; Heinz et al., 2004b; Martinez et al., 2005) may interfere 
with dopamine-dependent processing of errors in reward expectation (Heinz et al., 2004b). 
Moving attention away from drug-associated conditioned stimuli and diminishing the 
attributed salience of such cues might be of specific difficulty for drug-dependent patients. 
Signaling of the potential availability of alcohol or the drug of abuse has been well learned, 
for example via glutamate-dependent long-term potentiation within the ventral 
hippocampus-ventral striatal pathway which has been associated with perseverative 
behaviour (Goto & Grace, 2005). In accordance with this hypothesis, a linear correlation 
between increased alcohol cue-induced activation of the medial prefrontal cortex and the 
reduction of dopamine D2-receptor availability in the ventral striatum was found in 
detoxified alcoholics, further underlining that the degree of dopamine dysfunction may 
contribute to excessive salience attribution to alcohol-associated cues (Heinz et al., 2004b). 
Also in clinical experience, many detoxified alcohol-dependent patients report difficulty to 
remain abstinent when being confronted with scenes which still are of high salience for drug 
intake, i.e. typical drinking situations like someone sitting lonely on the sofa and watching 
TV ads for an alcoholic beverage. 

Moving one step further, first studies indicate why the process of re-learning non-addictive 
behaviour seems so difficult to initiate: due to the described changes within the phasic 
characteristics of dopaminergic neurotransmission, alcohol-dependent patients may have 
problems in attributing salience to newly learned conditioned stimuli indicating the 
availability of non-drug reward. Wrase and colleagues (2007) observed a reduction in 
functional activation in the ventral striatum when being confronted with non-drug-
associated, reward-indicating cues in alcoholics. Moreover, the reduced activation was 
correlated with the severity of alcohol craving and could not be explained by performance 
differences or mood. Reduced activation of the striatum to new, reward-indicating stimuli 
might therefore reflect the patients’ diminished motivation to experience new and 
potentially rewarding situations. Interestingly, the same patients showed an increased 
activity of the ventral striatum when being confronted with alcohol-associated stimuli, 
which was also correlated with the severity of alcohol craving. Such a finding is in line with 

the prominent hypothesis that substances of abuse “hijack” the reward system and stabilize 
a dysfunctional state, i.e. when the ventrial striatum primarily responds to drug-associated 
stimuli while the adequate processing of conventional, primary reinforcing stimuli such as 
food or sex is impeded (Volkow et al., 2004). Further research is needed to elucidate 
neuronal processing of natural reinforcers in addiction as well as (reversal) learning in 
general. For clinical practice, these findings also improve our understanding why it can be 
difficult to motivate detoxified alcoholics to replace alcohol by other reinforcers such as 
social interactions or new activities: their brains’ response to alternative reward-indicating 
stimuli tends to be reduced in relevant brain regions. This may make it very difficult to - 
literally spoken - concentrate oneself on other aspects of the world than cues associated with 
the drug of abuse. 

 
2.3 Modification in emotional response 
One milestone of neurobiological research on alcohol and drug addiction is the observation 
that alcohol and all other drugs of abuse induce dopamine release in the ventral striatum, 
including the nucleus accumbens, and thus reinforce drug intake (Wise, 1988). Although a 
drug thus “reinforces” a specific behaviour, this does not necessarily imply that the drug 
effect is also subjectively pleasant. In a commonly known work by Robinson and Berridge 
(1993) the authors suggested to distinguish between the hedonic, i.e. pleasant, drug effects 
(“liking”) and the feeling of craving for such a positive effect (“wanting”). Further, they 
attributed these effects to different neurotransmitter systems. They suggested that 
neurobiological effects associated with “liking” the drug are mediated by opioidergic 
neurotransmission in the ventral striatum, including the nucleus accumbens. This 
assumption was based on the observation that hedonic effects during consumption of a 
drug are caused by endorphin release in these brain areas – like during the consumption of 
primarily reinforcing stimuli such as food (Berridge & Robinson, 1998). Based on the work 
of Schultz and colleagues (1997), Berridge and Robinson further suggested that the 
neurobiological correlate of “wanting” is (phasic) dopamine release in the ventral striatum. 
Following imaging studies intended to evaluate these aspects of the reward system - on a 
neurobiological as well as on a behavioural level by additionally using questionnaires for 
drug craving as a proxy for “wanting” beside scales measuring pleasure as a proxy for 
“liking”. Indeed, studies suggested that acute drug craving is associated with dopamine 
dysfunction in the ventral striatum, i.e. reduced dopamine synthesis and D2-receptor 
availability (Heinz et al., 2005b), while increased μ-opiate receptors in the ventral striatum 
correlated with other aspects of chronic alcohol intake and alcohol urges (Heinz et al., 
2005a). 

 
2.4 Memory formation 
Striatal dopamine release is regulated by the hippocampus, which is well known to play a 
major role in memory formation (Lisman & Grace, 2005). In rats that had formerly 
consumed cocaine, the stimulation of glutamatergic neurons in the hippocampus resulted in 
dopamine release in the ventral striatum and led to renewed drug intake (Vorel et al., 2001). 
Experimental stimulation of the hippocampus may reflect real-life situations in which 
contextual, drug-associated cues activate the hippocampus and thus trigger memories 
associated with previous drug use (see Figure 3). In such situations, the activation of the 
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Moving attention away from drug-associated conditioned stimuli and diminishing the 
attributed salience of such cues might be of specific difficulty for drug-dependent patients. 
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between increased alcohol cue-induced activation of the medial prefrontal cortex and the 
reduction of dopamine D2-receptor availability in the ventral striatum was found in 
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availability of non-drug reward. Wrase and colleagues (2007) observed a reduction in 
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associated, reward-indicating cues in alcoholics. Moreover, the reduced activation was 
correlated with the severity of alcohol craving and could not be explained by performance 
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might therefore reflect the patients’ diminished motivation to experience new and 
potentially rewarding situations. Interestingly, the same patients showed an increased 
activity of the ventral striatum when being confronted with alcohol-associated stimuli, 
which was also correlated with the severity of alcohol craving. Such a finding is in line with 
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literally spoken - concentrate oneself on other aspects of the world than cues associated with 
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including the nucleus accumbens, and thus reinforce drug intake (Wise, 1988). Although a 
drug thus “reinforces” a specific behaviour, this does not necessarily imply that the drug 
effect is also subjectively pleasant. In a commonly known work by Robinson and Berridge 
(1993) the authors suggested to distinguish between the hedonic, i.e. pleasant, drug effects 
(“liking”) and the feeling of craving for such a positive effect (“wanting”). Further, they 
attributed these effects to different neurotransmitter systems. They suggested that 
neurobiological effects associated with “liking” the drug are mediated by opioidergic 
neurotransmission in the ventral striatum, including the nucleus accumbens. This 
assumption was based on the observation that hedonic effects during consumption of a 
drug are caused by endorphin release in these brain areas – like during the consumption of 
primarily reinforcing stimuli such as food (Berridge & Robinson, 1998). Based on the work 
of Schultz and colleagues (1997), Berridge and Robinson further suggested that the 
neurobiological correlate of “wanting” is (phasic) dopamine release in the ventral striatum. 
Following imaging studies intended to evaluate these aspects of the reward system - on a 
neurobiological as well as on a behavioural level by additionally using questionnaires for 
drug craving as a proxy for “wanting” beside scales measuring pleasure as a proxy for 
“liking”. Indeed, studies suggested that acute drug craving is associated with dopamine 
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correlated with the severity of alcohol craving and could not be explained by performance 
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which was also correlated with the severity of alcohol craving. Such a finding is in line with 

the prominent hypothesis that substances of abuse “hijack” the reward system and stabilize 
a dysfunctional state, i.e. when the ventrial striatum primarily responds to drug-associated 
stimuli while the adequate processing of conventional, primary reinforcing stimuli such as 
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stimuli tends to be reduced in relevant brain regions. This may make it very difficult to - 
literally spoken - concentrate oneself on other aspects of the world than cues associated with 
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that alcohol and all other drugs of abuse induce dopamine release in the ventral striatum, 
including the nucleus accumbens, and thus reinforce drug intake (Wise, 1988). Although a 
drug thus “reinforces” a specific behaviour, this does not necessarily imply that the drug 
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(1993) the authors suggested to distinguish between the hedonic, i.e. pleasant, drug effects 
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neurobiological effects associated with “liking” the drug are mediated by opioidergic 
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assumption was based on the observation that hedonic effects during consumption of a 
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neurobiological effects associated with “liking” the drug are mediated by opioidergic 
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assumption was based on the observation that hedonic effects during consumption of a 
drug are caused by endorphin release in these brain areas – like during the consumption of 
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Following imaging studies intended to evaluate these aspects of the reward system - on a 
neurobiological as well as on a behavioural level by additionally using questionnaires for 
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“liking”. Indeed, studies suggested that acute drug craving is associated with dopamine 
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Striatal dopamine release is regulated by the hippocampus, which is well known to play a 
major role in memory formation (Lisman & Grace, 2005). In rats that had formerly 
consumed cocaine, the stimulation of glutamatergic neurons in the hippocampus resulted in 
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Experimental stimulation of the hippocampus may reflect real-life situations in which 
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associated with previous drug use (see Figure 3). In such situations, the activation of the 
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described hippocampus-VTA circuit will activate dopamine neurons in the VTA, which 
elicit dopamine release in the ventral striatum, thus facilitating new drug intake (Floresco et 
al., 2001). Indeed it has been shown that both cocaine and amphetamine sensitization (Goto 
& Grace, 2005; Lodge & Grace, 2008) increases hippocampal input in the nucleus 
accumbens, finally resulting in aggravated responses of the dopaminergic system. 
Hyman (2005) argued that addiction somehow represents neuroadaptive processes in 
learning and memory that - under normal circumstances - serve to shape survival 
behaviour, i.e. behaviour related to the pursuit of rewards and the cues that predict them. 
Beside the possibility of synapse elimination and remodelling, the best known mechanisms 
of synaptic plasticity in learning and memory are such phenomena that change the strength 
or “weight” of existing connections, so called long-term potentiation and long-term 
depression. Although most of relevant research is based on animal models, long-term 
potentiation and depression have become important candidate mechanisms for the drug-
induced alterations of neural circuits that are posited to occur with addiction in humans. 
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described hippocampus-VTA circuit will activate dopamine neurons in the VTA, which 
elicit dopamine release in the ventral striatum, thus facilitating new drug intake (Floresco et 
al., 2001). Indeed it has been shown that both cocaine and amphetamine sensitization (Goto 
& Grace, 2005; Lodge & Grace, 2008) increases hippocampal input in the nucleus 
accumbens, finally resulting in aggravated responses of the dopaminergic system. 
Hyman (2005) argued that addiction somehow represents neuroadaptive processes in 
learning and memory that - under normal circumstances - serve to shape survival 
behaviour, i.e. behaviour related to the pursuit of rewards and the cues that predict them. 
Beside the possibility of synapse elimination and remodelling, the best known mechanisms 
of synaptic plasticity in learning and memory are such phenomena that change the strength 
or “weight” of existing connections, so called long-term potentiation and long-term 
depression. Although most of relevant research is based on animal models, long-term 
potentiation and depression have become important candidate mechanisms for the drug-
induced alterations of neural circuits that are posited to occur with addiction in humans. 
There is evidence that both mechanisms occur in the nucleus accumbens and other targets of 
mesolimbic dopamine neurons as a consequence of drug administration, and growing 
literature suggests that they may play an important role in the development of addiction. 
The underlying molecular mechanisms include regulation of the phosphorylation state of 
key proteins, alterations in the availability of glutamate receptors at the synapse and 
regulation of gene expression (for review see e.g. Hyman & Malenka, 2001; Kauer et al., 
2004; Thomas & Malenka, 2003). 
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described hippocampus-VTA circuit will activate dopamine neurons in the VTA, which 
elicit dopamine release in the ventral striatum, thus facilitating new drug intake (Floresco et 
al., 2001). Indeed it has been shown that both cocaine and amphetamine sensitization (Goto 
& Grace, 2005; Lodge & Grace, 2008) increases hippocampal input in the nucleus 
accumbens, finally resulting in aggravated responses of the dopaminergic system. 
Hyman (2005) argued that addiction somehow represents neuroadaptive processes in 
learning and memory that - under normal circumstances - serve to shape survival 
behaviour, i.e. behaviour related to the pursuit of rewards and the cues that predict them. 
Beside the possibility of synapse elimination and remodelling, the best known mechanisms 
of synaptic plasticity in learning and memory are such phenomena that change the strength 
or “weight” of existing connections, so called long-term potentiation and long-term 
depression. Although most of relevant research is based on animal models, long-term 
potentiation and depression have become important candidate mechanisms for the drug-
induced alterations of neural circuits that are posited to occur with addiction in humans. 
There is evidence that both mechanisms occur in the nucleus accumbens and other targets of 
mesolimbic dopamine neurons as a consequence of drug administration, and growing 
literature suggests that they may play an important role in the development of addiction. 
The underlying molecular mechanisms include regulation of the phosphorylation state of 
key proteins, alterations in the availability of glutamate receptors at the synapse and 
regulation of gene expression (for review see e.g. Hyman & Malenka, 2001; Kauer et al., 
2004; Thomas & Malenka, 2003). 
 

 
Fig. 3. A model of reward prediction in the brain: discrepancies between the expected and 
actual sensory input are recognized in the hippocampus. This activates dopaminergic 
neurons in the ventral tegmental area (VTA) via glutamatergic projections to the nucleus 
accumbens (Nac, incl. ventral striatum). The VTA in turn modulates neuronal transmission 
in CA1 region of the hippocampus via an increased dopamine-release and thus contributes 
to memory modification. The prefrontal cortex contributes to executive control functions 
and modulates the firing rate of dopaminergic neurons that project from the VTA region to 
the Nac and the amygdala (modified from Lisman & Grace, 2005). 

3. Developing addiction 

3.1 Criteria of addiction 
Alcohol dependence and other drug addictions are characterized by criteria such as 
tolerance development, withdrawal symptoms, drug craving and reduced control of drug 
intake (American Psychiatric Association, 2000; World Health Organization, 2007). For the 
development of tolerance, it has been suggested that this phenomenon is based on a process 
of neuroadaptation in the brain to chronically increased alcohol or drug consumption. 
Continued drug intake leads to an anticipatory compensation of the drugs’ effects by the 
brain, which results in a new homeostatic balance. This adapted state of equilibrium is 
disturbed when drug or alcohol intake is suddenly interrupted, as it is the case during 
detoxification. This can result in clinically manifest withdrawal symptoms, which are 
opposed to the drugs primary physiological and psychological effects (Koob, 2003). For 
instance, alcohols’ sedative effects are mediated by inhibition of glutamatergic and 
stimulation of GABAergic neurotransmission (Tsai et al., 1995; Krystal et al., 2006). 
Insufficient GABAergic inhibition and increased glutamatergic excitation may result in 
highly aversive withdrawal symptoms and in epileptic seizures (Tsai et al., 1995; Krystal et 
al., 2006). Many imaging studies have focused on the neurobiological correlates of the 
defining characteristics of addiction in order to gain insight into the essence of the disease. 

 
3.2 Craving 
Within cue-reactivity paradigms, the reported correlations between subjectively reported 
craving and the actual consumptive behaviour are often low. This may in parts be explained 
by the different levels the reaction can emerge on (subjective, motor, physiological) and 
which are associated with different degrees of consciousness. Tiffany (1990) described a 
cognitive model in which conscious craving only occurs if an automatic process of drug 
intake is interrupted, which may be triggered by conditioned stimuli and motivate for drug 
intake even in the absence of conscious drug urges. 
Unfortunately, imaging results regarding cue-induced activity in the brain and subjective 
craving for alcohol or other drugs are not very consistent. Myrick and colleagues (2004) 
reported an association between the severity of craving and functional brain activation in 
the ventral striatum, orbitofrontal cortex and anterior cingulate cortex, while others 
described such a relationship for the dorsal striatum (Modell & Mountz, 1995) or the 
subcallosal gyrus (Tapert et al., 2004). Further studies were not able to identify any 
significant correlation between alcohol craving and cue-induced brain activation (Grüsser et 
al., 2004; Heinz et al., 2004b). Trying to understand these diverging findings, one has to take 
into account that all studies used different stimuli for craving induction: alcohol-related 
words (Tapert et al., 2004), alcohol-related pictures with (Myrick et al., 2004) or without 
(Grüsser et al., 2004) a sip of alcohol (“priming dose”). Furthermore, time point of 
examination differed from patients being not detoxified (Myrick et al., 2004) to detoxified 
patients in an inpatient treatment program (Braus et al., 2001; Grüsser et al., 2004; Heinz et 
al., 2004b; Heinz et al., 2007; Wrase et al., 2002; Wrase et al., 2007). 

 
3.3 Habit formation 
For the development of addiction, specifically for reduced control of drug intake, it is of 
high relevance (Robbins & Everitt, 2002) to understand the behavioural transfer from 

Neurobiology of substance-related addiction: findings of neuroimaging 99

described hippocampus-VTA circuit will activate dopamine neurons in the VTA, which 
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accumbens, finally resulting in aggravated responses of the dopaminergic system. 
Hyman (2005) argued that addiction somehow represents neuroadaptive processes in 
learning and memory that - under normal circumstances - serve to shape survival 
behaviour, i.e. behaviour related to the pursuit of rewards and the cues that predict them. 
Beside the possibility of synapse elimination and remodelling, the best known mechanisms 
of synaptic plasticity in learning and memory are such phenomena that change the strength 
or “weight” of existing connections, so called long-term potentiation and long-term 
depression. Although most of relevant research is based on animal models, long-term 
potentiation and depression have become important candidate mechanisms for the drug-
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conscious consumption to a more automated behaviour, i.e. forming a habit (Tiffany, 1990). 
It has been suggested that the dorsal striatum is crucial for habit learning, i.e. for the 
learning of automated responses, and may thus contribute to the compulsive character of 
dependent behaviour. 
The importance of habitual drug intake for the development of addiction appears to be 
reflected in anatomical changes associated with cue-induced activation: whilst reward-
driven striatal reactivity is known to predominantly involve the ventral striatum, cue-
induced conscious craving in addicted subjects may preferentially elicit dopamine release in 
more dorsal striatal structures (Volkow et al., 2006; Wong et al., 2006). Such a transition from 
a predominantly ventral response to the dorsal striatum might reflect a change from a 
reward-driven activity of the ventral striatum to a more automated stimulus-response habit 
formation depending on dorsal striatal activity (Berke & Hyman, 2000). The rewarding 
effect of e.g. ventral striatal dopamine release may play a subordinate role in such 
automated processes, what is in line with the clinical impression and reports of patients. In 
accordance, Robbins and Everitt (2002) proposed that the initially reinforcing effect of drugs 
of abuse is based on the activation of the ventral striatum, while the transfer into habitual 
drug-seeking is associated with activation of more dorsal striatal regions. Studies with PET 
could also support that assumption, since among addicted subjects, drug cues preferentially 
lead to dopamine release in the dorsal striatum and putamen (Volkow et al., 2006; Wong et 
al., 2006). In line with the research, many patients also describe their relapse in terms of 
automated actions and do not remember to have experienced craving before relapse as in 
earlier stages of disease development (Tiffany, 1990). 

 
3.4 Neurochemical adaptation underlying the development of addiction 
Different neurotransmitter systems are involved in the processing of rewarding stimuli in 
general and of addiction-related phenomena in particular (see 1.3. for an overview). For a 
long time, neurobiological research on addiction mainly focussed on dopamine 
dysfunctions but in the recent past it has broaden its view on other neurotransmitter 
systems. 
Brain imaging studies with PET clearly showed a reduced availability and sensitivity of 
central dopamine D2-receptors in alcohol-dependent patients – potentially reflecting a 
compensatory down-regulation after chronic alcohol intake, which was associated with the 
subsequent relapse risk (Heinz et al., 1996; Volkow et al., 1996). Following PET studies (F-
DOPA PET) revealed that alcohol craving was specifically correlated with a low dopamine 
synthesis capacity and with reduced dopamine D2-receptor availability in the ventral 
striatum including the nucleus accumbens (Heinz et al., 2004b; Heinz et al., 2005b). Animal 
experiments also showed that extracellular dopamine concentrations decreased rapidly 
during detoxification (Rossetti et al., 1992). Thus, dopamine dysfunction may further be 
augmented by reduced intra-synaptic dopamine release during early abstinence. Another 
PET study (Martinez et al., 2005) showed that dopamine release in detoxified alcoholics was 
significantly reduced following amphetamine administration. Thus, overall dopaminergic 
neurotransmission in the ventral striatum of alcohol-dependent patients was reduced after 
detoxification. Unlike suggested by Robinson and Berridge (1993), it thus might seem 
unlikely that the appearance of a drug-associated cue can cause a significant dopamine 
release triggering craving or relapse. Indeed, animal studies demonstrated that alcohol and 
drug-associated stimuli can lead to relapse even if no dopamine is released in the ventral 

striatum (Shalev et al., 2002). Nevertheless, a down-regulation rather than a sensitisation of 
the dopamine system appears to play a role in relapse behaviour: In humans, dopamine 
dysfunction was correlated with the severity of alcohol craving and with increased 
processing of alcohol-associated cues in the anterior cingulate and medial prefrontal cortex 
(Heinz et al., 2004b), brain areas in which an increased reaction on alcohol cues has been 
associated with an increased relapse risk (Grüsser et al., 2004). 
Structural changes in striatal GABAergic neurons have also been considered to account for 
phenomena of long-term sensitisation towards the effects of drugs and drug-associated 
stimuli. Striatal GABAergic neurons are innervated by dopaminergic neurons and play a 
major role in the signal transfer towards the thalamus and the cortex (Robinson and Kolb, 
1997). E.g., alcohol consumption stimulates GABA receptors and inhibits the function of 
glutamatergic NMDA-receptors (Kalivas & Volkow, 2005; Krystal et al., 2006). The alcohol-
induced inhibition of the glutamatergic signal transduction results in up-regulation of 
NMDA receptors (Schumann et al., 2005; Tsai et al., 1995). As a consequence, the loss of this 
inhibition of NMDA receptor function via alcohol during early abstinence was related to 
hyperexcitation and withdrawal symptoms (Spanagel, 2003). Repeated withdrawal in turn 
elicits an increase in glutamate release (Kalivas et al., 2005). Therefore, it has been suggested 
that glutamatergic neurotransmission in a brain network spanning the prefrontal cortex, the 
amygdala, the hippocampus, the nucleus accumbens and the ventral tegmental area plays a 
major role in triggering relapse (Kalivas et al., 2005). Pharmacological treatment strategies 
pick up such findings, e.g. acamprosate, a drug used to reduce relapse risk in alcohol-
dependent patients, diminishes alcohol craving via modulation of NMDA-receptors (Mann 
et al., 2004; Spanagel, 2003). 
As already noted, the cannabinoid and opioidergic system also play a role in the 
development and maintenance of addictive behaviour. High concentration of CB1-receptors 
have been described in relevant brain regions, in detail in the prefrontal cortex, the 
amygdala, the ventral tegmental area, the hippocampus, the nucleus accumbens and the 
ventral striatum. In animal models of excessive nicotine and methamphetamine abuse, 
blockade of CB1-receptors reduced drug intake during relapse (De Vries & Schoffelmeer, 
2005). Therefore, CB1-receptors are thought to modulate the activity of other 
neurotransmitters (dopamine, GABA and glutamate) and elicit long-term changes in 
synaptic transmission, in detail long-term potentiation or depression. Anyhow, further 
research is needed here to elicit the complex interplay of these neurotransmitter systems.  
Within the opioidergic system, animal studies showed that blockade of μ-opiate receptors 
with naltrexone reduced dopamine release in the ventral striatum as well as alcohol 
consumption (Gonzales & Weiss, 1998). In humans, it has been shown that alcohol-
dependent patients display an increase of μ-opiate receptors in the ventral striatum, which 
was further significantly correlated with the amount of craving (Heinz et al., 2005a). In line 
with that, application of the opiate antagonist naltrexone in humans can reduce alcohol 
craving and the subjective “liking” of the drug associated with its intake (O’Brien, 2005) and 
might reduce the risk of relapse in some patients (e.g. Srisurapanont & Jarusuraisin, 2005). 

 
4. Risk of relapse 

Detoxification itself does little to prevent subsequent relapse in alcoholics. Up to 85% of all 
patients relapse in the placebo control groups of treatment studies, even if treated as 
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conscious consumption to a more automated behaviour, i.e. forming a habit (Tiffany, 1990). 
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reflected in anatomical changes associated with cue-induced activation: whilst reward-
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induced conscious craving in addicted subjects may preferentially elicit dopamine release in 
more dorsal striatal structures (Volkow et al., 2006; Wong et al., 2006). Such a transition from 
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reward-driven activity of the ventral striatum to a more automated stimulus-response habit 
formation depending on dorsal striatal activity (Berke & Hyman, 2000). The rewarding 
effect of e.g. ventral striatal dopamine release may play a subordinate role in such 
automated processes, what is in line with the clinical impression and reports of patients. In 
accordance, Robbins and Everitt (2002) proposed that the initially reinforcing effect of drugs 
of abuse is based on the activation of the ventral striatum, while the transfer into habitual 
drug-seeking is associated with activation of more dorsal striatal regions. Studies with PET 
could also support that assumption, since among addicted subjects, drug cues preferentially 
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NMDA receptors (Schumann et al., 2005; Tsai et al., 1995). As a consequence, the loss of this 
inhibition of NMDA receptor function via alcohol during early abstinence was related to 
hyperexcitation and withdrawal symptoms (Spanagel, 2003). Repeated withdrawal in turn 
elicits an increase in glutamate release (Kalivas et al., 2005). Therefore, it has been suggested 
that glutamatergic neurotransmission in a brain network spanning the prefrontal cortex, the 
amygdala, the hippocampus, the nucleus accumbens and the ventral tegmental area plays a 
major role in triggering relapse (Kalivas et al., 2005). Pharmacological treatment strategies 
pick up such findings, e.g. acamprosate, a drug used to reduce relapse risk in alcohol-
dependent patients, diminishes alcohol craving via modulation of NMDA-receptors (Mann 
et al., 2004; Spanagel, 2003). 
As already noted, the cannabinoid and opioidergic system also play a role in the 
development and maintenance of addictive behaviour. High concentration of CB1-receptors 
have been described in relevant brain regions, in detail in the prefrontal cortex, the 
amygdala, the ventral tegmental area, the hippocampus, the nucleus accumbens and the 
ventral striatum. In animal models of excessive nicotine and methamphetamine abuse, 
blockade of CB1-receptors reduced drug intake during relapse (De Vries & Schoffelmeer, 
2005). Therefore, CB1-receptors are thought to modulate the activity of other 
neurotransmitters (dopamine, GABA and glutamate) and elicit long-term changes in 
synaptic transmission, in detail long-term potentiation or depression. Anyhow, further 
research is needed here to elicit the complex interplay of these neurotransmitter systems.  
Within the opioidergic system, animal studies showed that blockade of μ-opiate receptors 
with naltrexone reduced dopamine release in the ventral striatum as well as alcohol 
consumption (Gonzales & Weiss, 1998). In humans, it has been shown that alcohol-
dependent patients display an increase of μ-opiate receptors in the ventral striatum, which 
was further significantly correlated with the amount of craving (Heinz et al., 2005a). In line 
with that, application of the opiate antagonist naltrexone in humans can reduce alcohol 
craving and the subjective “liking” of the drug associated with its intake (O’Brien, 2005) and 
might reduce the risk of relapse in some patients (e.g. Srisurapanont & Jarusuraisin, 2005). 

 
4. Risk of relapse 

Detoxification itself does little to prevent subsequent relapse in alcoholics. Up to 85% of all 
patients relapse in the placebo control groups of treatment studies, even if treated as 
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conscious consumption to a more automated behaviour, i.e. forming a habit (Tiffany, 1990). 
It has been suggested that the dorsal striatum is crucial for habit learning, i.e. for the 
learning of automated responses, and may thus contribute to the compulsive character of 
dependent behaviour. 
The importance of habitual drug intake for the development of addiction appears to be 
reflected in anatomical changes associated with cue-induced activation: whilst reward-
driven striatal reactivity is known to predominantly involve the ventral striatum, cue-
induced conscious craving in addicted subjects may preferentially elicit dopamine release in 
more dorsal striatal structures (Volkow et al., 2006; Wong et al., 2006). Such a transition from 
a predominantly ventral response to the dorsal striatum might reflect a change from a 
reward-driven activity of the ventral striatum to a more automated stimulus-response habit 
formation depending on dorsal striatal activity (Berke & Hyman, 2000). The rewarding 
effect of e.g. ventral striatal dopamine release may play a subordinate role in such 
automated processes, what is in line with the clinical impression and reports of patients. In 
accordance, Robbins and Everitt (2002) proposed that the initially reinforcing effect of drugs 
of abuse is based on the activation of the ventral striatum, while the transfer into habitual 
drug-seeking is associated with activation of more dorsal striatal regions. Studies with PET 
could also support that assumption, since among addicted subjects, drug cues preferentially 
lead to dopamine release in the dorsal striatum and putamen (Volkow et al., 2006; Wong et 
al., 2006). In line with the research, many patients also describe their relapse in terms of 
automated actions and do not remember to have experienced craving before relapse as in 
earlier stages of disease development (Tiffany, 1990). 

 
3.4 Neurochemical adaptation underlying the development of addiction 
Different neurotransmitter systems are involved in the processing of rewarding stimuli in 
general and of addiction-related phenomena in particular (see 1.3. for an overview). For a 
long time, neurobiological research on addiction mainly focussed on dopamine 
dysfunctions but in the recent past it has broaden its view on other neurotransmitter 
systems. 
Brain imaging studies with PET clearly showed a reduced availability and sensitivity of 
central dopamine D2-receptors in alcohol-dependent patients – potentially reflecting a 
compensatory down-regulation after chronic alcohol intake, which was associated with the 
subsequent relapse risk (Heinz et al., 1996; Volkow et al., 1996). Following PET studies (F-
DOPA PET) revealed that alcohol craving was specifically correlated with a low dopamine 
synthesis capacity and with reduced dopamine D2-receptor availability in the ventral 
striatum including the nucleus accumbens (Heinz et al., 2004b; Heinz et al., 2005b). Animal 
experiments also showed that extracellular dopamine concentrations decreased rapidly 
during detoxification (Rossetti et al., 1992). Thus, dopamine dysfunction may further be 
augmented by reduced intra-synaptic dopamine release during early abstinence. Another 
PET study (Martinez et al., 2005) showed that dopamine release in detoxified alcoholics was 
significantly reduced following amphetamine administration. Thus, overall dopaminergic 
neurotransmission in the ventral striatum of alcohol-dependent patients was reduced after 
detoxification. Unlike suggested by Robinson and Berridge (1993), it thus might seem 
unlikely that the appearance of a drug-associated cue can cause a significant dopamine 
release triggering craving or relapse. Indeed, animal studies demonstrated that alcohol and 
drug-associated stimuli can lead to relapse even if no dopamine is released in the ventral 

striatum (Shalev et al., 2002). Nevertheless, a down-regulation rather than a sensitisation of 
the dopamine system appears to play a role in relapse behaviour: In humans, dopamine 
dysfunction was correlated with the severity of alcohol craving and with increased 
processing of alcohol-associated cues in the anterior cingulate and medial prefrontal cortex 
(Heinz et al., 2004b), brain areas in which an increased reaction on alcohol cues has been 
associated with an increased relapse risk (Grüsser et al., 2004). 
Structural changes in striatal GABAergic neurons have also been considered to account for 
phenomena of long-term sensitisation towards the effects of drugs and drug-associated 
stimuli. Striatal GABAergic neurons are innervated by dopaminergic neurons and play a 
major role in the signal transfer towards the thalamus and the cortex (Robinson and Kolb, 
1997). E.g., alcohol consumption stimulates GABA receptors and inhibits the function of 
glutamatergic NMDA-receptors (Kalivas & Volkow, 2005; Krystal et al., 2006). The alcohol-
induced inhibition of the glutamatergic signal transduction results in up-regulation of 
NMDA receptors (Schumann et al., 2005; Tsai et al., 1995). As a consequence, the loss of this 
inhibition of NMDA receptor function via alcohol during early abstinence was related to 
hyperexcitation and withdrawal symptoms (Spanagel, 2003). Repeated withdrawal in turn 
elicits an increase in glutamate release (Kalivas et al., 2005). Therefore, it has been suggested 
that glutamatergic neurotransmission in a brain network spanning the prefrontal cortex, the 
amygdala, the hippocampus, the nucleus accumbens and the ventral tegmental area plays a 
major role in triggering relapse (Kalivas et al., 2005). Pharmacological treatment strategies 
pick up such findings, e.g. acamprosate, a drug used to reduce relapse risk in alcohol-
dependent patients, diminishes alcohol craving via modulation of NMDA-receptors (Mann 
et al., 2004; Spanagel, 2003). 
As already noted, the cannabinoid and opioidergic system also play a role in the 
development and maintenance of addictive behaviour. High concentration of CB1-receptors 
have been described in relevant brain regions, in detail in the prefrontal cortex, the 
amygdala, the ventral tegmental area, the hippocampus, the nucleus accumbens and the 
ventral striatum. In animal models of excessive nicotine and methamphetamine abuse, 
blockade of CB1-receptors reduced drug intake during relapse (De Vries & Schoffelmeer, 
2005). Therefore, CB1-receptors are thought to modulate the activity of other 
neurotransmitters (dopamine, GABA and glutamate) and elicit long-term changes in 
synaptic transmission, in detail long-term potentiation or depression. Anyhow, further 
research is needed here to elicit the complex interplay of these neurotransmitter systems.  
Within the opioidergic system, animal studies showed that blockade of μ-opiate receptors 
with naltrexone reduced dopamine release in the ventral striatum as well as alcohol 
consumption (Gonzales & Weiss, 1998). In humans, it has been shown that alcohol-
dependent patients display an increase of μ-opiate receptors in the ventral striatum, which 
was further significantly correlated with the amount of craving (Heinz et al., 2005a). In line 
with that, application of the opiate antagonist naltrexone in humans can reduce alcohol 
craving and the subjective “liking” of the drug associated with its intake (O’Brien, 2005) and 
might reduce the risk of relapse in some patients (e.g. Srisurapanont & Jarusuraisin, 2005). 
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conscious consumption to a more automated behaviour, i.e. forming a habit (Tiffany, 1990). 
It has been suggested that the dorsal striatum is crucial for habit learning, i.e. for the 
learning of automated responses, and may thus contribute to the compulsive character of 
dependent behaviour. 
The importance of habitual drug intake for the development of addiction appears to be 
reflected in anatomical changes associated with cue-induced activation: whilst reward-
driven striatal reactivity is known to predominantly involve the ventral striatum, cue-
induced conscious craving in addicted subjects may preferentially elicit dopamine release in 
more dorsal striatal structures (Volkow et al., 2006; Wong et al., 2006). Such a transition from 
a predominantly ventral response to the dorsal striatum might reflect a change from a 
reward-driven activity of the ventral striatum to a more automated stimulus-response habit 
formation depending on dorsal striatal activity (Berke & Hyman, 2000). The rewarding 
effect of e.g. ventral striatal dopamine release may play a subordinate role in such 
automated processes, what is in line with the clinical impression and reports of patients. In 
accordance, Robbins and Everitt (2002) proposed that the initially reinforcing effect of drugs 
of abuse is based on the activation of the ventral striatum, while the transfer into habitual 
drug-seeking is associated with activation of more dorsal striatal regions. Studies with PET 
could also support that assumption, since among addicted subjects, drug cues preferentially 
lead to dopamine release in the dorsal striatum and putamen (Volkow et al., 2006; Wong et 
al., 2006). In line with the research, many patients also describe their relapse in terms of 
automated actions and do not remember to have experienced craving before relapse as in 
earlier stages of disease development (Tiffany, 1990). 
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general and of addiction-related phenomena in particular (see 1.3. for an overview). For a 
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dysfunctions but in the recent past it has broaden its view on other neurotransmitter 
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central dopamine D2-receptors in alcohol-dependent patients – potentially reflecting a 
compensatory down-regulation after chronic alcohol intake, which was associated with the 
subsequent relapse risk (Heinz et al., 1996; Volkow et al., 1996). Following PET studies (F-
DOPA PET) revealed that alcohol craving was specifically correlated with a low dopamine 
synthesis capacity and with reduced dopamine D2-receptor availability in the ventral 
striatum including the nucleus accumbens (Heinz et al., 2004b; Heinz et al., 2005b). Animal 
experiments also showed that extracellular dopamine concentrations decreased rapidly 
during detoxification (Rossetti et al., 1992). Thus, dopamine dysfunction may further be 
augmented by reduced intra-synaptic dopamine release during early abstinence. Another 
PET study (Martinez et al., 2005) showed that dopamine release in detoxified alcoholics was 
significantly reduced following amphetamine administration. Thus, overall dopaminergic 
neurotransmission in the ventral striatum of alcohol-dependent patients was reduced after 
detoxification. Unlike suggested by Robinson and Berridge (1993), it thus might seem 
unlikely that the appearance of a drug-associated cue can cause a significant dopamine 
release triggering craving or relapse. Indeed, animal studies demonstrated that alcohol and 
drug-associated stimuli can lead to relapse even if no dopamine is released in the ventral 

striatum (Shalev et al., 2002). Nevertheless, a down-regulation rather than a sensitisation of 
the dopamine system appears to play a role in relapse behaviour: In humans, dopamine 
dysfunction was correlated with the severity of alcohol craving and with increased 
processing of alcohol-associated cues in the anterior cingulate and medial prefrontal cortex 
(Heinz et al., 2004b), brain areas in which an increased reaction on alcohol cues has been 
associated with an increased relapse risk (Grüsser et al., 2004). 
Structural changes in striatal GABAergic neurons have also been considered to account for 
phenomena of long-term sensitisation towards the effects of drugs and drug-associated 
stimuli. Striatal GABAergic neurons are innervated by dopaminergic neurons and play a 
major role in the signal transfer towards the thalamus and the cortex (Robinson and Kolb, 
1997). E.g., alcohol consumption stimulates GABA receptors and inhibits the function of 
glutamatergic NMDA-receptors (Kalivas & Volkow, 2005; Krystal et al., 2006). The alcohol-
induced inhibition of the glutamatergic signal transduction results in up-regulation of 
NMDA receptors (Schumann et al., 2005; Tsai et al., 1995). As a consequence, the loss of this 
inhibition of NMDA receptor function via alcohol during early abstinence was related to 
hyperexcitation and withdrawal symptoms (Spanagel, 2003). Repeated withdrawal in turn 
elicits an increase in glutamate release (Kalivas et al., 2005). Therefore, it has been suggested 
that glutamatergic neurotransmission in a brain network spanning the prefrontal cortex, the 
amygdala, the hippocampus, the nucleus accumbens and the ventral tegmental area plays a 
major role in triggering relapse (Kalivas et al., 2005). Pharmacological treatment strategies 
pick up such findings, e.g. acamprosate, a drug used to reduce relapse risk in alcohol-
dependent patients, diminishes alcohol craving via modulation of NMDA-receptors (Mann 
et al., 2004; Spanagel, 2003). 
As already noted, the cannabinoid and opioidergic system also play a role in the 
development and maintenance of addictive behaviour. High concentration of CB1-receptors 
have been described in relevant brain regions, in detail in the prefrontal cortex, the 
amygdala, the ventral tegmental area, the hippocampus, the nucleus accumbens and the 
ventral striatum. In animal models of excessive nicotine and methamphetamine abuse, 
blockade of CB1-receptors reduced drug intake during relapse (De Vries & Schoffelmeer, 
2005). Therefore, CB1-receptors are thought to modulate the activity of other 
neurotransmitters (dopamine, GABA and glutamate) and elicit long-term changes in 
synaptic transmission, in detail long-term potentiation or depression. Anyhow, further 
research is needed here to elicit the complex interplay of these neurotransmitter systems.  
Within the opioidergic system, animal studies showed that blockade of μ-opiate receptors 
with naltrexone reduced dopamine release in the ventral striatum as well as alcohol 
consumption (Gonzales & Weiss, 1998). In humans, it has been shown that alcohol-
dependent patients display an increase of μ-opiate receptors in the ventral striatum, which 
was further significantly correlated with the amount of craving (Heinz et al., 2005a). In line 
with that, application of the opiate antagonist naltrexone in humans can reduce alcohol 
craving and the subjective “liking” of the drug associated with its intake (O’Brien, 2005) and 
might reduce the risk of relapse in some patients (e.g. Srisurapanont & Jarusuraisin, 2005). 
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Detoxification itself does little to prevent subsequent relapse in alcoholics. Up to 85% of all 
patients relapse in the placebo control groups of treatment studies, even if treated as 
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inpatients until complete remission of physical withdrawal symptoms (Boothby & Doering, 
2005). It has been suggested that exposure to stress and to priming doses of alcohol can 
induce a relapse (Adinoff, 2004; Breese et al., 2005; Cooney, 1997). Another relevant 
mechanism that contributes to the risk of relapse is the exposure to stimuli that have 
regularly been associated with alcohol intake (contextual cues). Such stimuli have become 
conditioned cues that can elicit conditioned responses such as alcohol or drug craving and 
consumption behaviour (Adinoff, 2004; Berridge & Robinson, 1998; Di Chiara & Bassareo, 
2007; Everitt & Robbins 2005). In such situations, patients may experience craving for 
alcohol or the specific drug, which is based on the natural tendency to avoid unpleasant 
experiences, e.g. a conditioned withdrawal response to the presentation of drug cues in the 
absence of drug intake. Indeed, about one third of all alcoholics in a clinical setting 
described that their relapse was preceded by a sudden manifestation of withdrawal. It often 
occurred long after acute detoxification and was often triggered by “typical” drinking 
situations (Heinz et al., 2003). 
Although some imaging studies investigated the association between brain activation 
elicited by alcohol-associated stimuli and alcohol craving (see also 3.2), only few studies 
assessed to what extent cue-induced brain activation can predict the prospective relapse risk 
and therefore the clinical relevance of such imaging studies. Braus and colleagues (2001) 
reported that alcohol cues elicited increased activation of the ventral striatum and visual 
association cortices in detoxified alcoholics, and that patients who had experienced multiple 
relapses in the past showed a stronger cue-induced activity in the ventral striatum than 
patients who successfully abstained from alcohol for longer periods of time. This result was 
confirmed by Grüsser and colleagues (2004), who compared subsequently relapsing with 
abstaining patients. The latter group showed less brain activation elicited by visual alcohol-
associated stimuli in the anterior cingulate cortex, the adjacent ventral and medial prefrontal 
cortex and central parts of the striatum. As the striatum, mainly the dorsal part, has been 
suggested to be crucial for habit learning, this result might reflect differences in the habitual 
character of addictive behaviour between abstaining and relapsing patients, even in the 
absence of conscious drug urges (“craving”). These observations are in the line with studies 
in animals, in which cue-induced relapse after cocaine consumption was prevented by 
blockade of dopamine and AMPA glutamate receptors in the dorsal striatum 
(Vanderschuren et al., 2005). Thus, when talking about relapse risk, it seems to be of 
importance to distinguish between the neuronal correlates of habitual drug intake (i.e. 
without conscious craving) and drug-intake following the subjective feeling of craving. 
Unfortunately, the empirical basis for coherence between craving for the substance of abuse 
and risk of relapse is not fully satisfying. Although animal models strongly support the 
hypothesis that conditioned drug reactions are involved in the development and 
maintenance of addictive behaviour as well as relapse (Di Chiara, 2002; Robbins &Everitt, 
2002; Robinson & Berridge, 1993), studies in humans are rather heterogeneous. While some 
studies did not find a positive correlation between subjective i.e. conscious craving and 
relapse (Drummond & Glautier, 1994; Grüsser et al., 2004; Junghanns et al., 2005; Kiefer et 
al., 2005; Litt et al., 2000; Rohsenow et al., 1994), others did show significant correlations 
(Bottlender & Soyka, 2004; Cooney et al., 1997; Heinz et al., 2005b; Ludwig & Wikler, 1974; 
Monti et al., 1990). In contrast, changes in physiological parameters, including neuronal 
activation measured with functional imaging, seem to be more closely connected to relapse 
(Abrams et al., 1988; Braus et al., 2001; Drummond & Glautier, 1994; Grüsser et al., 2004; 

Rohsenow et al., 1994). Linking relapse risk with physiological responses may therefore be a 
more promising approach, and was used in several studies. 
To measure the effects of reactions to non-alcoholic, affectively positive and negative stimuli 
on the relapse risk, Heinz and colleagues (2007) briefly presented affective pictures to 
alcoholics versus control subjects while conducting fMRI measurements. The affectively 
positive pictures elicited increased brain activation in alcoholics in ventral striatum, which 
was negatively correlated with the subsequent relapse risk and may represent a protective 
factor against relapse. 
Dysfunctions of brain areas associated with executive control of behaviour (see also Figure 
3) may also contribute to relapse risk. Indeed, in methamphetamine-dependent patients, the 
subsequent relapse risk was predicted by activation patterns elicited during a two-choice 
decision-making task in the insula, posterior cingulate and temporal cortex (Paulus et al., 
2005). Similarly, Brewer and colleagues (2008) reported in cocaine dependent patients 
undergoing a stroop task an increased activation in regions relevant for cognitive control, 
including the anterior cingulate cortex, dorsolateral prefrontal cortex, as well as in the 
parietal lobule, insula and striatum. Longer duration of self-reported abstinence correlated 
with the strength of the activation of the ventromedial prefrontal cortex, left posterior 
cingulate cortex, and right striatum, percent drug-free urine screenings correlated with 
striatal activation, and treatment retention correlated with diminished activation of 
dorsolateral prefrontal cortex. Despite these promising examples, to date only few imaging 
studied followed the approach to predict relapse risk from the activity of brain areas 
associated with executive control of behaviour. 

 
5. Clinical implications 

Previous research in addiction suggests different therapeutic consequences. First of all, 
functional imaging studies help to understand the course of addiction development from its 
beginning up to its manifest state. Further, it can help to identify patients who are 
particularly at risk to relapse. As the described imaging techniques such as fMRI and PET 
are rather expensive, the transmission of these results on the application of less complicated 
techniques, which assess physiological responses to drug-associated cues, might be useful, 
e.g. the affect-modulated startle response (Heinz et al., 2003). Physiological markers that 
reflect an appetitive response towards drug cues - such as the startle response - are also 
important to identify unconscious aspects of craving behaviour, because many patients 
deny subjective craving when being exposed to a drug-associated cue but show strong 
appetitive reactions when assessed with the startle response (Heinz et al., 2003). 
Patients suffering from strong cue-reactivity and a high risk of relapse may specifically 
profit from specific psychotherapeutic treatments such as cue exposure. Although, cue 
exposure has repeatedly been investigated in evaluative studies on the average, this 
treatment approach does not seem to result in significantly better outcome than standard 
therapy with cognitive-behavioural therapy and supportive interventions (Kavanagh et al., 
2004; Löber et al., 2006). However, cue exposure may work best among patients with strong 
neuronal responses to alcohol cues, i.e. the identification of a subgroup of such patients may 
help to provide successful treatment strategies. 
Brain imaging is also used to assess the effects of additive pharmacotherapy on cue-induced 
neuronal activation patterns during abstinence (e.g. Hermann et al., 2006). Myrick and 
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inpatients until complete remission of physical withdrawal symptoms (Boothby & Doering, 
2005). It has been suggested that exposure to stress and to priming doses of alcohol can 
induce a relapse (Adinoff, 2004; Breese et al., 2005; Cooney, 1997). Another relevant 
mechanism that contributes to the risk of relapse is the exposure to stimuli that have 
regularly been associated with alcohol intake (contextual cues). Such stimuli have become 
conditioned cues that can elicit conditioned responses such as alcohol or drug craving and 
consumption behaviour (Adinoff, 2004; Berridge & Robinson, 1998; Di Chiara & Bassareo, 
2007; Everitt & Robbins 2005). In such situations, patients may experience craving for 
alcohol or the specific drug, which is based on the natural tendency to avoid unpleasant 
experiences, e.g. a conditioned withdrawal response to the presentation of drug cues in the 
absence of drug intake. Indeed, about one third of all alcoholics in a clinical setting 
described that their relapse was preceded by a sudden manifestation of withdrawal. It often 
occurred long after acute detoxification and was often triggered by “typical” drinking 
situations (Heinz et al., 2003). 
Although some imaging studies investigated the association between brain activation 
elicited by alcohol-associated stimuli and alcohol craving (see also 3.2), only few studies 
assessed to what extent cue-induced brain activation can predict the prospective relapse risk 
and therefore the clinical relevance of such imaging studies. Braus and colleagues (2001) 
reported that alcohol cues elicited increased activation of the ventral striatum and visual 
association cortices in detoxified alcoholics, and that patients who had experienced multiple 
relapses in the past showed a stronger cue-induced activity in the ventral striatum than 
patients who successfully abstained from alcohol for longer periods of time. This result was 
confirmed by Grüsser and colleagues (2004), who compared subsequently relapsing with 
abstaining patients. The latter group showed less brain activation elicited by visual alcohol-
associated stimuli in the anterior cingulate cortex, the adjacent ventral and medial prefrontal 
cortex and central parts of the striatum. As the striatum, mainly the dorsal part, has been 
suggested to be crucial for habit learning, this result might reflect differences in the habitual 
character of addictive behaviour between abstaining and relapsing patients, even in the 
absence of conscious drug urges (“craving”). These observations are in the line with studies 
in animals, in which cue-induced relapse after cocaine consumption was prevented by 
blockade of dopamine and AMPA glutamate receptors in the dorsal striatum 
(Vanderschuren et al., 2005). Thus, when talking about relapse risk, it seems to be of 
importance to distinguish between the neuronal correlates of habitual drug intake (i.e. 
without conscious craving) and drug-intake following the subjective feeling of craving. 
Unfortunately, the empirical basis for coherence between craving for the substance of abuse 
and risk of relapse is not fully satisfying. Although animal models strongly support the 
hypothesis that conditioned drug reactions are involved in the development and 
maintenance of addictive behaviour as well as relapse (Di Chiara, 2002; Robbins &Everitt, 
2002; Robinson & Berridge, 1993), studies in humans are rather heterogeneous. While some 
studies did not find a positive correlation between subjective i.e. conscious craving and 
relapse (Drummond & Glautier, 1994; Grüsser et al., 2004; Junghanns et al., 2005; Kiefer et 
al., 2005; Litt et al., 2000; Rohsenow et al., 1994), others did show significant correlations 
(Bottlender & Soyka, 2004; Cooney et al., 1997; Heinz et al., 2005b; Ludwig & Wikler, 1974; 
Monti et al., 1990). In contrast, changes in physiological parameters, including neuronal 
activation measured with functional imaging, seem to be more closely connected to relapse 
(Abrams et al., 1988; Braus et al., 2001; Drummond & Glautier, 1994; Grüsser et al., 2004; 

Rohsenow et al., 1994). Linking relapse risk with physiological responses may therefore be a 
more promising approach, and was used in several studies. 
To measure the effects of reactions to non-alcoholic, affectively positive and negative stimuli 
on the relapse risk, Heinz and colleagues (2007) briefly presented affective pictures to 
alcoholics versus control subjects while conducting fMRI measurements. The affectively 
positive pictures elicited increased brain activation in alcoholics in ventral striatum, which 
was negatively correlated with the subsequent relapse risk and may represent a protective 
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parietal lobule, insula and striatum. Longer duration of self-reported abstinence correlated 
with the strength of the activation of the ventromedial prefrontal cortex, left posterior 
cingulate cortex, and right striatum, percent drug-free urine screenings correlated with 
striatal activation, and treatment retention correlated with diminished activation of 
dorsolateral prefrontal cortex. Despite these promising examples, to date only few imaging 
studied followed the approach to predict relapse risk from the activity of brain areas 
associated with executive control of behaviour. 

 
5. Clinical implications 

Previous research in addiction suggests different therapeutic consequences. First of all, 
functional imaging studies help to understand the course of addiction development from its 
beginning up to its manifest state. Further, it can help to identify patients who are 
particularly at risk to relapse. As the described imaging techniques such as fMRI and PET 
are rather expensive, the transmission of these results on the application of less complicated 
techniques, which assess physiological responses to drug-associated cues, might be useful, 
e.g. the affect-modulated startle response (Heinz et al., 2003). Physiological markers that 
reflect an appetitive response towards drug cues - such as the startle response - are also 
important to identify unconscious aspects of craving behaviour, because many patients 
deny subjective craving when being exposed to a drug-associated cue but show strong 
appetitive reactions when assessed with the startle response (Heinz et al., 2003). 
Patients suffering from strong cue-reactivity and a high risk of relapse may specifically 
profit from specific psychotherapeutic treatments such as cue exposure. Although, cue 
exposure has repeatedly been investigated in evaluative studies on the average, this 
treatment approach does not seem to result in significantly better outcome than standard 
therapy with cognitive-behavioural therapy and supportive interventions (Kavanagh et al., 
2004; Löber et al., 2006). However, cue exposure may work best among patients with strong 
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inpatients until complete remission of physical withdrawal symptoms (Boothby & Doering, 
2005). It has been suggested that exposure to stress and to priming doses of alcohol can 
induce a relapse (Adinoff, 2004; Breese et al., 2005; Cooney, 1997). Another relevant 
mechanism that contributes to the risk of relapse is the exposure to stimuli that have 
regularly been associated with alcohol intake (contextual cues). Such stimuli have become 
conditioned cues that can elicit conditioned responses such as alcohol or drug craving and 
consumption behaviour (Adinoff, 2004; Berridge & Robinson, 1998; Di Chiara & Bassareo, 
2007; Everitt & Robbins 2005). In such situations, patients may experience craving for 
alcohol or the specific drug, which is based on the natural tendency to avoid unpleasant 
experiences, e.g. a conditioned withdrawal response to the presentation of drug cues in the 
absence of drug intake. Indeed, about one third of all alcoholics in a clinical setting 
described that their relapse was preceded by a sudden manifestation of withdrawal. It often 
occurred long after acute detoxification and was often triggered by “typical” drinking 
situations (Heinz et al., 2003). 
Although some imaging studies investigated the association between brain activation 
elicited by alcohol-associated stimuli and alcohol craving (see also 3.2), only few studies 
assessed to what extent cue-induced brain activation can predict the prospective relapse risk 
and therefore the clinical relevance of such imaging studies. Braus and colleagues (2001) 
reported that alcohol cues elicited increased activation of the ventral striatum and visual 
association cortices in detoxified alcoholics, and that patients who had experienced multiple 
relapses in the past showed a stronger cue-induced activity in the ventral striatum than 
patients who successfully abstained from alcohol for longer periods of time. This result was 
confirmed by Grüsser and colleagues (2004), who compared subsequently relapsing with 
abstaining patients. The latter group showed less brain activation elicited by visual alcohol-
associated stimuli in the anterior cingulate cortex, the adjacent ventral and medial prefrontal 
cortex and central parts of the striatum. As the striatum, mainly the dorsal part, has been 
suggested to be crucial for habit learning, this result might reflect differences in the habitual 
character of addictive behaviour between abstaining and relapsing patients, even in the 
absence of conscious drug urges (“craving”). These observations are in the line with studies 
in animals, in which cue-induced relapse after cocaine consumption was prevented by 
blockade of dopamine and AMPA glutamate receptors in the dorsal striatum 
(Vanderschuren et al., 2005). Thus, when talking about relapse risk, it seems to be of 
importance to distinguish between the neuronal correlates of habitual drug intake (i.e. 
without conscious craving) and drug-intake following the subjective feeling of craving. 
Unfortunately, the empirical basis for coherence between craving for the substance of abuse 
and risk of relapse is not fully satisfying. Although animal models strongly support the 
hypothesis that conditioned drug reactions are involved in the development and 
maintenance of addictive behaviour as well as relapse (Di Chiara, 2002; Robbins &Everitt, 
2002; Robinson & Berridge, 1993), studies in humans are rather heterogeneous. While some 
studies did not find a positive correlation between subjective i.e. conscious craving and 
relapse (Drummond & Glautier, 1994; Grüsser et al., 2004; Junghanns et al., 2005; Kiefer et 
al., 2005; Litt et al., 2000; Rohsenow et al., 1994), others did show significant correlations 
(Bottlender & Soyka, 2004; Cooney et al., 1997; Heinz et al., 2005b; Ludwig & Wikler, 1974; 
Monti et al., 1990). In contrast, changes in physiological parameters, including neuronal 
activation measured with functional imaging, seem to be more closely connected to relapse 
(Abrams et al., 1988; Braus et al., 2001; Drummond & Glautier, 1994; Grüsser et al., 2004; 

Rohsenow et al., 1994). Linking relapse risk with physiological responses may therefore be a 
more promising approach, and was used in several studies. 
To measure the effects of reactions to non-alcoholic, affectively positive and negative stimuli 
on the relapse risk, Heinz and colleagues (2007) briefly presented affective pictures to 
alcoholics versus control subjects while conducting fMRI measurements. The affectively 
positive pictures elicited increased brain activation in alcoholics in ventral striatum, which 
was negatively correlated with the subsequent relapse risk and may represent a protective 
factor against relapse. 
Dysfunctions of brain areas associated with executive control of behaviour (see also Figure 
3) may also contribute to relapse risk. Indeed, in methamphetamine-dependent patients, the 
subsequent relapse risk was predicted by activation patterns elicited during a two-choice 
decision-making task in the insula, posterior cingulate and temporal cortex (Paulus et al., 
2005). Similarly, Brewer and colleagues (2008) reported in cocaine dependent patients 
undergoing a stroop task an increased activation in regions relevant for cognitive control, 
including the anterior cingulate cortex, dorsolateral prefrontal cortex, as well as in the 
parietal lobule, insula and striatum. Longer duration of self-reported abstinence correlated 
with the strength of the activation of the ventromedial prefrontal cortex, left posterior 
cingulate cortex, and right striatum, percent drug-free urine screenings correlated with 
striatal activation, and treatment retention correlated with diminished activation of 
dorsolateral prefrontal cortex. Despite these promising examples, to date only few imaging 
studied followed the approach to predict relapse risk from the activity of brain areas 
associated with executive control of behaviour. 

 
5. Clinical implications 

Previous research in addiction suggests different therapeutic consequences. First of all, 
functional imaging studies help to understand the course of addiction development from its 
beginning up to its manifest state. Further, it can help to identify patients who are 
particularly at risk to relapse. As the described imaging techniques such as fMRI and PET 
are rather expensive, the transmission of these results on the application of less complicated 
techniques, which assess physiological responses to drug-associated cues, might be useful, 
e.g. the affect-modulated startle response (Heinz et al., 2003). Physiological markers that 
reflect an appetitive response towards drug cues - such as the startle response - are also 
important to identify unconscious aspects of craving behaviour, because many patients 
deny subjective craving when being exposed to a drug-associated cue but show strong 
appetitive reactions when assessed with the startle response (Heinz et al., 2003). 
Patients suffering from strong cue-reactivity and a high risk of relapse may specifically 
profit from specific psychotherapeutic treatments such as cue exposure. Although, cue 
exposure has repeatedly been investigated in evaluative studies on the average, this 
treatment approach does not seem to result in significantly better outcome than standard 
therapy with cognitive-behavioural therapy and supportive interventions (Kavanagh et al., 
2004; Löber et al., 2006). However, cue exposure may work best among patients with strong 
neuronal responses to alcohol cues, i.e. the identification of a subgroup of such patients may 
help to provide successful treatment strategies. 
Brain imaging is also used to assess the effects of additive pharmacotherapy on cue-induced 
neuronal activation patterns during abstinence (e.g. Hermann et al., 2006). Myrick and 
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colleagues (2008) were able to show that cue-induced activation of limbic brain areas is 
reduced by naltrexone and by the combination of naltrexone and ondansetron in detoxified 
alcoholics. Since alterations in the response to affective cues have been suggested to predict 
relapse (Heinz et al., 2007) these results may help to identify new pharmacological and 
psychological treatment strategies, such as the modulation of the central stress response (e.g. 
George et al., 2008). 
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Key points 

 Magnetic resonance spectroscopy (MRS) offers invaluable information about living 
tissues with special contribution to the diagnosis and prognosis of the central 
nervous system diseases. 

 Diffusion tensor imaging (DTI) detects subtle degradation of white matter 
microstructure in fibromyalgia.  

 Perfusion magnetic resonance imaging (MRI) offers higher spatial resolution than 
radionuclide techniques such as positron emission tomography and single-photon 
emission computed tomography. 

 Voxel-based morphometry (VBM) is a recent methodology that can simultaneously 
visualize group differences or statistical effects on gray and white matter, 
throughout the whole brain. 

 Functional magnetic resonance imaging (fMRI) studies regularly confirm that 
multiple brain regions are invoked to execute even ostensibly simple tasks. 

 
1. Introduction 

Imaging human internal organs with exact and non-invasive methods is very important in 
medicine for medical diagnosis, treatment and follow-up, as well as for clinical research. 
Today, one of the most important tools for this purpose is magnetic resonance imaging 
(MRI). MRI scanners are based on the nuclear magnetic resonance (NMR) phenomenon, 
which was detected independently by Bloch, Purcell et al. in 1946. The advent of 
neuroimaging techniques yielding neuropsychological data in addition to structural 
information was of particular interest for scientific and clinical research into fibromyalgia 
and psychiatric disorders. These are groups of conditions for which any structural changes 
evident in anatomical imaging sequences generally correlate poorly with clinical diagnostic 
categories, pointing to underlying pathophysiology and severity of disease. T1- and T2-
dependent MR sequences, the mainstay of routine clinical neuroimaging, are frequently 
insensitive to the underlying pathological processes in these conditions. Focal or global 
atrophy due to associated neuronal loss is also frequently absent. 
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Key points 

 Magnetic resonance spectroscopy (MRS) offers invaluable information about living 
tissues with special contribution to the diagnosis and prognosis of the central 
nervous system diseases. 

 Diffusion tensor imaging (DTI) detects subtle degradation of white matter 
microstructure in fibromyalgia.  

 Perfusion magnetic resonance imaging (MRI) offers higher spatial resolution than 
radionuclide techniques such as positron emission tomography and single-photon 
emission computed tomography. 

 Voxel-based morphometry (VBM) is a recent methodology that can simultaneously 
visualize group differences or statistical effects on gray and white matter, 
throughout the whole brain. 

 Functional magnetic resonance imaging (fMRI) studies regularly confirm that 
multiple brain regions are invoked to execute even ostensibly simple tasks. 

 
1. Introduction 

Imaging human internal organs with exact and non-invasive methods is very important in 
medicine for medical diagnosis, treatment and follow-up, as well as for clinical research. 
Today, one of the most important tools for this purpose is magnetic resonance imaging 
(MRI). MRI scanners are based on the nuclear magnetic resonance (NMR) phenomenon, 
which was detected independently by Bloch, Purcell et al. in 1946. The advent of 
neuroimaging techniques yielding neuropsychological data in addition to structural 
information was of particular interest for scientific and clinical research into fibromyalgia 
and psychiatric disorders. These are groups of conditions for which any structural changes 
evident in anatomical imaging sequences generally correlate poorly with clinical diagnostic 
categories, pointing to underlying pathophysiology and severity of disease. T1- and T2-
dependent MR sequences, the mainstay of routine clinical neuroimaging, are frequently 
insensitive to the underlying pathological processes in these conditions. Focal or global 
atrophy due to associated neuronal loss is also frequently absent. 
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The remit of this section is an overview of some general issues concerning the application of 
spectroscopy, diffusion, perfusion, morphometry and functional techniques in fibromyalgia, 
and their clinical impact in the context of other available tests. 

 
2. Magnetic Resonance Spectroscopy (MRS)  

This technique enables us to study the chemical composition of living tissues. It is based on 
the chemical shift of atoms. The concentration of some metabolites is determined from 
spectra that may be acquired in several ways. 

 
3. Voxel placement 

Currently the spectra may be acquired with single-voxel (SV) or multivoxel techniques 
(MV). The SV technique is readily available on most scanners. Voxels must be positioned 
away from sources of susceptibility artifacts and lipids. For diffuse processes, a 2 x 2 x 2-cm 
(8 cm3) voxel is routinely used. For local lesions, the SV can be reduced in volume. The SV 
technique offers the advantages of better spatial location, more homogeneity, better water 
suppression and speed. However, only one spectrum can be obtained per acquisition. 
However, The MV technique makes it possible to obtain multiple spectra simultaneously 
per acquisition and to assess a greater area of the brain but with smaller spectral resolution. 
To date, the SV is still superior to MV on the grounds of reproducibility (Sauter et al., 1991; 
Hsu et al., 1999, 2001; Law et al., 2004). For both SV and MV, the MR scanner employs a 
process known as shimming to narrow peak linewidths within the spectra. For SV studies, 
improving field homogeneity is performed with basic, zero-ordered shimming on clinical 
MR scanners. For MV, the simultaneous production of uniform field homogeneity in 
multiple regions requires higher order shimming. To obtain high-quality spectra, blood 
products, air, fat, necrotic areas, cerebrospinal fluid, metal, calcification and bone should be 
avoided. In such areas differing magnetic susceptibility results in a non-homogenous field 
that hinders the production of diagnostic quality spectra. 

 
4. MRS pulse sequence 

Two different approaches are generally used for proton spectroscopy of the brain: a) single-
voxel methods based on the stimulated echo acquisition mode (STEAM) and b) point 
resolved spectroscopy (PRESS) pulse sequences and spectroscopy imaging (SI), also known 
as chemical shift imaging (CSI). These latter studies are usually done in two dimensions, 
using a variety of different pulse sequences (spin-echo (SE), usually PRESS).  
The basic principle underlying single-voxel localization techniques is to use three mutually 
orthogonal slice selective pulses and design the pulse sequence to collect only the echo 
signal from the point (voxel) in space where all three slices intersect. In STEAM, three 90º 
pulses are used and the stimulated echo is collected. All other signals (echoes) should be 
dephased by the large crusher gradient applied during the so-called mixing time. Crusher 
gradients are necessary for consistent formation of the stimulated echo and removal of 
unwanted coherences. In PRESS, the second and third pulses are refocusing (180º) pulses, 
and crusher gradients are applied around these pulses to select the desired SE signal arising 

from all three RF pulses and dephasing unwanted coherences. STEAM and PRESS are 
generally similar but differ in a few key aspects. 
With regard to the mode of acquisition, PRESS can be performed with short and long echo 
times (TEs) and there is complete recovery of signal. STEAM can be performed with very 
short TEs, but there is incomplete recovery of signal and a precise volume element (voxel) is 
formed. The PRESS mode is used more than STEAM because it increases the signal/noise 
ratio and is less sensitive to movement artifacts (Maheshwari et al. 2000). A short TE (20-40 
ms) allows us to increase the signal/noise ratio and to visualize most metabolite peaks, with 
the inconvenience of some degree of peak overlapping of. Time matters in clinical practice, 
so short TEs are preferable. In our experience with a 1.5T GE Signa Horizon-clinical scanner 
a TE of 30 ms and a TR of 2500 ms have proven valuable (Fayed et al., 2006). Recently, a TE-
averaged PRESS technique has been yielding highly simplified spectra with better 
suppression of signals not pertaining to assessed metabolites, such as that of 
macromolecules. TE is increased from 35 ms to 355 ms in steps of 2.5 ms with two 
acquisitions per step (Hancu et al., 2005). 

 
5. MR spectra quantification 

The most commonly used spectroscopy is that originating from a Hydrogen nucleus (proton 
1H-MRS). This technique is based on the differences in resonance obtained from hydrogen 
nuclei depending on the surrounding atoms (chemical shift). Each metabolite being assessed 
discloses a different hydrogen resonance frequency and appears in a different site in the 
spectrum. The most frequently evaluated metabolites are N-acetyl-aspartate (NAA), myo-
inositol (mI), choline (Ch), creatine (Cr) and glutamate+glutamine (Glx). The position of the 
metabolite signal is identified on the horizontal axis by its chemical shift, scaled in units 
referred to as parts per million (ppm). With the appropriate factors considered, such as the 
number of protons, relaxation times and so forth, a signal can be converted into a metabolite 
concentration by measuring the area under the curve. Because water is the main component 
of living beings and its concentration is much higher than that of metabolites, it becomes 
necessary to suppress the resonance signal from the hydrogen of water (Maheshwari et al. 
2000 and Bonavita et al. 1999). A plot showing peak amplitudes and frequencies is obtained. 
Each spectrum shows peaks corresponding to the different metabolite values: Myo-inositol 
(mI), 3.56 and 4.06 ppm; Choline compounds (Ch), 3.23 ppm; Creatine (Cr), 3.03 and 3.94 
ppm; y N-acetil-aspartate (NAA), 2.02; 2.5 and 2.6 ppm; glutamine and glutamate (Glx), 2.1-
2.55 ppm and 3.8 ppm . Ratios between metabolites and creatine are also of great value as 
they counteract the systematic errors of measurements. 

 
6. Fitting of model spectra 

A more recent program, called a linear combination model (“LCModel”) (Provencher, 1993), 
fits in vivo spectra as a linear superposition of high-resolution “basis” spectra that are 
acquired from model solutions of the metabolites present in the organ of interest. 
Advantages of LCModel are that all pre-processing steps, automatic phase correction as well 
as modelling of a smooth baseline are included. Standardized basis sets are available for the 
most common clinical MR machines (both 1.5 and 3 T). 
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7. Fibromyalgia 

Fibromyalgia is a chronic and disabling musculoskeletal pain disorder of unknown, 
characterized by a history of widespread pain for at least three months and patients 
reporting of tenderness in at least 11 of 18 defined tender points when digitally palpated 
with about 4 kg per unit area of force. Other frequent accompanying symptoms are fatigue, 
sleep disturbance and depressed mood (Wolfe et al, 1990; Giesecke et al, 2003). With an 
estimated lifetime prevalence of 2% in community samples (Wolfe et al, 1995), it accounts 
for 15% of outpatient rheumatology visits and 5% of primary care visits (Wolfe 1989). The 
prognosis for symptomatic recovery is generally poor (Wolfe et al., 1997). Recent meta-
analysis (Garcia Campayo et al., 2008) demonstrates that both pharmacological and 
psychological treatments show moderate effectiveness with a mean effect size of 0.49. The 
variables that related most with improvement in outcome were younger age of the patients 
and shorter duration of the disorder. On the contrary, gender and type of treatment 
(pharmacological or psychological) did not affect outcome (Garcia Campayo et al., 2008).   

 
8. Usefulness of different neuroimaging techniques in Fibromyalgia 

a) 1H MRS in Fibromyalgia patients 
Glutamate has been implicated as an important mediator in the neurotransmission, 
potentiation, and negative affect associated with pain, and it has been related to chronic 
pain sensitization (Dickenson et al., 2002). Experimental pain models for fibromyalgia have 
revealed elevated glutamate levels in the posterior insula. MRS spectroscopy studies have 
shown that dynamic changes in glutamate and glutamine levels in the insula were 
associated with improvements in clinical and experimental pain in fibromyalgia (Harris et 
al., 2008). Also, a recent MR spectroscopy study concludes with the involvement of the 
posterior insula in pain (Harris et al., 2009) 
A previous MRS study by our group demonstrated the differences in metabolites between 
FM patients and controls. (A) 
Our data suggest that Glx plays a role in this augmented pain processing in those 
individuals who have elevated Glx levels, which is entirely consistent with the literature and 
knowledge regarding FM. In our study there is a significant correlation in the posterior 
cingulate gyrus between Glu+Gln (Glx) and Glx/Cr with depression, pain measured in an 
objective way, such as by sphygmomanometer, and global function assessed with the 
Fybromyalgia Impact Questionnaire (FIQ). Since astrocytes participate in the uptake, 
metabolism, and recycling of glutamate, we hypothesize that an astrocyte deficit may 
account for the alterations in glutamate/GABA neurotransmission in depression. Factors 
such as stress, excess glucocorticoids, altered gene expression of neurotrophic factors and 
glial transporters, and changes in extracellular levels of neurotransmitters released by 
neurons may modify glial cell numbers and affect the neurophysiology of depression 
(Rajkowska et al., 2007). Other studies found that absolute concentrations of Glx, Glu, and 
creatine+phosphocreatine (Cr) were significantly higher in adult bipolar patients in all 
mood states compared to healthy controls (Yildiz-Yesiloglu et al. 2006).  
Elevated Glx inside the astrocyte leads to increased cellular osmolarity in the brain. Within 
30 minutes of glutamate administration, electron microscopy reveals massive acute swelling 
of neuronal cell bodies and dendrites. Consequently, water shifts from the extracellular fluid 
space to the intracellular fluid space resulting in edema of the astrocytes. Relevant clinical 

manifestations are thought to be secondary to this edema (Häussinger et al., 2000). To 
compensate for the increased cellular osmolarity, myo-inositol shifts to the extracellular 
fluids space, leading to a reduction in its concentration inside the astrocyte. In consequence, 
Glx is an excitatory amino acid, and its increase indicates that the metabolic function of 
patients with fibromyalgia differs from controls. Elevation of Gln levels may result in 
permanent cerebral damage. 
In addition, high correlations were found between some clinical variables and certain brain 
metabolites, for instance: ratios of myo-Inositol/Creatine and NAA + N-acetyl aspartyl 
glutamate (NAA+NAAG) in the left hippocampus with pain; myo-Inositol in the right 
hippocampus and myo-Inositol in the posterior cingulate gyrus with catastrophization. 
A recent HMRS study, showed decreased NAA levels within the hippocampus of 
individuals with FM (Wood et al., 2009). In another study, a reduction in the absolute 
concentration of NAA in the right and left hippocampi was reported in a sample of 15 
patients with fibromyalgia (Emad et al. 2008). Lower hippocampal NAA levels suggest 
neuronal or axonal metabolic dysfunction, or some combination of these processes. 
Neuronal loss in the hippocampus has not yet been studied in our series. This should be 
assessed in further studies, in order to gauge atrophic changes within the hippocampus. 
Some studies found that the persistence of elevated Ca2+ in hippocampal neurons exposed 
to glutamate correlated with the extent of neuronal death, and that a large rise in Ca2+ in 
cultured hippocampal neurons, following glutamate application, predicted cell death 
(Mattson et al., 1989). Hippocampal dysfunction may be partly responsible for some of the 
phenomena associated with FM. Blocking NMDA receptors in the hippocampal formation 
reduces nociceptive behaviours; this in turn supports the hypothesis that the hippocampal 
formation is involved in pain-related neural processing and expression of pain-related 
behaviours (McKenna et al. 2001). 
Finally, our study confirms the reduction in myo-Inositol levels in both hippocampi and 
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cases, brain metabolites were lower in the patient group compared to controls. Changes in 
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Patients suffering from clinical depression generally have decreased levels of inositol in 
their cerebrospinal fluid (Barkai et al., 1978). This deficiency could be explained by a 
reduced synthesis or more interestingly by an increased consumption of the compound 
(Lentner, 1986). We speculate that myo-Inositol might, via its conversion to glucuronic acid, 
be consumed in protective detoxification reactions of the brain and could be associated with 
depression. 

 
b) Diffusion Tensor Imaging (DTI)  
White matter structure 
Neuroimaging reveals changes in the white matter (WM) structure in the human brain. 
White matter comprises half of the human brain and consists of bundles of myelinated 
axons connecting neurons in different brain regions (Fields, 2008). Grey matter is composed 
of neuronal cell bodies and dendrites concentrated in the outer layers of the cortex. 
Microstructural changes in white matter can be revealed by specialized MRI brain imaging 
techniques such as diffusion tensor imaging (DTI). This method analyses the of proton 
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Fibromyalgia is a chronic and disabling musculoskeletal pain disorder of unknown, 
characterized by a history of widespread pain for at least three months and patients 
reporting of tenderness in at least 11 of 18 defined tender points when digitally palpated 
with about 4 kg per unit area of force. Other frequent accompanying symptoms are fatigue, 
sleep disturbance and depressed mood (Wolfe et al, 1990; Giesecke et al, 2003). With an 
estimated lifetime prevalence of 2% in community samples (Wolfe et al, 1995), it accounts 
for 15% of outpatient rheumatology visits and 5% of primary care visits (Wolfe 1989). The 
prognosis for symptomatic recovery is generally poor (Wolfe et al., 1997). Recent meta-
analysis (Garcia Campayo et al., 2008) demonstrates that both pharmacological and 
psychological treatments show moderate effectiveness with a mean effect size of 0.49. The 
variables that related most with improvement in outcome were younger age of the patients 
and shorter duration of the disorder. On the contrary, gender and type of treatment 
(pharmacological or psychological) did not affect outcome (Garcia Campayo et al., 2008).   

 
8. Usefulness of different neuroimaging techniques in Fibromyalgia 
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Glutamate has been implicated as an important mediator in the neurotransmission, 
potentiation, and negative affect associated with pain, and it has been related to chronic 
pain sensitization (Dickenson et al., 2002). Experimental pain models for fibromyalgia have 
revealed elevated glutamate levels in the posterior insula. MRS spectroscopy studies have 
shown that dynamic changes in glutamate and glutamine levels in the insula were 
associated with improvements in clinical and experimental pain in fibromyalgia (Harris et 
al., 2008). Also, a recent MR spectroscopy study concludes with the involvement of the 
posterior insula in pain (Harris et al., 2009) 
A previous MRS study by our group demonstrated the differences in metabolites between 
FM patients and controls. (A) 
Our data suggest that Glx plays a role in this augmented pain processing in those 
individuals who have elevated Glx levels, which is entirely consistent with the literature and 
knowledge regarding FM. In our study there is a significant correlation in the posterior 
cingulate gyrus between Glu+Gln (Glx) and Glx/Cr with depression, pain measured in an 
objective way, such as by sphygmomanometer, and global function assessed with the 
Fybromyalgia Impact Questionnaire (FIQ). Since astrocytes participate in the uptake, 
metabolism, and recycling of glutamate, we hypothesize that an astrocyte deficit may 
account for the alterations in glutamate/GABA neurotransmission in depression. Factors 
such as stress, excess glucocorticoids, altered gene expression of neurotrophic factors and 
glial transporters, and changes in extracellular levels of neurotransmitters released by 
neurons may modify glial cell numbers and affect the neurophysiology of depression 
(Rajkowska et al., 2007). Other studies found that absolute concentrations of Glx, Glu, and 
creatine+phosphocreatine (Cr) were significantly higher in adult bipolar patients in all 
mood states compared to healthy controls (Yildiz-Yesiloglu et al. 2006).  
Elevated Glx inside the astrocyte leads to increased cellular osmolarity in the brain. Within 
30 minutes of glutamate administration, electron microscopy reveals massive acute swelling 
of neuronal cell bodies and dendrites. Consequently, water shifts from the extracellular fluid 
space to the intracellular fluid space resulting in edema of the astrocytes. Relevant clinical 

manifestations are thought to be secondary to this edema (Häussinger et al., 2000). To 
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myo-inositol concentrations in bipolar patients (Harwood et al., 2005). 
Patients suffering from clinical depression generally have decreased levels of inositol in 
their cerebrospinal fluid (Barkai et al., 1978). This deficiency could be explained by a 
reduced synthesis or more interestingly by an increased consumption of the compound 
(Lentner, 1986). We speculate that myo-Inositol might, via its conversion to glucuronic acid, 
be consumed in protective detoxification reactions of the brain and could be associated with 
depression. 
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cultured hippocampal neurons, following glutamate application, predicted cell death 
(Mattson et al., 1989). Hippocampal dysfunction may be partly responsible for some of the 
phenomena associated with FM. Blocking NMDA receptors in the hippocampal formation 
reduces nociceptive behaviours; this in turn supports the hypothesis that the hippocampal 
formation is involved in pain-related neural processing and expression of pain-related 
behaviours (McKenna et al. 2001). 
Finally, our study confirms the reduction in myo-Inositol levels in both hippocampi and 
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cases, brain metabolites were lower in the patient group compared to controls. Changes in 
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their cerebrospinal fluid (Barkai et al., 1978). This deficiency could be explained by a 
reduced synthesis or more interestingly by an increased consumption of the compound 
(Lentner, 1986). We speculate that myo-Inositol might, via its conversion to glucuronic acid, 
be consumed in protective detoxification reactions of the brain and could be associated with 
depression. 
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White matter comprises half of the human brain and consists of bundles of myelinated 
axons connecting neurons in different brain regions (Fields, 2008). Grey matter is composed 
of neuronal cell bodies and dendrites concentrated in the outer layers of the cortex. 
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diffusion in tissue, which is more restricted in white matter than in grey matter. The 
anisotropy increases with increased myelination, diameter and axon compaction.  

 
DTI measurement 
Water molecules in the brain are in constant Brownian motion, and although the movement 
of theses protons affects conventional structural imaging, diffusion weighted imaging (DWI) 
and diffusion tensor imaging (DTI) allow quantification of this microscopic movement 
within each voxel. The main advantage of using DTI, rather than DWI, is that DTI reflects 
the underlying diffusion properties of the sample, independently of the orientation of the 
tissue with respect to the direction of measurements. DTI is thus a robust quantitative 
technique that is independent of how the subject has been oriented inside the scanner 
magnet and gradient coils. In regions with few or no constraints imposed by physical 
boundaries, such as CSF in the ventricles, water movement is random in every direction and 
is isotropic. In contrast to CSF, the path of a water molecule in a WM fibre is constrained by 
physical boundaries, such as the axon sheath, causing the movement along the long axis of a 
fibre to be greater than radial diffusion across the.  
These data can be used to calculate the probable anatomy of white matter bundles in living 
brain, a process called tractography. Orientation is calculated from the eigenvectors defining 
proton diffusion in three dimensions in each voxel. Using algorithms, the principal 
eigenvalue vector is connected to the next voxel to trace the fibre structure and orientation 
in white matter tracts (Jones et al., 2002) 
Diffusion tensor imaging (DTI) yields quantitative measures for tissue water mobility as a 
function of the direction of water motion and is probed by application of diffusion-
sensitization gradients in multiple directions (Basser et al., 1996). Basser et al. describe the 
use of multivariate linear regression to calculate D from a non-diffusion-weighted image 
plus six or more diffusion-weighted measurements in a non-collinear direction. The 
diffusion weighting is obtained by simultaneously applying diffusion gradients along 
combinations of the three physical axes.  
The appropriate mathematical combination of the directional diffusion-weighted images 
provides quantitative measures of water diffusion for each voxel via the apparent diffusion 
coefficient (ADC), as well as the degree of diffusion directionality, or anisotropy (Sundgren 
et al. 2004). Myelin is a major diffusion barrier for water, and gives white matter its high 
anisotropy. Demyelinating diseases are characterized by partial or total loss of myelin, with 
consequent loss of neuronal function. 

 
Fibromyalgia 
DTI allows in vivo mapping of the anatomic connections in the human brain; previous 
studies have identified and confirmed the existence of an anatomic circuitry for the 
functionally characterized top-down influences on pain processing via brainstem structures 
in humans (Hadjipavlou et al., 2006) Fractional anisotropy (FA) is a measure of the portion 
of the diffusion tensor from anisotropy. 
Previous studies with diffusion tensor imaging in FM patients showed alterations in the 
right thalamus and significantly lower fractionated anisotropy in comparison with controls. 
A negative correlation was seen between the FA values in the right thalamus and clinical 
pain in the FM group (Sundgren et al., 2007). Other authors confirmed that DTI in the brain 

of patients with FM appears to be more sensitive than volumetric imaging of voxel-based 
morphometry (VBM) and increased pain intensity scores were correlated with changes in 
DTI measurements in the right superior frontal gyrus. Increased fatigue was correlated with 
changes in the left superior frontal and left anterior cingulate gyrus, and self-perceived 
physical impairment was correlated with changes in the left postcentral gyrus. Higher 
intensity scores for stress symptoms were correlated negatively with diffusivity in the 
thalamus and FA in the left insular cortex (Lutz et al., 2008). 
In a previous study by our group, DWI and DTI were not sensitive enough to detect changes 
in fibromyalgia patients. This may be explained because intraparenchymal injection of 
glutamate or other excitatory aminoacids cause neuronal cell bodies and dendrites to be 
predominantly affected, whereas axons and terminal boutons, originating from cell bodies 
outside of the affected region, remain largely intact (Coyle et al., 1981). 

 
c) Perfusion MRI  
Positron emission tomography (PET) (Jones et al., 1991) and single-photon emission 
computed tomography (SPECT) (Kwiatek et al., 2000) have been used to identify focal 
changes in regional cerebral blood flow (CBF) in patients with fibromyalgia. However, the 
low spatial resolution of PET and SPECT, and the ionizing radiation emitted from the 
nuclear medicine tracers are major concerns. MR perfusion techniques have also been 
developed and offer higher spatial resolution without the use of ionizing radiation (Rosen et 
al., 1990; Belliveau et al., 1990; Detre et al., 1992). 
MR perfusion techniques are based on exogenous or endogenous tracers. In the method 
based on exogenous tracers, a paramagnetic agent such as gadolinium dimeglumine 
gadopentate (Gd-DTPA) is injected, and the resulting decrease and subsequent recovery of 
the MR signal is used to estimate perfusion (Ostergaard et al., 1996; Liu et al., 1999). In the 
method using endogenous tracers, the magnetization of the spins of arterial water are non-
invasively labelled using radiofrequency (RF) pulses, and the regional accumulation of the 
label is measured in the tissues by comparison with an image acquired without labelling 
(Edelman et al., 1994; Kim, 1995; Kwong et al., 1995). 

 
d) Voxel-based morphometry (VBM) 
Tissue volumes in the CNS, and in particular changes in volume over time, are sensitive 
markers of a range of neurological disease states and disease progression. Measurement of 
brain volume requires segmentation of the brain from the rest of the tissues in the head and 
neck. Whilst this can be performed manually or in a semiautomated fashion (see for 
example Harris et al., 1999; Bokde et al., 2002), automated procedures are likely to be more 
reproducible and rapid. This is understandable as the size of the structures involved is 
usually relatively small, making the analysis less tedious than a manual segmentation of the 
whole brain. Additionally, many structures, such as the hippocampus, are difficult to 
segment in an automated fashion, but are relatively easily identified and manually or 
semiautomatically outlined, given appropriate software. Some progress has been made in 
automating segmentation procedures, with methods including the use of deformable shape 
models.  
Tensor-based morphometry (TBM) is a relatively new image analysis technique that 
identifies regional structural differences in the brain, across groups or over time, from the 
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fibre to be greater than radial diffusion across the.  
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functionally characterized top-down influences on pain processing via brainstem structures 
in humans (Hadjipavlou et al., 2006) Fractional anisotropy (FA) is a measure of the portion 
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of patients with FM appears to be more sensitive than volumetric imaging of voxel-based 
morphometry (VBM) and increased pain intensity scores were correlated with changes in 
DTI measurements in the right superior frontal gyrus. Increased fatigue was correlated with 
changes in the left superior frontal and left anterior cingulate gyrus, and self-perceived 
physical impairment was correlated with changes in the left postcentral gyrus. Higher 
intensity scores for stress symptoms were correlated negatively with diffusivity in the 
thalamus and FA in the left insular cortex (Lutz et al., 2008). 
In a previous study by our group, DWI and DTI were not sensitive enough to detect changes 
in fibromyalgia patients. This may be explained because intraparenchymal injection of 
glutamate or other excitatory aminoacids cause neuronal cell bodies and dendrites to be 
predominantly affected, whereas axons and terminal boutons, originating from cell bodies 
outside of the affected region, remain largely intact (Coyle et al., 1981). 

 
c) Perfusion MRI  
Positron emission tomography (PET) (Jones et al., 1991) and single-photon emission 
computed tomography (SPECT) (Kwiatek et al., 2000) have been used to identify focal 
changes in regional cerebral blood flow (CBF) in patients with fibromyalgia. However, the 
low spatial resolution of PET and SPECT, and the ionizing radiation emitted from the 
nuclear medicine tracers are major concerns. MR perfusion techniques have also been 
developed and offer higher spatial resolution without the use of ionizing radiation (Rosen et 
al., 1990; Belliveau et al., 1990; Detre et al., 1992). 
MR perfusion techniques are based on exogenous or endogenous tracers. In the method 
based on exogenous tracers, a paramagnetic agent such as gadolinium dimeglumine 
gadopentate (Gd-DTPA) is injected, and the resulting decrease and subsequent recovery of 
the MR signal is used to estimate perfusion (Ostergaard et al., 1996; Liu et al., 1999). In the 
method using endogenous tracers, the magnetization of the spins of arterial water are non-
invasively labelled using radiofrequency (RF) pulses, and the regional accumulation of the 
label is measured in the tissues by comparison with an image acquired without labelling 
(Edelman et al., 1994; Kim, 1995; Kwong et al., 1995). 

 
d) Voxel-based morphometry (VBM) 
Tissue volumes in the CNS, and in particular changes in volume over time, are sensitive 
markers of a range of neurological disease states and disease progression. Measurement of 
brain volume requires segmentation of the brain from the rest of the tissues in the head and 
neck. Whilst this can be performed manually or in a semiautomated fashion (see for 
example Harris et al., 1999; Bokde et al., 2002), automated procedures are likely to be more 
reproducible and rapid. This is understandable as the size of the structures involved is 
usually relatively small, making the analysis less tedious than a manual segmentation of the 
whole brain. Additionally, many structures, such as the hippocampus, are difficult to 
segment in an automated fashion, but are relatively easily identified and manually or 
semiautomatically outlined, given appropriate software. Some progress has been made in 
automating segmentation procedures, with methods including the use of deformable shape 
models.  
Tensor-based morphometry (TBM) is a relatively new image analysis technique that 
identifies regional structural differences in the brain, across groups or over time, from the 
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diffusion in tissue, which is more restricted in white matter than in grey matter. The 
anisotropy increases with increased myelination, diameter and axon compaction.  

 
DTI measurement 
Water molecules in the brain are in constant Brownian motion, and although the movement 
of theses protons affects conventional structural imaging, diffusion weighted imaging (DWI) 
and diffusion tensor imaging (DTI) allow quantification of this microscopic movement 
within each voxel. The main advantage of using DTI, rather than DWI, is that DTI reflects 
the underlying diffusion properties of the sample, independently of the orientation of the 
tissue with respect to the direction of measurements. DTI is thus a robust quantitative 
technique that is independent of how the subject has been oriented inside the scanner 
magnet and gradient coils. In regions with few or no constraints imposed by physical 
boundaries, such as CSF in the ventricles, water movement is random in every direction and 
is isotropic. In contrast to CSF, the path of a water molecule in a WM fibre is constrained by 
physical boundaries, such as the axon sheath, causing the movement along the long axis of a 
fibre to be greater than radial diffusion across the.  
These data can be used to calculate the probable anatomy of white matter bundles in living 
brain, a process called tractography. Orientation is calculated from the eigenvectors defining 
proton diffusion in three dimensions in each voxel. Using algorithms, the principal 
eigenvalue vector is connected to the next voxel to trace the fibre structure and orientation 
in white matter tracts (Jones et al., 2002) 
Diffusion tensor imaging (DTI) yields quantitative measures for tissue water mobility as a 
function of the direction of water motion and is probed by application of diffusion-
sensitization gradients in multiple directions (Basser et al., 1996). Basser et al. describe the 
use of multivariate linear regression to calculate D from a non-diffusion-weighted image 
plus six or more diffusion-weighted measurements in a non-collinear direction. The 
diffusion weighting is obtained by simultaneously applying diffusion gradients along 
combinations of the three physical axes.  
The appropriate mathematical combination of the directional diffusion-weighted images 
provides quantitative measures of water diffusion for each voxel via the apparent diffusion 
coefficient (ADC), as well as the degree of diffusion directionality, or anisotropy (Sundgren 
et al. 2004). Myelin is a major diffusion barrier for water, and gives white matter its high 
anisotropy. Demyelinating diseases are characterized by partial or total loss of myelin, with 
consequent loss of neuronal function. 

 
Fibromyalgia 
DTI allows in vivo mapping of the anatomic connections in the human brain; previous 
studies have identified and confirmed the existence of an anatomic circuitry for the 
functionally characterized top-down influences on pain processing via brainstem structures 
in humans (Hadjipavlou et al., 2006) Fractional anisotropy (FA) is a measure of the portion 
of the diffusion tensor from anisotropy. 
Previous studies with diffusion tensor imaging in FM patients showed alterations in the 
right thalamus and significantly lower fractionated anisotropy in comparison with controls. 
A negative correlation was seen between the FA values in the right thalamus and clinical 
pain in the FM group (Sundgren et al., 2007). Other authors confirmed that DTI in the brain 

of patients with FM appears to be more sensitive than volumetric imaging of voxel-based 
morphometry (VBM) and increased pain intensity scores were correlated with changes in 
DTI measurements in the right superior frontal gyrus. Increased fatigue was correlated with 
changes in the left superior frontal and left anterior cingulate gyrus, and self-perceived 
physical impairment was correlated with changes in the left postcentral gyrus. Higher 
intensity scores for stress symptoms were correlated negatively with diffusivity in the 
thalamus and FA in the left insular cortex (Lutz et al., 2008). 
In a previous study by our group, DWI and DTI were not sensitive enough to detect changes 
in fibromyalgia patients. This may be explained because intraparenchymal injection of 
glutamate or other excitatory aminoacids cause neuronal cell bodies and dendrites to be 
predominantly affected, whereas axons and terminal boutons, originating from cell bodies 
outside of the affected region, remain largely intact (Coyle et al., 1981). 

 
c) Perfusion MRI  
Positron emission tomography (PET) (Jones et al., 1991) and single-photon emission 
computed tomography (SPECT) (Kwiatek et al., 2000) have been used to identify focal 
changes in regional cerebral blood flow (CBF) in patients with fibromyalgia. However, the 
low spatial resolution of PET and SPECT, and the ionizing radiation emitted from the 
nuclear medicine tracers are major concerns. MR perfusion techniques have also been 
developed and offer higher spatial resolution without the use of ionizing radiation (Rosen et 
al., 1990; Belliveau et al., 1990; Detre et al., 1992). 
MR perfusion techniques are based on exogenous or endogenous tracers. In the method 
based on exogenous tracers, a paramagnetic agent such as gadolinium dimeglumine 
gadopentate (Gd-DTPA) is injected, and the resulting decrease and subsequent recovery of 
the MR signal is used to estimate perfusion (Ostergaard et al., 1996; Liu et al., 1999). In the 
method using endogenous tracers, the magnetization of the spins of arterial water are non-
invasively labelled using radiofrequency (RF) pulses, and the regional accumulation of the 
label is measured in the tissues by comparison with an image acquired without labelling 
(Edelman et al., 1994; Kim, 1995; Kwong et al., 1995). 

 
d) Voxel-based morphometry (VBM) 
Tissue volumes in the CNS, and in particular changes in volume over time, are sensitive 
markers of a range of neurological disease states and disease progression. Measurement of 
brain volume requires segmentation of the brain from the rest of the tissues in the head and 
neck. Whilst this can be performed manually or in a semiautomated fashion (see for 
example Harris et al., 1999; Bokde et al., 2002), automated procedures are likely to be more 
reproducible and rapid. This is understandable as the size of the structures involved is 
usually relatively small, making the analysis less tedious than a manual segmentation of the 
whole brain. Additionally, many structures, such as the hippocampus, are difficult to 
segment in an automated fashion, but are relatively easily identified and manually or 
semiautomatically outlined, given appropriate software. Some progress has been made in 
automating segmentation procedures, with methods including the use of deformable shape 
models.  
Tensor-based morphometry (TBM) is a relatively new image analysis technique that 
identifies regional structural differences in the brain, across groups or over time, from the 

Clinical Magnetic Resonance Neuroimaging in Fibromyalgia 117

diffusion in tissue, which is more restricted in white matter than in grey matter. The 
anisotropy increases with increased myelination, diameter and axon compaction.  

 
DTI measurement 
Water molecules in the brain are in constant Brownian motion, and although the movement 
of theses protons affects conventional structural imaging, diffusion weighted imaging (DWI) 
and diffusion tensor imaging (DTI) allow quantification of this microscopic movement 
within each voxel. The main advantage of using DTI, rather than DWI, is that DTI reflects 
the underlying diffusion properties of the sample, independently of the orientation of the 
tissue with respect to the direction of measurements. DTI is thus a robust quantitative 
technique that is independent of how the subject has been oriented inside the scanner 
magnet and gradient coils. In regions with few or no constraints imposed by physical 
boundaries, such as CSF in the ventricles, water movement is random in every direction and 
is isotropic. In contrast to CSF, the path of a water molecule in a WM fibre is constrained by 
physical boundaries, such as the axon sheath, causing the movement along the long axis of a 
fibre to be greater than radial diffusion across the.  
These data can be used to calculate the probable anatomy of white matter bundles in living 
brain, a process called tractography. Orientation is calculated from the eigenvectors defining 
proton diffusion in three dimensions in each voxel. Using algorithms, the principal 
eigenvalue vector is connected to the next voxel to trace the fibre structure and orientation 
in white matter tracts (Jones et al., 2002) 
Diffusion tensor imaging (DTI) yields quantitative measures for tissue water mobility as a 
function of the direction of water motion and is probed by application of diffusion-
sensitization gradients in multiple directions (Basser et al., 1996). Basser et al. describe the 
use of multivariate linear regression to calculate D from a non-diffusion-weighted image 
plus six or more diffusion-weighted measurements in a non-collinear direction. The 
diffusion weighting is obtained by simultaneously applying diffusion gradients along 
combinations of the three physical axes.  
The appropriate mathematical combination of the directional diffusion-weighted images 
provides quantitative measures of water diffusion for each voxel via the apparent diffusion 
coefficient (ADC), as well as the degree of diffusion directionality, or anisotropy (Sundgren 
et al. 2004). Myelin is a major diffusion barrier for water, and gives white matter its high 
anisotropy. Demyelinating diseases are characterized by partial or total loss of myelin, with 
consequent loss of neuronal function. 

 
Fibromyalgia 
DTI allows in vivo mapping of the anatomic connections in the human brain; previous 
studies have identified and confirmed the existence of an anatomic circuitry for the 
functionally characterized top-down influences on pain processing via brainstem structures 
in humans (Hadjipavlou et al., 2006) Fractional anisotropy (FA) is a measure of the portion 
of the diffusion tensor from anisotropy. 
Previous studies with diffusion tensor imaging in FM patients showed alterations in the 
right thalamus and significantly lower fractionated anisotropy in comparison with controls. 
A negative correlation was seen between the FA values in the right thalamus and clinical 
pain in the FM group (Sundgren et al., 2007). Other authors confirmed that DTI in the brain 

of patients with FM appears to be more sensitive than volumetric imaging of voxel-based 
morphometry (VBM) and increased pain intensity scores were correlated with changes in 
DTI measurements in the right superior frontal gyrus. Increased fatigue was correlated with 
changes in the left superior frontal and left anterior cingulate gyrus, and self-perceived 
physical impairment was correlated with changes in the left postcentral gyrus. Higher 
intensity scores for stress symptoms were correlated negatively with diffusivity in the 
thalamus and FA in the left insular cortex (Lutz et al., 2008). 
In a previous study by our group, DWI and DTI were not sensitive enough to detect changes 
in fibromyalgia patients. This may be explained because intraparenchymal injection of 
glutamate or other excitatory aminoacids cause neuronal cell bodies and dendrites to be 
predominantly affected, whereas axons and terminal boutons, originating from cell bodies 
outside of the affected region, remain largely intact (Coyle et al., 1981). 

 
c) Perfusion MRI  
Positron emission tomography (PET) (Jones et al., 1991) and single-photon emission 
computed tomography (SPECT) (Kwiatek et al., 2000) have been used to identify focal 
changes in regional cerebral blood flow (CBF) in patients with fibromyalgia. However, the 
low spatial resolution of PET and SPECT, and the ionizing radiation emitted from the 
nuclear medicine tracers are major concerns. MR perfusion techniques have also been 
developed and offer higher spatial resolution without the use of ionizing radiation (Rosen et 
al., 1990; Belliveau et al., 1990; Detre et al., 1992). 
MR perfusion techniques are based on exogenous or endogenous tracers. In the method 
based on exogenous tracers, a paramagnetic agent such as gadolinium dimeglumine 
gadopentate (Gd-DTPA) is injected, and the resulting decrease and subsequent recovery of 
the MR signal is used to estimate perfusion (Ostergaard et al., 1996; Liu et al., 1999). In the 
method using endogenous tracers, the magnetization of the spins of arterial water are non-
invasively labelled using radiofrequency (RF) pulses, and the regional accumulation of the 
label is measured in the tissues by comparison with an image acquired without labelling 
(Edelman et al., 1994; Kim, 1995; Kwong et al., 1995). 

 
d) Voxel-based morphometry (VBM) 
Tissue volumes in the CNS, and in particular changes in volume over time, are sensitive 
markers of a range of neurological disease states and disease progression. Measurement of 
brain volume requires segmentation of the brain from the rest of the tissues in the head and 
neck. Whilst this can be performed manually or in a semiautomated fashion (see for 
example Harris et al., 1999; Bokde et al., 2002), automated procedures are likely to be more 
reproducible and rapid. This is understandable as the size of the structures involved is 
usually relatively small, making the analysis less tedious than a manual segmentation of the 
whole brain. Additionally, many structures, such as the hippocampus, are difficult to 
segment in an automated fashion, but are relatively easily identified and manually or 
semiautomatically outlined, given appropriate software. Some progress has been made in 
automating segmentation procedures, with methods including the use of deformable shape 
models.  
Tensor-based morphometry (TBM) is a relatively new image analysis technique that 
identifies regional structural differences in the brain, across groups or over time, from the 
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gradients of the deformation fields that warp images to a common anatomical template. The 
anatomical information is encoded in the spatial transformation. Therefore, accurate inter-
subject non-rigid registration is an essential tool. With the new advent of recent and 
powerful non-rigid registration algorithms based on the large deformation paradigm, TBM 
is being increasingly used (Lepore et al., 2008; Chiang et al., 2007; Lee et al., 2007). 
In FM, Valet et al. (2009) found significant grey-matter decreases in the prefrontal, cingulate, 
and insular cortex. These regions are known to be critically involved in the modulation of 
subjective pain experiences. Patients presented a decrease in grey matter volume in the 
prefrontal cortex, the amygdala, and the anterior cingulate cortex (ACC). The duration of 
pain or functional pain disability did not correlate with grey matter volumes. A trend of 
inverse correlation of grey matter volume reduction in the ACC with the duration of pain 
medication intake has been detected. Some authors (Burgmer et al., 2009) suggest that 
structural changes in the pain system are associated with FM. As disease factors do not 
correlate with reduced grey matter volume in areas of the cingulo-frontal cortex and the 
amygdala in patients, one possible interpretation is that volume reductions might be a 
precondition for central sensitization in fibromyalgia. 

 
e) Functional MR imaging (fMRI) 
Another more recent imaging method is functional MRI (fMRI) for the mapping of 
activation patterns in the brain. This is an important technique for better understanding of 
brain function. When a brain region is activated, new energy must be transported to this 
region, which leads to increased blood flow to that part of the brain. This can be imaged by 
repetitive MR scans and detected by appropriate signal processing methods.  
Over the years, many have viewed Fibromyalgia syndrome (FMS) as a so-called "functional 
disorder" and patients have experienced a concomitant lack of interest and legitimacy from 
the medical profession. The symptoms have not been explained by peripheral mechanisms 
alone or by specific central nervous system mechanisms. 
Functional MRI blood oxygenation level dependent activation studies on patients who have 
FM have demonstrated augmented sensitivity to painful pressure and the association of this 
augmentation with variables such as depression and catastrophizing, and have also been 
used to evaluate the symptoms of cognitive dysfunction. 
The fMRI-analysis by Jensen et al. (2009), revealed no differences in activity in brain regions 
related with attention and affection or regions with sensory projections from the stimulated 
body area. However, when there is a primary lesion in the descending pain regulating 
system (the rostral anterior cingulate cortex), the patients failed to respond to pain 
provocation. The attenuated response to pain in these cases is the first demonstration of a 
specific brain region where the impairment of pain inhibition in FMS patients is expressed. 
These results validate previous reports of dysfunctional endogenous pain inhibition in FM, 
and advance the understanding of the central pathophysiologic mechanisms, providing a 
new direction for the development of successful treatments in FM. 
Fibromyalgia is the prototypical functional chronic pain condition, and it affects 2-4% of 
individuals. Although the aetiology of this disorder remains largely unknown, emerging 
data suggest that FM arises through augmentation of central pain processing pathways. This 
hypothesis is largely based upon findings of previous functional neuroimaging studies 
showing that FM patients display augmented neuronal responses to both innocuous and 

painful stimuli (Gracely et al., 2002; Cook et al., 2004), confirming the allodynia and 
hyperalgesia seen in this condition (Petzke et al., 2003). 
Studies with functional neuroimaging support the hypothesis of central pain augmentation 
in FMS. Differences of activation in the fronto-cingulate cortex, the supplemental motor 
areas and the thalamus were found between both groups with distinct differences in BOLD-
signals changes over the time course of pain stimulation, even during anticipation of pain. 
These results support the hypothesis that central mechanisms of pain processing in the 
medial pain system, favourable cognitive/affective factors even during the anticipation of 
pain, may play an important role for pain processing in patients with FMS (Burgmer et al., 
2009). 

 
9. Summary, conclusions and future directions 

In this chapter, several techniques used for the diagnosis of fibromyalgia are discussed. At 
present, there are no other non-invasive techniques that can provide equivalent information 
and, as a consequence, MRS, DTI tractography and functional MRI are expected to be a 
powerful combined technique for researching brain anatomy and disease in situ in human 
beings. 
Diffusion tensor imaging (DTI) in combination with magnetic resonance spectroscopy 
(MRS) and functional MRI (fMRI) may provide clinicians with information about ongoing 
pathological changes in FM. Future studies may investigate whether DTI can detect Many 
factors may influence the ability of DTI to discriminate patients with FM from healthy 
individuals. These factors include the field strength of the magnet, spatial resolution, signal-
to-noise ratio, contrast-to-noise ratio and image artifacts. DTI and MRS are non-invasive and 
do not require the use of radioactive tracers, suggesting its potential safe application for 
longitudinal follow-up and repeated assessments. 
Continued improvements in the design of imaging equipment and analysis algorithms are 
progressively improving the specificity of the biological parameters that can be calculated, 
allowing detailed quantitative characterization of microvascular structure in a wide range of 
pathological tissues, including fibromyalgia. 
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gradients of the deformation fields that warp images to a common anatomical template. The 
anatomical information is encoded in the spatial transformation. Therefore, accurate inter-
subject non-rigid registration is an essential tool. With the new advent of recent and 
powerful non-rigid registration algorithms based on the large deformation paradigm, TBM 
is being increasingly used (Lepore et al., 2008; Chiang et al., 2007; Lee et al., 2007). 
In FM, Valet et al. (2009) found significant grey-matter decreases in the prefrontal, cingulate, 
and insular cortex. These regions are known to be critically involved in the modulation of 
subjective pain experiences. Patients presented a decrease in grey matter volume in the 
prefrontal cortex, the amygdala, and the anterior cingulate cortex (ACC). The duration of 
pain or functional pain disability did not correlate with grey matter volumes. A trend of 
inverse correlation of grey matter volume reduction in the ACC with the duration of pain 
medication intake has been detected. Some authors (Burgmer et al., 2009) suggest that 
structural changes in the pain system are associated with FM. As disease factors do not 
correlate with reduced grey matter volume in areas of the cingulo-frontal cortex and the 
amygdala in patients, one possible interpretation is that volume reductions might be a 
precondition for central sensitization in fibromyalgia. 

 
e) Functional MR imaging (fMRI) 
Another more recent imaging method is functional MRI (fMRI) for the mapping of 
activation patterns in the brain. This is an important technique for better understanding of 
brain function. When a brain region is activated, new energy must be transported to this 
region, which leads to increased blood flow to that part of the brain. This can be imaged by 
repetitive MR scans and detected by appropriate signal processing methods.  
Over the years, many have viewed Fibromyalgia syndrome (FMS) as a so-called "functional 
disorder" and patients have experienced a concomitant lack of interest and legitimacy from 
the medical profession. The symptoms have not been explained by peripheral mechanisms 
alone or by specific central nervous system mechanisms. 
Functional MRI blood oxygenation level dependent activation studies on patients who have 
FM have demonstrated augmented sensitivity to painful pressure and the association of this 
augmentation with variables such as depression and catastrophizing, and have also been 
used to evaluate the symptoms of cognitive dysfunction. 
The fMRI-analysis by Jensen et al. (2009), revealed no differences in activity in brain regions 
related with attention and affection or regions with sensory projections from the stimulated 
body area. However, when there is a primary lesion in the descending pain regulating 
system (the rostral anterior cingulate cortex), the patients failed to respond to pain 
provocation. The attenuated response to pain in these cases is the first demonstration of a 
specific brain region where the impairment of pain inhibition in FMS patients is expressed. 
These results validate previous reports of dysfunctional endogenous pain inhibition in FM, 
and advance the understanding of the central pathophysiologic mechanisms, providing a 
new direction for the development of successful treatments in FM. 
Fibromyalgia is the prototypical functional chronic pain condition, and it affects 2-4% of 
individuals. Although the aetiology of this disorder remains largely unknown, emerging 
data suggest that FM arises through augmentation of central pain processing pathways. This 
hypothesis is largely based upon findings of previous functional neuroimaging studies 
showing that FM patients display augmented neuronal responses to both innocuous and 

painful stimuli (Gracely et al., 2002; Cook et al., 2004), confirming the allodynia and 
hyperalgesia seen in this condition (Petzke et al., 2003). 
Studies with functional neuroimaging support the hypothesis of central pain augmentation 
in FMS. Differences of activation in the fronto-cingulate cortex, the supplemental motor 
areas and the thalamus were found between both groups with distinct differences in BOLD-
signals changes over the time course of pain stimulation, even during anticipation of pain. 
These results support the hypothesis that central mechanisms of pain processing in the 
medial pain system, favourable cognitive/affective factors even during the anticipation of 
pain, may play an important role for pain processing in patients with FMS (Burgmer et al., 
2009). 
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In this chapter, several techniques used for the diagnosis of fibromyalgia are discussed. At 
present, there are no other non-invasive techniques that can provide equivalent information 
and, as a consequence, MRS, DTI tractography and functional MRI are expected to be a 
powerful combined technique for researching brain anatomy and disease in situ in human 
beings. 
Diffusion tensor imaging (DTI) in combination with magnetic resonance spectroscopy 
(MRS) and functional MRI (fMRI) may provide clinicians with information about ongoing 
pathological changes in FM. Future studies may investigate whether DTI can detect Many 
factors may influence the ability of DTI to discriminate patients with FM from healthy 
individuals. These factors include the field strength of the magnet, spatial resolution, signal-
to-noise ratio, contrast-to-noise ratio and image artifacts. DTI and MRS are non-invasive and 
do not require the use of radioactive tracers, suggesting its potential safe application for 
longitudinal follow-up and repeated assessments. 
Continued improvements in the design of imaging equipment and analysis algorithms are 
progressively improving the specificity of the biological parameters that can be calculated, 
allowing detailed quantitative characterization of microvascular structure in a wide range of 
pathological tissues, including fibromyalgia. 
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gradients of the deformation fields that warp images to a common anatomical template. The 
anatomical information is encoded in the spatial transformation. Therefore, accurate inter-
subject non-rigid registration is an essential tool. With the new advent of recent and 
powerful non-rigid registration algorithms based on the large deformation paradigm, TBM 
is being increasingly used (Lepore et al., 2008; Chiang et al., 2007; Lee et al., 2007). 
In FM, Valet et al. (2009) found significant grey-matter decreases in the prefrontal, cingulate, 
and insular cortex. These regions are known to be critically involved in the modulation of 
subjective pain experiences. Patients presented a decrease in grey matter volume in the 
prefrontal cortex, the amygdala, and the anterior cingulate cortex (ACC). The duration of 
pain or functional pain disability did not correlate with grey matter volumes. A trend of 
inverse correlation of grey matter volume reduction in the ACC with the duration of pain 
medication intake has been detected. Some authors (Burgmer et al., 2009) suggest that 
structural changes in the pain system are associated with FM. As disease factors do not 
correlate with reduced grey matter volume in areas of the cingulo-frontal cortex and the 
amygdala in patients, one possible interpretation is that volume reductions might be a 
precondition for central sensitization in fibromyalgia. 

 
e) Functional MR imaging (fMRI) 
Another more recent imaging method is functional MRI (fMRI) for the mapping of 
activation patterns in the brain. This is an important technique for better understanding of 
brain function. When a brain region is activated, new energy must be transported to this 
region, which leads to increased blood flow to that part of the brain. This can be imaged by 
repetitive MR scans and detected by appropriate signal processing methods.  
Over the years, many have viewed Fibromyalgia syndrome (FMS) as a so-called "functional 
disorder" and patients have experienced a concomitant lack of interest and legitimacy from 
the medical profession. The symptoms have not been explained by peripheral mechanisms 
alone or by specific central nervous system mechanisms. 
Functional MRI blood oxygenation level dependent activation studies on patients who have 
FM have demonstrated augmented sensitivity to painful pressure and the association of this 
augmentation with variables such as depression and catastrophizing, and have also been 
used to evaluate the symptoms of cognitive dysfunction. 
The fMRI-analysis by Jensen et al. (2009), revealed no differences in activity in brain regions 
related with attention and affection or regions with sensory projections from the stimulated 
body area. However, when there is a primary lesion in the descending pain regulating 
system (the rostral anterior cingulate cortex), the patients failed to respond to pain 
provocation. The attenuated response to pain in these cases is the first demonstration of a 
specific brain region where the impairment of pain inhibition in FMS patients is expressed. 
These results validate previous reports of dysfunctional endogenous pain inhibition in FM, 
and advance the understanding of the central pathophysiologic mechanisms, providing a 
new direction for the development of successful treatments in FM. 
Fibromyalgia is the prototypical functional chronic pain condition, and it affects 2-4% of 
individuals. Although the aetiology of this disorder remains largely unknown, emerging 
data suggest that FM arises through augmentation of central pain processing pathways. This 
hypothesis is largely based upon findings of previous functional neuroimaging studies 
showing that FM patients display augmented neuronal responses to both innocuous and 

painful stimuli (Gracely et al., 2002; Cook et al., 2004), confirming the allodynia and 
hyperalgesia seen in this condition (Petzke et al., 2003). 
Studies with functional neuroimaging support the hypothesis of central pain augmentation 
in FMS. Differences of activation in the fronto-cingulate cortex, the supplemental motor 
areas and the thalamus were found between both groups with distinct differences in BOLD-
signals changes over the time course of pain stimulation, even during anticipation of pain. 
These results support the hypothesis that central mechanisms of pain processing in the 
medial pain system, favourable cognitive/affective factors even during the anticipation of 
pain, may play an important role for pain processing in patients with FMS (Burgmer et al., 
2009). 

 
9. Summary, conclusions and future directions 

In this chapter, several techniques used for the diagnosis of fibromyalgia are discussed. At 
present, there are no other non-invasive techniques that can provide equivalent information 
and, as a consequence, MRS, DTI tractography and functional MRI are expected to be a 
powerful combined technique for researching brain anatomy and disease in situ in human 
beings. 
Diffusion tensor imaging (DTI) in combination with magnetic resonance spectroscopy 
(MRS) and functional MRI (fMRI) may provide clinicians with information about ongoing 
pathological changes in FM. Future studies may investigate whether DTI can detect Many 
factors may influence the ability of DTI to discriminate patients with FM from healthy 
individuals. These factors include the field strength of the magnet, spatial resolution, signal-
to-noise ratio, contrast-to-noise ratio and image artifacts. DTI and MRS are non-invasive and 
do not require the use of radioactive tracers, suggesting its potential safe application for 
longitudinal follow-up and repeated assessments. 
Continued improvements in the design of imaging equipment and analysis algorithms are 
progressively improving the specificity of the biological parameters that can be calculated, 
allowing detailed quantitative characterization of microvascular structure in a wide range of 
pathological tissues, including fibromyalgia. 
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pain, may play an important role for pain processing in patients with FMS (Burgmer et al., 
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powerful combined technique for researching brain anatomy and disease in situ in human 
beings. 
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pathological changes in FM. Future studies may investigate whether DTI can detect Many 
factors may influence the ability of DTI to discriminate patients with FM from healthy 
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do not require the use of radioactive tracers, suggesting its potential safe application for 
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Fig. 2. Diffusion Tensor Imaging 
Example of color-encoded fiber orientation maps. Fibers that are predominantly oriented left–right are 
shown in red, anterior–posterior fibers are shown in green, and superior–inferior fibers are shown in 
blue. 
 

 
Fig. 3. Perfusion study 
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1. Introduction 

Stroke is a leading cause of disability in the elderly, and a considerable number of stroke 
patients suffer from residual motor deficits, particularly hemiparesis. There is a wide range 
of motor functional recovery after stroke, depending on the site, size and nature of the brain 
lesion (Duncan et al., 1992). Full recovery of hemiparesis is often observed when it is mild, 
and considerable recovery is not exceptional even after initial severe deficit. Functional 
recovery after stroke may be caused by resolution of acute effects of stroke, such as low 
blood flow, diaschisis and brain edema. However, functional gains may be prolonged past 
the period of this acute tissue response and its resolution. Stroke rehabilitation is introduced 
in order to promote brain plasticity and facilitate motor recovery. Understanding the 
mechanism of motor functional recovery after stroke is important because it may provide 
scientific basis for rehabilitation strategies.  
Recent advances in non-invasive functional neuroimaging techniques, such as positron 
emission tomography (PET), functional MRI (fMRI) and near-infrared spectroscopy (NIRS), 
have enabled us to study directly the brain activity in humans after stroke (Herholz & Heiss, 
2000; Calautti & Baron 2003; Rossini et al., 2003; Obrig & Villringer, 2003). Initial 
cross-sectional studies at chronic stages of stroke have demonstrated that the pattern of 
brain activation is different between paretic and normal hand movements, and suggested 
that long-term recovery is facilitated by compensation, recruitment and reorganization of 
cortical motor function in both damaged and non-damaged hemispheres (Chollet et al., 
1991; Weiller et al., 1992; Cramer et al., 1997; Cao et al., 1998; Ward et al., 2003a). Subsequent 
longitudinal studies from subacute to chronic stages (before and after rehabilitation) have 
revealed a dynamic, bihemispheric reorganization of motor network, and emphasized the 
necessity of successive studies (Marshall et al., 2000; Calautti et al., 2001; Feydy et al., 2002; 
Ward et al, 2003b).  
However, only limited data are available relating poststroke motor recovery to dynamic 
changes in cerebral cortical reorganization at the acute stage of stroke. We therefore 
measured the changes in cortical activation using fMRI during paretic hand movement both 
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at the acute stage of stroke (the first study within 7 days of onset) and at the chronic stage 
when motor recovery was obtained. 

 
2. Materials and Methods 

2.1 Subjects 
We selected 9 ischemic stroke patients with mild hemiparesis without a history of prior 
stroke, who received fMRI study within 7 days of stroke onset. The patients presented with 
neurological deficit including hemiparesis, and were admitted to our hospital. They 
received standard stroke therapy and rehabilitation, and were discharged from the hospital, 
when they were independent regarding activities of daily living. They were 58-85 years of 
age, 8 males and 1 female, and all of them were right-handed. All the cerebral infarcts were 
evidenced by MRI, and were located in various regions of the cerebrum. The hand motor 
area was preserved in all patients. Six of the patients had left hemiparesis and 3 had right 
hemiparesis. They could move their hands, even though weakly, when the first fMRI was 
performed. No patients in this study had language or attention deficits. Clinical data are 
summarized in Table 1. Nine right-handed, normal subjects (40-81 years of age; 3 males and 
6 females) served as controls. This study was approved by the ethics committee of our 
hospital and informed consent was obtained from all subjects in accordance with the 
Declaration of Helsinki. 
 

 Age 
Sex 

H Stroke 
location 

PMH first  fMRI second fMRI 

day GS fMRI 
pattern 

day GS fMRI 
pattern 

1 76M L R MCA 
branches 

af 1d 33/25 Red/ 
Add 

29d 36/34 Red 
(Am) 

2 83M L R MCA 
posterior 
branch 

HT 3d 32/30 Red 35d 30/31 Norm 

3 65M L R MCA  HT 4d 24/24 Red/ 
Add 

28d NA Add 

4 58M L R thalamus HT 
DM 

2d 32/27 Red/ 
Add 

24d 35/33 Norm 

5 85M L R corona 
radiata 

HT 
DM 

4d 12/0 Red 88d 17/8 Red 
(Am) 

6 75F L R corona 
radiata 

HT 7d 13/0 Add 48d 16/13 Norm 

7 70M R L corona 
radiata 

HT 5d 30/35 Red 26d 39/38 Norm 

8 79M R L corona 
radiata 

- 6d 29/31 Add 20d 25/30 Norm 

9 78M R L MCA-PCA 
watershed 

HT 7d 33/36 Red/ 
Add 

31d 33/35 Norm 

Table 1. Patient characteristics 
 
M = male; F = female; H = hemiparesis; R = right; L = left; MCA = middle cerebral artery; 
PCA = posterior cerebral artery; PMH = past medical history; af = atrial fibrillation; HT = 
hypertension; DM = diabetes mellitus; GS = grip strength in kg for right hand/left hand; d = 
day; NA = not available; fMRI pattern, Red = reduced activation; Add = additional 
activation; Red(Am) = reduction ameliorated; Red/Add = reduced activation + additional 
activation; Norm = activation normalized 

2.2 Functional MRI 
Two fMRI studies were performed over time in all patients, the first one within 7 days of 
stroke onset (4.3 ± 2.1 days; the mean value ± SD) and the second one approximately 1 
month later before they were discharged from the hospital (36.6 ± 20.9 days). The fMRI 
studies were performed using a 1.5 T Siemens Magnetom Symphony MRI scanner as 
described previously (Kato et al., 2002). Briefly, blood oxygenation level-dependent (BOLD) 
images (Ogawa et al., 1990) were obtained continuously in a transverse orientation using a 
gradient-echo, single shot echo planar imaging pulse sequence. The acquisition parameters 
were as follows: repetition time 3 s, time of echo 50 ms, flip angle 90°, 3-mm slice thickness, 
30 slices through the entire brain, field of view 192 x 192 mm, and 128 x 128 matrix. 
During the fMRI scan, the patients and normal controls performed sequential, self-paced 
hand movements (repeated closing and opening of the hand). This task performance 
occurred in periods of 30 s, interspaced with 30 s rest periods. The cycle of rest and task was 
repeated 5 times during each hand movement. Therefore, the fMRI scan of each hand 
movement took 5 min to complete, producing 3,000 images. A staff member monitored the 
patient directly throughout the study, and gave the start and stop signals by tapping gently 
on the knee, and confirmed the absence of mirror movements. All the stroke patients 
completed the task but the paretic hand movement appeared abnormal at the acute stage. 
Data analysis was performed using Statistical Parametric Mapping (SPM) 99 (Wellcome 
Department of Cognitive Neurology, London, UK, http://www.fil.ion.ucl.ac.uk/spm/) 
implemented in MATLAB (The MathWorks Inc., Natick, MA, USA). After realignment and 
smoothing, the general linear model was employed for the detection of activated voxels. The 
voxels were considered as significantly activated if p<0.05 (corrected for multiple 
comparison). All the measurements were performed with this same statistical threshold. The 
activation images were overlaid on corresponding T1-weighted anatomic images. 
The criteria for the changes in the fMRI activation pattern in stroke patients were as follows. 
1. A reduction of activation was considered when the area of activation was reduced to 
<50% compared to that induced by unaffected hand movement of the patient. 2. An 
expansion of activation was considered when the area of activation was increased by >50% 
compared with that induced by unaffected hand movement. 3. An appearance of activation 
was considered when a cluster of activation was induced in a region where unaffected hand 
movement induced no or little activation. 

 
3. Results 

3.1 Control subjects 
In control subjects, each hand movement activated predominantly the contralateral primary 
sensorimotor cortex (SM1), supplementary motor areas (SMA), and the ipsilateral anterior 
lobe of the cerebellum (Cbll) (Fig. 1). Contralateral SM1 and ipsilateral Cbll were always 
involved with a variation between individuals, and SMA was activated in 6 of 9 subjects 
with more variation. Ipsilateral SM1 was slightly activated in 2 of 9 control subjects. There 
was no large difference between right and left hand movements. 
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images (Ogawa et al., 1990) were obtained continuously in a transverse orientation using a 
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hand movements (repeated closing and opening of the hand). This task performance 
occurred in periods of 30 s, interspaced with 30 s rest periods. The cycle of rest and task was 
repeated 5 times during each hand movement. Therefore, the fMRI scan of each hand 
movement took 5 min to complete, producing 3,000 images. A staff member monitored the 
patient directly throughout the study, and gave the start and stop signals by tapping gently 
on the knee, and confirmed the absence of mirror movements. All the stroke patients 
completed the task but the paretic hand movement appeared abnormal at the acute stage. 
Data analysis was performed using Statistical Parametric Mapping (SPM) 99 (Wellcome 
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lobe of the cerebellum (Cbll) (Fig. 1). Contralateral SM1 and ipsilateral Cbll were always 
involved with a variation between individuals, and SMA was activated in 6 of 9 subjects 
with more variation. Ipsilateral SM1 was slightly activated in 2 of 9 control subjects. There 
was no large difference between right and left hand movements. 
 



Neuroimaging126

at the acute stage of stroke (the first study within 7 days of onset) and at the chronic stage 
when motor recovery was obtained. 

 
2. Materials and Methods 

2.1 Subjects 
We selected 9 ischemic stroke patients with mild hemiparesis without a history of prior 
stroke, who received fMRI study within 7 days of stroke onset. The patients presented with 
neurological deficit including hemiparesis, and were admitted to our hospital. They 
received standard stroke therapy and rehabilitation, and were discharged from the hospital, 
when they were independent regarding activities of daily living. They were 58-85 years of 
age, 8 males and 1 female, and all of them were right-handed. All the cerebral infarcts were 
evidenced by MRI, and were located in various regions of the cerebrum. The hand motor 
area was preserved in all patients. Six of the patients had left hemiparesis and 3 had right 
hemiparesis. They could move their hands, even though weakly, when the first fMRI was 
performed. No patients in this study had language or attention deficits. Clinical data are 
summarized in Table 1. Nine right-handed, normal subjects (40-81 years of age; 3 males and 
6 females) served as controls. This study was approved by the ethics committee of our 
hospital and informed consent was obtained from all subjects in accordance with the 
Declaration of Helsinki. 
 

 Age 
Sex 

H Stroke 
location 

PMH first  fMRI second fMRI 

day GS fMRI 
pattern 

day GS fMRI 
pattern 

1 76M L R MCA 
branches 

af 1d 33/25 Red/ 
Add 

29d 36/34 Red 
(Am) 

2 83M L R MCA 
posterior 
branch 

HT 3d 32/30 Red 35d 30/31 Norm 

3 65M L R MCA  HT 4d 24/24 Red/ 
Add 

28d NA Add 

4 58M L R thalamus HT 
DM 

2d 32/27 Red/ 
Add 

24d 35/33 Norm 

5 85M L R corona 
radiata 

HT 
DM 

4d 12/0 Red 88d 17/8 Red 
(Am) 

6 75F L R corona 
radiata 

HT 7d 13/0 Add 48d 16/13 Norm 

7 70M R L corona 
radiata 

HT 5d 30/35 Red 26d 39/38 Norm 

8 79M R L corona 
radiata 

- 6d 29/31 Add 20d 25/30 Norm 

9 78M R L MCA-PCA 
watershed 

HT 7d 33/36 Red/ 
Add 

31d 33/35 Norm 

Table 1. Patient characteristics 
 
M = male; F = female; H = hemiparesis; R = right; L = left; MCA = middle cerebral artery; 
PCA = posterior cerebral artery; PMH = past medical history; af = atrial fibrillation; HT = 
hypertension; DM = diabetes mellitus; GS = grip strength in kg for right hand/left hand; d = 
day; NA = not available; fMRI pattern, Red = reduced activation; Add = additional 
activation; Red(Am) = reduction ameliorated; Red/Add = reduced activation + additional 
activation; Norm = activation normalized 
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were as follows: repetition time 3 s, time of echo 50 ms, flip angle 90°, 3-mm slice thickness, 
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hand movements (repeated closing and opening of the hand). This task performance 
occurred in periods of 30 s, interspaced with 30 s rest periods. The cycle of rest and task was 
repeated 5 times during each hand movement. Therefore, the fMRI scan of each hand 
movement took 5 min to complete, producing 3,000 images. A staff member monitored the 
patient directly throughout the study, and gave the start and stop signals by tapping gently 
on the knee, and confirmed the absence of mirror movements. All the stroke patients 
completed the task but the paretic hand movement appeared abnormal at the acute stage. 
Data analysis was performed using Statistical Parametric Mapping (SPM) 99 (Wellcome 
Department of Cognitive Neurology, London, UK, http://www.fil.ion.ucl.ac.uk/spm/) 
implemented in MATLAB (The MathWorks Inc., Natick, MA, USA). After realignment and 
smoothing, the general linear model was employed for the detection of activated voxels. The 
voxels were considered as significantly activated if p<0.05 (corrected for multiple 
comparison). All the measurements were performed with this same statistical threshold. The 
activation images were overlaid on corresponding T1-weighted anatomic images. 
The criteria for the changes in the fMRI activation pattern in stroke patients were as follows. 
1. A reduction of activation was considered when the area of activation was reduced to 
<50% compared to that induced by unaffected hand movement of the patient. 2. An 
expansion of activation was considered when the area of activation was increased by >50% 
compared with that induced by unaffected hand movement. 3. An appearance of activation 
was considered when a cluster of activation was induced in a region where unaffected hand 
movement induced no or little activation. 

 
3. Results 

3.1 Control subjects 
In control subjects, each hand movement activated predominantly the contralateral primary 
sensorimotor cortex (SM1), supplementary motor areas (SMA), and the ipsilateral anterior 
lobe of the cerebellum (Cbll) (Fig. 1). Contralateral SM1 and ipsilateral Cbll were always 
involved with a variation between individuals, and SMA was activated in 6 of 9 subjects 
with more variation. Ipsilateral SM1 was slightly activated in 2 of 9 control subjects. There 
was no large difference between right and left hand movements. 
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repeated 5 times during each hand movement. Therefore, the fMRI scan of each hand 
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patient directly throughout the study, and gave the start and stop signals by tapping gently 
on the knee, and confirmed the absence of mirror movements. All the stroke patients 
completed the task but the paretic hand movement appeared abnormal at the acute stage. 
Data analysis was performed using Statistical Parametric Mapping (SPM) 99 (Wellcome 
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implemented in MATLAB (The MathWorks Inc., Natick, MA, USA). After realignment and 
smoothing, the general linear model was employed for the detection of activated voxels. The 
voxels were considered as significantly activated if p<0.05 (corrected for multiple 
comparison). All the measurements were performed with this same statistical threshold. The 
activation images were overlaid on corresponding T1-weighted anatomic images. 
The criteria for the changes in the fMRI activation pattern in stroke patients were as follows. 
1. A reduction of activation was considered when the area of activation was reduced to 
<50% compared to that induced by unaffected hand movement of the patient. 2. An 
expansion of activation was considered when the area of activation was increased by >50% 
compared with that induced by unaffected hand movement. 3. An appearance of activation 
was considered when a cluster of activation was induced in a region where unaffected hand 
movement induced no or little activation. 

 
3. Results 

3.1 Control subjects 
In control subjects, each hand movement activated predominantly the contralateral primary 
sensorimotor cortex (SM1), supplementary motor areas (SMA), and the ipsilateral anterior 
lobe of the cerebellum (Cbll) (Fig. 1). Contralateral SM1 and ipsilateral Cbll were always 
involved with a variation between individuals, and SMA was activated in 6 of 9 subjects 
with more variation. Ipsilateral SM1 was slightly activated in 2 of 9 control subjects. There 
was no large difference between right and left hand movements. 
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Fig.1. fMRI of a 40-year old normal female. Right or left hand movement activated 
contralateral primary sensorimotor cortex (① ), supplementary motor areas (② ), and 
ipsilateral anterior lobe of the cerebellum (③). There was no large difference between 
activations during right and left hand movements. 

 
3.2 Stroke patients 
During unaffected hand movements, the patients activated the same motor cortical areas as 
the control subjects did. 
The brain activation pattern during paretic hand movements within 7 days of stroke onset 
(the first fMRI) was different from that during unaffected or normal hand movements (Figs. 
2-4). There were two major findings.  
 

 
Fig. 2. fMRI of a 85-year old man (patient 5) who had a cerebral infarct in the right corona 
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Fig. 3. fMRI of a 65-year old man (patient 3) who had a cerebral infarct in the right middle 
cerebral artery territory (arrow on the diffusion-weighted MRI). After 4 days of stroke onset, 
right (normal) hand movement induced normal activation in the left primary sensorimotor 
cortex, supplementary motor areas, and the right cerebellum. During left (paretic) hand 
movement, activation in the contralateral primary sensorimotor cortex (①) was reduced and that 
in the ipsilateral cerebellum (③) was lost. Activations in ipsilateral primary motor cortex (④) and 
contralateral cerebellum (⑤) were observed. Activation in the supplementary motor areas (②) 
appeared normal. After 28 days, activations in contralateral primary sensorimotor cortex (①) and 
ipsilateral cerebellum (③) had been normalized. Activations in ipsilateral primary motor cortex 
(④) and contralateral cerebellum (⑤) were still seen. Right (normal) hand movement induced a 
normal activation pattern. 
 

 
Fig. 4. fMRI of a 75-year old female (patient 6) who had a cerebral infarct in the right corona 
radiata (arrow on the T1-weighted MRI). After 7 days of stroke onset, right (normal) hand 
movement induced normal activation in the left primary sensorimotor cortex and the right 
cerebellum. No activation was seen in the supplementary motor areas in this patient. During left 
(paretic) hand movement, extensive activation was seen in bilateral primary sensorimotor and 
parietal cortices (① and ④) but no activation was seen in the supplementary motor areas and 
the cerebellum (③). After 48 days, both paretic (left) and normal (right) hand movements 
induced a normal activation pattern.  

Earlier functional neuroimaging studies on poststroke cerebral reorganization from 
subacute to chronic stages revealed several activation patterns during paretic hand 
movement (Ward & Cohen, 2004; Jang, 2007). These include (1) a posterior shift of 
contralateral SM1 activation (Pineiro et al., 2001; Calautti et al., 2003) or peri-infarct 
reorganization after primary motor cortex infarction (Cramer et al., 1997; Jang et al., 2005a), 
(2) a shift of primary motor cortex activation to the ipsilateral (contralesional) cortex (Chollet 
et al., 1991; Marshall et al., 2000; Feydy et al., 2002), (3) contribution of the secondary motor 
areas (Cramer et al., 1997; Carey et al., 2002; Ward et al., 2006), and (4) higher contralateral 
activity in the cerebellar hemisphere (Small et al., 2002). In the present study, we observed 
similar additional activation patterns at the acute stage of stroke. The earlier studies have 
also shown that the expanded activations may later decrease with functional improvements, 
which was also true in many of our acute stroke patients. The contralesional shift of 
activation may return to ipsilesional SM1 activation with functional gains (Feydy et al., 2002; 
Takeda et al., 2007), but worse outcome may correlate with a shift in the balance of 
activation toward the contralesional SM1 (Calautti et al., 2001; Feydy et al., 2002; Zemke et 
al., 2003). Thus, the patterns of cerebral activation evoked by hand movement show 
impaired organization and reorganization of brain motor network, and best recovery may 
depend on how much original motor system is reusable. The patterns of activation may also 
be dependent on the patient’s ability to recruit residual portions of the bilateral motor 
network (Silvestrini et al., 1998). 
The fMRI findings need to be considered within the context of technical and task-dependent 
factors. The fMRI mapping obtained by the BOLD technique is dependent on the spatial 
extent of hemodynamic changes induced by local synaptic activity and field potentials 
(Logothetis et al., 2001). Localization of neural activity may be confounded by many factors 
(Ugurbil et al., 2003). BOLD-dependent capillary density and draining veins and the 
perfusion of brain tissue may differ between damaged and undamaged tissues, especially at 
acute stages of stroke. fMRI activation can even be lost in stroke patients because of altered 
vasomotor reactivity, demonstrating uncoupling of neuronal activity and fMRI activation 
(Rossini et al., 2004; Binkofski & Seitz 2004; Murata et al., 2006). In our study, paretic hand 
movement at the acute stage resulted in reduced motor cortex activation in the damaged 
hemisphere, especially in patients with cortical infarction. This reduced activation may be 
due not only to impaired neural activity but also to this uncoupling when cerebral infarction 
was close to the SM1. Thus, we need to be cautious when interpreting fMRI results at the 
acute stage of stroke. In contrast, patients with subcortical infarction did not usually display 
a reduction in motor cortex activation because the lesion was distant from the motor cortex. 
Of interest is the determinant of fMRI activation patterns induced by paretic hand 
movement. Motor system reorganization may also be influenced by stroke topography 
(Feydy et al., 2002; Luft et al., 2004), time after stroke (Ward et al., 2004), and stroke side 
(Zemke et al., 2003). Cortical motor organizations between dominant and non-dominant 
hand movements may be different, and non-dominant hand movements are more bilaterally 
organized (Kim et al., 1993). Furthermore, the performance of complex motor tasks is 
accompanied by bilateral activation of motor cortices in contrast to simple motor tasks that 
result in only contralateral activation (Shibasaki et al., 1993). Hemiparesis would increase 
task difficulty. When task demand increases, more regions would be activated by a motor 
task. Improvement in motor skills may depend on rehabilitation, handedness, motivation, 
and age-related capacity for plasticity. Then motor reorganization after stroke may be 
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Fig. 3. fMRI of a 65-year old man (patient 3) who had a cerebral infarct in the right middle 
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ipsilateral cerebellum (③) had been normalized. Activations in ipsilateral primary motor cortex 
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similar additional activation patterns at the acute stage of stroke. The earlier studies have 
also shown that the expanded activations may later decrease with functional improvements, 
which was also true in many of our acute stroke patients. The contralesional shift of 
activation may return to ipsilesional SM1 activation with functional gains (Feydy et al., 2002; 
Takeda et al., 2007), but worse outcome may correlate with a shift in the balance of 
activation toward the contralesional SM1 (Calautti et al., 2001; Feydy et al., 2002; Zemke et 
al., 2003). Thus, the patterns of cerebral activation evoked by hand movement show 
impaired organization and reorganization of brain motor network, and best recovery may 
depend on how much original motor system is reusable. The patterns of activation may also 
be dependent on the patient’s ability to recruit residual portions of the bilateral motor 
network (Silvestrini et al., 1998). 
The fMRI findings need to be considered within the context of technical and task-dependent 
factors. The fMRI mapping obtained by the BOLD technique is dependent on the spatial 
extent of hemodynamic changes induced by local synaptic activity and field potentials 
(Logothetis et al., 2001). Localization of neural activity may be confounded by many factors 
(Ugurbil et al., 2003). BOLD-dependent capillary density and draining veins and the 
perfusion of brain tissue may differ between damaged and undamaged tissues, especially at 
acute stages of stroke. fMRI activation can even be lost in stroke patients because of altered 
vasomotor reactivity, demonstrating uncoupling of neuronal activity and fMRI activation 
(Rossini et al., 2004; Binkofski & Seitz 2004; Murata et al., 2006). In our study, paretic hand 
movement at the acute stage resulted in reduced motor cortex activation in the damaged 
hemisphere, especially in patients with cortical infarction. This reduced activation may be 
due not only to impaired neural activity but also to this uncoupling when cerebral infarction 
was close to the SM1. Thus, we need to be cautious when interpreting fMRI results at the 
acute stage of stroke. In contrast, patients with subcortical infarction did not usually display 
a reduction in motor cortex activation because the lesion was distant from the motor cortex. 
Of interest is the determinant of fMRI activation patterns induced by paretic hand 
movement. Motor system reorganization may also be influenced by stroke topography 
(Feydy et al., 2002; Luft et al., 2004), time after stroke (Ward et al., 2004), and stroke side 
(Zemke et al., 2003). Cortical motor organizations between dominant and non-dominant 
hand movements may be different, and non-dominant hand movements are more bilaterally 
organized (Kim et al., 1993). Furthermore, the performance of complex motor tasks is 
accompanied by bilateral activation of motor cortices in contrast to simple motor tasks that 
result in only contralateral activation (Shibasaki et al., 1993). Hemiparesis would increase 
task difficulty. When task demand increases, more regions would be activated by a motor 
task. Improvement in motor skills may depend on rehabilitation, handedness, motivation, 
and age-related capacity for plasticity. Then motor reorganization after stroke may be 
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movement, activation in the contralateral primary sensorimotor cortex (①) was reduced and that 
in the ipsilateral cerebellum (③) was lost. Activations in ipsilateral primary motor cortex (④) and 
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was close to the SM1. Thus, we need to be cautious when interpreting fMRI results at the 
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obtained depending on a number of factors. If motor reorganization is related to the degree 
of damage to the pyramidal tract, information on the sensorimotor projections would help 
further understand the brain reorganization in the context of structure and function. 
Diffusion tensor imaging tractography, which non-invasively visualize the pyramidal tract 
using the water molecule diffusion characteristics in the white matter, may be the tool to 
analyze its integrity (Masutani et al., 2003). The combination of fMRI and tractography of 
the pyramidal tract would further elucidate the mechanism of motor functional recovery 
after stroke (Jang et al., 2005b). 
The ipsilateral primary motor cortex activation may be seen slightly in normal subjects and 
we cannot distinguish whether the ipsilateral motor activities found in stroke patients 
existed prior to stroke or are a result of brain plasticity. Furthermore, we do not know 
whether additional activation that appeared after stroke really contributed to motor 
functional recovery. With regard to these fundamental points, of interest are the findings of 
experimental studies using animal models. Nishimura et al. (2007) have shown using a 
monkey model of unilateral pyramidal tract injury that motor recovery involves bilateral 
primary motor cortex during the early recovery stage and more extensive regions of 
contralesional primary motor cortex and bilateral premotor cortex during the late recovery 
stage. Nudo et al. (1996) and Frost et al. (2003) used an ischemic brain injury model in the 
monkey and showed substantial enlargement of the hand representation within the primary 
motor cortex and the ventral premotor cortex. These animal studies suggest that 
reorganization in brain motor network provides a neural substrate for adaptive motor 
behavior and plays a critical role in the recovery of motor function after stroke. 

 
5. Conclusion 

We investigated the changes in cortical activation using fMRI during paretic hand 
movement both at the acute stage of stroke and at the chronic stage when motor recovery 
was obtained. The findings of this study suggest that early motor recovery after stroke 
occurs primarily using the standard motor system, by recovering from reversible injury and 
by recruiting related motor areas for functional compensation. fMRI is an important tool for 
revealing the capacity and progress of rehabilitation-dependent changes in the brain motor 
network after stroke, and provides a neuroscientific basis for stroke rehabilitation. Future 
studies should clarify the relation between the motor recovery mechanisms and clinical 
outcome, and the importance of the critical period that greatly influences motor functional 
recovery after stroke. 
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further understand the brain reorganization in the context of structure and function. 
Diffusion tensor imaging tractography, which non-invasively visualize the pyramidal tract 
using the water molecule diffusion characteristics in the white matter, may be the tool to 
analyze its integrity (Masutani et al., 2003). The combination of fMRI and tractography of 
the pyramidal tract would further elucidate the mechanism of motor functional recovery 
after stroke (Jang et al., 2005b). 
The ipsilateral primary motor cortex activation may be seen slightly in normal subjects and 
we cannot distinguish whether the ipsilateral motor activities found in stroke patients 
existed prior to stroke or are a result of brain plasticity. Furthermore, we do not know 
whether additional activation that appeared after stroke really contributed to motor 
functional recovery. With regard to these fundamental points, of interest are the findings of 
experimental studies using animal models. Nishimura et al. (2007) have shown using a 
monkey model of unilateral pyramidal tract injury that motor recovery involves bilateral 
primary motor cortex during the early recovery stage and more extensive regions of 
contralesional primary motor cortex and bilateral premotor cortex during the late recovery 
stage. Nudo et al. (1996) and Frost et al. (2003) used an ischemic brain injury model in the 
monkey and showed substantial enlargement of the hand representation within the primary 
motor cortex and the ventral premotor cortex. These animal studies suggest that 
reorganization in brain motor network provides a neural substrate for adaptive motor 
behavior and plays a critical role in the recovery of motor function after stroke. 
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was obtained. The findings of this study suggest that early motor recovery after stroke 
occurs primarily using the standard motor system, by recovering from reversible injury and 
by recruiting related motor areas for functional compensation. fMRI is an important tool for 
revealing the capacity and progress of rehabilitation-dependent changes in the brain motor 
network after stroke, and provides a neuroscientific basis for stroke rehabilitation. Future 
studies should clarify the relation between the motor recovery mechanisms and clinical 
outcome, and the importance of the critical period that greatly influences motor functional 
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obtained depending on a number of factors. If motor reorganization is related to the degree 
of damage to the pyramidal tract, information on the sensorimotor projections would help 
further understand the brain reorganization in the context of structure and function. 
Diffusion tensor imaging tractography, which non-invasively visualize the pyramidal tract 
using the water molecule diffusion characteristics in the white matter, may be the tool to 
analyze its integrity (Masutani et al., 2003). The combination of fMRI and tractography of 
the pyramidal tract would further elucidate the mechanism of motor functional recovery 
after stroke (Jang et al., 2005b). 
The ipsilateral primary motor cortex activation may be seen slightly in normal subjects and 
we cannot distinguish whether the ipsilateral motor activities found in stroke patients 
existed prior to stroke or are a result of brain plasticity. Furthermore, we do not know 
whether additional activation that appeared after stroke really contributed to motor 
functional recovery. With regard to these fundamental points, of interest are the findings of 
experimental studies using animal models. Nishimura et al. (2007) have shown using a 
monkey model of unilateral pyramidal tract injury that motor recovery involves bilateral 
primary motor cortex during the early recovery stage and more extensive regions of 
contralesional primary motor cortex and bilateral premotor cortex during the late recovery 
stage. Nudo et al. (1996) and Frost et al. (2003) used an ischemic brain injury model in the 
monkey and showed substantial enlargement of the hand representation within the primary 
motor cortex and the ventral premotor cortex. These animal studies suggest that 
reorganization in brain motor network provides a neural substrate for adaptive motor 
behavior and plays a critical role in the recovery of motor function after stroke. 

 
5. Conclusion 

We investigated the changes in cortical activation using fMRI during paretic hand 
movement both at the acute stage of stroke and at the chronic stage when motor recovery 
was obtained. The findings of this study suggest that early motor recovery after stroke 
occurs primarily using the standard motor system, by recovering from reversible injury and 
by recruiting related motor areas for functional compensation. fMRI is an important tool for 
revealing the capacity and progress of rehabilitation-dependent changes in the brain motor 
network after stroke, and provides a neuroscientific basis for stroke rehabilitation. Future 
studies should clarify the relation between the motor recovery mechanisms and clinical 
outcome, and the importance of the critical period that greatly influences motor functional 
recovery after stroke. 
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obtained depending on a number of factors. If motor reorganization is related to the degree 
of damage to the pyramidal tract, information on the sensorimotor projections would help 
further understand the brain reorganization in the context of structure and function. 
Diffusion tensor imaging tractography, which non-invasively visualize the pyramidal tract 
using the water molecule diffusion characteristics in the white matter, may be the tool to 
analyze its integrity (Masutani et al., 2003). The combination of fMRI and tractography of 
the pyramidal tract would further elucidate the mechanism of motor functional recovery 
after stroke (Jang et al., 2005b). 
The ipsilateral primary motor cortex activation may be seen slightly in normal subjects and 
we cannot distinguish whether the ipsilateral motor activities found in stroke patients 
existed prior to stroke or are a result of brain plasticity. Furthermore, we do not know 
whether additional activation that appeared after stroke really contributed to motor 
functional recovery. With regard to these fundamental points, of interest are the findings of 
experimental studies using animal models. Nishimura et al. (2007) have shown using a 
monkey model of unilateral pyramidal tract injury that motor recovery involves bilateral 
primary motor cortex during the early recovery stage and more extensive regions of 
contralesional primary motor cortex and bilateral premotor cortex during the late recovery 
stage. Nudo et al. (1996) and Frost et al. (2003) used an ischemic brain injury model in the 
monkey and showed substantial enlargement of the hand representation within the primary 
motor cortex and the ventral premotor cortex. These animal studies suggest that 
reorganization in brain motor network provides a neural substrate for adaptive motor 
behavior and plays a critical role in the recovery of motor function after stroke. 

 
5. Conclusion 

We investigated the changes in cortical activation using fMRI during paretic hand 
movement both at the acute stage of stroke and at the chronic stage when motor recovery 
was obtained. The findings of this study suggest that early motor recovery after stroke 
occurs primarily using the standard motor system, by recovering from reversible injury and 
by recruiting related motor areas for functional compensation. fMRI is an important tool for 
revealing the capacity and progress of rehabilitation-dependent changes in the brain motor 
network after stroke, and provides a neuroscientific basis for stroke rehabilitation. Future 
studies should clarify the relation between the motor recovery mechanisms and clinical 
outcome, and the importance of the critical period that greatly influences motor functional 
recovery after stroke. 
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