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Bayesian networks are a very general and powerful tool that can be used for a 
large number of problems involving uncertainty: reasoning, learning, planning 

and perception. They provide a language that supports efficient algorithms for the 
automatic construction of expert systems in several different contexts. The range of 
applications of Bayesian networks currently extends over almost all fields including 
engineering, biology and medicine, information and communication technologies 
and finance. This book is a collection of original contributions to the methodology 
and applications of Bayesian networks. It contains recent developments in the field 

and illustrates, on a sample of applications, the power of Bayesian networks in dealing 
the modeling of complex systems. Readers that are not familiar with this tool, but 

have some technical background, will find in this book all necessary theoretical and 
practical information on how to use and implement Bayesian networks in their own 
work. There is no doubt that this book constitutes a valuable resource for engineers, 

researchers, students and all those who are interested in discovering and experiencing 
the potential of this major tool of the century.
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Bayesian networks are graphical models that represent the probabilistic relationships among 
a large number of variables and perform probabilistic inference with those variables. They 
constitute a formal framework for the representation and communication of decisions 
resulting from reasoning under uncertainty. Bayesian networks, which were named after 
Thomas Bayes (1702-1761), one of the founders of the probability theory, have emerged from 
several mathematical researches made in the 1980s, and particularly from works on belief 
networks, causal networks and influence diagrams.
Bayesian networks were first known in the 1990s as Probabilistic Expert Systems, inspired by 
the seminal book of Judea Pearl (1988), who was a pioneer of the probabilistic approach to 
artificial intelligence and is referred to as the founder of Bayesian networks. Bayesian networks 
are thus at least 22 years old and during the last two decades a lot of work has beendone on 
learning and inference with Bayesian networks. The last ten years particularly saw a massive 
increase in the application of BN to real-world problems, including diagnosis, forecasting, 
manufacturing control, information retrieval, prediction and even planning. Almost all 
scientific and technical fields have seen the successful use of BN as a tool for modelling the 
complex relationships among a large number of variables and for doing inference. The most 
recent applications have been in information and communications technologies, biomedicine, 
genomics and bioinformatics.
The first decade of this new millennium saw the emergence of excellent algorithms for learning 
Bayesian networks from data and for doing inference in Bayesian networks and influence 
diagrams. According to Google Scholar, the number of research papers and technical reports 
on Bayesian networks is over fifty thousand and at least seven specific books on Bayesian 
networks were published in 2009.
Despite this abundance of literature, there is still a need for specialized books that present 
original contributions both in methodology and applications of Bayesian networks. This book 
emphasizes these two aspects and is intended for users (current or potential) of Bayesian 
networks in both academic institutions (researchers, teachers, students) and industry 
(engineers, analysts, etc.) who want to stay up to date with Bayesian network algorithms and 
technologies and their use in building probabilistic expert systems and modelling complex 
systems.
The book is organized in two major parts. The first part, extending from chapter 1 to 10, mainly 
deals with theory and algorithms for learning and inference in Bayesian networks. The second 
part, composed of all subsequent chapters, gives selected applications of Bayesian networks 
in several fields, including fault diagnosis, information technology, telecommunication 
networks, traffic flow, building design and biology.
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XIV

The book chapters are original manuscripts written by experienced researchers that have 
made significant contributions to the field of Bayesian networks. Although all chapters are 
self- contained, the reader should be familiar with texts written in mathematical and statistical 
language to gain full benefit from the book. I am convinced that this book will be a very 
useful tool for everyone who is concerned with modelling systems containing causality with 
inherent uncertainty and I hope that readers will find not only technical aspects for using and 
implementing Bayesian networks to solve their problem, but also new ideas on how their 
current research and work can benefit from one of the major tools of the 21st century.

Editor

Dr. Ahmed Rebai
Unit of Bioinformatics and Biostatistics, 

Centre of Biotechnology of Sfax
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1. Introduction

A large amount of work has been done in the last ten years on learning parameters and struc-
ture in Bayesian networks (BNs) (see for example Neapolitan, 2005). Within the classical
Bayesian framework, learning parameters in BNs is based on priors; a prior distribution of
the parameters (prior conditional probabilities) is chosen and a posterior distribution is then
derived given the data and priors, using different estimations procedures (for example Maxi-
mum a posteriori (MAP) or Maximum likelihood (ML),...). The Achille’s heal of the Bayesian
framework resides in the choice of priors. Defenders of the Bayesian approach argue that us-
ing priors is, in contrary, the strength of this approach because it is an intuitive way to take
into account the available or experts knowledge on the problem. On the other side, contra-
dictors of the Bayesian paradigm have claimed that the choice of a prior is meaningless and
unjustified in the absence of prior knowledge and that different choices of priors may not lead
to the same estimators. In this context, the choice of priors for learning parameters in BNs has
remained problematic and a controversial issue, although some studies have claimed that the
sensitivity to priors is weak when the learning database is large.
Another important issue in parameter learning in BNs is that the learning datasets are seldom
complete and one have to deal with missing observations. Inference with missing data is an
old problem in statistics and several solutions have been proposed in the last three decades
starting from the pioneering work of (Dempster et al., 1977). These authors proposed a fa-
mous algorithm that iterates, until convergence towards stationary point, between two steps,
one called Expectation or E-step in which the expected values of the missing data are inferred
from the current model parameter configuration and the other, called Maximization or M-
step, in which we look for and find the parameter values that maximize a probability function
(e.g. likelihood). This algorithm, known as the Expectation-Maximization (or EM) algorithm
has become a routine technique for parameters estimation in statistical models with missing
data in a wide range of applications. Lauritzen, (1995) described how to apply the EM algo-
rithm to learn parameters for known structure BNs using either Maximum-Likelihood (ML)
or maximum a posteriori (MAP) estimates (so called EM-MAP) (McLachlan et al., 1997).
Learning structure (graphical structure of conditional dependencies) in BNs is a much more
complicated problem that can be formally presented in classical statistics as a model selec-
tion problem. In fact, it was shown that learning structure from data is an NP-hard problem
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(Chickering et al., 2004) and that the number of structures for a given number of nodes is
super-exponential (Robinson, 1977), making the exploration of the space of all possible struc-
tures practically infeasible. Structure learning in BNs has been the subject of active research in
the last five years, boosted by the application to high-throughput data in biology, and differ-
ent heuristics have been proposed. Two major classes of methods can be distinguished; those
based on optimizing a score function (finding the structure that maximizes the joint probabil-
ities of the network or some function of it) and those based on correlations (see Leray, (2006)
for a review).
Hassairi et al., (2005) have proposed a new inference framework in statistical models that they
named "Implicit inference". Implicit inference can be shortly defined as "Bayesian inference
without priors" which seems like a nonsense at first sight. In fact, Implicit inference derives
a special kind of posterior distribution (called Implicit distribution) that corresponds to an
improper choice of the prior distribution (see details below). We recently applied this new
Implicit inference framework to learning parameters in BNs with complete (Ben Hassen et
al., 2008) and incomplete data (Ben Hassen et al., 2009). In this last work, a novel algorithm,
similar to EM (that was called I-EM) was proposed and was shown to have better conver-
gence properties compared to it. For structure learning in BNs, we also proposed a new score
function (Implicit score) and implemented it within well known algorithms (Bouchaala et al.,
2010).
In this chapter, we give a thorough presentation of the Implicit method applied to parameters
and structure learning in BNs and discuss its advantages and caveats. An example application
is given to illustrate the use of our method.

2. Inference with the Implicit Method

2.1 A quick tour in the Implicit world
The basic idea of the Bayesian theory is to consider any unknown parameter θ as a random
variable and to determine its posterior (conditional) distribution given data and an assumed
prior distribution (see for example Robert, 1994). The choice of a prior is generally based on
the preliminary knowledge of the problem.
Recently, Hassairi et al., (2005) introduced the concept of Implicit distribution which can be de-
scribed as a kind of posterior distribution of a parameter given data. To explain the principle
of Implicit distribution let us consider a family of probability distributions {p(x/θ), θ ∈ Θ}
parameterized by an unknown parameter θ in a set Θ, where x is the observed data.
The Implicit distribution p(θ/x) is calculated by multiplying the likelihood function p(x/θ)
by a counting measure σ if Θ is a countable set and by a Lebesgue measure σ if Θ is an open set
(σ depends only on the topological structure of Θ) and then dividing by a norming constant
c(x) =

∫
Θ p(x/θ)σ(dθ). Therefore the Implicit distribution is given by the following formula

p(θ/x) = (c(x))−1 p(x/θ)σ(θ) and plays the role of a posterior distribution of θ given x in
the Bayesian method, corresponding to a particular improper prior which depends only on
the topology of Θ (without any statistical assumption). The Implicit distribution, which exists
for most (but not all) statistical models, can be used for the estimation of the parameter θ fol-
lowing a Bayesian methodology. In fact, the Implicit estimator θ̂ of θ corresponds to the mean
(first moment) of the Implicit distribution.

2.2 A simple example: Implicit estimation in binomial distribution case
To illustrate how the Implicit method proceeds let us consider a simple example. Let X =
(N1, N2) be a random variable following a binomial distribution with unknown parameters
N = N1 + N2 and θ = (θ1, θ2). We first estimate N by the Implicit method after that we use
the estimate N̂ to estimate θ. After some calculations, we obtain

P(N/X) =
P(X/N)

C(X)
= C

∨
N1
N θN−

∨
N1

1 (1 − θ1)
∨

N1+1,

where
∨

N1 = N − N1 =
r

∑
i=2

Ni.

So, the Implicit distribution of N given X = (N1, ..., Nr) is a Pascal distribution with parame-

ters 1 − θ1 and
∨

N1 + 1. Suppose that θ1 is known, the Implicit estimator N̂ of N is the mean of
the Pascal distribution:

N̂ = E(N/X) = ∑
N≥0

NC
∨

N1
N θN−

∨
N1

1 (1 − θ1)
∨

N1+1.

Let Nob be the number of observations and take

θk0 = max{ Nk
Nob

;
Nk
Nob

≤ 1
r − 1

and 1 ≤ k ≤ r}.

After some calculations, we have

N̂ =
(
∨
Nk0 + 1)
1 − θk0

= Nob +
Nk0
∨
Nk0

,

where
∨
Nk0 = Nob − Nk0

Consequently, the probability of the next observation to be in state xk given a dataset D is
obtained by

θ̂k = P(XNob+1 = xk/D) =
Nk + 1
N̂ + r

, 1 ≤ k ≤ r and k �= k0 (2.1)

and θ̂k0 = 1 − ∑
i �=k0

θ̂i

other examples and selected applications of Implicit distributions can be found in the original
paper (Hassairi et al., 2005).

2.3 Implicit inference with Bayesian Networks
Formally, a Bayesian network is defined as a set of variables X = {X1, ..., Xn} with :(1) a
network structure S that encodes a set of conditional dependencies between variables in X,
and (2) a set P of local probability distributions associated with each variable. Together, these
components define the joint probability distribution of X.
The network structure S is a directed acyclic graph (DAG). The nodes in S correspond to the
variables in Xi. Each Xi denotes both the variable and its corresponding node, and Pa(Xi) the
parents of node Xi in S as well as the variables corresponding to those parents. The lack of
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al., 2008) and incomplete data (Ben Hassen et al., 2009). In this last work, a novel algorithm,
similar to EM (that was called I-EM) was proposed and was shown to have better conver-
gence properties compared to it. For structure learning in BNs, we also proposed a new score
function (Implicit score) and implemented it within well known algorithms (Bouchaala et al.,
2010).
In this chapter, we give a thorough presentation of the Implicit method applied to parameters
and structure learning in BNs and discuss its advantages and caveats. An example application
is given to illustrate the use of our method.

2. Inference with the Implicit Method

2.1 A quick tour in the Implicit world
The basic idea of the Bayesian theory is to consider any unknown parameter θ as a random
variable and to determine its posterior (conditional) distribution given data and an assumed
prior distribution (see for example Robert, 1994). The choice of a prior is generally based on
the preliminary knowledge of the problem.
Recently, Hassairi et al., (2005) introduced the concept of Implicit distribution which can be de-
scribed as a kind of posterior distribution of a parameter given data. To explain the principle
of Implicit distribution let us consider a family of probability distributions {p(x/θ), θ ∈ Θ}
parameterized by an unknown parameter θ in a set Θ, where x is the observed data.
The Implicit distribution p(θ/x) is calculated by multiplying the likelihood function p(x/θ)
by a counting measure σ if Θ is a countable set and by a Lebesgue measure σ if Θ is an open set
(σ depends only on the topological structure of Θ) and then dividing by a norming constant
c(x) =

∫
Θ p(x/θ)σ(dθ). Therefore the Implicit distribution is given by the following formula

p(θ/x) = (c(x))−1 p(x/θ)σ(θ) and plays the role of a posterior distribution of θ given x in
the Bayesian method, corresponding to a particular improper prior which depends only on
the topology of Θ (without any statistical assumption). The Implicit distribution, which exists
for most (but not all) statistical models, can be used for the estimation of the parameter θ fol-
lowing a Bayesian methodology. In fact, the Implicit estimator θ̂ of θ corresponds to the mean
(first moment) of the Implicit distribution.

2.2 A simple example: Implicit estimation in binomial distribution case
To illustrate how the Implicit method proceeds let us consider a simple example. Let X =
(N1, N2) be a random variable following a binomial distribution with unknown parameters
N = N1 + N2 and θ = (θ1, θ2). We first estimate N by the Implicit method after that we use
the estimate N̂ to estimate θ. After some calculations, we obtain
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P(X/N)
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∨

N1+1,

where
∨

N1 = N − N1 =
r

∑
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Ni.

So, the Implicit distribution of N given X = (N1, ..., Nr) is a Pascal distribution with parame-

ters 1 − θ1 and
∨

N1 + 1. Suppose that θ1 is known, the Implicit estimator N̂ of N is the mean of
the Pascal distribution:
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Let Nob be the number of observations and take
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Nob
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Nob
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∨
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where
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Consequently, the probability of the next observation to be in state xk given a dataset D is
obtained by

θ̂k = P(XNob+1 = xk/D) =
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, 1 ≤ k ≤ r and k �= k0 (2.1)
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θ̂i

other examples and selected applications of Implicit distributions can be found in the original
paper (Hassairi et al., 2005).

2.3 Implicit inference with Bayesian Networks
Formally, a Bayesian network is defined as a set of variables X = {X1, ..., Xn} with :(1) a
network structure S that encodes a set of conditional dependencies between variables in X,
and (2) a set P of local probability distributions associated with each variable. Together, these
components define the joint probability distribution of X.
The network structure S is a directed acyclic graph (DAG). The nodes in S correspond to the
variables in Xi. Each Xi denotes both the variable and its corresponding node, and Pa(Xi) the
parents of node Xi in S as well as the variables corresponding to those parents. The lack of
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function (Implicit score) and implemented it within well known algorithms (Bouchaala et al.,
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In this chapter, we give a thorough presentation of the Implicit method applied to parameters
and structure learning in BNs and discuss its advantages and caveats. An example application
is given to illustrate the use of our method.
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the preliminary knowledge of the problem.
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Formally, a Bayesian network is defined as a set of variables X = {X1, ..., Xn} with :(1) a
network structure S that encodes a set of conditional dependencies between variables in X,
and (2) a set P of local probability distributions associated with each variable. Together, these
components define the joint probability distribution of X.
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for a review).
Hassairi et al., (2005) have proposed a new inference framework in statistical models that they
named "Implicit inference". Implicit inference can be shortly defined as "Bayesian inference
without priors" which seems like a nonsense at first sight. In fact, Implicit inference derives
a special kind of posterior distribution (called Implicit distribution) that corresponds to an
improper choice of the prior distribution (see details below). We recently applied this new
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similar to EM (that was called I-EM) was proposed and was shown to have better conver-
gence properties compared to it. For structure learning in BNs, we also proposed a new score
function (Implicit score) and implemented it within well known algorithms (Bouchaala et al.,
2010).
In this chapter, we give a thorough presentation of the Implicit method applied to parameters
and structure learning in BNs and discuss its advantages and caveats. An example application
is given to illustrate the use of our method.

2. Inference with the Implicit Method

2.1 A quick tour in the Implicit world
The basic idea of the Bayesian theory is to consider any unknown parameter θ as a random
variable and to determine its posterior (conditional) distribution given data and an assumed
prior distribution (see for example Robert, 1994). The choice of a prior is generally based on
the preliminary knowledge of the problem.
Recently, Hassairi et al., (2005) introduced the concept of Implicit distribution which can be de-
scribed as a kind of posterior distribution of a parameter given data. To explain the principle
of Implicit distribution let us consider a family of probability distributions {p(x/θ), θ ∈ Θ}
parameterized by an unknown parameter θ in a set Θ, where x is the observed data.
The Implicit distribution p(θ/x) is calculated by multiplying the likelihood function p(x/θ)
by a counting measure σ if Θ is a countable set and by a Lebesgue measure σ if Θ is an open set
(σ depends only on the topological structure of Θ) and then dividing by a norming constant
c(x) =

∫
Θ p(x/θ)σ(dθ). Therefore the Implicit distribution is given by the following formula

p(θ/x) = (c(x))−1 p(x/θ)σ(θ) and plays the role of a posterior distribution of θ given x in
the Bayesian method, corresponding to a particular improper prior which depends only on
the topology of Θ (without any statistical assumption). The Implicit distribution, which exists
for most (but not all) statistical models, can be used for the estimation of the parameter θ fol-
lowing a Bayesian methodology. In fact, the Implicit estimator θ̂ of θ corresponds to the mean
(first moment) of the Implicit distribution.

2.2 A simple example: Implicit estimation in binomial distribution case
To illustrate how the Implicit method proceeds let us consider a simple example. Let X =
(N1, N2) be a random variable following a binomial distribution with unknown parameters
N = N1 + N2 and θ = (θ1, θ2). We first estimate N by the Implicit method after that we use
the estimate N̂ to estimate θ. After some calculations, we obtain
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the Pascal distribution:
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After some calculations, we have

N̂ =
(
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Nk0 + 1)
1 − θk0
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,

where
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Nk0 = Nob − Nk0

Consequently, the probability of the next observation to be in state xk given a dataset D is
obtained by

θ̂k = P(XNob+1 = xk/D) =
Nk + 1
N̂ + r

, 1 ≤ k ≤ r and k �= k0 (2.1)

and θ̂k0 = 1 − ∑
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other examples and selected applications of Implicit distributions can be found in the original
paper (Hassairi et al., 2005).

2.3 Implicit inference with Bayesian Networks
Formally, a Bayesian network is defined as a set of variables X = {X1, ..., Xn} with :(1) a
network structure S that encodes a set of conditional dependencies between variables in X,
and (2) a set P of local probability distributions associated with each variable. Together, these
components define the joint probability distribution of X.
The network structure S is a directed acyclic graph (DAG). The nodes in S correspond to the
variables in Xi. Each Xi denotes both the variable and its corresponding node, and Pa(Xi) the
parents of node Xi in S as well as the variables corresponding to those parents. The lack of



Bayesian Network4

possible arcs in S encode conditional independencies. In particular, given structure S, the joint
probability distribution for X is given by the product of all specified conditional probabilities:

P(X1, ..., Xn) =
n

∏
i=1

P(Xi/Pa(Xi)) (3.1)

a factorization that is known as the local Markov property and states that each node is indepen-
dent of its non descendant given the parent nodes. For a given BN the probabilities will thus
depend only on the structure of the parameters set.

3. Learning parameters from complete data

In this section we consider the learning of parameters in BNs with discrete variable, that is for
every node i the associated random variable Xi takes ri states :

node 1 → X1 ∈ {x1
1, ..., xr1

1 }

node 2 → X2 ∈ {x1
2, ..., xr2

2 }
...

node i → Xi ∈ {x1
i , ..., xri

i }
...

node n → Xn ∈ {x1
n, ..., xrn

n }.

Let D be a dataset and let Nijk be a number of observations in D for which the node i is in

state k and its parents are in state j that is Xi = xk
i and Pa(Xi) = xj

i . Note that, since each node
might have two or more parents, state j corresponds to a combination of states of the parents.
For example if a node has three parents, each having three states, then there are 27 states of
the parents and j takes values from 1 to 27.
The distribution of Xi is multinomial with parameters Nij and θij = (θij2, ..., θijri ), where Nij =

ri

∑
k=1

Nijk and θijk = P(Xi = xk
i /Pa(Xi) = xj); k = 1, ..., ri and

ri

∑
k=1

θijk = 1

P(Xi = (Nij1, ..., Nijri )/Pa(Xi) = xj) = Nij!
ri

∏
k=1

θ
Nijk

ijk

Nijk!
.

Then Nij and θij are unknown parameters that will be estimated by the Implicit method. Given
a network S, consider for node i, Nijob is the observed number of occurrences of the node i and
its parents are in the state j.

Let θijk(0) =
Nijk(0)
Nijob

= max{ Nijk
Nijob

; Nijk
Nijob

≤ 1
ri−1 and 1 ≤ k ≤ ri}.

The application of the Implicit method gives the following estimation of Nij and θij:

N̂ij = Nijob +
Nijk(0)
∨
Nijk(0)

; (3.2)

where
∨
Nijk(0) = Nijob − Nijk(0) and

θ̂ijk =
Nijk + 1

N̂ij + ri
if k �= k(0) (3.3)

and
θ̂ijk(0) = 1 − ∑

k �=k(0)
θ̂ijk

4. Learning parameters from incomplete data

Consider a dataset D with missing data, we compute the Implicit distribution P(θ/D) and use
the distributions in turn to compute expectation of parameters of interest. Let X be a random
variable that follows a multinomial distribution with parameters N and θ = (θ1, ..., θr) such
that Y = (N1, ..., Nr) ⊂ X and Z = (N∗

1 , ..., N∗
r ) ⊂ X denote the observed and unobserved

variables, respectively. So, X = (N1 + N∗
1 , ..., Nr + N∗

r )

and P(θ/Y) = ∑
Z

P(Z/Y)P(θ/Y, Z)

To estimate the parameters θijk of the network, with incomplete dataset, we propose a new
iterative algorithm named Implicit EM (or in short I-EM) algorithm. Consider a node i with

parents in the state j and a dataset D which contains N(0)
ij observed and unobserved values in

such state. Let N(0)
ijob the observed values in D, so N(0)

ij > N(0)
ijob and N(0)

ij − N(0)
ijob represents the

number of unobserved states.
So, the initial conditions for a node i are:
N(0)

ij is the number of observed and unobserved states.

θ
(0)
ijk is the observed frequency of the node i in the state k given its parents in the state j. Then,

N(0)
ijk = N(0)

ij θ
(0)
ijk is the number of observed occurrences of the node i in the state k and its

parents in the state j.

N(0)
ijob =

ri

∑
k=1

N(0)
ijk

The I-EM algorithm is iterative and involves three steps; the first step consists in getting the
maximum of the conditional frequencies, the second step estimates the number of observa-
tions from the first step and the third computes the other conditional probabilities. Formally,
the algorithm iterates through the following steps, until convergence:
(1) Choose the maximum frequency k(0)
(2) Estimate the number of observations N(1)

ij

(3) Compute the conditional probabilities θ
(1)
ijk

with the
stop condition being:

Compute the sum of estimated occurrences
ri

∑
k=1

N(t)
ijk

if
ri

∑
k=1

N(t)
ijk > N(0)

ij then stop, otherwise continue steps (1) to (3).
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possible arcs in S encode conditional independencies. In particular, given structure S, the joint
probability distribution for X is given by the product of all specified conditional probabilities:
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a factorization that is known as the local Markov property and states that each node is indepen-
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and
θ̂ijk(0) = 1 − ∑
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4. Learning parameters from incomplete data

Consider a dataset D with missing data, we compute the Implicit distribution P(θ/D) and use
the distributions in turn to compute expectation of parameters of interest. Let X be a random
variable that follows a multinomial distribution with parameters N and θ = (θ1, ..., θr) such
that Y = (N1, ..., Nr) ⊂ X and Z = (N∗

1 , ..., N∗
r ) ⊂ X denote the observed and unobserved

variables, respectively. So, X = (N1 + N∗
1 , ..., Nr + N∗

r )

and P(θ/Y) = ∑
Z

P(Z/Y)P(θ/Y, Z)

To estimate the parameters θijk of the network, with incomplete dataset, we propose a new
iterative algorithm named Implicit EM (or in short I-EM) algorithm. Consider a node i with

parents in the state j and a dataset D which contains N(0)
ij observed and unobserved values in

such state. Let N(0)
ijob the observed values in D, so N(0)

ij > N(0)
ijob and N(0)

ij − N(0)
ijob represents the

number of unobserved states.
So, the initial conditions for a node i are:
N(0)

ij is the number of observed and unobserved states.

θ
(0)
ijk is the observed frequency of the node i in the state k given its parents in the state j. Then,

N(0)
ijk = N(0)

ij θ
(0)
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The I-EM algorithm is iterative and involves three steps; the first step consists in getting the
maximum of the conditional frequencies, the second step estimates the number of observa-
tions from the first step and the third computes the other conditional probabilities. Formally,
the algorithm iterates through the following steps, until convergence:
(1) Choose the maximum frequency k(0)
(2) Estimate the number of observations N(1)
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with the
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ij then stop, otherwise continue steps (1) to (3).
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The philosophy of our algorithm is to virtually fill the missing data for all nodes until all
missing cells in the database are completed. A detailed description and a formal proof of
convergence of the I-EM algorithm is given in (Ben Hassen et al., 2009).

5. Learning Bayesian Network Structure

Learning Bayesian Network structure from database is an NP-hard problem and several algo-
rithms have been developed to obtain a sub-optimal structure from a database. Most of the
widely used methods are score metric-based methods. By these methods a scoring metric is
defined and computed for each candidate structure and a search strategy (algorithm) is used
to explore the space of possible, alternative structures and identify the one (or those) having
the highest score.

5.1 Score metrics
A scoring criteria for a DAG is a function that assigns a value to each DAG based on the data.
Cooper and Hersovits (1992) proposed a score based on a Bayesian approach with Dirichlet
priors(known as BD: Bayesian Dirichlet). Starting from a prior distribution on the possible
structure P(B), the objective is to express the posterior probability of all possible structures
(P(B|D) or simply P(B, D)) conditional on a dataset D:

SBD(B, D) = P(B, D) =
∫

Θ
P(D|Θ, B)P(Θ|B)P(B)dΘ = P(B)

∫

Θ
P(D|Θ, B)P(Θ|B)dΘ

The BD score is analitycally expressed as:

SBD(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(Nij + ri − 1)!

ri

∏
k=1

Nijk! (5.2)

The BIC (Bayesian Information Criteria) score metric was proposed by Schwartz (1978) and is
defined as:

SBIC = logL(D|θMV , B)− 1
2

Dim(B)logN (5.3)

where θMV is the maximum likelihood estimate of the parameters, B is the BN structure
and Dim(B) is the dimension of the network defined by : Dim(B) = ∑n

i=1 Dim(Xi, B) and
Dim(B) = (ri − 1)qi
Another common score in structure learning is the Mutual Information (MI). The Mutual In-
formation between two random variables X and Y, denoted by I(X, Y) is defined by Chow
and Liu (1968):

I(X, Y) = H(X)− H(X|Y) (5.4)

Where H(X) is the entropy of random variables X defined as:
H(X) = −∑rx

i=1 P(X = xi)log(P(X = xi))
and
H(X|Y) = −∑rx

i=1 ∑
ry

j=1 P(X = xi/Y = yj)log(P(X = xi|Y = yj)) where rx and ry are the
number of discrete states for variables X and Y, respectively.

5.2 Algorithms for structure learning
One of the most used algorithms is the K2 algorithm (Cooper and Herskovits (1992). This
algorithm proceeds as follows: we assume an initial ordering of the nodes to reduce computa-
tional complexity and assume that the potential parent set of node Xi can include only those
nodes that precede it in the input ordering.
Chow et al., (1968) proposed a method derived from the Maximum Weight Spaning Tree
(MWST). This method associates a weight to each potential edges Xi − Xj of the tree. This
weight may be the MI(equation 5.4), or the local variation of the score proposed by (Hecker-
man et al., 1994). Given the weight matrix, we can use the Kruskal algorithm (Kruskal 1956)
to obtain a directed tree by choosing a root and then browsing the tree by an in-depth search.
The GS (Greedy Search) algorithm takes an initial graph, then associates a score for each neigh-
borhood. The graph with the highest score in this neighborhood is then chosen as the starting
graph for the next iteration.

5.3 The Implicit Score (IS)
The Implicit Score(IS) have the same derivation as the the BD score in which the Implicit esti-
mators of the paremeters (see equations 3.2 and 3.3) are used rather than Bayesian estimators
(Bouchaala et al., 2010). The expression of the Implicit score (IS) is thus obtained by substitut-
ing in equation 5.2 Nijk by N̂ijk θ̂ijk and Nij by N̂ij:

SIS(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(N̂ij + ri − 1)!

ri

∏
k=1

N̂ij θ̂ijk! (5.5)

.
We implemented this score within K2, MWST and GS algorithms for network structure learn-
ing. Performance of IS was evaluated on a benchmark database (ASIA network (lauritzen and
Spiegelhater, 1988) in comparison to other score metrics, namely BIC, BD and MI.
The experiments were carried out on different datasets randomly selected from the ASIA
database (20,000 data points). The dataset size was varied from 100 to 1000 (in order to test
robusteness to small databases)and 20 replicates were performed for each database size. The
performance of each score was evaluated by four criteria : the average (over the replicates)
numbers of missings edges, additional edges, reversed edges and correct edges (relative to
the true structure inferred from the whole database).
Table 1 below shows that the Implicit score yields improved performance over other scores
when used with the MWST and GS algorithm, and have similar performance when imple-
mented within K2 algorithm.

6. Application to real data: thyroid cancer prognosis

To illustrate how the Implicit method proceed, we consider an example on thyroid cancer. The
dataset comprises data on 92 thyroid cancer patients described in Rebai et al., (2009a,b). We
considered only five nodes with two states each:
Therapeutic response (TR): no response (1)/complete remission (2)
Metastasis (MET) yes (1)/no (2).
Thyroglobulin level (TG) low: ≤ 30 ng/mL (1); high: > 30 ng/mL (2)).
The genotype of a single nucleotide polymorphism within the HER2 gene (HER2): genotype
AA(1); genotype AG (2)(here genotype GG was totally absent).
The genotype of a single nucleotide polymorphism within the estrogen receptor gene (ER):
genotype AA and AG(1); genotype GG (2) (note here that genotypes AA and AG were merged

Learning parameters and structure of Bayesian networks using an Implicit framework 7

The philosophy of our algorithm is to virtually fill the missing data for all nodes until all
missing cells in the database are completed. A detailed description and a formal proof of
convergence of the I-EM algorithm is given in (Ben Hassen et al., 2009).

5. Learning Bayesian Network Structure

Learning Bayesian Network structure from database is an NP-hard problem and several algo-
rithms have been developed to obtain a sub-optimal structure from a database. Most of the
widely used methods are score metric-based methods. By these methods a scoring metric is
defined and computed for each candidate structure and a search strategy (algorithm) is used
to explore the space of possible, alternative structures and identify the one (or those) having
the highest score.

5.1 Score metrics
A scoring criteria for a DAG is a function that assigns a value to each DAG based on the data.
Cooper and Hersovits (1992) proposed a score based on a Bayesian approach with Dirichlet
priors(known as BD: Bayesian Dirichlet). Starting from a prior distribution on the possible
structure P(B), the objective is to express the posterior probability of all possible structures
(P(B|D) or simply P(B, D)) conditional on a dataset D:

SBD(B, D) = P(B, D) =
∫

Θ
P(D|Θ, B)P(Θ|B)P(B)dΘ = P(B)

∫

Θ
P(D|Θ, B)P(Θ|B)dΘ

The BD score is analitycally expressed as:

SBD(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(Nij + ri − 1)!

ri

∏
k=1

Nijk! (5.2)

The BIC (Bayesian Information Criteria) score metric was proposed by Schwartz (1978) and is
defined as:

SBIC = logL(D|θMV , B)− 1
2

Dim(B)logN (5.3)

where θMV is the maximum likelihood estimate of the parameters, B is the BN structure
and Dim(B) is the dimension of the network defined by : Dim(B) = ∑n

i=1 Dim(Xi, B) and
Dim(B) = (ri − 1)qi
Another common score in structure learning is the Mutual Information (MI). The Mutual In-
formation between two random variables X and Y, denoted by I(X, Y) is defined by Chow
and Liu (1968):

I(X, Y) = H(X)− H(X|Y) (5.4)

Where H(X) is the entropy of random variables X defined as:
H(X) = −∑rx

i=1 P(X = xi)log(P(X = xi))
and
H(X|Y) = −∑rx

i=1 ∑
ry

j=1 P(X = xi/Y = yj)log(P(X = xi|Y = yj)) where rx and ry are the
number of discrete states for variables X and Y, respectively.

5.2 Algorithms for structure learning
One of the most used algorithms is the K2 algorithm (Cooper and Herskovits (1992). This
algorithm proceeds as follows: we assume an initial ordering of the nodes to reduce computa-
tional complexity and assume that the potential parent set of node Xi can include only those
nodes that precede it in the input ordering.
Chow et al., (1968) proposed a method derived from the Maximum Weight Spaning Tree
(MWST). This method associates a weight to each potential edges Xi − Xj of the tree. This
weight may be the MI(equation 5.4), or the local variation of the score proposed by (Hecker-
man et al., 1994). Given the weight matrix, we can use the Kruskal algorithm (Kruskal 1956)
to obtain a directed tree by choosing a root and then browsing the tree by an in-depth search.
The GS (Greedy Search) algorithm takes an initial graph, then associates a score for each neigh-
borhood. The graph with the highest score in this neighborhood is then chosen as the starting
graph for the next iteration.

5.3 The Implicit Score (IS)
The Implicit Score(IS) have the same derivation as the the BD score in which the Implicit esti-
mators of the paremeters (see equations 3.2 and 3.3) are used rather than Bayesian estimators
(Bouchaala et al., 2010). The expression of the Implicit score (IS) is thus obtained by substitut-
ing in equation 5.2 Nijk by N̂ijk θ̂ijk and Nij by N̂ij:

SIS(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(N̂ij + ri − 1)!

ri

∏
k=1

N̂ij θ̂ijk! (5.5)

.
We implemented this score within K2, MWST and GS algorithms for network structure learn-
ing. Performance of IS was evaluated on a benchmark database (ASIA network (lauritzen and
Spiegelhater, 1988) in comparison to other score metrics, namely BIC, BD and MI.
The experiments were carried out on different datasets randomly selected from the ASIA
database (20,000 data points). The dataset size was varied from 100 to 1000 (in order to test
robusteness to small databases)and 20 replicates were performed for each database size. The
performance of each score was evaluated by four criteria : the average (over the replicates)
numbers of missings edges, additional edges, reversed edges and correct edges (relative to
the true structure inferred from the whole database).
Table 1 below shows that the Implicit score yields improved performance over other scores
when used with the MWST and GS algorithm, and have similar performance when imple-
mented within K2 algorithm.

6. Application to real data: thyroid cancer prognosis

To illustrate how the Implicit method proceed, we consider an example on thyroid cancer. The
dataset comprises data on 92 thyroid cancer patients described in Rebai et al., (2009a,b). We
considered only five nodes with two states each:
Therapeutic response (TR): no response (1)/complete remission (2)
Metastasis (MET) yes (1)/no (2).
Thyroglobulin level (TG) low: ≤ 30 ng/mL (1); high: > 30 ng/mL (2)).
The genotype of a single nucleotide polymorphism within the HER2 gene (HER2): genotype
AA(1); genotype AG (2)(here genotype GG was totally absent).
The genotype of a single nucleotide polymorphism within the estrogen receptor gene (ER):
genotype AA and AG(1); genotype GG (2) (note here that genotypes AA and AG were merged



Bayesian Network6

The philosophy of our algorithm is to virtually fill the missing data for all nodes until all
missing cells in the database are completed. A detailed description and a formal proof of
convergence of the I-EM algorithm is given in (Ben Hassen et al., 2009).

5. Learning Bayesian Network Structure

Learning Bayesian Network structure from database is an NP-hard problem and several algo-
rithms have been developed to obtain a sub-optimal structure from a database. Most of the
widely used methods are score metric-based methods. By these methods a scoring metric is
defined and computed for each candidate structure and a search strategy (algorithm) is used
to explore the space of possible, alternative structures and identify the one (or those) having
the highest score.

5.1 Score metrics
A scoring criteria for a DAG is a function that assigns a value to each DAG based on the data.
Cooper and Hersovits (1992) proposed a score based on a Bayesian approach with Dirichlet
priors(known as BD: Bayesian Dirichlet). Starting from a prior distribution on the possible
structure P(B), the objective is to express the posterior probability of all possible structures
(P(B|D) or simply P(B, D)) conditional on a dataset D:

SBD(B, D) = P(B, D) =
∫

Θ
P(D|Θ, B)P(Θ|B)P(B)dΘ = P(B)

∫

Θ
P(D|Θ, B)P(Θ|B)dΘ

The BD score is analitycally expressed as:

SBD(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(Nij + ri − 1)!

ri

∏
k=1

Nijk! (5.2)

The BIC (Bayesian Information Criteria) score metric was proposed by Schwartz (1978) and is
defined as:

SBIC = logL(D|θMV , B)− 1
2

Dim(B)logN (5.3)

where θMV is the maximum likelihood estimate of the parameters, B is the BN structure
and Dim(B) is the dimension of the network defined by : Dim(B) = ∑n

i=1 Dim(Xi, B) and
Dim(B) = (ri − 1)qi
Another common score in structure learning is the Mutual Information (MI). The Mutual In-
formation between two random variables X and Y, denoted by I(X, Y) is defined by Chow
and Liu (1968):

I(X, Y) = H(X)− H(X|Y) (5.4)

Where H(X) is the entropy of random variables X defined as:
H(X) = −∑rx

i=1 P(X = xi)log(P(X = xi))
and
H(X|Y) = −∑rx

i=1 ∑
ry

j=1 P(X = xi/Y = yj)log(P(X = xi|Y = yj)) where rx and ry are the
number of discrete states for variables X and Y, respectively.

5.2 Algorithms for structure learning
One of the most used algorithms is the K2 algorithm (Cooper and Herskovits (1992). This
algorithm proceeds as follows: we assume an initial ordering of the nodes to reduce computa-
tional complexity and assume that the potential parent set of node Xi can include only those
nodes that precede it in the input ordering.
Chow et al., (1968) proposed a method derived from the Maximum Weight Spaning Tree
(MWST). This method associates a weight to each potential edges Xi − Xj of the tree. This
weight may be the MI(equation 5.4), or the local variation of the score proposed by (Hecker-
man et al., 1994). Given the weight matrix, we can use the Kruskal algorithm (Kruskal 1956)
to obtain a directed tree by choosing a root and then browsing the tree by an in-depth search.
The GS (Greedy Search) algorithm takes an initial graph, then associates a score for each neigh-
borhood. The graph with the highest score in this neighborhood is then chosen as the starting
graph for the next iteration.

5.3 The Implicit Score (IS)
The Implicit Score(IS) have the same derivation as the the BD score in which the Implicit esti-
mators of the paremeters (see equations 3.2 and 3.3) are used rather than Bayesian estimators
(Bouchaala et al., 2010). The expression of the Implicit score (IS) is thus obtained by substitut-
ing in equation 5.2 Nijk by N̂ijk θ̂ijk and Nij by N̂ij:

SIS(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(N̂ij + ri − 1)!

ri

∏
k=1

N̂ij θ̂ijk! (5.5)

.
We implemented this score within K2, MWST and GS algorithms for network structure learn-
ing. Performance of IS was evaluated on a benchmark database (ASIA network (lauritzen and
Spiegelhater, 1988) in comparison to other score metrics, namely BIC, BD and MI.
The experiments were carried out on different datasets randomly selected from the ASIA
database (20,000 data points). The dataset size was varied from 100 to 1000 (in order to test
robusteness to small databases)and 20 replicates were performed for each database size. The
performance of each score was evaluated by four criteria : the average (over the replicates)
numbers of missings edges, additional edges, reversed edges and correct edges (relative to
the true structure inferred from the whole database).
Table 1 below shows that the Implicit score yields improved performance over other scores
when used with the MWST and GS algorithm, and have similar performance when imple-
mented within K2 algorithm.

6. Application to real data: thyroid cancer prognosis

To illustrate how the Implicit method proceed, we consider an example on thyroid cancer. The
dataset comprises data on 92 thyroid cancer patients described in Rebai et al., (2009a,b). We
considered only five nodes with two states each:
Therapeutic response (TR): no response (1)/complete remission (2)
Metastasis (MET) yes (1)/no (2).
Thyroglobulin level (TG) low: ≤ 30 ng/mL (1); high: > 30 ng/mL (2)).
The genotype of a single nucleotide polymorphism within the HER2 gene (HER2): genotype
AA(1); genotype AG (2)(here genotype GG was totally absent).
The genotype of a single nucleotide polymorphism within the estrogen receptor gene (ER):
genotype AA and AG(1); genotype GG (2) (note here that genotypes AA and AG were merged

Learning parameters and structure of Bayesian networks using an Implicit framework 7

The philosophy of our algorithm is to virtually fill the missing data for all nodes until all
missing cells in the database are completed. A detailed description and a formal proof of
convergence of the I-EM algorithm is given in (Ben Hassen et al., 2009).

5. Learning Bayesian Network Structure

Learning Bayesian Network structure from database is an NP-hard problem and several algo-
rithms have been developed to obtain a sub-optimal structure from a database. Most of the
widely used methods are score metric-based methods. By these methods a scoring metric is
defined and computed for each candidate structure and a search strategy (algorithm) is used
to explore the space of possible, alternative structures and identify the one (or those) having
the highest score.

5.1 Score metrics
A scoring criteria for a DAG is a function that assigns a value to each DAG based on the data.
Cooper and Hersovits (1992) proposed a score based on a Bayesian approach with Dirichlet
priors(known as BD: Bayesian Dirichlet). Starting from a prior distribution on the possible
structure P(B), the objective is to express the posterior probability of all possible structures
(P(B|D) or simply P(B, D)) conditional on a dataset D:

SBD(B, D) = P(B, D) =
∫

Θ
P(D|Θ, B)P(Θ|B)P(B)dΘ = P(B)

∫

Θ
P(D|Θ, B)P(Θ|B)dΘ

The BD score is analitycally expressed as:

SBD(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(Nij + ri − 1)!

ri

∏
k=1

Nijk! (5.2)

The BIC (Bayesian Information Criteria) score metric was proposed by Schwartz (1978) and is
defined as:

SBIC = logL(D|θMV , B)− 1
2

Dim(B)logN (5.3)

where θMV is the maximum likelihood estimate of the parameters, B is the BN structure
and Dim(B) is the dimension of the network defined by : Dim(B) = ∑n

i=1 Dim(Xi, B) and
Dim(B) = (ri − 1)qi
Another common score in structure learning is the Mutual Information (MI). The Mutual In-
formation between two random variables X and Y, denoted by I(X, Y) is defined by Chow
and Liu (1968):

I(X, Y) = H(X)− H(X|Y) (5.4)

Where H(X) is the entropy of random variables X defined as:
H(X) = −∑rx

i=1 P(X = xi)log(P(X = xi))
and
H(X|Y) = −∑rx

i=1 ∑
ry

j=1 P(X = xi/Y = yj)log(P(X = xi|Y = yj)) where rx and ry are the
number of discrete states for variables X and Y, respectively.

5.2 Algorithms for structure learning
One of the most used algorithms is the K2 algorithm (Cooper and Herskovits (1992). This
algorithm proceeds as follows: we assume an initial ordering of the nodes to reduce computa-
tional complexity and assume that the potential parent set of node Xi can include only those
nodes that precede it in the input ordering.
Chow et al., (1968) proposed a method derived from the Maximum Weight Spaning Tree
(MWST). This method associates a weight to each potential edges Xi − Xj of the tree. This
weight may be the MI(equation 5.4), or the local variation of the score proposed by (Hecker-
man et al., 1994). Given the weight matrix, we can use the Kruskal algorithm (Kruskal 1956)
to obtain a directed tree by choosing a root and then browsing the tree by an in-depth search.
The GS (Greedy Search) algorithm takes an initial graph, then associates a score for each neigh-
borhood. The graph with the highest score in this neighborhood is then chosen as the starting
graph for the next iteration.

5.3 The Implicit Score (IS)
The Implicit Score(IS) have the same derivation as the the BD score in which the Implicit esti-
mators of the paremeters (see equations 3.2 and 3.3) are used rather than Bayesian estimators
(Bouchaala et al., 2010). The expression of the Implicit score (IS) is thus obtained by substitut-
ing in equation 5.2 Nijk by N̂ijk θ̂ijk and Nij by N̂ij:

SIS(B, D) = P(B)
n

∏
i=1

qi

∏
j=1

(ri − 1)!
(N̂ij + ri − 1)!

ri

∏
k=1

N̂ij θ̂ijk! (5.5)

.
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MWST Algorithm IS BIC MI Best Result
Correct Arc 4,39 2,62 2,71 8

Reversed Arc 1,93 3,08 3,08 0
Missing Arc 1,68 2,3 2,21 0

Extra Arc 0,68 1,32 1,22 0

(A)

K2 Algorithm IS BIC BD Best Result
Correct Arc 4,66 4,7 4,88 8

Reversed Arc 1,59 1,69 1,71 0
Missing Arc 1,75 1,61 1,41 0

Extra Arc 1,51 1,34 1,85 0

(B)

GS Algorithm BIC-BIC MI-BD IS-BIC IS-BD Best Result
Correct Arc 4,18 4,08 5,28 5,42 8

Reversed Arc 1,92 2,34 0,82 0,92 0
Missing Arc 1,9 1,58 1,9 1,66 0

Extra Arc 0,88 1,82 0,62 1,26 0

(C)

Table 1. Comparative Analysis of the Implicit score (IS) with BD, BIC and MI scores imple-
mented within (A) MWST algorithm, (B)K2 algorithm and (C) GS algorithm.

together because A is a risk allele). These two polymorphisms were included due to their
highly significant association, inferred by bivariate and multivariate statistical tests, with the
three other variables (see Rebai et al., 2009b for more details on the data).
The structure obtained by the K2 algorithm with the Implicit score is given in figure 1. Note
that the same structure was obtained by the BD score.

Fig. 1. The structure obtained by the K2 algorithm with the Implicit score

Using this structure we estimated the parameters by the Implicit approach. For parameter
notations, nodes are denoted as: (1)ER, (2)HER2, (3)TG, (4)TR and (5)MET. Parameter tijk
corresponds to the node i in state k and its parents in state j. According to the structure in
figure1, one node (HER2) has no parents, three nodes have one parent and one node has two

parents (TG). Consequently we have two parameters for HER2, four for ER, TR and MET and
eight for TG.

parameter estimated value parameter estimated value
t111 0.20608440 t112 0.79391560
t121 0.50137741 t122 0.49862259
t211 0.72054405 t212 0.27945595
t311 0.47058824 t312 0.52941176
t321 0.53736875 t322 0.46263125
t331 0.43298969 t332 0.56701031
t341 0.85161290 t342 0.14838710
t411 0.21479714 t412 0.78520286
t421 0.94267026 t422 0.05732974
t511 0.07434944 t512 0.92565056
t521 0.92560895 t522 0.07439105

Table 2. Parameters Estimates from a complete dataset of 94 thyroid cancer patients based on
structure in Fig1.

If we look at the TR node and particularly the probability of the occurrence of a positive
response to therapy (t412) we see that it is high (almost 80 %) when the parent (TG) is at
state 1, that is for patients with low TG levels while it is small (about 6 %) for patients with
high TG levels (t422). This confirm the high prognostic value of TG level, well recognized by
clinicians. Another expected result is that the probability of having metastasis is very high (92
%) when the patient does not respond to therapy (t512). However, an original result is that
the probability of having a high TG levels is small (about 15 %) when the patient carries non-
risk genotypes at the two single nucleotide polymoprhisms (t342)compared to corresponding
probabilities to carriers of a risk genotype for at least one SNP (50 % on average). This means
that the two SNP can be used as early prognostic factors that predict the increase in TG levels,
which might be of help for therapeutic adjustment (preventive treatment,..).
In order to test the robustness of the Implicit method in parameter learning, we introduced 5 %
missing data by randomly deleting 5 % of the data for each node. Table 3 gives the parameters
estimates and shows that the change in parameters estimates is slight except for the node
without parents (HER2). This property of Implicit estimators has already been reported in
Ben Hassen et al., (2009) and is expected because nodes without parents are expected to be
more sensitive to missing data.

7. Conclusion

In this chapter, we described the Implicit method, a new framework for learning structure and
probabilities in Bayesian networks. We showed how our method proceeds with complete and
incomplete data. The use of the Implicit method was illustrated on a real and original dataset
of thyroid cancer.
The Implicit method is a new approach that can be seen as a prior-free Bayesian approach. It
has the advantages of Bayesian methods without their drawbacks. In fact, the choice of prior
information in Bayesian approaches has always been problematic and has been advanced by
many critics to be the major weakness of such methods. Implicit method avoids the problem
of priors and leads to estimators and algorithms that are easier to derive and to implement.
We showed here and in our previous work that the Implicit score when implemented within
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parameter estimated value parameter estimated value
t111 0.2173913 t112 0.7826087
t121 0.3333333 t122 0.6666667
t211 0.7437071 t212 0.2562929
t311 0.4615385 t312 0.5384615
t321 0.5381062 t322 0.4618938
t331 0.4545455 t332 0.5454545
t341 0.9166667 t342 0.08333333
t411 0.2005571 t412 0.7994429
t421 0.9589041 t422 0.04109589
t511 0.0787401 t512 0.9212598
t521 0.948718 t522 0.05128205

Table 3. Table of estimated parameters for a 5 % rate of missing data for thyroid cancer patients

traditional algorithms for structure learning (and particularly the MWST algorithm) leads to
better results and seems to be more robust when the database is of relatively small size. This
might be a very useful property for applications in medical prognosis or diagnosis of rare dis-
eases, where the number of patients has been a limiting factor to the use of Bayseian networks
for modeling the complex relationship between several predicting factors, such as clinical,
molecular, biochemical and genetical factors.
The easy implementation of the Implicit algorithm for parameters learning in Bayseian net-
works with missing data and its performance compared to the EM algorithm and particularly
its faster convergence, is one of the reasons that can lead to its adoption for many applications
in computational biology and genomics (see Needham et al., 2007).
In its current version, the Implicit method can only handle Bayesian networks with discrete
variables. This of course encloses a wide range of applications, but the generalization to net-
works with continuous or mixed variables is our next challenge and will be addressed in the
near future.
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parameter estimated value parameter estimated value
t111 0.2173913 t112 0.7826087
t121 0.3333333 t122 0.6666667
t211 0.7437071 t212 0.2562929
t311 0.4615385 t312 0.5384615
t321 0.5381062 t322 0.4618938
t331 0.4545455 t332 0.5454545
t341 0.9166667 t342 0.08333333
t411 0.2005571 t412 0.7994429
t421 0.9589041 t422 0.04109589
t511 0.0787401 t512 0.9212598
t521 0.948718 t522 0.05128205

Table 3. Table of estimated parameters for a 5 % rate of missing data for thyroid cancer patients

traditional algorithms for structure learning (and particularly the MWST algorithm) leads to
better results and seems to be more robust when the database is of relatively small size. This
might be a very useful property for applications in medical prognosis or diagnosis of rare dis-
eases, where the number of patients has been a limiting factor to the use of Bayseian networks
for modeling the complex relationship between several predicting factors, such as clinical,
molecular, biochemical and genetical factors.
The easy implementation of the Implicit algorithm for parameters learning in Bayseian net-
works with missing data and its performance compared to the EM algorithm and particularly
its faster convergence, is one of the reasons that can lead to its adoption for many applications
in computational biology and genomics (see Needham et al., 2007).
In its current version, the Implicit method can only handle Bayesian networks with discrete
variables. This of course encloses a wide range of applications, but the generalization to net-
works with continuous or mixed variables is our next challenge and will be addressed in the
near future.
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1. Introduction

Bayesian networks (BN) are a family of probabilistic graphical models representing a joint
distribution for a set of random variables. Conditional dependencies between these variables
are symbolized by a Directed Acyclic Graph (DAG). Two classical approaches are often
encountered when automatically determining an appropriate graphical structure from a
database of cases. The first one consists in the detection of (in)dependencies between the
variables (Cheng et al., 2002; Spirtes et al., 2001). The second one uses a scoring metric
(Chickering, 2002a). But neither the first nor the second are really satisfactory. The first
one uses statistical tests which are not reliable enough when in presence of small datasets.
If numerous variables are required, it is the computing time that highly increases. Even if
score-based methods require relatively less computation, their disadvantage lies in that the
searcher is often confronted with the presence of many local optima within the search space
of candidate DAGs. Finally, in the case of the automatic determination of the appropriate
graphical structure of a BN, it was shown that the search space is huge (Robinson, 1976) and
that is a NP-hard problem (Chickering et al., 1994) for a scoring approach.

In this field of research, evolutionary methods such as Genetic Algorithms (GA) (De Jong,
2006) have already been used in various forms (Acid & de Campos, 2003; Larrañaga et al.,
1996; Muruzábal & Cotta, 2004; Van Dijk, Thierens & Van Der Gaag, 2003; Wong et al., 1999;
2002). Among these works, two lines of research are interesting. The first idea is to effectively
reduce the search space using the notion of equivalence class (Pearl, 1988). In (Van Dijk,
Thierens & Van Der Gaag, 2003) for example the authors have tried to implement a genetic
algorithm over the partial directed acyclic graph space in hope to benefit from the resulting
non-redundancy, without noticeable effect. Our idea is to take advantage both from the
(relative) simplicity of the DAG space in terms of manipulation and fitness calculation and
the unicity of the equivalence classes’ representations.

One major difficulty when tackling the problem of structure learning with scoring methods –
evolutionary methods included – is to avoid the premature convergence of the population to
a local optimum. When using a genetic algorithm, local optima avoidance is often ensured by
preserving some genetic diversity. However, the latter often leads to slow convergence and
difficulties in tuning the GA parameters.
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To overcome these problems, we designed a general genetic algorithm based upon dedicated
operators: mutation, crossover but also a mutual information-driven repair operator which
ensures the closeness of the previous. Various strategies were then tested in order to find a
balance between speed of convergence and avoidance of local optima. We focus particularly
onto two of these: a new adaptive scheme to the mutation rate on one hand and sequential
niching techniques on the other.

The remaining of the chapter is structured as follows: in the second section we will define
the problem, ended by a brief state of the art. In the third section, we will show how an
evolutionary approach is well suited to this kind of problem. After briefly recalling the theory
of genetic algorithms, we will describe the representation of a Bayesian network adapted to
genetic algorithms and all the needed operators necessary to take in account the inherent
constraints to Bayesian networks. In the fourth section the various strategies will then be
developed: adaptive scheme to the mutation rate on one hand and niching techniques on the
other hand. The fifth section will describe the test protocol and the results obtained compared
to other classical algorithms. A study of the behavior of the used strategies will also be given.
And finally, the sixth section will present an application of these algorithms in the field of
graphic symbol recognition.

2. Problem settings and related work

2.1 Settings
A probabilistic graphical model can represent a whole of conditional relations within a field
X = {X1, X2, . . . , Xn} of random variables having each one their own field of definition.
Bayesian networks belong to a specific branch of the family of the probabilistic graphical
models and appear as a directed acryclic graph (DAG) symbolizing the various dependences
existing between the variables represented. An example of such a model is given Fig. 1.

A Bayesian network is denoted B = {G, θ}. Here, G = {X, E} is a directed acyclic graph
whose set of vertices X represents a set of random variables and its set of arcs E represents the
dependencies between these variables. The set of parameters θ holds the conditional proba-
bilities for each vertices, depending on the values taken by its parents in G. The probability
k = {P(Xk|Pa(Xk))}, where Pa(Xk) are the parents of variable Xk in G. If Xk has no parents,
then Pa(Xk) = ∅.
The main convenience of Bayesian networks is that, given the representation of conditional
independences by its structure and the set θ of local conditional distributions, we can write
the global joint probability distribution as:

P(X1, . . . , Xn) =
n

∏
k=1

P(Xk|Pa(Xk)) (1)

2.2 Field of applications of Bayesian networks
Bayesian networks are encountered in various applications like filtering junk e-mail (Sahami
et al., 1998), assistance for blind people (Lacey & MacNamara, 2000), meteorology (Cano et al.,
2004), traffic accident reconstruction (Davis, 2003), image analysis for tactical computer-aided
decision (Fennell & Wishner, 1998), market research (Jaronski et al., 2001), user assistance in

Fig. 1. Example of a Bayesian network.

software use (Horvitz et al., 1998), fraud detection (Ezawa & Schuermann, 1995), human-
machine interaction enhancement (Allanach et al., 2004).

The growing interest, since the mid-nineties, that has been shown by the industry for Bayesian
models is growing particularly through the widespread process of interaction between man
and machine to accelerate decisions. Moreover, it should be emphasized their ability, in
combination with Bayesian statistical methods (i.e. taking into account prior probability
distribution model) to combine the knowledge derived from the observed domain with a
prior knowledge of that domain. This knowledge, subjective, is frequently the product of
the advice of a human expert on the subject. This property is valuable when it is known that
in the practical application, data acquisition is not only costly in resources and in time, but,
unfortunately, often leads to a small knowledge database.

2.3 Training the structure of a Bayesian network
Learning Bayesian network can be broken up into two phases. As a first step, the network
structure is determined, either by an expert, either automatically from observations made
over the studied domain (most often). Finally, the set of parameters θ is defined here too by
an expert or by means of an algorithm.

The problem of learning structure can be compared to the exploration of the data, i.e. the
extraction of knowledge (in our case, network topology) from a database (Krause, 1999). It
is not always possible for experts to determine the structure of a Bayesian network. In some
cases, the determination of the model can therefore be a problem to resolve. Thus, in (Yu et al.,
2002) learning the structure of a Bayesian network can be used to identify the most obvious
relationships between different genetic regulators in order to guide subsequent experiments.
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software use (Horvitz et al., 1998), fraud detection (Ezawa & Schuermann, 1995), human-
machine interaction enhancement (Allanach et al., 2004).

The growing interest, since the mid-nineties, that has been shown by the industry for Bayesian
models is growing particularly through the widespread process of interaction between man
and machine to accelerate decisions. Moreover, it should be emphasized their ability, in
combination with Bayesian statistical methods (i.e. taking into account prior probability
distribution model) to combine the knowledge derived from the observed domain with a
prior knowledge of that domain. This knowledge, subjective, is frequently the product of
the advice of a human expert on the subject. This property is valuable when it is known that
in the practical application, data acquisition is not only costly in resources and in time, but,
unfortunately, often leads to a small knowledge database.

2.3 Training the structure of a Bayesian network
Learning Bayesian network can be broken up into two phases. As a first step, the network
structure is determined, either by an expert, either automatically from observations made
over the studied domain (most often). Finally, the set of parameters θ is defined here too by
an expert or by means of an algorithm.

The problem of learning structure can be compared to the exploration of the data, i.e. the
extraction of knowledge (in our case, network topology) from a database (Krause, 1999). It
is not always possible for experts to determine the structure of a Bayesian network. In some
cases, the determination of the model can therefore be a problem to resolve. Thus, in (Yu et al.,
2002) learning the structure of a Bayesian network can be used to identify the most obvious
relationships between different genetic regulators in order to guide subsequent experiments.
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To overcome these problems, we designed a general genetic algorithm based upon dedicated
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onto two of these: a new adaptive scheme to the mutation rate on one hand and sequential
niching techniques on the other.

The remaining of the chapter is structured as follows: in the second section we will define
the problem, ended by a brief state of the art. In the third section, we will show how an
evolutionary approach is well suited to this kind of problem. After briefly recalling the theory
of genetic algorithms, we will describe the representation of a Bayesian network adapted to
genetic algorithms and all the needed operators necessary to take in account the inherent
constraints to Bayesian networks. In the fourth section the various strategies will then be
developed: adaptive scheme to the mutation rate on one hand and niching techniques on the
other hand. The fifth section will describe the test protocol and the results obtained compared
to other classical algorithms. A study of the behavior of the used strategies will also be given.
And finally, the sixth section will present an application of these algorithms in the field of
graphic symbol recognition.
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the advice of a human expert on the subject. This property is valuable when it is known that
in the practical application, data acquisition is not only costly in resources and in time, but,
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an expert or by means of an algorithm.

The problem of learning structure can be compared to the exploration of the data, i.e. the
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The structure is then only a part of the solution to the problem but itself a solution.

Learning the structure of a Bayesian network may need to take into account the nature of the
data provided for learning (or just the nature of the modeled domain): continuous variables
– variables can take their values in a continuous space (Cobb & Shenoy, 2006; Lauritzen &
Wermuth, 1989; Lerner et al., 2001) –, incomplete databases (Heckerman, 1995; Lauritzen,
1995). We assume in this work that the variables modeled take their values in a discrete
set, they are fully observed, there is no latent variable i.e. there is no model in the field of
non-observable variable that is the parent of two or more observed variables.

The methods used for learning the structure of a Bayesian network can be divided into two
main groups:

1. Discovery of independence relationships: these methods consist in the testing proce-
dures on allowing conditional independence to find a structure;

2. Exploration and evaluation: these methods use a score to evaluate the ability of the
graph to recreate conditional independence within the model. A search algorithm will
build a solution based on the value of the score and will make it evolve iteratively.

Without being exhaustive, belonging to the statistical test-based methods it should be noted
first the algorithm PC, changing the algorithm SGS (Spirtes et al., 2001). In this approach,
considering a graph G = {X, E, θ}), two vertices Xi and Xj from X and a subset of vertices
SXi ,Xj ∈ X/{Xi, Xj}, the vertices Xi and Xj are connected by an arc in G if there is no SXi ,Xj

such as (Xi⊥Xj|SXi ,Xj ) where ⊥ denotes the relation of conditional independence. Based
on an undirected and fully connected graph, the detection of independence allows us to
remove the corresponding arcs until the obtention the skeleton of the expected DAG. Then
follow two distinct phases: i) detection and determination of the V-structures1 of the graph
and ii) orientation of the remaining arcs. The algorithm returns a directed graph belonging
to the Markov’s equivalence class of the sought model. The orientation of the arcs, except
those of V-structures detected, does not necessarily correspond to the real causality of this
model. In parallel to the algorithm PC, another algorithm, called IC (Inductive Causation)
has been developed by the team of Judea Pearl (Pearl & Verma, 1991). This algorithm is
similar to the algorithm PC, but starts with an empty structure and links couples of variables
as soon as a conditional dependency is detected (in the sense that there is no identified
subset conditioning SXi ,Xj such as (Xi⊥Xj|SXi ,Xj )). The common disadvantage to the two
algorithms is the numerous tests required to detect conditional independences. Finally, the
algorithm BNPC – Bayes Net Power Constructor – (Cheng et al., 2002) uses a quantitative
analysis of mutual information between the variables in the studied field to build a structure
G. Tests of conditional independence are equivalent to determine a threshold for mutual
information (conditional or not) between couples of involved variables. In the latter case, a
work (Chickering & Meek, 2003) comes to question the reliability of BNPC.

Many algorithms, by conducting casual research, are quite similar. These algorithms propose
a gradual construction of the structure returned. However, we noticed some remaining
shortcomings. In the presence of an insufficient number of cases describing the observed
domain, the statistical tests of independence are not reliable enough. The number of tests
to be independently carried out to cover all the variables is huge. An alternative is the

1 We call V-structure, or convergence, a triplet (x, y, z) such as y depends on x and z(x → y ← z).

use of a measure for evaluating the quality of a structure knowing the training database in
combination with a heuristic exploring a space of options.

Scoring methods use a score to evaluate the consistency of the current structure with the
probability distribution that generated the data. Thus, in (Cooper & Herskovits, 1992)
a formulation was proposed, under certain conditions, to compute the Bayesian score,
(denoted BD and corresponds in fact to the marginal likelihood we are trying to maximize
through the determination of a structure G). In (Heckerman, 1995) a variant of Bayesian
score based on an assumption of equivalency of likelihood is presented. BDe, the resulting
score, has the advantage of preventing a particular configuration of a variable Xi and of its
parents Pa(Xi) from being regarded as impossible. A variant, BDeu, initializes the prior
probability distributions of parameters according to a uniform law. In (Kayaalp & Cooper,
2002) authors have shown that under certain conditions, this algorithm was able to detect
arcs corresponding to low-weighted conditional dependencies. AIC, the Akaike Information
Criterion (Akaike, 1970) tries to avoid the learning problems related to likelihood alone.
When penalizing the complexity of the structures evaluated, the AIC criterion focuses the
simplest model being the most expressive of extracted knowledge from the base D. AIC is
not consistent with the dimension of the model, with the result that other alternatives have
emerged, for example CAIC – Consistent AIC – (Bozdogan, 1987). If the size of the database
is very small, it is generally preferable to use AICC – Akaike Information Corrected Criterion
– (Hurvich & Tsai, 1989). The MDL criterion (Rissanen, 1978; Suzuki, 1996) incorporates
a penalizing scheme for the structures which are too complex. It takes into account the
complexity of the model and the complexity of encoding data related to this model. Finally,
the BIC criterion (Bayesian Information Criterion), proposed in (Schwartz, 1978), is similar
to the AIC criterion. Properties such as equivalence, breakdown-ability of the score and
consistency are introduced. Due to its tendency to return the simplest models (Bouckaert,
1994), BIC is a metric evaluation as widely used as the BDeu score.

To efficiently go through the huge space of solutions, algorithms use heuristics. We can found
in the literature deterministic ones like K2 (Cooper & Herskovits, 1992), GES (Chickering,
2002b), KES (Nielsen et al., 2003) or stochastic ones like an application of Monte Carlo Markov
Chains methods (Madigan & York, 1995) for example. We particularly notice evolutionary
methods applied to the training of a Bayesian network structure. Initial work is presented
in (Etxeberria et al., 1997; Larrañaga et al., 1996). In this work, the structure is build using
a genetic algorithm and with or without the knowledge of a topologically correct order on
the variables of the network. In (Larrañaga et al., 1996) an evolutionary algorithm is used
to conduct research over all topologic orders and then the K2 algorithm is used to train the
model. Cotta and Muruzábal (Cotta & Muruzábal, 2002) emphasize the use of phenotypic
operators instead of genotypic ones. The first one takes into account the expression of the
individual’s allele while the latter uses a purely random selection. In (Wong et al., 1999),
structures are learned using the MDL criterion. Their algorithm, named MDLEP, does not
require a crossover operator but is based on a succession of mutation operators. An advanced
version of MDLEP named HEP (Hybrid Evolutionary Programming) was proposed (Wong
et al., 2002). Based on a hybrid technique, it limits the search space by determining in advance
a network skeleton by conducting a series of low-order tests of independence: if X and Y
are independent variables, the arcs X → Y and X ← Y can not be added by the mutation
operator. The algorithm forbids the creation of a cycle during and after the mutation. In
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To efficiently go through the huge space of solutions, algorithms use heuristics. We can found
in the literature deterministic ones like K2 (Cooper & Herskovits, 1992), GES (Chickering,
2002b), KES (Nielsen et al., 2003) or stochastic ones like an application of Monte Carlo Markov
Chains methods (Madigan & York, 1995) for example. We particularly notice evolutionary
methods applied to the training of a Bayesian network structure. Initial work is presented
in (Etxeberria et al., 1997; Larrañaga et al., 1996). In this work, the structure is build using
a genetic algorithm and with or without the knowledge of a topologically correct order on
the variables of the network. In (Larrañaga et al., 1996) an evolutionary algorithm is used
to conduct research over all topologic orders and then the K2 algorithm is used to train the
model. Cotta and Muruzábal (Cotta & Muruzábal, 2002) emphasize the use of phenotypic
operators instead of genotypic ones. The first one takes into account the expression of the
individual’s allele while the latter uses a purely random selection. In (Wong et al., 1999),
structures are learned using the MDL criterion. Their algorithm, named MDLEP, does not
require a crossover operator but is based on a succession of mutation operators. An advanced
version of MDLEP named HEP (Hybrid Evolutionary Programming) was proposed (Wong
et al., 2002). Based on a hybrid technique, it limits the search space by determining in advance
a network skeleton by conducting a series of low-order tests of independence: if X and Y
are independent variables, the arcs X → Y and X ← Y can not be added by the mutation
operator. The algorithm forbids the creation of a cycle during and after the mutation. In
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1 We call V-structure, or convergence, a triplet (x, y, z) such as y depends on x and z(x → y ← z).

use of a measure for evaluating the quality of a structure knowing the training database in
combination with a heuristic exploring a space of options.

Scoring methods use a score to evaluate the consistency of the current structure with the
probability distribution that generated the data. Thus, in (Cooper & Herskovits, 1992)
a formulation was proposed, under certain conditions, to compute the Bayesian score,
(denoted BD and corresponds in fact to the marginal likelihood we are trying to maximize
through the determination of a structure G). In (Heckerman, 1995) a variant of Bayesian
score based on an assumption of equivalency of likelihood is presented. BDe, the resulting
score, has the advantage of preventing a particular configuration of a variable Xi and of its
parents Pa(Xi) from being regarded as impossible. A variant, BDeu, initializes the prior
probability distributions of parameters according to a uniform law. In (Kayaalp & Cooper,
2002) authors have shown that under certain conditions, this algorithm was able to detect
arcs corresponding to low-weighted conditional dependencies. AIC, the Akaike Information
Criterion (Akaike, 1970) tries to avoid the learning problems related to likelihood alone.
When penalizing the complexity of the structures evaluated, the AIC criterion focuses the
simplest model being the most expressive of extracted knowledge from the base D. AIC is
not consistent with the dimension of the model, with the result that other alternatives have
emerged, for example CAIC – Consistent AIC – (Bozdogan, 1987). If the size of the database
is very small, it is generally preferable to use AICC – Akaike Information Corrected Criterion
– (Hurvich & Tsai, 1989). The MDL criterion (Rissanen, 1978; Suzuki, 1996) incorporates
a penalizing scheme for the structures which are too complex. It takes into account the
complexity of the model and the complexity of encoding data related to this model. Finally,
the BIC criterion (Bayesian Information Criterion), proposed in (Schwartz, 1978), is similar
to the AIC criterion. Properties such as equivalence, breakdown-ability of the score and
consistency are introduced. Due to its tendency to return the simplest models (Bouckaert,
1994), BIC is a metric evaluation as widely used as the BDeu score.

To efficiently go through the huge space of solutions, algorithms use heuristics. We can found
in the literature deterministic ones like K2 (Cooper & Herskovits, 1992), GES (Chickering,
2002b), KES (Nielsen et al., 2003) or stochastic ones like an application of Monte Carlo Markov
Chains methods (Madigan & York, 1995) for example. We particularly notice evolutionary
methods applied to the training of a Bayesian network structure. Initial work is presented
in (Etxeberria et al., 1997; Larrañaga et al., 1996). In this work, the structure is build using
a genetic algorithm and with or without the knowledge of a topologically correct order on
the variables of the network. In (Larrañaga et al., 1996) an evolutionary algorithm is used
to conduct research over all topologic orders and then the K2 algorithm is used to train the
model. Cotta and Muruzábal (Cotta & Muruzábal, 2002) emphasize the use of phenotypic
operators instead of genotypic ones. The first one takes into account the expression of the
individual’s allele while the latter uses a purely random selection. In (Wong et al., 1999),
structures are learned using the MDL criterion. Their algorithm, named MDLEP, does not
require a crossover operator but is based on a succession of mutation operators. An advanced
version of MDLEP named HEP (Hybrid Evolutionary Programming) was proposed (Wong
et al., 2002). Based on a hybrid technique, it limits the search space by determining in advance
a network skeleton by conducting a series of low-order tests of independence: if X and Y
are independent variables, the arcs X → Y and X ← Y can not be added by the mutation
operator. The algorithm forbids the creation of a cycle during and after the mutation. In



Bayesian Network18

(Van Dijk & Thierens, 2004; Van Dijk, Thierens & Van Der Gaag, 2003; Van Dijk, Van Der
Gaag & Thierens, 2003) a similar method was proposed. The chromosome contains all the
arcs of the network, and three alleles are defined: none, X → Y and X → Y. The algorithm
acts as Wong’s one (Wong et al., 2002) but only recombination and repair are used to make
the individuals evolve. The results presented in (Van Dijk & Thierens, 2004) are slightly
better than these obtained by HEP. A search, directly done in the equivalence graph space,
is presented in (Muruzábal & Cotta, 2004; 2007). Another approach, where the algorithm
works in the limited partially directed acyclic graph is reported in (Acid & de Campos,
2003). These are a special form of PDAG where many of these could fit the same equivalence
class. Finally, approaches such as Estimation of Distribution Algorithms (EDA) are applied
in (Mühlenbein & PaaB, 1996). In (Blanco et al., 2003), the authors have implemented two
approaches (UMDA and PBIL) to search structures over the PDAG space. These algorithms
were applied to the distribution of arcs in the adjacency matrix of the expected structure.
The results appear to support the approach PBIL. In (Romero et al., 2004), two approaches
(UMDA and MIMIC) have been applied to the topological orders space. Individuals (i.e.
topological orders candidates) are themselves evaluated with the Bayesian scoring.

3. Genetic algorithm design

Genetic algorithms are a family of computational models inspired by Darwin’s theory of Evo-
lution. Genetic algorithms encode potential solutions to a problem in a chromosome-like data
structure, exploring and exploiting the search space using dedicated operators. Their actual
form is mainly issued from the work of J.Holland (Holland, 1992) in which we can find the
general scheme of a genetic algorithm (see Algorithm. 1) called canonical GA. Throughout the
years, different strategies and operators have been developed in order to perform an efficient
search over the considered space of individuals: selection, mutation and crossing operators,
etc.

Algorithm 1 Holland’s canonical genetic algorithm (Holland, 1992)

/* Initialization */
t ← 0
Randomly and uniformly generate an initial population P0 of λ individuals and evaluate
them using a fitness function f
/* Evolution */
repeat

Select Pt for the reproduction
Build new individuals by application of the crossing operator on the beforehand selected
individuals
Apply a mutation operator to the new individuals: individuals obtained are affected to
the new population Pt+1
/* Evaluation */
Evaluate the individuals of Pt+1 using f
t ← t + 1;
/* Stop */

until a definite criterion is met

Applied to the search for Bayesian networks structures, genetic algorithm pose two problems:

1. The constraint on the absence of circuits in the structures creates a strong link between
the different genes and alleles of a person, regardless of the chosen representation. Ide-
ally, operators should reflect this property.

2. Often, a heuristic searching over the space of solutions (genetic algorithm, greedy algo-
rithm and so on.) finds itself trapped in a local optimum. This makes it difficult to find
a balance between a technique able to avoid this problem, with the risk of overlooking
many quality solutions, and a more careful exploration with a good chance to compute
only a locally-optimal solution.

If the first item involves essentially the design of a thoughtful and evolutionary approach to
the problem, the second point characterizes an issue relating to the multimodal optimization.
For this kind of problem, there is a particular methodology: the niching.

We now proceed to a description of a genetic algorithm adapted to find a good structure for a
Bayesian network.

3.1 Representation
As our search is performed over the space of directed acyclic graphs, each invidual is
represented by an adjacency matrix. Denoting with N the number of variables in the domain,
an individual is thus described by an N × N binary matrix Adjij where one of its coefficients
aij is equal to 1 if an oriented arc going from Xi to Xj in G exists.

Whereas the traditional genetic algorithm considers chromosomes defined by a binary alpha-
bet, we chose to model the Bayesian network structure by a chain of N genes (where N is
the number of variables in the network). Each gene represents one row of the adjacency ma-
trix, that’s to say each gene corresponds to the set of parents of one variable. Although this
non-binary encoding is unusual in the domain of structure learning, it is not an uncommon
practice among genetic algorithms. In fact, this approach turns out to be especially practical
for the manipulation and evaluation of candidate solutions.

3.2 Fitness Function
We chose to use the Bayesian Information Criterion (BIC) score as the fitness function for our
algorithm:

SBIC(B, D) = log
(

L(D|B, θMAP)
)
− 1

2
× dim(B)× log(N) (2)

where D represents the training data, θMAP the MAP-estimated parameters, and dim() is the
dimension function defined by Eq. 3:

dim(B) =
n

∑
i=1

(ri − 1)× ∏
Xk∈Pa(Xk)

rk (3)

where ri is the number of possible values for Xi. The fitness function f (individual) can be
written as in Eq. 4:

f (individual) =
n

∑
k=1

fk(Xk, Pa(Xk)) (4)
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only a locally-optimal solution.
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where fk is the local BIC score computed over the family of variable Xk.

The genetic algorithm takes advantage of the breakdown of the evaluation function and eval-
uates new individuals from their inception, through crossing, mutation or repair. The impact
of any change – on local – an individual’s genome shall be immediately passed on to the phe-
notype of it through the computing of the local score. The direct consequence is that the eval-
uation phase of the generated population took actually place for each individual – depending
on the changes made – as a result of changes endured by him.

3.3 Setting up the population
We choose to initialize the population of structures by the various trees (depending on the
chosen root vertex) returned by the MWST algorithm. Although these n trees are Markov-
equivalent, the initialization can generate individuals with relevant characteristics. Moreover,
since early generations, the combined action of the crossover and the mutation operators pro-
vides various and good quality individuals in order to significantly improve the convergence
time. We use the undirected tree returned by the algorithm: each individual of the popula-
tion is initialized by a tree directed from a randomly-chosen root. This mechanism introduces
some diversity in the population.

3.4 Selection of the individuals
We use a rank selection where each one of the λ individuals in the population is selected with
a probability equal to:

Pselect(individual) = 2 × λ + 1 − rank(individual)
λ × (λ + 1)

(5)

This strategy allows promote individuals which best suit the problem while leaving the weak-
est one the opportunity to participate to the evolution process. If the major drawback of this
method is to require a systematic classification of individuals in advance, the cost is neg-
ligible. Other common strategies have been evaluated without success: the roulette wheel
(prematured convergence), the tournament (the selection pressure remained too strong) and
the fitness scaling (Forrest, 1985; Kreinovich et al., 1993). The latter aims to allow in the first
instance to prevent the phenomenon of predominance of "super individuals" in the early gen-
erations while ensuring when the population converges, that the mid-quality individuals did
not hamper the reproduction of the best ones.

3.5 Repair operator
In order to preserve the closeness of our operators over the space of directed acyclic graphs,
we need to design a repair operator to convert those invalid graphs (typically, cyclic directed
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XA = a and so on. The mutual information is computed once for a given database. It may

happen that an individual has several circuits, as a result of a mutation that generated and/or
inverted several arcs. In this case, the repair is iteratively performed, starting with deleting
the shortest circuit until the entire circuit has been deleted.

3.6 Crossover Operator
A first attempt was to create a one-point crossover operator. At least, the operator used has
been developed from the model of (Vekaria & Clack, 1998). This operator is used to generate
two individuals with the particularity of defining the crossing point as a function of the quality
of the individual. The form taken by the criterion (BIC and, in general, by any decomposable
score) makes it possible to assign a local score to the set {Xi, Pa(Xi)}. Using these different lo-
cal scores we can therefore choose to generate an individual which received the best elements
of his ancestors. This operation is shown Fig. 2. This generation can be performed only if a
DAG is produced (the operator is closed). In our experiments, Pcross, the probability that an
individual is crossed with another is set to 0.8.
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4. Strategies

Now, after describing our basic GA, we will present how it can be improved by i) a specific
adaptive mutation scheme and ii) an exploration strategy: the niching.

The many parameters of a GA are usually fixed by the user and, unfortunately, usually lead
to sub-optimal choices. As the amount of tests required to evaluate all the conceivable sets of
parameters will be eventually exponential, a natural approach consists in letting the different
parameters evolve along with the algorithm. (Eiben et al., 1999) defines a terminology for
self-adaptiveness which can be resumed as follows:

• Deterministic Parameter Control: the parameters are modified by a deterministic rule.

• Adaptive Parameter Control: consists in modifying the parameters using feedback from
the search.

• Self-adaptive Parameter Control: parameters are encoded in the individuals and evolve
along.

We now present three techniques. The first one, an adaptive parameter control, aims at man-
aging the mutation rate. The second one, an evolutionary method tries to avoid local optima
using a penalizing scheme. Finaly, the third one, another evolutionary method, makes many
populations evolve granting sometimes a few individuals to go from one population to an-
other.

4.1 Self-adaptive scheme of the mutation rate
As for the mutation rate, the usual approach consists in starting with a high mutation rate
and reducing it as the population converges. Indeed, as the population clusters near one
optimum, high mutation rates tend to be degrading. In this case, a self-adaptive strategy
would naturally decrease the mutation rate of individuals so that they would be more likely
to undergo the minor changes required to reach the optimum.

Other strategies have been proposed which allow the individual mutation rates to either in-
crease or decrease, such as in (Thierens, 2002). There, the mutation step of one individual
induces three differently rated mutations: greater, equal and smaller than the individual’s ac-
tual rate. The issued individual and its mutation rate are chosen accordingly to the qualitative
results of the three mutations. Unfortunately, as the mutation process is the most costly oper-
ation in our algorithm, we obviously cannot choose such a strategy. Therefore, we designed
the following adaptive policy.
We propose to conduct the search over the space of solutions by taking into account infor-
mation on the quality of later search. Our goal is to define a probability distribution which
drives the choice of the mutation operation. This distribution should reflect the performance
of the mutation operations being applied over the individuals during the previous iterations
of the search.

Let us define P(i, j, opmute) the probability that the coefficient aij of the adjacency matrix is
modified by the mutation operation opmute. The mutation decays according to the choice of i, j
and opmute. We can simplify the density of probability by conditioning a subset of {i, j, opmute}
by its complementary. This latter being activated according to a static distribution of probabil-
ity. After studying all the possible combination, we have chosen to design a process to control

P(i|opmute, j). This one influences the choice of the source vertex knowing the destination ver-
tex and for a given mutation operation. So the mutation operator can be rewritten such as
shown by Algorithm 2.

Algorithm 2 The mutation operator scheme

for j = 1 to n do
if Pa(Xj) mute with a probability Pmute then

choose a mutation operation among these allowed on Pa(Xj)
apply opmute(i, j) with the probability P(i|opmute, j)

end if
end for

Assuming that the selection probability of Pa(Xj) is uniformly distributed and equals a given
Pmute, Eq. 7 must be verified:




∑opmute
δ
(i,j)
opmute P(i|opmute, j) = 1

δ
(i,j)
opmute =

{
1 if opmute(i, j) is allowed
0 else

(7)

The diversity of the individuals lay down to compute P(i|opmute, j) for each allowed opmute
and for each individual Xj. We introduce a set of coefficients denoted ζ(i, j, opmute(i, j)) where
1 ≤ i, j ≤ n and i �= j to control P(i|opmute, j). So we define:

P(i|opmute, j) =
ζ(i, j, opmute(i, j))

∑ δ
(i,j)
opmute ζ(i, j, opmute(i, j))

(8)

During the initialization and without any prior knowledge, ζ(i, j, opmute(i, j)) follows an uni-
form distribution:

ζ(i, j, opmute(i, j)) =
1

n − 1

{
∀ 1 ≤ i, j ≤ n
∀ opmute

(9)

Finally, to avoid the predominance of a given opmute (probability set to 1) and a total lack of a
given opmute (probability set to 0) we add a constraint given by Eq. 10:

0.01 ≤ ζ(i, j, opmute(i, j)) ≤ 0.9
{

∀ 1 ≤ i, j ≤ n
∀ opmute

(10)

Now, to modify ζ(i, j, opmute(i, j)) we must take in account the quality of the mutations and
either their frequencies. After each evolution phase, the ζ(i, j, opmute(i, j)) associated to the
opmute applied at least one time are reestimated. This compute is made according to a param-
eter γ which quantifies the modification range of ζ(i, j, opmute(i, j)) and depends on ω which
is computed as the number of successful applications of opmute minus the number of detri-
mental ones in the current population. Eq. 11 gives the computation. In this relation, if we set
γ =0 the algorithm acts as the basic genetic algorithm previoulsy defined.

ζ(i, j, opmute(i, j)) =
{

min (ζ(i, j, opmute(i, j))× (1 − γ)ω , 0.9) if ω > 0
max (ζ(i, j, opmute(i, j))× (1 − γ)ω , 0.01) else (11)

The regular update ζ(i, j, opmute(i, j)) leads to standardize the P(i|opmute, j) values and avoids
a prematured convergence of the algorithm as seen in (Glickman & Sycara, 2000) in which
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The diversity of the individuals lay down to compute P(i|opmute, j) for each allowed opmute
and for each individual Xj. We introduce a set of coefficients denoted ζ(i, j, opmute(i, j)) where
1 ≤ i, j ≤ n and i �= j to control P(i|opmute, j). So we define:

P(i|opmute, j) =
ζ(i, j, opmute(i, j))

∑ δ
(i,j)
opmute ζ(i, j, opmute(i, j))

(8)

During the initialization and without any prior knowledge, ζ(i, j, opmute(i, j)) follows an uni-
form distribution:

ζ(i, j, opmute(i, j)) =
1

n − 1

{
∀ 1 ≤ i, j ≤ n
∀ opmute

(9)

Finally, to avoid the predominance of a given opmute (probability set to 1) and a total lack of a
given opmute (probability set to 0) we add a constraint given by Eq. 10:

0.01 ≤ ζ(i, j, opmute(i, j)) ≤ 0.9
{

∀ 1 ≤ i, j ≤ n
∀ opmute

(10)

Now, to modify ζ(i, j, opmute(i, j)) we must take in account the quality of the mutations and
either their frequencies. After each evolution phase, the ζ(i, j, opmute(i, j)) associated to the
opmute applied at least one time are reestimated. This compute is made according to a param-
eter γ which quantifies the modification range of ζ(i, j, opmute(i, j)) and depends on ω which
is computed as the number of successful applications of opmute minus the number of detri-
mental ones in the current population. Eq. 11 gives the computation. In this relation, if we set
γ =0 the algorithm acts as the basic genetic algorithm previoulsy defined.

ζ(i, j, opmute(i, j)) =
{

min (ζ(i, j, opmute(i, j))× (1 − γ)ω , 0.9) if ω > 0
max (ζ(i, j, opmute(i, j))× (1 − γ)ω , 0.01) else (11)

The regular update ζ(i, j, opmute(i, j)) leads to standardize the P(i|opmute, j) values and avoids
a prematured convergence of the algorithm as seen in (Glickman & Sycara, 2000) in which
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4. Strategies
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the mutation probability is strictly decreasing. Our approach is different from an EDA one:
we drive the evolution by influencing the mutation operator when an EDA makes the best
individuals features probability distribution evolve until then generated.

4.2 Niching
Niching methods appear to be a valuable choice for learning the structure of a Bayesian net-
work because they are well-adapted to multi-modal optimization problem. Two kind of nich-
ing techniques could be encountered: spatial ones and temporal ones. They all have in com-
mon the definition of a distance which is used to define the niches. In (Mahfoud, 1995), it
seemed to be expressed a global consensus about performance: spatial approach gives bet-
ter results than temporal one. But the latter is easier to implement because it consists in the
addition of a penalizing scheme to a given evolutionary method.

4.2.1 Sequential Niching
So we propose two algorithms. The first one is apparented to a sequential niching. It makes
a similar trend to that of a classic genetic algorithm (iterated cycles evaluation, selection,
crossover, mutation and replacement of individuals) except for the fact that a list of optima is
maintained. Individuals matching these optima see their fitness deteriorated to discourage
any inspection and maintenance of these individuals in the future.

The local optima, in the context of our method, correspond to the equivalence classes in the
meaning of Markov. When at least one equivalence class has been labelled as corresponding
to an optimum value of the fitness, the various individuals in the population belonging to
this optimum saw the value of their fitness deteriorated to discourage any further use of these
parts of the space of solutions. The determination of whether or not an individual belongs
to a class of equivalence of the list occurs during the evaluation phase, after generation by
crossover and mutation of the new population. The graph equivalent of each new individual
is then calculated and compared with those contained in the list of optima. If a match is
determined, then the individual sees his fitness penalized and set to at an arbitrary value
(very low, lower than the score of the empty structure).

The equivalence classes identified by the list are determined during the course of the algo-
rithm: if, after a predetermined number of iterations Iteopt, there is no improvement of the
fitness of the best individual, the algorithm retrieves the graph equivalent of the equivalence
class of it and adds it to the list.

It is important to note here that the local optima are not formally banned in the population.
The registered optima may well reappear in our population due to a crossover. The eval-
uation of these equivalence classes began, in fact until the end of a period of change. An
optimum previously memorized may well reappear at the end of the crossover operation
and the individual concerned undergo mutation allowing to explore the neighborhood of the
optimum.

The authors of (Beasley et al., 1993) carry out an evolutionary process reset after each deter-
mination of an optimum. Our algorithm continues the evolution considering the updated
list of these optima. However, by allowing the people to move in the neighborhood of the
detected optima, we seek to preserve the various building blocks hitherto found, as well as

reducing the number of evaluations required by multiple launches of the algorithm.

At the meeting of a stopping criterion, the genetic algorithm completes its execution thus
returning the list of previously determined optima. The stopping criterion of the algorithm
can also be viewed in different ways, for example:

• After a fixed number of local optima detected.

• After a fixed number of iterations (generations).

We opt for the second option. Choosing a fixed number of local optima may, in fact,
appear to be a much more arbitrary choice as the number of iterations. Depending on the
problem under consideration and/or data learning, the number of local optima in which the
evolutionary process may vary. The algorithm returns a directed acyclic graph corresponding
to the instantiation of the graph equivalent attached to the highest score in the list of optima.

An important parameter of the algorithm is, at first glance, the threshold beyond which an
individual is identified as an optimum of the evaluation function. It is necessary to define a
value of this parameter, which we call Iteopt that is:

• Neither too small: too quickly consider an equivalence class as a local optimum slows
exploring the search space by the genetic algorithm, which focuses on many local op-
tima.

• Nor too high: loss of the benefit of the method staying too long in the same point in
space research: the local optima actually impede the progress of the research.

Experience has taught us that Iteopt value of between 15 and 25 iterations can get good results.
The value of the required parameter Iteopt seems to be fairly stable as it allows both to stay
a short time around the same optimum while allowing solutions to converge around it. The
value of the penalty imposed on equivalence classes is arbitrary. The only constraint is that
the value is lowered when assessing the optimum detected is lower than the worst possible
structure, for example: −1015.

4.2.2 Sequential and spatial niching combined
The second algorithm uses the same approach as for the sequential niching combined with
a technique used in parallels GAs to split the population. We use an island model approach
for our distributed algorithm. This model is inspired from a model used in genetic of
populations (Wright, 1964). In this model, the population is distributed to k islands. Each
island can exchange individuals with others avoiding the uniformization of the genome of
the individuals. The goals of all of this is to preserve (or to introduce) genetic diversity.

Some additional parameters are required to control this second algorithm. First, we denote
Imig the migration interval, i.e. the number of iteration of the GA between two migration
phases. Then, we use Rmig the migration rate: the rate of individuals selected for a migration.
Nisl is the number of islands and finally Isize represents the number of individuals in each
island.

In order to remember the local optima encountered by the populations, we follow the next
process:

• The population of each island evolves during Imig iterations and then transfer Rmig ×
Isize individuals.
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• Local optima detected in a given island are registered in a shared list. Then they can be
known by all the islands.

5. Evaluation and discussion

From an experimental point of view, the training of the structure of a Bayesian network con-
sists in:

• To have an input database containing examples of instantiation of the variables.

• To determine the conditional relationship between the variables of the model :

– Either from statistical tests performed on several subsets of variables.

– Either from measurements of a match between a given solution and the training
database.

• To compare the learned structures to determine the respective qualities of the different
algorithms used.

5.1 Tested methods
So that we can compare with existing methods, we used some of the most-used learning meth-
ods: the K2 algorithm, the greedy algorithm applied to the structures space, noted GS; the
greedy algorithm applied to the graph equivalent space, noted GES; the MWST algorithm,
the PC algorithm. These methods are compared to our four evolutionary algorithms learning:
the simple genetic algorithm (GA); genetic algorithm combined with a strategy of sequential
niching (GA-SN); the hybrid sequential-spatial genetic approach (GA-HN); the genetic algo-
rithm with the dynamic adaptive mutation scheme GA-AM.

5.2 The Bayesian networks used
We apply the various algorithms in search of some common structures like: Insurance (Binder
et al., 1997) consisting of 27 variables and 52 arcs; ALARM (Beinlich et al., 1989) consisting of
37 variables and 46 arcs. We use each of these networks to summarize:

• Four training data sets for each network, each one containing a number of databases of
the same size (250, 500, 1000 & 2000 samples).

• A single and large database (20000 or 30000 samples) for each network. This one is sup-
posed to be sufficiently representative of the conditional dependencies of the network
it comes from.

All these data sets are obtained by logic probabilistic sampling (Henrion, 1988): the value of
vertices with no predecessors is randomly set, according to the probability distributions of the
guenine network, and then the remaining variables are sampled following the same principle,
taking into account the values of the parent vertices. We use several training databases for a
given network and for a given number of cases, in order to reduce any bias due to sampling
error. Indeed, in the case of small databases, it is possible (and it is common) that the extracted
statistics are not exactly the conditional dependencies in the guenine network. After training
with small databases, the BIC score of the returned structures by the different methods are
computed from the large database mentioned earlier, in order to assess qualitative measures.

5.3 Experiments
GAs: The parameters of the evolutionary algorithms are given in Table 1.
GS: This algorithm is initialized with a tree returned by the MWST method, where the root
vertex is randomly chosen.
GES: This algorithm is initialized with the empty structure.
MWST: it is initialized with a root node randomly selected (it had no effect on the score of the
structure obtained).
K2: This algorithm requires a topological order on the vertices of the graph. We used for this
purpose two types of initialization:

• The topological order of a tree returned by the MWST algorithm (method K2-T)

• A topological order random (method K2-R)

Parameter Value Remarks
Population size 150
Mutation probability 1/n
Crossover probability 0.8
Recombination scheme elitist The best solution is never lost
Stop criterion 1000 iter.
Initialisation See footnote2

Iteopt 20 For GA-SN only
γ 0.5 For GA-AM only
Imig 20 For GA-HN only
Rmig 0.1 For GA-HN only
Nisl 30 For GA-HN only
Isize 30 For GA-HN only

Table 1. Parameters used for the evolutionary algorithms.

For each instance of K2-R – i.e. for each training database considered – we are proceeding
with 5 × n random initialization for choosing only those returning the best BIC score.

Some of these values (crossover, mutation probability) are coming from some habits of the
domain (Bäck, 1993) but especially from experiments too. The choice of the iteration number
is therefore sufficient to monitor and interpret the performance of the method considered
while avoiding a number of assessments distorting the comparison of results with greedy
methods.

We evaluate the quality of the solutions with two criteria: the BIC score from one hand, and
a graphic distance measuring the number of differences between two graphs on the other
hand. The latter is defined from 4 terms: (D) the total number of different arcs between two
graphs G1 and G2, (⊕) the number of arcs existing in G1 but not in G2, (�) the number of
arcs existing in G2 but not in G1 and (inv) the number of arcs inverted in G1 comparing to G2.
These terms are important because, when considering two graphs of the same equivalence
class, some arcs could be inverted. This implies that the corresponding arcs are not oriented
in the corresponding PDAG. The consequence is that G1 and G2 have the same BIC score but
not the same graphic distance. To compare the results with we also give the score of the empty
structure G0 and the score of the reference network GR.
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5.4 Results for the INSURANCE network
Results are given Table 2 & Table 3. The evaluation is averaged over 30 databases. Table 2
shows the means and the standard deviations of the BIC scores. For a better seeing, values
are all divided by 10. Values labelled by † are significantly different from the best mean score
(Mann-Whitney’s test).

The results in Table 2 give an advantage to evolutionary methods. While it is impossible to
distinguish clearly the performance of the different evolutionary methods, it is interesting to
note that these latter generally outperform algorithms like GES and GS. Only the algorithm
GS has such good results as the evolutionary methods on small databases (250 and 500). We
can notice too, according to a Mann-Whitney’s test that, for large datasets, GA-SN & GA-AM
returns a structure close to the original one. Standard deviations are not very large for the
GAs, showing a relative stability of the algorithms and so, a good avoidance of local optima.

Table 3 shows the mean structural differences between the original network and these deliv-
ered by some learning algorithms. There, we can see that evolutionary methods, particularly
GA-SN, return the structures which are the closest to the original one. This network was cho-
sen because it contains numerous low-valued conditional probabilities. These are difficult to
find using small databases. So even if the BIC score is rather close to the original one, graph-
ical distances reveals some differences. First, we can see that D is rather high (the original
network GR is made with only 52 arcs, compared to D which minimum is 24.4) even if the BIC
score is very close (resp. -28353 compared to -28681). Second, as expected, D decreases when
the size of the learning database grows, mainly because of the (-) term. Third, GAs obtains the
closest models to the original in 11 cases over 16; the 5 others are provided by GES.

5.5 Results for the ALARM network
This network contains more vertices than the INSURANCE one, but less low-valued arcs. The
evaluation is averaged over 30 databases. Evolutionary algorithms obtain the best scores. But
while GES provides less qualitative solutions accordingly to the BIC score, these solutions are
closest to the original one if we consider the graphical distance. Here, a strategy consisting in
gradually building a solution seems to produce better structures than an evolutionary search.
In this case, a GA has a huge space (3 × 10237 when applying the Robinson’s formula) into
which one it enumerates solutions. If we increases the size of the population the results are
better than these provided by GES.

5.6 Behavior of the GAs
Now look at some measures in order to evaluate the behavior of our genetic algorithms.

A repair operator was designed to avoid individuals having a cycle. Statistics computed
during the tests show that the rate of individuals repaired does not seem to depend neither
on the algorithm used nor on the size of the training set. It seems to be directly related to the
complexity of the network. Thus, this rate is about 15% for the INSURANCE network and
about 7% for the ALARM network.

The mean number of iterations before the GA found the best solution returned for the
INSURANCE network is given Table 4. The data obtained for the ALARM network are the
same order of magnitude. We note here that GA-HN quickly gets the best solution. This

Insurance
250 500 1000 2000

GA −32135 ± 290 −31200 ± 333 −29584 ± 359 −28841 ± 89†
GA-SN −31917 ± 286 −31099 ± 282 −29766 ± 492 -28681±156
GA-AM -31826±270 −31076 ± 151 −29635 ± 261 −28688 ± 165
GA-HN −31958 ± 246 -31075±255 -29428±290 −28715 ± 164

GS −32227 ± 397 −31217 ± 314 −29789 ± 225† −28865 ± 151†
GES −33572 ± 247† −31952 ± 273† −30448 ± 836† −29255 ± 634†
K2-T −32334 ± 489† −31772 ± 339† −30322 ± 337† −29248 ± 163†
K2-R −33002 ± 489† −31858 ± 395† −29866 ± 281† −29320 ± 245†

MWST −34045 ± 141† −33791 ± 519† −33744 ± 296† −33717 ± 254†
Original −28353

G0 −45614

Table 2. Means and standard deviations of the BIC scores (INSURANCE).

Insurance
250 500

D ⊕ Inv � D ⊕ Inv �
GA 39, 6 4, 4 7, 2 28 34 3, 1 7, 6 23, 3

GA-SN 37 3, 5 7, 1 26, 4 35, 1 3, 7 7, 4 24
GA-AM 37, 5 4, 3 6, 6 26, 6 33, 9 3, 2 7, 7 23
GA-HN 38, 1 3, 5 7, 5 27, 1 33,3 3 7, 3 23

GS 42, 1 4, 6 9, 4 28, 1 37, 7 4, 5 9, 4 23, 8
GES 39, 5 3, 7 7, 1 28, 7 35, 1 3 7, 1 25
K2-T 42, 7 5, 1 8, 4 29, 2 40, 8 5, 4 8, 8 26, 6
K2-R 42, 4 4, 8 7, 2 30, 4 41, 8 6, 5 8, 8 26, 6

MWST 41, 7 4 7, 7 30 41, 3 3, 5 8, 3 29, 5
1000 2000

D ⊕ Inv � D ⊕ Inv �
GA 39, 6 4, 4 7, 2 28 27, 8 4, 7 8 15, 1

GA-SN 30, 8 3, 8 7, 4 19, 6 24,4 3, 4 6, 7 14, 3
GA-AM 31, 4 4 8 19, 4 27 4, 3 8, 4 14, 3
GA-HN 29,3 3, 6 6, 5 19, 2 26, 6 3, 6 8, 6 14, 4

GS 35, 9 5, 1 10 20, 8 31, 9 5, 2 11, 4 15, 3
GES 32, 4 4, 1 8, 1 20, 2 27, 5 4 8, 4 15, 1
K2-T 38, 7 5, 9 11 21, 8 34, 6 7, 3 10, 9 16, 4
K2-R 39, 6 8, 3 8, 3 23 36, 1 8, 5 8, 5 9, 1

MWST 37, 7 1, 7 8, 3 27, 7 36, 3 1, 2 7, 9 27, 2

Table 3. Mean structural differences between the original INSURANCE network and the best
solutions founded by some algorithms.
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5.4 Results for the INSURANCE network
Results are given Table 2 & Table 3. The evaluation is averaged over 30 databases. Table 2
shows the means and the standard deviations of the BIC scores. For a better seeing, values
are all divided by 10. Values labelled by † are significantly different from the best mean score
(Mann-Whitney’s test).

The results in Table 2 give an advantage to evolutionary methods. While it is impossible to
distinguish clearly the performance of the different evolutionary methods, it is interesting to
note that these latter generally outperform algorithms like GES and GS. Only the algorithm
GS has such good results as the evolutionary methods on small databases (250 and 500). We
can notice too, according to a Mann-Whitney’s test that, for large datasets, GA-SN & GA-AM
returns a structure close to the original one. Standard deviations are not very large for the
GAs, showing a relative stability of the algorithms and so, a good avoidance of local optima.

Table 3 shows the mean structural differences between the original network and these deliv-
ered by some learning algorithms. There, we can see that evolutionary methods, particularly
GA-SN, return the structures which are the closest to the original one. This network was cho-
sen because it contains numerous low-valued conditional probabilities. These are difficult to
find using small databases. So even if the BIC score is rather close to the original one, graph-
ical distances reveals some differences. First, we can see that D is rather high (the original
network GR is made with only 52 arcs, compared to D which minimum is 24.4) even if the BIC
score is very close (resp. -28353 compared to -28681). Second, as expected, D decreases when
the size of the learning database grows, mainly because of the (-) term. Third, GAs obtains the
closest models to the original in 11 cases over 16; the 5 others are provided by GES.

5.5 Results for the ALARM network
This network contains more vertices than the INSURANCE one, but less low-valued arcs. The
evaluation is averaged over 30 databases. Evolutionary algorithms obtain the best scores. But
while GES provides less qualitative solutions accordingly to the BIC score, these solutions are
closest to the original one if we consider the graphical distance. Here, a strategy consisting in
gradually building a solution seems to produce better structures than an evolutionary search.
In this case, a GA has a huge space (3 × 10237 when applying the Robinson’s formula) into
which one it enumerates solutions. If we increases the size of the population the results are
better than these provided by GES.

5.6 Behavior of the GAs
Now look at some measures in order to evaluate the behavior of our genetic algorithms.

A repair operator was designed to avoid individuals having a cycle. Statistics computed
during the tests show that the rate of individuals repaired does not seem to depend neither
on the algorithm used nor on the size of the training set. It seems to be directly related to the
complexity of the network. Thus, this rate is about 15% for the INSURANCE network and
about 7% for the ALARM network.

The mean number of iterations before the GA found the best solution returned for the
INSURANCE network is given Table 4. The data obtained for the ALARM network are the
same order of magnitude. We note here that GA-HN quickly gets the best solution. This

Insurance
250 500 1000 2000

GA −32135 ± 290 −31200 ± 333 −29584 ± 359 −28841 ± 89†
GA-SN −31917 ± 286 −31099 ± 282 −29766 ± 492 -28681±156
GA-AM -31826±270 −31076 ± 151 −29635 ± 261 −28688 ± 165
GA-HN −31958 ± 246 -31075±255 -29428±290 −28715 ± 164

GS −32227 ± 397 −31217 ± 314 −29789 ± 225† −28865 ± 151†
GES −33572 ± 247† −31952 ± 273† −30448 ± 836† −29255 ± 634†
K2-T −32334 ± 489† −31772 ± 339† −30322 ± 337† −29248 ± 163†
K2-R −33002 ± 489† −31858 ± 395† −29866 ± 281† −29320 ± 245†

MWST −34045 ± 141† −33791 ± 519† −33744 ± 296† −33717 ± 254†
Original −28353

G0 −45614

Table 2. Means and standard deviations of the BIC scores (INSURANCE).

Insurance
250 500

D ⊕ Inv � D ⊕ Inv �
GA 39, 6 4, 4 7, 2 28 34 3, 1 7, 6 23, 3

GA-SN 37 3, 5 7, 1 26, 4 35, 1 3, 7 7, 4 24
GA-AM 37, 5 4, 3 6, 6 26, 6 33, 9 3, 2 7, 7 23
GA-HN 38, 1 3, 5 7, 5 27, 1 33,3 3 7, 3 23

GS 42, 1 4, 6 9, 4 28, 1 37, 7 4, 5 9, 4 23, 8
GES 39, 5 3, 7 7, 1 28, 7 35, 1 3 7, 1 25
K2-T 42, 7 5, 1 8, 4 29, 2 40, 8 5, 4 8, 8 26, 6
K2-R 42, 4 4, 8 7, 2 30, 4 41, 8 6, 5 8, 8 26, 6

MWST 41, 7 4 7, 7 30 41, 3 3, 5 8, 3 29, 5
1000 2000

D ⊕ Inv � D ⊕ Inv �
GA 39, 6 4, 4 7, 2 28 27, 8 4, 7 8 15, 1

GA-SN 30, 8 3, 8 7, 4 19, 6 24,4 3, 4 6, 7 14, 3
GA-AM 31, 4 4 8 19, 4 27 4, 3 8, 4 14, 3
GA-HN 29,3 3, 6 6, 5 19, 2 26, 6 3, 6 8, 6 14, 4

GS 35, 9 5, 1 10 20, 8 31, 9 5, 2 11, 4 15, 3
GES 32, 4 4, 1 8, 1 20, 2 27, 5 4 8, 4 15, 1
K2-T 38, 7 5, 9 11 21, 8 34, 6 7, 3 10, 9 16, 4
K2-R 39, 6 8, 3 8, 3 23 36, 1 8, 5 8, 5 9, 1

MWST 37, 7 1, 7 8, 3 27, 7 36, 3 1, 2 7, 9 27, 2

Table 3. Mean structural differences between the original INSURANCE network and the best
solutions founded by some algorithms.
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5.4 Results for the INSURANCE network
Results are given Table 2 & Table 3. The evaluation is averaged over 30 databases. Table 2
shows the means and the standard deviations of the BIC scores. For a better seeing, values
are all divided by 10. Values labelled by † are significantly different from the best mean score
(Mann-Whitney’s test).

The results in Table 2 give an advantage to evolutionary methods. While it is impossible to
distinguish clearly the performance of the different evolutionary methods, it is interesting to
note that these latter generally outperform algorithms like GES and GS. Only the algorithm
GS has such good results as the evolutionary methods on small databases (250 and 500). We
can notice too, according to a Mann-Whitney’s test that, for large datasets, GA-SN & GA-AM
returns a structure close to the original one. Standard deviations are not very large for the
GAs, showing a relative stability of the algorithms and so, a good avoidance of local optima.

Table 3 shows the mean structural differences between the original network and these deliv-
ered by some learning algorithms. There, we can see that evolutionary methods, particularly
GA-SN, return the structures which are the closest to the original one. This network was cho-
sen because it contains numerous low-valued conditional probabilities. These are difficult to
find using small databases. So even if the BIC score is rather close to the original one, graph-
ical distances reveals some differences. First, we can see that D is rather high (the original
network GR is made with only 52 arcs, compared to D which minimum is 24.4) even if the BIC
score is very close (resp. -28353 compared to -28681). Second, as expected, D decreases when
the size of the learning database grows, mainly because of the (-) term. Third, GAs obtains the
closest models to the original in 11 cases over 16; the 5 others are provided by GES.

5.5 Results for the ALARM network
This network contains more vertices than the INSURANCE one, but less low-valued arcs. The
evaluation is averaged over 30 databases. Evolutionary algorithms obtain the best scores. But
while GES provides less qualitative solutions accordingly to the BIC score, these solutions are
closest to the original one if we consider the graphical distance. Here, a strategy consisting in
gradually building a solution seems to produce better structures than an evolutionary search.
In this case, a GA has a huge space (3 × 10237 when applying the Robinson’s formula) into
which one it enumerates solutions. If we increases the size of the population the results are
better than these provided by GES.

5.6 Behavior of the GAs
Now look at some measures in order to evaluate the behavior of our genetic algorithms.

A repair operator was designed to avoid individuals having a cycle. Statistics computed
during the tests show that the rate of individuals repaired does not seem to depend neither
on the algorithm used nor on the size of the training set. It seems to be directly related to the
complexity of the network. Thus, this rate is about 15% for the INSURANCE network and
about 7% for the ALARM network.

The mean number of iterations before the GA found the best solution returned for the
INSURANCE network is given Table 4. The data obtained for the ALARM network are the
same order of magnitude. We note here that GA-HN quickly gets the best solution. This

Insurance
250 500 1000 2000

GA −32135 ± 290 −31200 ± 333 −29584 ± 359 −28841 ± 89†
GA-SN −31917 ± 286 −31099 ± 282 −29766 ± 492 -28681±156
GA-AM -31826±270 −31076 ± 151 −29635 ± 261 −28688 ± 165
GA-HN −31958 ± 246 -31075±255 -29428±290 −28715 ± 164

GS −32227 ± 397 −31217 ± 314 −29789 ± 225† −28865 ± 151†
GES −33572 ± 247† −31952 ± 273† −30448 ± 836† −29255 ± 634†
K2-T −32334 ± 489† −31772 ± 339† −30322 ± 337† −29248 ± 163†
K2-R −33002 ± 489† −31858 ± 395† −29866 ± 281† −29320 ± 245†

MWST −34045 ± 141† −33791 ± 519† −33744 ± 296† −33717 ± 254†
Original −28353

G0 −45614

Table 2. Means and standard deviations of the BIC scores (INSURANCE).

Insurance
250 500

D ⊕ Inv � D ⊕ Inv �
GA 39, 6 4, 4 7, 2 28 34 3, 1 7, 6 23, 3

GA-SN 37 3, 5 7, 1 26, 4 35, 1 3, 7 7, 4 24
GA-AM 37, 5 4, 3 6, 6 26, 6 33, 9 3, 2 7, 7 23
GA-HN 38, 1 3, 5 7, 5 27, 1 33,3 3 7, 3 23

GS 42, 1 4, 6 9, 4 28, 1 37, 7 4, 5 9, 4 23, 8
GES 39, 5 3, 7 7, 1 28, 7 35, 1 3 7, 1 25
K2-T 42, 7 5, 1 8, 4 29, 2 40, 8 5, 4 8, 8 26, 6
K2-R 42, 4 4, 8 7, 2 30, 4 41, 8 6, 5 8, 8 26, 6

MWST 41, 7 4 7, 7 30 41, 3 3, 5 8, 3 29, 5
1000 2000

D ⊕ Inv � D ⊕ Inv �
GA 39, 6 4, 4 7, 2 28 27, 8 4, 7 8 15, 1

GA-SN 30, 8 3, 8 7, 4 19, 6 24,4 3, 4 6, 7 14, 3
GA-AM 31, 4 4 8 19, 4 27 4, 3 8, 4 14, 3
GA-HN 29,3 3, 6 6, 5 19, 2 26, 6 3, 6 8, 6 14, 4

GS 35, 9 5, 1 10 20, 8 31, 9 5, 2 11, 4 15, 3
GES 32, 4 4, 1 8, 1 20, 2 27, 5 4 8, 4 15, 1
K2-T 38, 7 5, 9 11 21, 8 34, 6 7, 3 10, 9 16, 4
K2-R 39, 6 8, 3 8, 3 23 36, 1 8, 5 8, 5 9, 1

MWST 37, 7 1, 7 8, 3 27, 7 36, 3 1, 2 7, 9 27, 2

Table 3. Mean structural differences between the original INSURANCE network and the best
solutions founded by some algorithms.
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makes it competitive in terms of computing time if we could detect this event.

Insurance Net.
250 500 1000 2000

GA 364 ± 319 454 ± 295 425 ± 249 555 ± 278
GA-SN 704 ± 295 605 ± 321 694 ± 258 723 ± 234
GA-AM 398 ± 326 414 ± 277 526 ± 320 501 ± 281
GA-HN 82 ± 59 106 ± 77 166 ± 84 116 ± 27

Table 4. Mean of the necessary number of iterations to find the best structure (INSURANCE).

The averaged computing time of each algorithm is given Table 5 (for the ALARM network).
We note here that GA-HN is only three times slower than GES. We note too that these
computing times are rather stable when the size of the database increases.

ALARM Net.
250 500 1000 2000

GA 3593 ± 47 3659 ± 41 3871 ± 53 4088 ± 180
GA-SN 3843 ± 58 3877 ± 44 4051 ± 59 4332 ± 78
GA-AM 3875 ± 32 4005 ± 43 4481 ± 46 4834 ± 52
GA-HN 9118 ± 269 9179 ± 285 9026 ± 236 9214 ± 244

GS 9040 ± 1866 9503 ± 1555 12283 ± 1403 16216 ± 2192
GES 3112 ± 321 2762 ± 166 4055 ± 3, 4 5759 ± 420
K2-T 733 ± 9 855 ± 25 1011 ± 14 1184 ± 8
K2-R 3734 ± 61 4368 ± 152 5019 ± 67 5982 ± 43

MWST 10 ± 1 10 ± 2 11 ± 1 12 ± 1

Table 5. Averaged computing times (in seconds) and standard deviations (ALARM).

6. Application

Graphics recognition deals with graphic entities in document images and is a subfield of
document image analysis. These graphic entities could correspond to symbols, mathematical
formulas, musical scores, silhouettes, logos etc., depending on the application domain.
Documents from electronics, engineering, music, architecture and various other fields use
domain-dependent graphic notations which are based on particular alphabets of symbols.
These industries have a rich heritage of hand-drawn documents and because of high
demands of application domains, overtime symbol recognition is becoming core goal of
automatic image analysis and understanding systems. The method proposed in (Luqman
et al., 2009) is a hybrid of structural and statistical pattern recognition approaches where the
representational power of structural approaches is exploited and the computational efficiency
of statistical classifiers is employed.

In our knowledge there are only a few methods which use Bayesian networks for graphic
symbol recognition. Recently Barrat et al. (Barrat et al., 2007) have used the naive Bayes
classifier in a pure statistical manner for graphic symbol recognition. Their system uses three

shape descriptors: Generic Fourier Descriptor, Zernike descriptor & R-Signature 1D, and
applies dimensionality reduction for extracting the most relevant and discriminating features
to formulate a feature vector. This reduces the length of their feature vector and eventually
the number of variables (nodes) in Bayesian network. The naive Bayes classifier is a powerful
Bayesian classifier but it assumes a strong independence relationship among attributes given
the class variable. We believe that the power of Bayesian networks is not fully explored;
as instead of using predefined dependency relationships, if we find dependencies between
all variable pairs from underlying data we can obtain a more powerful Bayesian network
classifier. This will also help to ignore irrelevant variables and exploit the variables that are
interesting for discriminating symbols in underlying symbol set.

Our method is an original adaptation of Bayesian network learning for the problem of
graphic symbol recognition. For symbol representation, we use a structural signature. The
signature is computed from the attributed relational graph (ARG) of symbol and is composed
of geometric & topologic characteristics of the structure of symbol. We use (overlapping)
fuzzy intervals for computing noise sensitive features in signature. This increases the ability
of our signature to resist against irregularities (Mitra & Pal, 2005) that may be introduced in
the shape of symbol by deformations & degradations. For symbol recognition, we employ
a Bayesian network. This network is learned from underlying training data by using the
GA-HN algorithm. A query symbol is classified by using Bayesian probabilistic inference
(on encoded joint probability distribution). We have selected the features in signature very
carefully to best suit them to linear graphic symbols and to restrict their number to minimum;
as Bayesian network algorithms are known to perform better for a smaller number of nodes.
Our structural signature makes the proposed system robust & independent of application
domains and it could be used for all types of 2D linear graphic symbols.

After representing the symbols in learning set by ARG and describing them by structural
signatures, we proceed to learning of a Bayesian network. The signatures are first dis-
cretized. We discretize each feature variable (of signature) separately and independently
of others. The class labels are chosen intelligently in order to avoid the need of any dis-
cretization for them. The discretization of number of nodes and number of arcs achieves a
comparison of similarity of symbols (instead of strict comparison of exact feature values).
This discretization step also ensures that the features in signature of query symbol will look
for symbols whose number of nodes and arcs lie in same intervals as that of the query symbol.

The Bayesian network is learned in two steps. First we learn the structure of the network.
Despite the training algorithms are evolutionary one, they have provided stable results (for
a given dataset multiple invocations always returned identical network structures). Each
feature in signature becomes a node of network. The goal of structure learning stage is to
find the best network structure from underlying data which contains all possible dependency
relationships between all variable pairs. The structure of the learned network depicts the
dependency relationships between different features in signature. Fig.3 shows one of the
learned structures from our experiments. The second step is learning of parameters of
network; which are conditional probability distributions Pr(nodei|parentsi) associated to
nodes of the network and which quantify the dependency relationships between nodes.
The network parameters are obtained by maximum likelihood estimation (MLE); which is a
robust parameter estimation technique and assigns the most likely parameter values to best
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makes it competitive in terms of computing time if we could detect this event.

Insurance Net.
250 500 1000 2000

GA 364 ± 319 454 ± 295 425 ± 249 555 ± 278
GA-SN 704 ± 295 605 ± 321 694 ± 258 723 ± 234
GA-AM 398 ± 326 414 ± 277 526 ± 320 501 ± 281
GA-HN 82 ± 59 106 ± 77 166 ± 84 116 ± 27

Table 4. Mean of the necessary number of iterations to find the best structure (INSURANCE).

The averaged computing time of each algorithm is given Table 5 (for the ALARM network).
We note here that GA-HN is only three times slower than GES. We note too that these
computing times are rather stable when the size of the database increases.

ALARM Net.
250 500 1000 2000

GA 3593 ± 47 3659 ± 41 3871 ± 53 4088 ± 180
GA-SN 3843 ± 58 3877 ± 44 4051 ± 59 4332 ± 78
GA-AM 3875 ± 32 4005 ± 43 4481 ± 46 4834 ± 52
GA-HN 9118 ± 269 9179 ± 285 9026 ± 236 9214 ± 244

GS 9040 ± 1866 9503 ± 1555 12283 ± 1403 16216 ± 2192
GES 3112 ± 321 2762 ± 166 4055 ± 3, 4 5759 ± 420
K2-T 733 ± 9 855 ± 25 1011 ± 14 1184 ± 8
K2-R 3734 ± 61 4368 ± 152 5019 ± 67 5982 ± 43

MWST 10 ± 1 10 ± 2 11 ± 1 12 ± 1

Table 5. Averaged computing times (in seconds) and standard deviations (ALARM).

6. Application

Graphics recognition deals with graphic entities in document images and is a subfield of
document image analysis. These graphic entities could correspond to symbols, mathematical
formulas, musical scores, silhouettes, logos etc., depending on the application domain.
Documents from electronics, engineering, music, architecture and various other fields use
domain-dependent graphic notations which are based on particular alphabets of symbols.
These industries have a rich heritage of hand-drawn documents and because of high
demands of application domains, overtime symbol recognition is becoming core goal of
automatic image analysis and understanding systems. The method proposed in (Luqman
et al., 2009) is a hybrid of structural and statistical pattern recognition approaches where the
representational power of structural approaches is exploited and the computational efficiency
of statistical classifiers is employed.

In our knowledge there are only a few methods which use Bayesian networks for graphic
symbol recognition. Recently Barrat et al. (Barrat et al., 2007) have used the naive Bayes
classifier in a pure statistical manner for graphic symbol recognition. Their system uses three

shape descriptors: Generic Fourier Descriptor, Zernike descriptor & R-Signature 1D, and
applies dimensionality reduction for extracting the most relevant and discriminating features
to formulate a feature vector. This reduces the length of their feature vector and eventually
the number of variables (nodes) in Bayesian network. The naive Bayes classifier is a powerful
Bayesian classifier but it assumes a strong independence relationship among attributes given
the class variable. We believe that the power of Bayesian networks is not fully explored;
as instead of using predefined dependency relationships, if we find dependencies between
all variable pairs from underlying data we can obtain a more powerful Bayesian network
classifier. This will also help to ignore irrelevant variables and exploit the variables that are
interesting for discriminating symbols in underlying symbol set.

Our method is an original adaptation of Bayesian network learning for the problem of
graphic symbol recognition. For symbol representation, we use a structural signature. The
signature is computed from the attributed relational graph (ARG) of symbol and is composed
of geometric & topologic characteristics of the structure of symbol. We use (overlapping)
fuzzy intervals for computing noise sensitive features in signature. This increases the ability
of our signature to resist against irregularities (Mitra & Pal, 2005) that may be introduced in
the shape of symbol by deformations & degradations. For symbol recognition, we employ
a Bayesian network. This network is learned from underlying training data by using the
GA-HN algorithm. A query symbol is classified by using Bayesian probabilistic inference
(on encoded joint probability distribution). We have selected the features in signature very
carefully to best suit them to linear graphic symbols and to restrict their number to minimum;
as Bayesian network algorithms are known to perform better for a smaller number of nodes.
Our structural signature makes the proposed system robust & independent of application
domains and it could be used for all types of 2D linear graphic symbols.

After representing the symbols in learning set by ARG and describing them by structural
signatures, we proceed to learning of a Bayesian network. The signatures are first dis-
cretized. We discretize each feature variable (of signature) separately and independently
of others. The class labels are chosen intelligently in order to avoid the need of any dis-
cretization for them. The discretization of number of nodes and number of arcs achieves a
comparison of similarity of symbols (instead of strict comparison of exact feature values).
This discretization step also ensures that the features in signature of query symbol will look
for symbols whose number of nodes and arcs lie in same intervals as that of the query symbol.

The Bayesian network is learned in two steps. First we learn the structure of the network.
Despite the training algorithms are evolutionary one, they have provided stable results (for
a given dataset multiple invocations always returned identical network structures). Each
feature in signature becomes a node of network. The goal of structure learning stage is to
find the best network structure from underlying data which contains all possible dependency
relationships between all variable pairs. The structure of the learned network depicts the
dependency relationships between different features in signature. Fig.3 shows one of the
learned structures from our experiments. The second step is learning of parameters of
network; which are conditional probability distributions Pr(nodei|parentsi) associated to
nodes of the network and which quantify the dependency relationships between nodes.
The network parameters are obtained by maximum likelihood estimation (MLE); which is a
robust parameter estimation technique and assigns the most likely parameter values to best
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makes it competitive in terms of computing time if we could detect this event.

Insurance Net.
250 500 1000 2000

GA 364 ± 319 454 ± 295 425 ± 249 555 ± 278
GA-SN 704 ± 295 605 ± 321 694 ± 258 723 ± 234
GA-AM 398 ± 326 414 ± 277 526 ± 320 501 ± 281
GA-HN 82 ± 59 106 ± 77 166 ± 84 116 ± 27

Table 4. Mean of the necessary number of iterations to find the best structure (INSURANCE).

The averaged computing time of each algorithm is given Table 5 (for the ALARM network).
We note here that GA-HN is only three times slower than GES. We note too that these
computing times are rather stable when the size of the database increases.

ALARM Net.
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GA 3593 ± 47 3659 ± 41 3871 ± 53 4088 ± 180
GA-SN 3843 ± 58 3877 ± 44 4051 ± 59 4332 ± 78
GA-AM 3875 ± 32 4005 ± 43 4481 ± 46 4834 ± 52
GA-HN 9118 ± 269 9179 ± 285 9026 ± 236 9214 ± 244

GS 9040 ± 1866 9503 ± 1555 12283 ± 1403 16216 ± 2192
GES 3112 ± 321 2762 ± 166 4055 ± 3, 4 5759 ± 420
K2-T 733 ± 9 855 ± 25 1011 ± 14 1184 ± 8
K2-R 3734 ± 61 4368 ± 152 5019 ± 67 5982 ± 43

MWST 10 ± 1 10 ± 2 11 ± 1 12 ± 1

Table 5. Averaged computing times (in seconds) and standard deviations (ALARM).

6. Application

Graphics recognition deals with graphic entities in document images and is a subfield of
document image analysis. These graphic entities could correspond to symbols, mathematical
formulas, musical scores, silhouettes, logos etc., depending on the application domain.
Documents from electronics, engineering, music, architecture and various other fields use
domain-dependent graphic notations which are based on particular alphabets of symbols.
These industries have a rich heritage of hand-drawn documents and because of high
demands of application domains, overtime symbol recognition is becoming core goal of
automatic image analysis and understanding systems. The method proposed in (Luqman
et al., 2009) is a hybrid of structural and statistical pattern recognition approaches where the
representational power of structural approaches is exploited and the computational efficiency
of statistical classifiers is employed.

In our knowledge there are only a few methods which use Bayesian networks for graphic
symbol recognition. Recently Barrat et al. (Barrat et al., 2007) have used the naive Bayes
classifier in a pure statistical manner for graphic symbol recognition. Their system uses three

shape descriptors: Generic Fourier Descriptor, Zernike descriptor & R-Signature 1D, and
applies dimensionality reduction for extracting the most relevant and discriminating features
to formulate a feature vector. This reduces the length of their feature vector and eventually
the number of variables (nodes) in Bayesian network. The naive Bayes classifier is a powerful
Bayesian classifier but it assumes a strong independence relationship among attributes given
the class variable. We believe that the power of Bayesian networks is not fully explored;
as instead of using predefined dependency relationships, if we find dependencies between
all variable pairs from underlying data we can obtain a more powerful Bayesian network
classifier. This will also help to ignore irrelevant variables and exploit the variables that are
interesting for discriminating symbols in underlying symbol set.

Our method is an original adaptation of Bayesian network learning for the problem of
graphic symbol recognition. For symbol representation, we use a structural signature. The
signature is computed from the attributed relational graph (ARG) of symbol and is composed
of geometric & topologic characteristics of the structure of symbol. We use (overlapping)
fuzzy intervals for computing noise sensitive features in signature. This increases the ability
of our signature to resist against irregularities (Mitra & Pal, 2005) that may be introduced in
the shape of symbol by deformations & degradations. For symbol recognition, we employ
a Bayesian network. This network is learned from underlying training data by using the
GA-HN algorithm. A query symbol is classified by using Bayesian probabilistic inference
(on encoded joint probability distribution). We have selected the features in signature very
carefully to best suit them to linear graphic symbols and to restrict their number to minimum;
as Bayesian network algorithms are known to perform better for a smaller number of nodes.
Our structural signature makes the proposed system robust & independent of application
domains and it could be used for all types of 2D linear graphic symbols.

After representing the symbols in learning set by ARG and describing them by structural
signatures, we proceed to learning of a Bayesian network. The signatures are first dis-
cretized. We discretize each feature variable (of signature) separately and independently
of others. The class labels are chosen intelligently in order to avoid the need of any dis-
cretization for them. The discretization of number of nodes and number of arcs achieves a
comparison of similarity of symbols (instead of strict comparison of exact feature values).
This discretization step also ensures that the features in signature of query symbol will look
for symbols whose number of nodes and arcs lie in same intervals as that of the query symbol.

The Bayesian network is learned in two steps. First we learn the structure of the network.
Despite the training algorithms are evolutionary one, they have provided stable results (for
a given dataset multiple invocations always returned identical network structures). Each
feature in signature becomes a node of network. The goal of structure learning stage is to
find the best network structure from underlying data which contains all possible dependency
relationships between all variable pairs. The structure of the learned network depicts the
dependency relationships between different features in signature. Fig.3 shows one of the
learned structures from our experiments. The second step is learning of parameters of
network; which are conditional probability distributions Pr(nodei|parentsi) associated to
nodes of the network and which quantify the dependency relationships between nodes.
The network parameters are obtained by maximum likelihood estimation (MLE); which is a
robust parameter estimation technique and assigns the most likely parameter values to best
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makes it competitive in terms of computing time if we could detect this event.

Insurance Net.
250 500 1000 2000

GA 364 ± 319 454 ± 295 425 ± 249 555 ± 278
GA-SN 704 ± 295 605 ± 321 694 ± 258 723 ± 234
GA-AM 398 ± 326 414 ± 277 526 ± 320 501 ± 281
GA-HN 82 ± 59 106 ± 77 166 ± 84 116 ± 27

Table 4. Mean of the necessary number of iterations to find the best structure (INSURANCE).

The averaged computing time of each algorithm is given Table 5 (for the ALARM network).
We note here that GA-HN is only three times slower than GES. We note too that these
computing times are rather stable when the size of the database increases.

ALARM Net.
250 500 1000 2000

GA 3593 ± 47 3659 ± 41 3871 ± 53 4088 ± 180
GA-SN 3843 ± 58 3877 ± 44 4051 ± 59 4332 ± 78
GA-AM 3875 ± 32 4005 ± 43 4481 ± 46 4834 ± 52
GA-HN 9118 ± 269 9179 ± 285 9026 ± 236 9214 ± 244

GS 9040 ± 1866 9503 ± 1555 12283 ± 1403 16216 ± 2192
GES 3112 ± 321 2762 ± 166 4055 ± 3, 4 5759 ± 420
K2-T 733 ± 9 855 ± 25 1011 ± 14 1184 ± 8
K2-R 3734 ± 61 4368 ± 152 5019 ± 67 5982 ± 43

MWST 10 ± 1 10 ± 2 11 ± 1 12 ± 1

Table 5. Averaged computing times (in seconds) and standard deviations (ALARM).

6. Application

Graphics recognition deals with graphic entities in document images and is a subfield of
document image analysis. These graphic entities could correspond to symbols, mathematical
formulas, musical scores, silhouettes, logos etc., depending on the application domain.
Documents from electronics, engineering, music, architecture and various other fields use
domain-dependent graphic notations which are based on particular alphabets of symbols.
These industries have a rich heritage of hand-drawn documents and because of high
demands of application domains, overtime symbol recognition is becoming core goal of
automatic image analysis and understanding systems. The method proposed in (Luqman
et al., 2009) is a hybrid of structural and statistical pattern recognition approaches where the
representational power of structural approaches is exploited and the computational efficiency
of statistical classifiers is employed.

In our knowledge there are only a few methods which use Bayesian networks for graphic
symbol recognition. Recently Barrat et al. (Barrat et al., 2007) have used the naive Bayes
classifier in a pure statistical manner for graphic symbol recognition. Their system uses three

shape descriptors: Generic Fourier Descriptor, Zernike descriptor & R-Signature 1D, and
applies dimensionality reduction for extracting the most relevant and discriminating features
to formulate a feature vector. This reduces the length of their feature vector and eventually
the number of variables (nodes) in Bayesian network. The naive Bayes classifier is a powerful
Bayesian classifier but it assumes a strong independence relationship among attributes given
the class variable. We believe that the power of Bayesian networks is not fully explored;
as instead of using predefined dependency relationships, if we find dependencies between
all variable pairs from underlying data we can obtain a more powerful Bayesian network
classifier. This will also help to ignore irrelevant variables and exploit the variables that are
interesting for discriminating symbols in underlying symbol set.

Our method is an original adaptation of Bayesian network learning for the problem of
graphic symbol recognition. For symbol representation, we use a structural signature. The
signature is computed from the attributed relational graph (ARG) of symbol and is composed
of geometric & topologic characteristics of the structure of symbol. We use (overlapping)
fuzzy intervals for computing noise sensitive features in signature. This increases the ability
of our signature to resist against irregularities (Mitra & Pal, 2005) that may be introduced in
the shape of symbol by deformations & degradations. For symbol recognition, we employ
a Bayesian network. This network is learned from underlying training data by using the
GA-HN algorithm. A query symbol is classified by using Bayesian probabilistic inference
(on encoded joint probability distribution). We have selected the features in signature very
carefully to best suit them to linear graphic symbols and to restrict their number to minimum;
as Bayesian network algorithms are known to perform better for a smaller number of nodes.
Our structural signature makes the proposed system robust & independent of application
domains and it could be used for all types of 2D linear graphic symbols.

After representing the symbols in learning set by ARG and describing them by structural
signatures, we proceed to learning of a Bayesian network. The signatures are first dis-
cretized. We discretize each feature variable (of signature) separately and independently
of others. The class labels are chosen intelligently in order to avoid the need of any dis-
cretization for them. The discretization of number of nodes and number of arcs achieves a
comparison of similarity of symbols (instead of strict comparison of exact feature values).
This discretization step also ensures that the features in signature of query symbol will look
for symbols whose number of nodes and arcs lie in same intervals as that of the query symbol.

The Bayesian network is learned in two steps. First we learn the structure of the network.
Despite the training algorithms are evolutionary one, they have provided stable results (for
a given dataset multiple invocations always returned identical network structures). Each
feature in signature becomes a node of network. The goal of structure learning stage is to
find the best network structure from underlying data which contains all possible dependency
relationships between all variable pairs. The structure of the learned network depicts the
dependency relationships between different features in signature. Fig.3 shows one of the
learned structures from our experiments. The second step is learning of parameters of
network; which are conditional probability distributions Pr(nodei|parentsi) associated to
nodes of the network and which quantify the dependency relationships between nodes.
The network parameters are obtained by maximum likelihood estimation (MLE); which is a
robust parameter estimation technique and assigns the most likely parameter values to best
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describe a given distribution of data. We avoid null probabilities by using Dirichlet priors
with MLE. The learned Bayesian network encodes joint probability distribution of the symbol
signatures.
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Fig. 3. Example of a Bayesian network : C = class, N = number of nodes, A1 = number of
connections, A2 = number of L-junctions, A3 = number of T-junctions, A4 = number of in-
tersections, A5 = number of parallel connections, A6 = number of successive connections, B1
(resp. B2 and B3) = number of nodes with low (resp. medium and high) density of connec-
tions, C1 (resp. C2 and C3) = number of small-length (resp. medium-length and full-length)
primitives, D1 = number of small-angle (resp. medium-angle and full-angle) connections.

The conditional independence property of Bayesian networks helps us to ignore irrelevant
features in structural signature for an underlying symbol set. This property states that
a node is conditionally independent of its non-descendants given its immediate parents
(Charniak, 1991). Conditional independence of a node in Bayesian network is fully ex-
ploited during probabilistic inference and thus helps us to ignore irrelevant features for
an underlying symbol set while computing posterior probabilities for different symbol classes.

For recognizing a query symbol we use Bayesian probabilistic inference on the encoded joint
probability distribution. This is achieved by using junction tree inference engine which is
the most popular exact inference engine for Bayesian probabilistic inference. The inference
engine propagates the evidence (signature of query symbol) in network and computes poste-
rior probability for each symbol class. Equation 12 gives Bayes rule for our system. It states
that posterior probability or probability of a symbol class ci given a query signature evidence
e is computed from likelihood (probability of e given ci), prior probability of ci and marginal
likelihood (prior probability of e). The marginal likelihood Pr(e) is to normalize the posterior
probability; it ensures that the probabilities fall between 0 and 1.

Pr(ci|e) =
Pr(e, ci)

Pr(e)
=

Pr(e|ci)× Pr(ci)

Pr(e)
(12)

where,
{

e = f1, f2, f3, ..., f16
Pr(e) = Pr(e, ci) = ∑k

i=1 Pr(e|ci)× Pr(ci)
(13)

The posterior probabilities are computed for all k symbol classes and the query symbol is then
assigned to class which maximizes the posterior probability i.e. which has highest posterior
probability for the given query symbol.

6.1 Symbols with vectorial and binary noise
The organization of four international symbol recognition contests over last decade (Aksoy
et al., 2000; Dosch & Valveny, 2005; Valveny & Dosch, 2003; Valveny et al., 2007), has provided
our community an important test bed for evaluation of methods over a standard dataset.
These contests were organized to evaluate and test the symbol recognition methods for
their scalability and robustness against binary degradation and vectorial deformations.
The contests were run on pre-segmented linear symbols from architectural and electronic
drawings, as these symbols are representative of a wide range of shapes (Valveny & Dosch,
2003). GREC2005 (Dosch & Valveny, 2005) & GREC2007 (Valveny et al., 2007) databases are
composed of the same set of models, whereas GREC2003 (Valveny & Dosch, 2003) database
is a subset of GREC2005.

Fig. 4. Model symbols from electronic drawings and from floor plans.

We experimented with synthetically generated 2D symbols of models collected from database
of GREC2005. In order to get a true picture of the performance of our proposed method
on this database, we have experimented with 20, 50, 75, 100, 125 & 150 symbol classes. We
generated our own learning & test sets (based on deformations & degradations of GREC2005)
for our experiments. For each class the perfect symbol (the model) along with its 36 rotated
and 12 scaled examples was used for learning; as the features have already been shown
invariant to scaling & rotation and because of the fact that generally Bayesian network
learning algorithms perform better on datasets with large number of examples. The system
has been tested for its scalability on clean symbols (rotated & scaled), various levels of
vectorial deformations and for binary degradations of GREC symbol recognition contest.
Each test dataset was composed of 10 query symbols for each class.

Number of classes (models) 20 50 75 100 125 150
Clean symbols (rotated & scaled) 100% 100% 100% 100% 100% 99%
Hand-drawn deform. Level-1 99% 96% 93% 92% 90% 89%
Hand-drawn deform. Level-2 98% 95% 92% 90% 89% 87%
Hand-drawn deform. Level-3 95% 77% 73% 70% 69% 67%
Binary degrade 98% 96% 93% 92% 89% 89%

Table 6. Results of symbol recognition experiments.
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ploited during probabilistic inference and thus helps us to ignore irrelevant features for
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the most popular exact inference engine for Bayesian probabilistic inference. The inference
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The posterior probabilities are computed for all k symbol classes and the query symbol is then
assigned to class which maximizes the posterior probability i.e. which has highest posterior
probability for the given query symbol.

6.1 Symbols with vectorial and binary noise
The organization of four international symbol recognition contests over last decade (Aksoy
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our community an important test bed for evaluation of methods over a standard dataset.
These contests were organized to evaluate and test the symbol recognition methods for
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drawings, as these symbols are representative of a wide range of shapes (Valveny & Dosch,
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composed of the same set of models, whereas GREC2003 (Valveny & Dosch, 2003) database
is a subset of GREC2005.
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We experimented with synthetically generated 2D symbols of models collected from database
of GREC2005. In order to get a true picture of the performance of our proposed method
on this database, we have experimented with 20, 50, 75, 100, 125 & 150 symbol classes. We
generated our own learning & test sets (based on deformations & degradations of GREC2005)
for our experiments. For each class the perfect symbol (the model) along with its 36 rotated
and 12 scaled examples was used for learning; as the features have already been shown
invariant to scaling & rotation and because of the fact that generally Bayesian network
learning algorithms perform better on datasets with large number of examples. The system
has been tested for its scalability on clean symbols (rotated & scaled), various levels of
vectorial deformations and for binary degradations of GREC symbol recognition contest.
Each test dataset was composed of 10 query symbols for each class.

Number of classes (models) 20 50 75 100 125 150
Clean symbols (rotated & scaled) 100% 100% 100% 100% 100% 99%
Hand-drawn deform. Level-1 99% 96% 93% 92% 90% 89%
Hand-drawn deform. Level-2 98% 95% 92% 90% 89% 87%
Hand-drawn deform. Level-3 95% 77% 73% 70% 69% 67%
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Table 6. Results of symbol recognition experiments.



Bayesian Network32

describe a given distribution of data. We avoid null probabilities by using Dirichlet priors
with MLE. The learned Bayesian network encodes joint probability distribution of the symbol
signatures.

N

B1

C

A1B2B3

C1 C2

C3D2D3

A2A3

A4

A5 D1 A6

Fig. 3. Example of a Bayesian network : C = class, N = number of nodes, A1 = number of
connections, A2 = number of L-junctions, A3 = number of T-junctions, A4 = number of in-
tersections, A5 = number of parallel connections, A6 = number of successive connections, B1
(resp. B2 and B3) = number of nodes with low (resp. medium and high) density of connec-
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The conditional independence property of Bayesian networks helps us to ignore irrelevant
features in structural signature for an underlying symbol set. This property states that
a node is conditionally independent of its non-descendants given its immediate parents
(Charniak, 1991). Conditional independence of a node in Bayesian network is fully ex-
ploited during probabilistic inference and thus helps us to ignore irrelevant features for
an underlying symbol set while computing posterior probabilities for different symbol classes.

For recognizing a query symbol we use Bayesian probabilistic inference on the encoded joint
probability distribution. This is achieved by using junction tree inference engine which is
the most popular exact inference engine for Bayesian probabilistic inference. The inference
engine propagates the evidence (signature of query symbol) in network and computes poste-
rior probability for each symbol class. Equation 12 gives Bayes rule for our system. It states
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The posterior probabilities are computed for all k symbol classes and the query symbol is then
assigned to class which maximizes the posterior probability i.e. which has highest posterior
probability for the given query symbol.

6.1 Symbols with vectorial and binary noise
The organization of four international symbol recognition contests over last decade (Aksoy
et al., 2000; Dosch & Valveny, 2005; Valveny & Dosch, 2003; Valveny et al., 2007), has provided
our community an important test bed for evaluation of methods over a standard dataset.
These contests were organized to evaluate and test the symbol recognition methods for
their scalability and robustness against binary degradation and vectorial deformations.
The contests were run on pre-segmented linear symbols from architectural and electronic
drawings, as these symbols are representative of a wide range of shapes (Valveny & Dosch,
2003). GREC2005 (Dosch & Valveny, 2005) & GREC2007 (Valveny et al., 2007) databases are
composed of the same set of models, whereas GREC2003 (Valveny & Dosch, 2003) database
is a subset of GREC2005.
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We experimented with synthetically generated 2D symbols of models collected from database
of GREC2005. In order to get a true picture of the performance of our proposed method
on this database, we have experimented with 20, 50, 75, 100, 125 & 150 symbol classes. We
generated our own learning & test sets (based on deformations & degradations of GREC2005)
for our experiments. For each class the perfect symbol (the model) along with its 36 rotated
and 12 scaled examples was used for learning; as the features have already been shown
invariant to scaling & rotation and because of the fact that generally Bayesian network
learning algorithms perform better on datasets with large number of examples. The system
has been tested for its scalability on clean symbols (rotated & scaled), various levels of
vectorial deformations and for binary degradations of GREC symbol recognition contest.
Each test dataset was composed of 10 query symbols for each class.

Number of classes (models) 20 50 75 100 125 150
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Hand-drawn deform. Level-1 99% 96% 93% 92% 90% 89%
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The conditional independence property of Bayesian networks helps us to ignore irrelevant
features in structural signature for an underlying symbol set. This property states that
a node is conditionally independent of its non-descendants given its immediate parents
(Charniak, 1991). Conditional independence of a node in Bayesian network is fully ex-
ploited during probabilistic inference and thus helps us to ignore irrelevant features for
an underlying symbol set while computing posterior probabilities for different symbol classes.
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the most popular exact inference engine for Bayesian probabilistic inference. The inference
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assigned to class which maximizes the posterior probability i.e. which has highest posterior
probability for the given query symbol.
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our community an important test bed for evaluation of methods over a standard dataset.
These contests were organized to evaluate and test the symbol recognition methods for
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drawings, as these symbols are representative of a wide range of shapes (Valveny & Dosch,
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is a subset of GREC2005.
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We experimented with synthetically generated 2D symbols of models collected from database
of GREC2005. In order to get a true picture of the performance of our proposed method
on this database, we have experimented with 20, 50, 75, 100, 125 & 150 symbol classes. We
generated our own learning & test sets (based on deformations & degradations of GREC2005)
for our experiments. For each class the perfect symbol (the model) along with its 36 rotated
and 12 scaled examples was used for learning; as the features have already been shown
invariant to scaling & rotation and because of the fact that generally Bayesian network
learning algorithms perform better on datasets with large number of examples. The system
has been tested for its scalability on clean symbols (rotated & scaled), various levels of
vectorial deformations and for binary degradations of GREC symbol recognition contest.
Each test dataset was composed of 10 query symbols for each class.
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Table 6. Results of symbol recognition experiments.
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Table 6 summarizes the experimental results. A 100% recognition rate for clean symbols illus-
trates the invariance of our method to rotation & scaling. Our method outperforms all GREC
participants (available results from GREC2003 and GREC2005 competitions) in scalability
tests and is comparable to contest participants for low levels of deformation & degradations.
The recognition rates decrease with level of deformation and drop drastically for high binary
degradations. This is an expected behavior and is a result of the irregularities produced in
symbol signature; which is a direct outcome of the noise sensitivity of vectorization step,
as also pointed out by (Llados et al., 2002). We used only clean symbols for learning and
(thus) the recognition rates truely illustrate the robustness of our system against vectorial and
binary noise.

6.2 Symbols with contextual noise
A second set of experimentation was performed on a synthetically generated corpus, of
symbols cropped from complete documents (Delalandre et al., 2007). These experiments
focused on evaluating the robustness of the proposed system against context noise i.e. the
structural noise introduced in symbols when they are cropped from documents. We believe
that this type of noise gets very important when we are dealing with symbols in context in
complete documents and to the best of our knowledge; no results have yet been published
for this type of noise. We have performed these experiments on two subsets of symbols:
consisting of 16 models from floor plans and 21 models from electronic diagrams. The models
are derived from GREC2005 database and are given in Fig.4. For each class the perfect
symbol (model), along with its 36 rotated and 12 scaled examples was used for learning. The
examples of models, for learning, were generated using ImageMagick and the test sets were
generated synthetically (Delalandre et al., 2007) with different levels of context-noise in order
to simulate the cropping of symbols from documents. Test symbols were randomly rotated
& scaled and multiple query symbols were included for each class. The test datasets are
available at (Delalandre, 2009).

Dataset Noise 1-TOP 3-TOP
Floor plans Level 1 84% 95%
Floor plans Level 2 79% 90%
Floor plans Level 3 76% 87%

Electronic diagrams Level 1 69% 89%
Electronic diagrams Level 2 66% 88%
Electronic diagrams Level 3 61% 85%

Table 7. Results of symbol recognition experiments for context noise.1-TOP stands for the
right class in given in first position and 3-TOP stands for the right class in belonging to the
first 3 answers.

Table 7 summarizes the results of experiments for context noise. We have not used any sophis-
ticated de-noising or pretreatment and our method derives its ability to resist against context
noise, directly from underlying vectorization technique, the fuzzy approach used for comput-
ing structural signature and the capabilities of Bayesian networks to cope with uncertainties.
The models for electronic diagrams contain symbols consisting of complex arrangement of
lines & arcs, which affects the features in structural signature as the employed vectorization

technique is not able to cope with arcs & circles; as is depicted by the recognition rates for
these symbols. But keeping in view the fact that we have used only clean symbols for learn-
ing and noisy symbols for testing, we believe that the results show the ability of our signature
to exploit the sufficient structural details of symbols and it could be used to discriminate and
recognize symbols with context noise.

7. Conclusion

We have presented three methods for learning the structure of a Bayesian network. The first
one consists in the control of the probability distribution of mutation in the genetic algorithm.
The second one is to incorporate a scheme penalty in the genetic algorithm so that it avoids
certain areas of space research. The third method is to search through several competing
populations and to allow timely exchange among these populations. We have shown experi-
mentally that different algorithms behaved satisfactorily, in particular that they were proving
to be successful on large databases. We also examined the behavior of proposed algorithms.
Niching strategies are interesting, especially using the spatial one, which focuses quickly on
the best solutions.
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Table 6 summarizes the experimental results. A 100% recognition rate for clean symbols illus-
trates the invariance of our method to rotation & scaling. Our method outperforms all GREC
participants (available results from GREC2003 and GREC2005 competitions) in scalability
tests and is comparable to contest participants for low levels of deformation & degradations.
The recognition rates decrease with level of deformation and drop drastically for high binary
degradations. This is an expected behavior and is a result of the irregularities produced in
symbol signature; which is a direct outcome of the noise sensitivity of vectorization step,
as also pointed out by (Llados et al., 2002). We used only clean symbols for learning and
(thus) the recognition rates truely illustrate the robustness of our system against vectorial and
binary noise.

6.2 Symbols with contextual noise
A second set of experimentation was performed on a synthetically generated corpus, of
symbols cropped from complete documents (Delalandre et al., 2007). These experiments
focused on evaluating the robustness of the proposed system against context noise i.e. the
structural noise introduced in symbols when they are cropped from documents. We believe
that this type of noise gets very important when we are dealing with symbols in context in
complete documents and to the best of our knowledge; no results have yet been published
for this type of noise. We have performed these experiments on two subsets of symbols:
consisting of 16 models from floor plans and 21 models from electronic diagrams. The models
are derived from GREC2005 database and are given in Fig.4. For each class the perfect
symbol (model), along with its 36 rotated and 12 scaled examples was used for learning. The
examples of models, for learning, were generated using ImageMagick and the test sets were
generated synthetically (Delalandre et al., 2007) with different levels of context-noise in order
to simulate the cropping of symbols from documents. Test symbols were randomly rotated
& scaled and multiple query symbols were included for each class. The test datasets are
available at (Delalandre, 2009).
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Table 7. Results of symbol recognition experiments for context noise.1-TOP stands for the
right class in given in first position and 3-TOP stands for the right class in belonging to the
first 3 answers.

Table 7 summarizes the results of experiments for context noise. We have not used any sophis-
ticated de-noising or pretreatment and our method derives its ability to resist against context
noise, directly from underlying vectorization technique, the fuzzy approach used for comput-
ing structural signature and the capabilities of Bayesian networks to cope with uncertainties.
The models for electronic diagrams contain symbols consisting of complex arrangement of
lines & arcs, which affects the features in structural signature as the employed vectorization

technique is not able to cope with arcs & circles; as is depicted by the recognition rates for
these symbols. But keeping in view the fact that we have used only clean symbols for learn-
ing and noisy symbols for testing, we believe that the results show the ability of our signature
to exploit the sufficient structural details of symbols and it could be used to discriminate and
recognize symbols with context noise.

7. Conclusion

We have presented three methods for learning the structure of a Bayesian network. The first
one consists in the control of the probability distribution of mutation in the genetic algorithm.
The second one is to incorporate a scheme penalty in the genetic algorithm so that it avoids
certain areas of space research. The third method is to search through several competing
populations and to allow timely exchange among these populations. We have shown experi-
mentally that different algorithms behaved satisfactorily, in particular that they were proving
to be successful on large databases. We also examined the behavior of proposed algorithms.
Niching strategies are interesting, especially using the spatial one, which focuses quickly on
the best solutions.
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Table 6 summarizes the experimental results. A 100% recognition rate for clean symbols illus-
trates the invariance of our method to rotation & scaling. Our method outperforms all GREC
participants (available results from GREC2003 and GREC2005 competitions) in scalability
tests and is comparable to contest participants for low levels of deformation & degradations.
The recognition rates decrease with level of deformation and drop drastically for high binary
degradations. This is an expected behavior and is a result of the irregularities produced in
symbol signature; which is a direct outcome of the noise sensitivity of vectorization step,
as also pointed out by (Llados et al., 2002). We used only clean symbols for learning and
(thus) the recognition rates truely illustrate the robustness of our system against vectorial and
binary noise.

6.2 Symbols with contextual noise
A second set of experimentation was performed on a synthetically generated corpus, of
symbols cropped from complete documents (Delalandre et al., 2007). These experiments
focused on evaluating the robustness of the proposed system against context noise i.e. the
structural noise introduced in symbols when they are cropped from documents. We believe
that this type of noise gets very important when we are dealing with symbols in context in
complete documents and to the best of our knowledge; no results have yet been published
for this type of noise. We have performed these experiments on two subsets of symbols:
consisting of 16 models from floor plans and 21 models from electronic diagrams. The models
are derived from GREC2005 database and are given in Fig.4. For each class the perfect
symbol (model), along with its 36 rotated and 12 scaled examples was used for learning. The
examples of models, for learning, were generated using ImageMagick and the test sets were
generated synthetically (Delalandre et al., 2007) with different levels of context-noise in order
to simulate the cropping of symbols from documents. Test symbols were randomly rotated
& scaled and multiple query symbols were included for each class. The test datasets are
available at (Delalandre, 2009).

Dataset Noise 1-TOP 3-TOP
Floor plans Level 1 84% 95%
Floor plans Level 2 79% 90%
Floor plans Level 3 76% 87%

Electronic diagrams Level 1 69% 89%
Electronic diagrams Level 2 66% 88%
Electronic diagrams Level 3 61% 85%

Table 7. Results of symbol recognition experiments for context noise.1-TOP stands for the
right class in given in first position and 3-TOP stands for the right class in belonging to the
first 3 answers.

Table 7 summarizes the results of experiments for context noise. We have not used any sophis-
ticated de-noising or pretreatment and our method derives its ability to resist against context
noise, directly from underlying vectorization technique, the fuzzy approach used for comput-
ing structural signature and the capabilities of Bayesian networks to cope with uncertainties.
The models for electronic diagrams contain symbols consisting of complex arrangement of
lines & arcs, which affects the features in structural signature as the employed vectorization
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populations and to allow timely exchange among these populations. We have shown experi-
mentally that different algorithms behaved satisfactorily, in particular that they were proving
to be successful on large databases. We also examined the behavior of proposed algorithms.
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structural noise introduced in symbols when they are cropped from documents. We believe
that this type of noise gets very important when we are dealing with symbols in context in
complete documents and to the best of our knowledge; no results have yet been published
for this type of noise. We have performed these experiments on two subsets of symbols:
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the best solutions.
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Llados, J., Valveny, E., Sańchez, G. & Marti, E. (2002). Symbol recognition: Current advances
and perspectives, Lecture Notes in Computer Science, Vol. 2390, Springer, pp. 104–128.

Luqman, M. M., Brouard, T. & Ramel, J.-Y. (2009). Graphic symbol recognition using graph
based signature and bayesian network classifier, International Conference on Document
Analysis and Recognition, IEEE Comp. Soc., Los Alamitos, CA, USA, pp. 1325–1329.

Madigan, D. & York, J. (1995). Bayesian graphical models for discrete data, Int. Stat. Rev.
63(2): 215–232.

Mahfoud, S. W. (1995). Niching methods for genetic algorithms, PhD thesis, University of Illinois
at Urbana-Champaign, Urbana, IL, USA. IlliGAL Report 95001.

Mitra, S. & Pal, S. (2005). Fuzzy sets in pattern recognition and machine intelligence, Fuzzy
Sets and Systems 156(3): 381–386.

Mühlenbein, H. & PaaB, G. (1996). From recombination of genes to the estimation of distribu-
tions, Proc. of PPSN, Vol. 1411, pp. 178–187.

Murphy, K. (2001). The bayes net toolbox for matlab, Comp. Sci. and Stat. 33: 331–350.
Muruzábal, J. & Cotta, C. (2004). A primer on the evolution of equivalence classes of bayesian-

network structures, Proc. of PPSN, Birmingham, UK, pp. 612–621.
Muruzábal, J. & Cotta, C. (2007). A study on the evolution of bayesian network graph struc-

tures, Studies in Fuzziness and Soft Computing 213: 193–214,.

Design of evolutionary methods applied to the learning of Bayesian network structures 37

Bozdogan, H. (1987). Model selection and akaike’s information criteria (AIC): The general
theory and its analytical extentions, Psychometrika 52: 354–370.

Charniak, E. (1991). Bayesian networks without tears, AI Magazine 12(4): 50–63.
Cheng, J., Bell, D. A. & Liu, W. (2002). Learning belief networks from data: An information

theory based approach, Artificial Intelligence 1-2: 43–90.
Chickering, D. (2002a). Optimal structure identification with greedy search, Journal of Machine

Learning Research 3: 507–554.
Chickering, D. M. (2002b). Learning equivalence classes of bayesian-network structures, J. of

Mach. Learn. Res. 2: 445–498.
Chickering, D. M., Geiger, D. & Heckerman, D. (1994). Learning bayesian networks is NP-

hard, Technical Report MSR-TR-94-17, Microsoft Research.
Chickering, D. M. & Meek, C. (2003). Monotone DAG faithfulness: A bad assumption, Techni-

cal Report MSR-TR-2003-16, Microsoft Research.
Chow, C. & Liu, C. (1968). Approximating discrete probability distributions with dependence

trees, IEEE Trans. on Information Theory 14(3)(3): 462–467.
Cobb, B. R. & Shenoy, P. P. (2006). Inference in hybrid bayesian networks with mixtures of

truncated exponentials, International Jounal of Approximate Reasoning 41(3): 257–286.
Cooper, G. & Herskovits, E. (1992). A bayesian method for the induction of probabilistic

networks from data, Machine Learning 9: 309–347.
Cotta, C. & Muruzábal, J. (2002). Towards a more efficient evolutionary induction of bayesian

networks., Proc. of PPSN VII, Granada, Spain, September 7-11, pp. 730–739.
Davis, G. (2003). Bayesian reconstruction of traffic accidents, Law, Prob. and Risk 2(2): 69–89.
De Jong, K. (2006). Evolutionary Computation: A Unified Approach, The MIT Press.
Delalandre, M. (2009). http://mathieu.delalandre.free.fr/projects/sesyd/queries.html.
Delalandre, M., Pridmore, T., Valveny, E., Locteau, H. & Trupin, E. (2007). Building synthetic

graphical documents for performance evaluation, in W. Liu, J. Llados & J. Ogier (eds),
Lecture Notes in Computer Science, Vol. 5046, Springer, pp. 288–298.

Dosch, P. & Valveny, E. (2005). Report on the second symbol recognition contest, Proc. of GREC.
Eiben, A. E., Hinterding, R. & Michalewicz, Z. (1999). Parameter control in evolutionary algo-

rithms, IEEE Trans. on Evolutionary Computation 3(2): 124–141.
Etxeberria, R., Larrañaga, P. & Picaza, J. M. (1997). Analysis of the behaviour of genetic al-

gorithms when learning bayesian network structure from data, Pattern Recognition
Letters 18(11-13): 1269–1273.

Ezawa, K. & Schuermann, T. (1995). Fraud/uncollectible debt detection using a bayesian
network based learning system: A rare binary outcome with mixed data structures,
Proc. of Uncertainty in Artificial Intelligence, Morgan Kaufmann, San Francisco (CA).

Fennell, M. T. & Wishner, R. P. (1998). Battlefield awareness via synergistic SAR and MTI
exploitation, IEEE Aerospace and Electronic Systems Magazine 13(2): 39–43.

Forrest, S. (1985). Documentation for prisoners dilemma and norms programs that use the
genetic algorithm. University of Michigan, Ann Arbor, MI.

Francois, O. & Leray, P. (2004). BNT structure learning package: Documentation and experi-
ments, Technical report, Laboratoire PSI.
URL: http://bnt.insa-rouen.fr/programmes/BNT_StructureLearning_v1.3.pdf

Glickman, M. & Sycara, K. (2000). Reasons for premature convergence of self-adapting muta-
tion rates, Proc. of Evolutionary Computation, Vol. 1, pp. 62–69.

Heckerman, D. (1995). A tutorial on learning bayesian networks, Technical Report MSR-TR-95-
06, Microsoft Research, Redmond, WA.

Henrion, M. (1988). Propagation of uncertainty by probabilistic logic sampling in bayes net-
works, Proc. of Uncertainty in Artificial Intelligence, Vol. 2, Morgan Kaufmann, San
Francisco (CA), pp. 149–164.

Holland, J. H. (1992). Adaptation in natural and artificial systems, MIT Press.
Horvitz, E., Breese, J., Heckerman, D., Hovel, D. & Rommelse, K. (1998). The lumiere project:

Bayesian user modeling for inferring the goals and needs of software users, Proc. of
Uncertainty in Artificial Intelligence, Morgan Kaufmann, San Francisco (CA).

Hurvich, C. M. & Tsai, C.-L. (1989). Regression and time series model selection in small sam-
ples, Biometrika 76(2): 297–307.

Jaronski, W., Bloemer, J., Vanhoof, K. & Wets, G. (2001). Use of bayesian belief networks to
help understand online audience, Proc. of the ECML/PKDD, Freiburg, Germany.

Kayaalp, M. & Cooper, G. F. (2002). A bayesian network scoring metric that is based on glob-
ally uniform parameter priors, Proc. of Uncertainty in Artificial Intelligence, Morgan
Kaufmann, San Francisco, CA, pp. 251–258.

Krause, P. J. (1999). Learning probabilistic networks, Know. Eng. Rev. Arc. 13(4): 321–351.
Kreinovich, V., Quintana, C. & Fuentes, O. (1993). Genetic algorithms: What fitness scaling is

optimal?, Cybernetics and Systems 24(1): 9–26.
Lacey, G. & MacNamara, S. (2000). Context-aware shared control of a robot mobility aid for

the elderly blind, Int. Journal of Robotic Research 19(11): 1054–1065.
Larrañaga, P., Poza, M., Yurramendi, Y., Murga, R. & Kuijpers, C. (1996). Structure learn-

ing of bayesian networks by genetic algorithms: A performance analysis of control
parameters., IEEE Trans. on PAMI 18(9): 912–926.

Lauritzen, S. L. (1995). The EM algorithm for graphical association models with missing data.,
Computational Statistics & Data Analysis 19(2): 191–201.

Lauritzen, S. L. & Wermuth, N. (1989). Graphical models for associations between variables,
some of which are qualitative and some quantitative, Annals of Statistics 17(1): 31–57.

Lerner, U., Segal, E. & Koller, D. (2001). Exact inference in networks with discrete children of
continuous parents, Proc. of UAI, Morgan Kaufmann, San Francisco, CA, pp. 319–332.
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1. Introduction

Because a Bayesian network is a complete model for the variables and their relationships, it
can be used to answer probabilistic queries about them. For example, the network can be
used to find out updated knowledge of the state of a subset of variables when other variables
(the evidence variables) are observed. This process of computing the posterior distribution
of variables given evidence is called probabilistic inference. A Bayesian network can thus be
considered a mechanism for automatically applying Bayes’ theorem to complex problems.
In the application of Bayesian networks, most of the work is related to probabilistic inferences.
Any variable updating in any node of Bayesian networks might result in the evidence prop-
agation across the Bayesian networks. How to examine and execute various inferences is the
important task in the application of Bayesian networks.
This chapter will sum up various inference techniques in Bayesian networks and provide
guidance for the algorithm calculation in probabilistic inference in Bayesian networks. Infor-
mation systems are of discrete event characteristics, this chapter mainly concerns the infer-
ences in discrete events of Bayesian networks.

2. The Semantics of Bayesian Networks

The key feature of Bayesian networks is the fact that they provide a method for decomposing
a probability distribution into a set of local distributions. The independence semantics asso-
ciated with the network topology specifies how to combine these local distributions to obtain
the complete joint probability distribution over all the random variables represented by the
nodes in the network. This has three important consequences.
Firstly, naively specifying a joint probability distribution with a table requires a number of
values exponential in the number of variables. For systems in which interactions among the
random variables are sparse, Bayesian networks drastically reduce the number of required
values.
Secondly, efficient inference algorithms are formed in that work by transmitting information
between the local distributions rather than working with the full joint distribution.
Thirdly, the separation of the qualitative representation of the influences between variables
from the numeric quantification of the strength of the influences has a significant advantage
for knowledge engineering. When building a Bayesian network model, one can focus first
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1. Introduction

Because a Bayesian network is a complete model for the variables and their relationships, it
can be used to answer probabilistic queries about them. For example, the network can be
used to find out updated knowledge of the state of a subset of variables when other variables
(the evidence variables) are observed. This process of computing the posterior distribution
of variables given evidence is called probabilistic inference. A Bayesian network can thus be
considered a mechanism for automatically applying Bayes’ theorem to complex problems.
In the application of Bayesian networks, most of the work is related to probabilistic inferences.
Any variable updating in any node of Bayesian networks might result in the evidence prop-
agation across the Bayesian networks. How to examine and execute various inferences is the
important task in the application of Bayesian networks.
This chapter will sum up various inference techniques in Bayesian networks and provide
guidance for the algorithm calculation in probabilistic inference in Bayesian networks. Infor-
mation systems are of discrete event characteristics, this chapter mainly concerns the infer-
ences in discrete events of Bayesian networks.

2. The Semantics of Bayesian Networks

The key feature of Bayesian networks is the fact that they provide a method for decomposing
a probability distribution into a set of local distributions. The independence semantics asso-
ciated with the network topology specifies how to combine these local distributions to obtain
the complete joint probability distribution over all the random variables represented by the
nodes in the network. This has three important consequences.
Firstly, naively specifying a joint probability distribution with a table requires a number of
values exponential in the number of variables. For systems in which interactions among the
random variables are sparse, Bayesian networks drastically reduce the number of required
values.
Secondly, efficient inference algorithms are formed in that work by transmitting information
between the local distributions rather than working with the full joint distribution.
Thirdly, the separation of the qualitative representation of the influences between variables
from the numeric quantification of the strength of the influences has a significant advantage
for knowledge engineering. When building a Bayesian network model, one can focus first
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on specifying the qualitative structure of the domain and then on quantifying the influences.
When the model is built, one is guaranteed to have a complete specification of the joint prob-
ability distribution.
The most common computation performed on Bayesian networks is the determination of the
posterior probability of some random variables, given the values of other variables in the net-
work. Because of the symmetric nature of conditional probability, this computation can be
used to perform both diagnosis and prediction. Other common computations are: the com-
putation of the probability of the conjunction of a set of random variables, the computation of
the most likely combination of values of the random variables in the network and the compu-
tation of the piece of evidence that has or will have the most influence on a given hypothesis.
A detailed discussion of inference techniques in Bayesian networks can be found in the book
by Pearl (Pearl, 2000).

• Probabilistic semantics. Any complete probabilistic model of a domain must, either ex-
plicitly or implicitly, represent the joint distribution which the probability of every pos-
sible event as defined by the values of all the variables. There are exponentially many
such events, yet Bayesian networks achieve compactness by factoring the joint distribu-
tion into local, conditional distributions for each variable given its parents. If xi denotes
some value of the variable Xi and π(xi) denotes some set of values for Xi’s parents
π(xi), then P(xi|π(xi)) denotes this conditional distribution. For example, P(x4|x2, x3)
is the probability of wetness given the values of sprinkler and rain. Here P(x4|x2, x3) is
the brief of P(x4|{x2, x3}). The set parentheses are omitted for the sake of readability.
We use the same expression in this thesis. The global semantics of Bayesian networks
specifies that the full joint distribution is given by the product

P(x1, . . . , xn) = ∏
i

P(xi|π(xi)) (1)

Equation 1 is also called the chain rule for Bayesian networks.

Fig. 1. Causal Influences in A Bayesian Network.

In the example Bayesian network in Figure 1, we have

P(x1, x2, x3, x4, x5) = P(x1)P(x2|x1)P(x3|x1)P(x4|x2, x3)P(x5|x4) (2)

Provided the number of parents of each node is bounded, it is easy to see that the num-
ber of parameters required grows only linearly with the size of the network, whereas
the joint distribution itself grows exponentially. Further savings can be achieved using
compact parametric representations, such as noisy-OR models, decision tress, or neural
networks, for the conditional distributions (Pearl, 2000).
There are also entirely equivalent local semantics, which assert that each variable is
independent of its non-descendants in the network given its parents. For example,
the parents of X4 in Figure 1 are X2 and X3 and they render X4 independent of the
remaining non-descendant, X1. That is,

P(x4|x1, x2, x3) = P(x4|x2, x3) (3)

The collection of independence assertions formed in this way suffices to derive the
global assertion in Equation 2, and vice versa. The local semantics are most useful
in constructing Bayesian networks, because selecting as parents the direct causes of
a given variable automatically satisfies the local conditional independence conditions.
The global semantics lead directly to a variety of algorithms for reasoning.

• Evidential reasoning. From the product specification in Equation 2, one can express the
probability of any desired proposition in terms of the conditional probabilities specified
in the network. For example, the probability that the sprinkler was on, given that the
pavement is slippery, is

P(X3 = on|X5 = true) (4)

=
P(X3 = on, X5 = true)

P(X5 = true)

=
∑x1,x2,x4

P(x1, x2, X3 = on, x4, X5 = true)
∑x1,x2,x3,x4

P(x1, x2, x3, x4, X5 = true)

=
∑x1,x2,x4

P(x1)P(x2|x1)P(X3 = on|x1)P(x4|x2, X3 = on)P(X5 = true|x4)

∑x1,x2,x3,x4
P(x1)P(x2|x1)P(x3|x1)P(x4|x2, x3)P(X5 = true|x4)

These expressions can often be simplified in the ways that reflect the structure of the
network itself.
It is easy to show that reasoning in Bayesian networks subsumes the satisfiability prob-
lem in propositional logic and hence reasoning is NP-hard (Cooper, 1990). Monte Carlo
simulation methods can be used for approximate inference (Pearl, 1987), given that es-
timates are gradually improved as the sampling proceeds. (Unlike join-tree methods,
these methods use local message propagation on the original network structure.) Alter-
natively, variational methods (Jordan et al., 1998) provide bounds on the true probabil-
ity.

• Functional Bayesian networks. The networks discussed so far are capable of support-
ing reasoning about evidence and about actions. Additional refinement is necessary
in order to process counterfactual information. For example, the probability that "the
pavement would not have been slippery had the sprinkler been OFF, given that the
sprinkler is in fact ON and that the pavement is in fact slippery" cannot be computed
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It is easy to show that reasoning in Bayesian networks subsumes the satisfiability prob-
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simulation methods can be used for approximate inference (Pearl, 1987), given that es-
timates are gradually improved as the sampling proceeds. (Unlike join-tree methods,
these methods use local message propagation on the original network structure.) Alter-
natively, variational methods (Jordan et al., 1998) provide bounds on the true probabil-
ity.
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ing reasoning about evidence and about actions. Additional refinement is necessary
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from the information provided in Figure 1 and Equation 2. Such counterfactual prob-
abilities require a specification in the form of functional networks, where each condi-
tional probability P(xi|π(i)) is replaced by a functional relationship xi = fi(π(i), εi),
where εi is a stochastic (unobserved) error term. When the functions fi and the distri-
butions of εi are known, all counterfactual statements can be assigned unique proba-
bilities, using evidence propagation in a structure called a "twin network". When only
partial knowledge about the functional form of fi is available, bounds can be computed
on the probabilities of counterfactual sentences (Balke & Pearl, 1995) (Pearl, 2000).

• Causal discovery. One of the most exciting prospects in recent years has been the pos-
sibility of using Bayesian networks to discover causal structures in raw statistical data
(Pearl & Verma, 1991) (Spirtes et al., 1993) (Pearl, 2000), which is a task previously con-
sidered impossible without controlled experiments. Consider, for example, the follow-
ing pattern of dependencies among three events: A and B are dependent, B and C are
dependent, yet A and C are independent. If you ask a person to supply an example of
three such events, the example would invariably portray A and C as two independent
causes and B as their common effect, namely, A → B ← C. Fitting this dependence
pattern with a scenario in which B is the cause and A and C are the effects is mathemat-
ically feasible but very unnatural, because it must entail fine tuning of the probabilities
involved; the desired dependence pattern will be destroyed as soon as the probabilities
undergo a slight change.
Such thought experiments tell us that certain patterns of dependency, which are totally
void of temporal information, are conceptually characteristic of certain causal direction-
alities and not others. When put together systematically, such patterns can be used to
infer causal structures from raw data and to guarantee that any alternative structure
compatible with the data must be less stable than the one(s) inferred; namely, slight
fluctuations in parameters will render that structure incompatible with the data.

• Plain beliefs. In mundane decision making, beliefs are revised not by adjusting numer-
ical probabilities but by tentatively accepting some sentences as "true for all practical
purposes". Such sentences, called plain beliefs, exhibit both logical and probabilis-
tic characters. As in classical logic, they are propositional and deductively closed; as
in probability, they are subject to retraction and to varying degrees of entrenchment.
Bayesian networks can be adopted to model the dynamics of plain beliefs by replac-
ing ordinary probabilities with non-standard probabilities, that is, probabilities that are
infinitesimally close to either zero or one (Goldszmidt & Pearl, 1996).

• Models of cognition. Bayesian networks may be viewed as normative cognitive models
of propositional reasoning under uncertainty (Pearl, 2000). They handle noise and par-
tial information by using local, distributed algorithm for inference and learning. Unlike
feed forward neural networks, they facilitate local representations in which nodes cor-
respond to propositions of interest. Recent experiments (Tenenbaum & Griffiths, 2001)
suggest that they capture accurately the causal inferences made by both children and
adults. Moreover, they capture patterns of reasoning that are not easily handled by any
competing computational model. They appear to have many of the advantages of both
the "symbolic" and the "subsymbolic" approaches to cognitive modelling.
Two major questions arise when we postulate Bayesian networks as potential models
of actual human cognition.

Firstly, does an architecture resembling that of Bayesian networks exist anywhere in the
human brain? No specific work had been done to design neural plausible models that
implement the required functionality, although no obvious obstacles exist.
Secondly, how could Bayesian networks, which are purely propositional in their ex-
pressive power, handle the kinds of reasoning about individuals, relations, properties,
and universals that pervades human thought? One plausible answer is that Bayesian
networks containing propositions relevant to the current context are constantly being
assembled as needed to form a more permanent store of knowledge. For example, the
network in Figure 1 may be assembled to help explain why this particular pavement
is slippery right now, and to decide whether this can be prevented. The background
store of knowledge includes general models of pavements, sprinklers, slipping, rain,
and so on; these must be accessed and supplied with instance data to construct the
specific Bayesian network structure. The store of background knowledge must utilize
some representation that combines the expressive power of first-order logical languages
(such as semantic networks) with the ability to handle uncertain information.

3. Reasoning Structures in Bayesian Networks

3.1 Basic reasoning structures
3.1.1 d-Separation in Bayesian Networks
d-Separation is one important property of Bayesian networks for inference. Before we define
d-separation, we first look at the way that evidence is transmitted in Bayesian Networks.
There are two types of evidence:

• Hard Evidence (instantiation) for a node A is evidence that the state of A is definitely a
particular value.

• Soft Evidence for a node A is any evidence that enables us to update the prior proba-
bility values for the states of A.

d-Separation (Definition):
Two distinct variables X and Z in a causal network are d-separated if, for all paths between X
and Z, there is an intermediate variable V (distinct from X and Z) such that either

• the connection is serial or diverging and V is instantiated or

• the connection is converging, and neither V nor any of V’s descendants have received
evidence.

If X and Z are not d-separated, we call them d-connected.

3.1.2 Basic structures of Bayesian Networks
Based on the definition of d-seperation, three basic structures in Bayesian networks are as
follows:

1. Serial connections
Consider the situation in Figure 2. X has an influence on Y, which in turn has an in-
fluence on Z. Obviously, evidence on Z will influence the certainty of Y, which then
influences the certainty of Z. Similarly, evidence on Z will influence the certainty on X
through Y. On the other hand, if the state of Y is known, then the channel is blocked,
and X and Z become independent. We say that X and Z are d-separated given Y, and
when the state of a variable is known, we say that it is instantiated (hard evidence).
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• Plain beliefs. In mundane decision making, beliefs are revised not by adjusting numer-
ical probabilities but by tentatively accepting some sentences as "true for all practical
purposes". Such sentences, called plain beliefs, exhibit both logical and probabilis-
tic characters. As in classical logic, they are propositional and deductively closed; as
in probability, they are subject to retraction and to varying degrees of entrenchment.
Bayesian networks can be adopted to model the dynamics of plain beliefs by replac-
ing ordinary probabilities with non-standard probabilities, that is, probabilities that are
infinitesimally close to either zero or one (Goldszmidt & Pearl, 1996).

• Models of cognition. Bayesian networks may be viewed as normative cognitive models
of propositional reasoning under uncertainty (Pearl, 2000). They handle noise and par-
tial information by using local, distributed algorithm for inference and learning. Unlike
feed forward neural networks, they facilitate local representations in which nodes cor-
respond to propositions of interest. Recent experiments (Tenenbaum & Griffiths, 2001)
suggest that they capture accurately the causal inferences made by both children and
adults. Moreover, they capture patterns of reasoning that are not easily handled by any
competing computational model. They appear to have many of the advantages of both
the "symbolic" and the "subsymbolic" approaches to cognitive modelling.
Two major questions arise when we postulate Bayesian networks as potential models
of actual human cognition.

Firstly, does an architecture resembling that of Bayesian networks exist anywhere in the
human brain? No specific work had been done to design neural plausible models that
implement the required functionality, although no obvious obstacles exist.
Secondly, how could Bayesian networks, which are purely propositional in their ex-
pressive power, handle the kinds of reasoning about individuals, relations, properties,
and universals that pervades human thought? One plausible answer is that Bayesian
networks containing propositions relevant to the current context are constantly being
assembled as needed to form a more permanent store of knowledge. For example, the
network in Figure 1 may be assembled to help explain why this particular pavement
is slippery right now, and to decide whether this can be prevented. The background
store of knowledge includes general models of pavements, sprinklers, slipping, rain,
and so on; these must be accessed and supplied with instance data to construct the
specific Bayesian network structure. The store of background knowledge must utilize
some representation that combines the expressive power of first-order logical languages
(such as semantic networks) with the ability to handle uncertain information.

3. Reasoning Structures in Bayesian Networks

3.1 Basic reasoning structures
3.1.1 d-Separation in Bayesian Networks
d-Separation is one important property of Bayesian networks for inference. Before we define
d-separation, we first look at the way that evidence is transmitted in Bayesian Networks.
There are two types of evidence:

• Hard Evidence (instantiation) for a node A is evidence that the state of A is definitely a
particular value.

• Soft Evidence for a node A is any evidence that enables us to update the prior proba-
bility values for the states of A.

d-Separation (Definition):
Two distinct variables X and Z in a causal network are d-separated if, for all paths between X
and Z, there is an intermediate variable V (distinct from X and Z) such that either

• the connection is serial or diverging and V is instantiated or

• the connection is converging, and neither V nor any of V’s descendants have received
evidence.

If X and Z are not d-separated, we call them d-connected.

3.1.2 Basic structures of Bayesian Networks
Based on the definition of d-seperation, three basic structures in Bayesian networks are as
follows:

1. Serial connections
Consider the situation in Figure 2. X has an influence on Y, which in turn has an in-
fluence on Z. Obviously, evidence on Z will influence the certainty of Y, which then
influences the certainty of Z. Similarly, evidence on Z will influence the certainty on X
through Y. On the other hand, if the state of Y is known, then the channel is blocked,
and X and Z become independent. We say that X and Z are d-separated given Y, and
when the state of a variable is known, we say that it is instantiated (hard evidence).
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from the information provided in Figure 1 and Equation 2. Such counterfactual prob-
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tional probability P(xi|π(i)) is replaced by a functional relationship xi = fi(π(i), εi),
where εi is a stochastic (unobserved) error term. When the functions fi and the distri-
butions of εi are known, all counterfactual statements can be assigned unique proba-
bilities, using evidence propagation in a structure called a "twin network". When only
partial knowledge about the functional form of fi is available, bounds can be computed
on the probabilities of counterfactual sentences (Balke & Pearl, 1995) (Pearl, 2000).

• Causal discovery. One of the most exciting prospects in recent years has been the pos-
sibility of using Bayesian networks to discover causal structures in raw statistical data
(Pearl & Verma, 1991) (Spirtes et al., 1993) (Pearl, 2000), which is a task previously con-
sidered impossible without controlled experiments. Consider, for example, the follow-
ing pattern of dependencies among three events: A and B are dependent, B and C are
dependent, yet A and C are independent. If you ask a person to supply an example of
three such events, the example would invariably portray A and C as two independent
causes and B as their common effect, namely, A → B ← C. Fitting this dependence
pattern with a scenario in which B is the cause and A and C are the effects is mathemat-
ically feasible but very unnatural, because it must entail fine tuning of the probabilities
involved; the desired dependence pattern will be destroyed as soon as the probabilities
undergo a slight change.
Such thought experiments tell us that certain patterns of dependency, which are totally
void of temporal information, are conceptually characteristic of certain causal direction-
alities and not others. When put together systematically, such patterns can be used to
infer causal structures from raw data and to guarantee that any alternative structure
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Based on the definition of d-seperation, three basic structures in Bayesian networks are as
follows:
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Consider the situation in Figure 2. X has an influence on Y, which in turn has an in-
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d-Separation is one important property of Bayesian networks for inference. Before we define
d-separation, we first look at the way that evidence is transmitted in Bayesian Networks.
There are two types of evidence:

• Hard Evidence (instantiation) for a node A is evidence that the state of A is definitely a
particular value.

• Soft Evidence for a node A is any evidence that enables us to update the prior proba-
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d-Separation (Definition):
Two distinct variables X and Z in a causal network are d-separated if, for all paths between X
and Z, there is an intermediate variable V (distinct from X and Z) such that either

• the connection is serial or diverging and V is instantiated or

• the connection is converging, and neither V nor any of V’s descendants have received
evidence.

If X and Z are not d-separated, we call them d-connected.

3.1.2 Basic structures of Bayesian Networks
Based on the definition of d-seperation, three basic structures in Bayesian networks are as
follows:

1. Serial connections
Consider the situation in Figure 2. X has an influence on Y, which in turn has an in-
fluence on Z. Obviously, evidence on Z will influence the certainty of Y, which then
influences the certainty of Z. Similarly, evidence on Z will influence the certainty on X
through Y. On the other hand, if the state of Y is known, then the channel is blocked,
and X and Z become independent. We say that X and Z are d-separated given Y, and
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We conclude that evidence may be transmitted through a serial connection unless the
state of the variable in the connection is known.

Fig. 2. Serial Connection. When Y is Instantiated, it blocks the communication between X and
Z.

2. Diverging connections
The situation in Figure 3 is called a diverging connection. Influence can pass between
all the children of X unless the state of X is known. We say that Y1, Y2, . . . , Yn are d-
separated given X.
Evidence may be transmitted through a diverging connection unless it is instantiated.

Fig. 3. Diverging Connection. If X is instantiated, it blocks the communication between its
children.

3. Converging connections

Fig. 4. Converging Connection. If Y changes certainty, it opens for the communication be-
tween its parents.

A description of the situation in Figure 4 requires a little more care. If nothing is known
about Y except what may be inferred from knowledge of its parents X1, . . . , Xn, then
the parents are independent: evidence on one of the possible causes of an event does
not tell us anything about other possible causes. However, if anything is known about
the consequences, then information on one possible cause may tell us something about
the other causes.
This is the explaining away effect illustrated in Figure 1. X4 (pavement is wet) has
occurred, and X3 (the sprinkler is on) as well as X2 (it’s raining) may cause X4. If
we then get the information that X2 has occurred, the certainty of X3 will decrease.

Likewise, if we get the information that X2 has not occurred, then the certainty of X3
will increase.

The three preceding cases cover all ways in which evidence may be transmitted through a
variable.

4. Classification of Inferences in Bayesian Networks

In Bayesian networks, 4 popular inferences are identified as:

1. Forward Inference
Forward inferences is also called predictive inference (from causes to effects). The infer-
ence reasons from new information about causes to new beliefs about effects, following
the directions of the network arcs. For example, in Figure 2, X → Y → Z is a forward
inference.

2. Backward Inference
Backward inferences is also called diagnostic inference (from effects to causes). The in-
ference reasons from symptoms to cause, Note that this reasoning occurs in the opposite
direction to the network arcs. In Figure 2 , Z → Y is a backward inference. In Figure 3 ,
Yi → X(i ∈ [1, n]) is a backward inference.

3. Intercausal Inference
Intercausal inferences is also called explaining away (between parallel variables). The
inference reasons about the mutual causes (effects) of a common effect (cause). For
example, in Figure 4, if the Y is instantiated, Xi and Xj(i, j ∈ [1, n]) are dependent.
The reasoning Xi ↔ Xj(i, j ∈ [1, n]) is an intercausal inference. In Figure 3, if X is not
instantiated, Yi and Yj(i, j ∈ [1, n]) are dependent. The reasoning Yi ↔ Yj(i, j ∈ [1, n]) is
an intercausal inference.

4. Mixed inference
Mixed inferences is also called combined inference. In complex Bayesian networks, the
reasoning does not fit neatly into one of the types described above. Some inferences are
a combination of several types of reasoning.

4.1 Inference in Bayesian Networks
4.1.1 inference in basic models

• in Serial Connections

– the forward inference executes with the evidence forward propagation. For ex-
ample, in Figure 5, consider the inference X → Y → Z. 1

If Y is instantiated, X and Z are independent, then we have following example:
P(Z|XY) = P(Z|Y);
P(Z+|Y+) = 0.95;
P(Z−|Y+) = 0.05;
P(Z+|Y−) = 0.01;

1 Note: In this chapter, P(X+) is the abbreviation of P(X = true), P(X−) is the abbreviation of P(|X =
f alse). For simple expression, we use P(Y|X) to denote P(Y = true|X = true) by default. But in express
P(Y+|X), X denotes both situations X = true and X = f alse.
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The reasoning Xi ↔ Xj(i, j ∈ [1, n]) is an intercausal inference. In Figure 3, if X is not
instantiated, Yi and Yj(i, j ∈ [1, n]) are dependent. The reasoning Yi ↔ Yj(i, j ∈ [1, n]) is
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f alse). For simple expression, we use P(Y|X) to denote P(Y = true|X = true) by default. But in express
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P(Z−|Y−) = 0.99;
if Y is not instantiated, X and Z are dependent, then
P(Z+|X+Y) = P(Z+|Y+)P(Y+|X+) + P(Z+|Y−)P(Y−|X+)

= 0.95 ∗ 0.85 + 0.01 ∗ 0.15 = 0.8075 + 0.0015 = 0.809;
P(Z−|X−Y) = P(Z−|Y+)P(Y+|X−) + P(Z−|Y−)P(Y−|X−)

= 0.05 ∗ 0.03 + 0.99 ∗ 0.97 = 0.0015 + 0.9603 = 0.9618.

– the backward inference executes the evidence backward propagation. For exam-
ple, in Figure 5, consider the inference Z → Y → X.

1. If Y is instantiated (P(Y+) = 1 or P(Y−) = 1), X and Z are independent,
then

P(X|YZ) = P(X|Y) = P(X)P(Y|X)

P(Y)
(5)

P(X+|Y+Z) = P(X+|Y+) = P(X+)P(Y+ |X+)
P(Y+)

= 09∗0.85
1 = 0.765;

P(X+|Y−Z) = P(X+|Y−) = P(X+)P(Y−|X+)
P(Y−)

= 09∗0.15
1 = 0.135.

2. If Y is not instantiated, X and Z are dependent (See the dashed lines in Figure
5). Suppose P(Z+) = 1 then
P(X+|YZ+) = P(X+YZ+)

P(YZ+)
= P(X+YZ+)

∑X P(XYZ+)
;

P(X+YZ+) = P(X+Y+Z+) + P(X+Y−Z+) = 0.9 ∗ 0.85 ∗ 0.95 + 0.9 ∗ 0.15 ∗
0.05 = 0.72675 + 0.00675 = 0.7335;

∑X P(XYZ+) = P(X+Y+Z+)+ P(X+Y−Z+)+ P(X−Y+Z+)+ P(X−Y−Z+)
= 0.9 ∗ 0.85 ∗ 0.95 + 0.9 ∗ 0.15 ∗ 0.99 + 0.1 ∗ 0.03 ∗ 0.95 + 0.1 ∗ 0.97 ∗ 0.01
= 0.72675 + 0.13365 + 0.00285 + 0.00097 = 0.86422;

P(X+|YZ+) = P(X+YZ+)
∑X P(XYZ+)

= 0.7335
0.86422 = 0.8487.

In serial connections, there is no intercausal inference.

• in Diverging Connections

– the forward inference executes with the evidence forward propagation. For ex-
ample, in Figure 6, consider the inference Y → X and Y → Z, the goals are easy
to obtain by nature.
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– the backward inference executes with the evidence backward propagation, see
the dashed line in Figure 6, consider the inference (XZ) → Y, X and Z are instan-
tiated by assumption, suppose P(X+ = 1), P(Z+ = 1). Then,

P(Y+|X+Z+) =
P(Y+X+Z+)

P(X+Z+)
=

P(Y+)P(X+|Y+)P(Z+|Y+)

P(X+Z+)

=
0.98 ∗ 0.95 ∗ 0.90

1
= 0.8379 (6)

– the intercausal inference executes between effects with a common cause. In Figure
6, if Y is not instantiated, there exists intercausal inference in diverging connec-
tions. Consider the inference X → Z,

P(X+|YZ+) = P(X+YZ+)
P(YZ+)

= P(X+Y+Z+)+P(X+Y−Z+)
P(Y+Z+)+P(Y−Z+)

;

= 0.98∗0.95∗0.90+0.02∗0.01∗0.03
0.98∗0.90+0.02∗0.03 = 0.94936.

• in Converging Connections,

– the forward inference executes with the evidence forward propagation. For ex-
ample, in Figure 7, consider the inference (XZ) → Y, P(Y|XZ) is easy to obtain
by the definition of Bayesian Network in by nature.

– the backward inference executes with the evidence backward propagation. For
example, in Figure 7, consider the inference Y → (XZ).
P(Y) = ∑XZ P(XYZ) = ∑XZ(P(Y|XZ)P(XZ)),

P(XZ|Y) = P(Y|XZ)P(XZ)
P(Y) = P(Y|XZ)P(X)P(Z)

∑XZ(P(Y|XZ)P(XZ)) .

Finally,
P(X|Y) = ∑Z P(XZ|Y),
P(Z|Y) = ∑X P(XZ|Y).

– the intercausal inference executes between causes with a common effect, and the
intermediate node is instantiated, then P(Y+) = 1 or P(Y−) = 1. In Figure 7,
consider the inference X → Z, suppose P(Y+) = 1,
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– the intercausal inference executes between effects with a common cause. In Figure
6, if Y is not instantiated, there exists intercausal inference in diverging connec-
tions. Consider the inference X → Z,

P(X+|YZ+) = P(X+YZ+)
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;
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• in Converging Connections,

– the forward inference executes with the evidence forward propagation. For ex-
ample, in Figure 7, consider the inference (XZ) → Y, P(Y|XZ) is easy to obtain
by the definition of Bayesian Network in by nature.

– the backward inference executes with the evidence backward propagation. For
example, in Figure 7, consider the inference Y → (XZ).
P(Y) = ∑XZ P(XYZ) = ∑XZ(P(Y|XZ)P(XZ)),

P(XZ|Y) = P(Y|XZ)P(XZ)
P(Y) = P(Y|XZ)P(X)P(Z)

∑XZ(P(Y|XZ)P(XZ)) .

Finally,
P(X|Y) = ∑Z P(XZ|Y),
P(Z|Y) = ∑X P(XZ|Y).

– the intercausal inference executes between causes with a common effect, and the
intermediate node is instantiated, then P(Y+) = 1 or P(Y−) = 1. In Figure 7,
consider the inference X → Z, suppose P(Y+) = 1,

Probabilistic inferences in Bayesian networks 47

Fig. 5. Inference in Serial Connection

P(Z−|Y−) = 0.99;
if Y is not instantiated, X and Z are dependent, then
P(Z+|X+Y) = P(Z+|Y+)P(Y+|X+) + P(Z+|Y−)P(Y−|X+)

= 0.95 ∗ 0.85 + 0.01 ∗ 0.15 = 0.8075 + 0.0015 = 0.809;
P(Z−|X−Y) = P(Z−|Y+)P(Y+|X−) + P(Z−|Y−)P(Y−|X−)

= 0.05 ∗ 0.03 + 0.99 ∗ 0.97 = 0.0015 + 0.9603 = 0.9618.

– the backward inference executes the evidence backward propagation. For exam-
ple, in Figure 5, consider the inference Z → Y → X.

1. If Y is instantiated (P(Y+) = 1 or P(Y−) = 1), X and Z are independent,
then

P(X|YZ) = P(X|Y) = P(X)P(Y|X)

P(Y)
(5)

P(X+|Y+Z) = P(X+|Y+) = P(X+)P(Y+ |X+)
P(Y+)

= 09∗0.85
1 = 0.765;

P(X+|Y−Z) = P(X+|Y−) = P(X+)P(Y−|X+)
P(Y−)

= 09∗0.15
1 = 0.135.

2. If Y is not instantiated, X and Z are dependent (See the dashed lines in Figure
5). Suppose P(Z+) = 1 then
P(X+|YZ+) = P(X+YZ+)

P(YZ+)
= P(X+YZ+)

∑X P(XYZ+)
;

P(X+YZ+) = P(X+Y+Z+) + P(X+Y−Z+) = 0.9 ∗ 0.85 ∗ 0.95 + 0.9 ∗ 0.15 ∗
0.05 = 0.72675 + 0.00675 = 0.7335;

∑X P(XYZ+) = P(X+Y+Z+)+ P(X+Y−Z+)+ P(X−Y+Z+)+ P(X−Y−Z+)
= 0.9 ∗ 0.85 ∗ 0.95 + 0.9 ∗ 0.15 ∗ 0.99 + 0.1 ∗ 0.03 ∗ 0.95 + 0.1 ∗ 0.97 ∗ 0.01
= 0.72675 + 0.13365 + 0.00285 + 0.00097 = 0.86422;

P(X+|YZ+) = P(X+YZ+)
∑X P(XYZ+)

= 0.7335
0.86422 = 0.8487.

In serial connections, there is no intercausal inference.

• in Diverging Connections

– the forward inference executes with the evidence forward propagation. For ex-
ample, in Figure 6, consider the inference Y → X and Y → Z, the goals are easy
to obtain by nature.

Fig. 6. Inference in Diverging Connection

– the backward inference executes with the evidence backward propagation, see
the dashed line in Figure 6, consider the inference (XZ) → Y, X and Z are instan-
tiated by assumption, suppose P(X+ = 1), P(Z+ = 1). Then,

P(Y+|X+Z+) =
P(Y+X+Z+)

P(X+Z+)
=

P(Y+)P(X+|Y+)P(Z+|Y+)

P(X+Z+)

=
0.98 ∗ 0.95 ∗ 0.90

1
= 0.8379 (6)
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• in Converging Connections,

– the forward inference executes with the evidence forward propagation. For ex-
ample, in Figure 7, consider the inference (XZ) → Y, P(Y|XZ) is easy to obtain
by the definition of Bayesian Network in by nature.

– the backward inference executes with the evidence backward propagation. For
example, in Figure 7, consider the inference Y → (XZ).
P(Y) = ∑XZ P(XYZ) = ∑XZ(P(Y|XZ)P(XZ)),
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Finally,
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P(Z+|X+Y+) = P(Z+X+Y+)
P(X+Y+)

= P(Z+X+Y+)
∑Z P(X+Y+Z) ;

P(Z+X+Y+) = P(X+)P(Z+)P(Y+|X+Z+);

∑Z P(X+YZ) = P(X+Y+Z+) + P(X+Y+Z−);

P(Z+|X+Y+) = P(Z+X+Y+)
∑Z P(X+Y+Z) =

P(X+)P(Z+)P(Y+ |X+Z+)
P(X+Y+Z+)+P(X+Y+Z−)

.

4.1.2 inference in complex model
For complex models in Bayesian networks, there are single-connected networks, multiple-
connected, or event looped networks. It is possible to use some methods, such as Triangu-
lated Graphs, Clustering and Join Trees (Bertele & Brioschi, 1972) (Finn & Thomas, 2007 )
(Golumbic, 1980), etc., to simplify them into a polytree. Once a polytree is obtained, the infer-
ence can be executed by the following approaches.
Polytrees have at most one path between any pair of nodes; hence they are also referred to as
singly-connected networks.
Suppose X is the query node, and there is some set of evident nodes E, X /∈ E. The posterior
probability (belief) is denoted as B(X) = P(X|E), see Figure 8.
E can be splitted into 2 parts: E+ and E−. E− is the part consisting of assignments to variables
in the subtree rooted at X, E+ is the rest of it.
πX(E+) = P(X|E+)
λX(E−) = P(E−|X)

B(X) = P(X|E) = P(X|E+E−) =
P(E−|XE+)P(X|E+)

P(E−|E+)
=

P(E−|X)P(X|E+)

P(E−|E+)
= απX(E+)λX(E−)

(7)
α is a constant independent of X.
where

λX(E−) = { 1 i f evidence is X = xi
0 i f evidence is f or another xj

(8)

πX(E+) = ∑
u1,...,um

P(X|u1, ..., um)∏
i

πX(ui) (9)

Fig. 8. Evidence Propagation in Polytree

1. Forward inference in Polytree
Node X sends π messages to its children.

πX(U) = {
1 i f xi ∈ X is entered
0 i f evidentce is f or another value xj

∑u1,...um
P(X|u1, ...um)∏i πX(ui) otherwise

(10)

2. Backward inference in Polytree Node X sends new λ messages to its parents.

λX(Y) = ∏
yj∈Y

[∑
j

P(yj|X)λX(yj)] (11)

4.2 Related Algorithms for Probabilistic Inference
Various types of inference algorithms exist for Bayesian networks (Lauritzen & Spiegelhalter,
1988) (Pearl, 1988) (Pearl, 2000) (Neal, 1993). Each class offers different properties and works
better on different classes of problems, but it is very unlikely that a single algorithm can solve
all possible problem instances effectively. Every resolution is always based on a particular
requirement. It is true that almost all computational problems and probabilistic inference
using general Bayesian networks have been shown to be NP-hard by Cooper (Cooper, 1990).
In the early 1980’s, Pearl published an efficient message propagation inference algorithm for
polytrees (Kim & Pearl, 1983) (Peal, 1986). The algorithm is exact, and has polynomial com-
plexity in the number of nodes, but works only for singly connected networks. Pearl also
presented an exact inference algorithm for multiple connected networks called loop cutset
conditioning algorithm (Peal, 1986). The loop cutset conditioning algorithm changes the con-
nectivity of a network and renders it singly connected by instantiating a selected subset of
nodes referred to as a loop cutset. The resulting single connected network is solved by the
polytree algorithm, and then the results of each instantiation are weighted by their prior prob-
abilities. The complexity of this algorithm results from the number of different instantiations
that must be considered. This implies that the complexity grows exponentially with the size
of the loop cutest being O(dc), where d is the number of values that the random variables
can take, and c is the size of the loop cutset. It is thus important to minimize the size of the
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loop cutset for a multiple connected network. Unfortunately, the loop cutset minimization
problem is NP-hard. A straightforward application of Pearl’s algorithm to an acyclic digraph
comprising one or more loops invariably leads to insuperable problems ( Koch & Westphall,
2001) (Neal, 1993).
Another popular exact Bayesian network inference algorithm is Lauritzen and Spiegelhalter’s
clique-tree propagation algorithm (Lauritzen & Spiegelhalter, 1988). It is also called a "clus-
tering" algorithm. It first transforms a multiple connected network into a clique tree by clus-
tering the triangulated moral graph of the underlying undirected graph and then performs
message propagation over the clique tree. The clique propagation algorithm works efficiently
for sparse networks, but still can be extremely slow for dense networks. Its complexity is
exponential in the size of the largest clique of the transformed undirected graph.
In general, the existent exact Bayesian network inference algorithms share the property of run
time exponentiality in the size of the largest clique of the triangulated moral graph, which is
also called the induced width of the graph (Lauritzen & Spiegelhalter, 1988).

5. Conclusion

This chapter summarizes the popular inferences methods in Bayesian networks. The results
demonstrates that the evidence can propagated across the Bayesian networks by any links,
whatever it is forward or backward or intercausal style. The belief updating of Bayesian net-
works can be obtained by various available inference techniques. Theoretically, exact infer-
ences in Bayesian networks is feasible and manageable. However, the computing and in-
ference is NP-hard. That means, in applications, in complex huge Bayesian networks, the
computing and inferences should be dealt with strategically and make them tractable. Simpli-
fying the Bayesian networks in structures, pruning unrelated nodes, merging computing, and
approximate approaches might be helpful in the inferences of large scale Bayeisan networks.
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1. Introduction

Bayesian networks are a popular class of graphical probabilistic models for researches and
applications in the field of Artificial Intelligence. Bayesian network are built on Bayes’
theorem (16) and allow to represent a joint probability distribution over a set of variables in
the network. In Bayesian probabilistic inference, the joint distribution over the set of variables
in a Bayesian network can be used to calculate the probabilities of any configuration of these
variables given fixed values of another set of variables, called observations or evidence.
Bayesian networks have been widely used for efficient probabilistic inference and data
mining in many fields, such as computational biology and computer vision (17; 18).

Before we can generate useful prediction and reasoning by Bayesian networks, it is re-
quired to construct these network models from any resources. Over decades, enormous
algorithms have been proposed to construct (we use construct and model interchangeably
in this chapter) these Bayesian networks. These methods can be roughly classified into two
categories: i) top-down modeling methods and ii) reverse-engineering methods. Top-down
modeling methods seek for direct solutions to Bayesian network structure and parameter
assignments from any prior knowledge resources and domain experts. Currently, this class
of methods usually recruits both probability elicitation procedures from domain experts (23)
and quantitative knowledge engineering process to disclose the Bayesian network structure
and parameters. The advantages of this type of methods are the direct assignment of the
parameters and structures from domain knowledge and experts without computational com-
plications. However, in most domains, these methods encounter practical obstacles due to the
actual availability of quantitative information and to the limitation of an expert knowledge.
In contrast, reverse-engineering approaches utilize machine learning algorithms to train
(learn) Bayesian network structure and parameters from a collection of past observations.
This process belongs to unsupervised learning in machine learning theory. The advantage
of this class approaches is that, a training machine can automatically determine a best
Bayesian network model with structure and parameters which optimally fits to the training
data under the judgments of an object function or scoring function. (in stead of manually
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evaluation in top-down methods). This score function is often the posterior probability
function of a Bayesian network structure and parameters given the training data. The learned
single best model is called Maximum-a-Posterior (MAP) estimation which is computed from
data likelihood and prior distribution. In the last twenty to ten years, reverse-engineering
approaches have become mainstream researches in the field of Bayesian network modeling.
Fruitful results have been achieved, especially in the efficient learning of Bayesian network
structure and parameters with (in-) complete data (4; 19–21).

However, a major problem of Bayesian network learning in most existing algorithms is
the demands on a large amount of training samples to achieve good generalization perfor-
mance. The generalization performance of a learned Bayesian network largely depends on
the amount of training dataset and the quality of the prior provided to the learning process.
Specially, if training data is scarce, it becomes crucial to use various forms of prior knowledge
to improve the accuracy of learned models and avoid overfitting. Moreover, although the
maximum a posteriori estimation, i.e., the selection of a single best Bayesian network model
from the data by learning, is useful for the case of large data sets, independence assumptions
among the network variables often make this single model vulnerable to overfitting. In
realistic problems, the data basis is often very sparse and hardly sufficient to select one
adequate model, i.e., there is considerable model uncertainty. In fact, selecting one single
Bayesian model can then lead to strongly biased inference results. Therefore, it is preferable
to adopt full Bayesian approaches, such as model averaging, to incorporate these model
uncertainties.

2. Overview

2.1 Advanced Bayesian Network Modeling and Inference from Consistent and Inconsistent
Prior Knowledge

As the first part of our methodology, we propose novel methods to make use of prior
qualitative knowledge in a domain to construct Bayesian networks and generate quantitative
probability predictions from these models. These algorithms stem from the observations
that in many domains, enormous amounts of priori qualitative knowledge have been
accumulated by original studies. This type of knowledge is often represented in terms of
qualitative relational statements between two or more entities. For example, in biomedical
domain, such a statement can be smoking increases the risk of lung cancer. In this statement,
two entities are smoking and lung cancer and these two entities are connected to each other
through a directed and functional relation: increase. The semantics encoded in this statement
is: smoking positively influences lung cancer so that the probability and risk of lung cancer
is increased under the condition of smoking. In genomics research, a common knowledge
about biological molecular interactions would be a transcript factor binds to a gene and
up-regulate this gene’s expression level in a cell. In computer vision, qualitative statement
can be among action units. For instance, "cheek raiser" tends to happen with "lip corner
puller", when smiling. In this statement, cheek raiser increases the occurrence probability of
lip corner puller. Similar qualitative statements can be found in many other domains, such as
economy, politics, science and engineering indicating that our proposed methods have great
promises in these fields. In fact, these inequality constraints have been proposed and used
in qualitative probabilistic inference process, such as qualitative probabilistic network (25).
However, due to the lacks of quantitative measurements in these qualitative knowledge and
constraints, they have been ignored in the quantitative modeling of Bayesian networks.

In our top-down Bayesian inference method, we designed a knowledge model which
captures the entities and their relationships in the statement. Various qualitative relations
are mapped into mathematically meaningful constraints and inequalities over the Bayesian
network structure and parameter space. Due to their qualitativeness, these constraints even-
tually define a prior distribution in the model space, i.e. model uncertainty. These constraints
reduce the set of all possible Bayesian models to those which are consistent with the set
of statements considered. This class of consistent models is used to perform full Bayesian
inference which can be approximated by Monte Carlo methods, i.e. the quantitative inference
and reasoning can be calculated in each of the Bayesian model and these quantitative results
are averaged and weighted by the model posterior probability. This is even analytically
tractable for smaller networks and statement sets.

Notably, qualitative knowledge are often inconsistent, i.e. there may exist contradict-
ing qualitative statements on entities and/or their relations which eventually affect the model
uncertainty in the constructed Bayesian network model space. Therefore, it is imperative
to develop methods for reconciling inconsistent qualitative knowledge and for modeling
Bayesian networks and performing quantitative prediction. To this end, we further propose
a novel framework for performing quantitative Bayesian inference with model averaging
based on the inconsistent qualitative statements as a coherent extension of framework of
quantitative Bayesian inference based on a set of consistent hypotheses introduced above (33).
Our method interprets the qualitative statements by a vector of knowledge features whose
structure can be represented by a hierarchical Bayesian network. The prior probability for
each qualitative knowledge component is calculated as the joint probability distribution over
the features and can be decomposed into the production of the conditional probabilities of the
knowledge features. These knowledge components define multiple Bayesian model classes
in the hyperspace. Within each class, a set of constraints on the ground Bayesian model space
can be generated. Therefore, the distribution of the ground model space can be decomposed
into a set of weighted distributions determined by each model class. This framework is used
to perform full Bayesian inference which can be approximated by Monte Carlo methods, but
is analytically tractable for smaller networks and statement sets.

2.2 Related Works
In discrete model, qualitative causal knowledge have been utilized for abstract probabilistic
graphical models, i.e. qualitative probabilistic network (QPN) (6) and reasoning algorithms
in QPN have been proposed (5; 9). These algorithms perform qualitative inference with sign
propagation in stead of quantitative predictions and neither inconsistent hypotheses could be
dealt with.

2.3 Advanced Bayesian Network Learning with Integration of Prior Knowledge and Sparse
data

As the second part of the methodology section, we introduce our latest algorithm develop-
ments in learning Bayesian network models. In this method, Bayesian network learning accu-
racy is drastically improved by integrating generic qualitative domain knowledge with train-
ing data. We use the knowledge model designed in section 3.1 to translate the causality in
qualitative domain knowledge into a set of constraints over structural and parameter space.
For parameter learning, we recruit a sampling approach to recover the prior belief distribu-
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tion in parameter space out of the constraints. We then propose a novel Bayesian parameter
score function which integrates this informative prior as soft regulation with the quantitative
data statistics. In this way, the parameter posterior distribution is combinatorial regulated by
both quantitative data and prior knowledge. In the conventional Bayesian network learning
algorithm, MAP estimation usually employs Dirichlet priori to further regulate the statisti-
cal counts from the data. However, as discussed above, it is often impossible to determine
the correct hyperparameters of this prior distribution which may result bias in the MAP esti-
mation. Our algorithm resolves this issue by establishing an informative prior from domain
qualitative knowledge. This informative prior provides the learning machine a correctly de-
fined model subspace to seek for global maximum. By combining each possible prior pseudo
counts in this subspace with data statistical counts, we can explore multiple local maximum
estimates and determine the global maximum by model selection scheme. Thus, we avoid
trapping in the local maximum. This method is particular useful in accurate learning of a
Bayesian network under sparse training data. These algorithms can be naturally extended to
BN structural learning which is under active developments.

2.4 Related Works
Researches have proposed a number of algorithms to learn Bayesian network parameters by
utilizing various forms of prior knowledge, such as dirichlet function (28; 29). In (30–32),
parameter learning schemes for various graphical models incorporating parameter sharing
constraints are proposed. These algorithms provide efficient solutions for parameter learning
with parameter sharing constraints, i.e. parameter equality in one multinomial conditional
distribution. If a parameter satisfy the constraints, it obeys the dirichlet distribution with
certain normalizer. Otherwise, the prior distribution is zero. A closed form normalization
solution is derived in case of parameter sharing constraints. Moreover, some simple forms of
inequalities within one conditional distribution are proposed (32). In this case, no closed-form
solution is possible. Though, in (30–32), constrained parameter learning problem is treated
as a constraint optimization problem and efficient algorithms are developed, the forms of
the constraints are limited to either parameter sharing or inequality constraints within one
conditional distribution, such as P(A|B)>P(A|B). More generic and important inequality
constraints, such as P(A|B)>P(A|B) is not addressed by their methods.

In (35) and (37), methods are proposed to deals with the inequality constraints in pa-
rameter learning. A penalty term is designed to regulate the likelihood which is derived from
the monotonic influence with form of P(A|B)>P(A|B). The violation term can only penalize
the likelihood when the learned local maximum violates the constraints in the sign, but it can
not distinguish a set of all possible local maximums obeying the constraints. So, final solution
is not necessary a global maximum. (Eq.8 in (35) and Eq.9 in (37)). This is a serious problem
in case of learning with very sparse data. In this case, although ML estimation may output an
estimate obeying the sign of the constraints, this ML estimation is highly probable incorrect
due to the amount of data. In this case, neither (35) nor (37) could use prior statistics to
correct the estimation. As stated in (37), a soft Bayesian prior which regulates the ML term
is desired. A similar iterative approach with penalty function was introduced in (36). The
method in (42), however, includes constraints beyond the monotonicity constraints.

In (38), an averaging scheme is proposed. This method is only feasible up to 5/6 par-
ents. (39) proposed a similar idea to ours independently. A method which uses a soft

Bayesian prior to regulate the ML score and introduce the concept of model uncertainty in
the MAP estimation. The empirical Bayes and maximum posterior estimate in (39) and
QMAPFBA,QMAPFMA in my paper are comparable. However, (39) indirectly translates the
prior knowledge into an intractable integration which has to be approximated. The dirichlet
hyperparameters is replaced by another hyperparameter (Eq.14 in (39)). Their initial idea is
to assign some confidence to constraints. (Eq.7 in (39)). But it may be easier and more efficient
to handle this issue in the knowledge level than score level (34). Comparatively, we work
directly on the parameter space through sampling and obtain the dirichlet hyperparameters
directly. Thus, we believe our method can be more efficient and feasible than their method.

3. Methods

In this section, we formally propose our top-down Bayesian network modeling algorithm,
i.e. Bayesian inference with only consistent and inconsistent qualitative prior knowledge.
Next, we introduce our advanced Bayesian network learning algorithm by integrating both
qualitative prior knowledge and data.

3.1 Probabilistic Representation of a Qualitative Knowledge Model
Several qualitative models have been proposed in the context of Qualitative Probabilistic Net-
works (QPN). Qualitative knowledge models describe the process of transforming the qualita-
tive statements into a set of probability constraints. The proposed Bayesian inference method
outlined above is independent of the qualitative knowledge model, i.e. the model posterior
probability is independent of the set of qualitative statements used, once the set of proba-
bilistic inequality constraints which are translated from qualitative statements is given. Three
existing qualitative models are the Wellman approach (25), the Neufeld approach (22) and the
orders of magnitude approach (27). Here we follow the Wellman approach, where qualitative
knowledge involves influential effects from parent nodes to child nodes which are classified
according to the number of inputs from parents to child and their synergy. For the sake of
simplicity, we restrict our discussion to binary-valued nodes. Logic "1" and "0" values of a
node are defined as "present" and "absent" or "active" and "inactive", as synonyms, A and A.
For multinomial nodes, similar definitions can be applied.

3.1.1 Structural Qualitative Knowledge Model
The qualitative knowledge contained in the statements are describing two aspects of a belief
network, i.e. structure and parameter. The structural knowledge of a simple network consist-
ing node B and node A can be described with two first-order logic predicates:

Depend(A, B) = 0/1

In f luence(A, B) = 0/1 (1)

which describe whether A and B are dependent and whether the influence direction is from A
to B; Depend and Influence are denoted by Dp and I as well as, the set of structural knowledge
features is denoted by Π={Dp,I}.

3.1.2 Parameter Qualitative Knowledge Model
Under each structure feature, we extend the QPN model with two sets of dependent features,
i.e. baseline qualitative knowledge features, Σ and extended qualitative knowledge features,
Ψ. These two feature sets are used to describe the qualitative parameter knowledge.
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tion in parameter space out of the constraints. We then propose a novel Bayesian parameter
score function which integrates this informative prior as soft regulation with the quantitative
data statistics. In this way, the parameter posterior distribution is combinatorial regulated by
both quantitative data and prior knowledge. In the conventional Bayesian network learning
algorithm, MAP estimation usually employs Dirichlet priori to further regulate the statisti-
cal counts from the data. However, as discussed above, it is often impossible to determine
the correct hyperparameters of this prior distribution which may result bias in the MAP esti-
mation. Our algorithm resolves this issue by establishing an informative prior from domain
qualitative knowledge. This informative prior provides the learning machine a correctly de-
fined model subspace to seek for global maximum. By combining each possible prior pseudo
counts in this subspace with data statistical counts, we can explore multiple local maximum
estimates and determine the global maximum by model selection scheme. Thus, we avoid
trapping in the local maximum. This method is particular useful in accurate learning of a
Bayesian network under sparse training data. These algorithms can be naturally extended to
BN structural learning which is under active developments.

2.4 Related Works
Researches have proposed a number of algorithms to learn Bayesian network parameters by
utilizing various forms of prior knowledge, such as dirichlet function (28; 29). In (30–32),
parameter learning schemes for various graphical models incorporating parameter sharing
constraints are proposed. These algorithms provide efficient solutions for parameter learning
with parameter sharing constraints, i.e. parameter equality in one multinomial conditional
distribution. If a parameter satisfy the constraints, it obeys the dirichlet distribution with
certain normalizer. Otherwise, the prior distribution is zero. A closed form normalization
solution is derived in case of parameter sharing constraints. Moreover, some simple forms of
inequalities within one conditional distribution are proposed (32). In this case, no closed-form
solution is possible. Though, in (30–32), constrained parameter learning problem is treated
as a constraint optimization problem and efficient algorithms are developed, the forms of
the constraints are limited to either parameter sharing or inequality constraints within one
conditional distribution, such as P(A|B)>P(A|B). More generic and important inequality
constraints, such as P(A|B)>P(A|B) is not addressed by their methods.

In (35) and (37), methods are proposed to deals with the inequality constraints in pa-
rameter learning. A penalty term is designed to regulate the likelihood which is derived from
the monotonic influence with form of P(A|B)>P(A|B). The violation term can only penalize
the likelihood when the learned local maximum violates the constraints in the sign, but it can
not distinguish a set of all possible local maximums obeying the constraints. So, final solution
is not necessary a global maximum. (Eq.8 in (35) and Eq.9 in (37)). This is a serious problem
in case of learning with very sparse data. In this case, although ML estimation may output an
estimate obeying the sign of the constraints, this ML estimation is highly probable incorrect
due to the amount of data. In this case, neither (35) nor (37) could use prior statistics to
correct the estimation. As stated in (37), a soft Bayesian prior which regulates the ML term
is desired. A similar iterative approach with penalty function was introduced in (36). The
method in (42), however, includes constraints beyond the monotonicity constraints.

In (38), an averaging scheme is proposed. This method is only feasible up to 5/6 par-
ents. (39) proposed a similar idea to ours independently. A method which uses a soft

Bayesian prior to regulate the ML score and introduce the concept of model uncertainty in
the MAP estimation. The empirical Bayes and maximum posterior estimate in (39) and
QMAPFBA,QMAPFMA in my paper are comparable. However, (39) indirectly translates the
prior knowledge into an intractable integration which has to be approximated. The dirichlet
hyperparameters is replaced by another hyperparameter (Eq.14 in (39)). Their initial idea is
to assign some confidence to constraints. (Eq.7 in (39)). But it may be easier and more efficient
to handle this issue in the knowledge level than score level (34). Comparatively, we work
directly on the parameter space through sampling and obtain the dirichlet hyperparameters
directly. Thus, we believe our method can be more efficient and feasible than their method.

3. Methods

In this section, we formally propose our top-down Bayesian network modeling algorithm,
i.e. Bayesian inference with only consistent and inconsistent qualitative prior knowledge.
Next, we introduce our advanced Bayesian network learning algorithm by integrating both
qualitative prior knowledge and data.

3.1 Probabilistic Representation of a Qualitative Knowledge Model
Several qualitative models have been proposed in the context of Qualitative Probabilistic Net-
works (QPN). Qualitative knowledge models describe the process of transforming the qualita-
tive statements into a set of probability constraints. The proposed Bayesian inference method
outlined above is independent of the qualitative knowledge model, i.e. the model posterior
probability is independent of the set of qualitative statements used, once the set of proba-
bilistic inequality constraints which are translated from qualitative statements is given. Three
existing qualitative models are the Wellman approach (25), the Neufeld approach (22) and the
orders of magnitude approach (27). Here we follow the Wellman approach, where qualitative
knowledge involves influential effects from parent nodes to child nodes which are classified
according to the number of inputs from parents to child and their synergy. For the sake of
simplicity, we restrict our discussion to binary-valued nodes. Logic "1" and "0" values of a
node are defined as "present" and "absent" or "active" and "inactive", as synonyms, A and A.
For multinomial nodes, similar definitions can be applied.

3.1.1 Structural Qualitative Knowledge Model
The qualitative knowledge contained in the statements are describing two aspects of a belief
network, i.e. structure and parameter. The structural knowledge of a simple network consist-
ing node B and node A can be described with two first-order logic predicates:

Depend(A, B) = 0/1

In f luence(A, B) = 0/1 (1)

which describe whether A and B are dependent and whether the influence direction is from A
to B; Depend and Influence are denoted by Dp and I as well as, the set of structural knowledge
features is denoted by Π={Dp,I}.

3.1.2 Parameter Qualitative Knowledge Model
Under each structure feature, we extend the QPN model with two sets of dependent features,
i.e. baseline qualitative knowledge features, Σ and extended qualitative knowledge features,
Ψ. These two feature sets are used to describe the qualitative parameter knowledge.
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solution is derived in case of parameter sharing constraints. Moreover, some simple forms of
inequalities within one conditional distribution are proposed (32). In this case, no closed-form
solution is possible. Though, in (30–32), constrained parameter learning problem is treated
as a constraint optimization problem and efficient algorithms are developed, the forms of
the constraints are limited to either parameter sharing or inequality constraints within one
conditional distribution, such as P(A|B)>P(A|B). More generic and important inequality
constraints, such as P(A|B)>P(A|B) is not addressed by their methods.
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the monotonic influence with form of P(A|B)>P(A|B). The violation term can only penalize
the likelihood when the learned local maximum violates the constraints in the sign, but it can
not distinguish a set of all possible local maximums obeying the constraints. So, final solution
is not necessary a global maximum. (Eq.8 in (35) and Eq.9 in (37)). This is a serious problem
in case of learning with very sparse data. In this case, although ML estimation may output an
estimate obeying the sign of the constraints, this ML estimation is highly probable incorrect
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i.e. Bayesian inference with only consistent and inconsistent qualitative prior knowledge.
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qualitative prior knowledge and data.

3.1 Probabilistic Representation of a Qualitative Knowledge Model
Several qualitative models have been proposed in the context of Qualitative Probabilistic Net-
works (QPN). Qualitative knowledge models describe the process of transforming the qualita-
tive statements into a set of probability constraints. The proposed Bayesian inference method
outlined above is independent of the qualitative knowledge model, i.e. the model posterior
probability is independent of the set of qualitative statements used, once the set of proba-
bilistic inequality constraints which are translated from qualitative statements is given. Three
existing qualitative models are the Wellman approach (25), the Neufeld approach (22) and the
orders of magnitude approach (27). Here we follow the Wellman approach, where qualitative
knowledge involves influential effects from parent nodes to child nodes which are classified
according to the number of inputs from parents to child and their synergy. For the sake of
simplicity, we restrict our discussion to binary-valued nodes. Logic "1" and "0" values of a
node are defined as "present" and "absent" or "active" and "inactive", as synonyms, A and A.
For multinomial nodes, similar definitions can be applied.

3.1.1 Structural Qualitative Knowledge Model
The qualitative knowledge contained in the statements are describing two aspects of a belief
network, i.e. structure and parameter. The structural knowledge of a simple network consist-
ing node B and node A can be described with two first-order logic predicates:

Depend(A, B) = 0/1

In f luence(A, B) = 0/1 (1)

which describe whether A and B are dependent and whether the influence direction is from A
to B; Depend and Influence are denoted by Dp and I as well as, the set of structural knowledge
features is denoted by Π={Dp,I}.

3.1.2 Parameter Qualitative Knowledge Model
Under each structure feature, we extend the QPN model with two sets of dependent features,
i.e. baseline qualitative knowledge features, Σ and extended qualitative knowledge features,
Ψ. These two feature sets are used to describe the qualitative parameter knowledge.
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Bayesian network under sparse training data. These algorithms can be naturally extended to
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constraints are proposed. These algorithms provide efficient solutions for parameter learning
with parameter sharing constraints, i.e. parameter equality in one multinomial conditional
distribution. If a parameter satisfy the constraints, it obeys the dirichlet distribution with
certain normalizer. Otherwise, the prior distribution is zero. A closed form normalization
solution is derived in case of parameter sharing constraints. Moreover, some simple forms of
inequalities within one conditional distribution are proposed (32). In this case, no closed-form
solution is possible. Though, in (30–32), constrained parameter learning problem is treated
as a constraint optimization problem and efficient algorithms are developed, the forms of
the constraints are limited to either parameter sharing or inequality constraints within one
conditional distribution, such as P(A|B)>P(A|B). More generic and important inequality
constraints, such as P(A|B)>P(A|B) is not addressed by their methods.

In (35) and (37), methods are proposed to deals with the inequality constraints in pa-
rameter learning. A penalty term is designed to regulate the likelihood which is derived from
the monotonic influence with form of P(A|B)>P(A|B). The violation term can only penalize
the likelihood when the learned local maximum violates the constraints in the sign, but it can
not distinguish a set of all possible local maximums obeying the constraints. So, final solution
is not necessary a global maximum. (Eq.8 in (35) and Eq.9 in (37)). This is a serious problem
in case of learning with very sparse data. In this case, although ML estimation may output an
estimate obeying the sign of the constraints, this ML estimation is highly probable incorrect
due to the amount of data. In this case, neither (35) nor (37) could use prior statistics to
correct the estimation. As stated in (37), a soft Bayesian prior which regulates the ML term
is desired. A similar iterative approach with penalty function was introduced in (36). The
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prior knowledge into an intractable integration which has to be approximated. The dirichlet
hyperparameters is replaced by another hyperparameter (Eq.14 in (39)). Their initial idea is
to assign some confidence to constraints. (Eq.7 in (39)). But it may be easier and more efficient
to handle this issue in the knowledge level than score level (34). Comparatively, we work
directly on the parameter space through sampling and obtain the dirichlet hyperparameters
directly. Thus, we believe our method can be more efficient and feasible than their method.

3. Methods

In this section, we formally propose our top-down Bayesian network modeling algorithm,
i.e. Bayesian inference with only consistent and inconsistent qualitative prior knowledge.
Next, we introduce our advanced Bayesian network learning algorithm by integrating both
qualitative prior knowledge and data.

3.1 Probabilistic Representation of a Qualitative Knowledge Model
Several qualitative models have been proposed in the context of Qualitative Probabilistic Net-
works (QPN). Qualitative knowledge models describe the process of transforming the qualita-
tive statements into a set of probability constraints. The proposed Bayesian inference method
outlined above is independent of the qualitative knowledge model, i.e. the model posterior
probability is independent of the set of qualitative statements used, once the set of proba-
bilistic inequality constraints which are translated from qualitative statements is given. Three
existing qualitative models are the Wellman approach (25), the Neufeld approach (22) and the
orders of magnitude approach (27). Here we follow the Wellman approach, where qualitative
knowledge involves influential effects from parent nodes to child nodes which are classified
according to the number of inputs from parents to child and their synergy. For the sake of
simplicity, we restrict our discussion to binary-valued nodes. Logic "1" and "0" values of a
node are defined as "present" and "absent" or "active" and "inactive", as synonyms, A and A.
For multinomial nodes, similar definitions can be applied.

3.1.1 Structural Qualitative Knowledge Model
The qualitative knowledge contained in the statements are describing two aspects of a belief
network, i.e. structure and parameter. The structural knowledge of a simple network consist-
ing node B and node A can be described with two first-order logic predicates:

Depend(A, B) = 0/1

In f luence(A, B) = 0/1 (1)

which describe whether A and B are dependent and whether the influence direction is from A
to B; Depend and Influence are denoted by Dp and I as well as, the set of structural knowledge
features is denoted by Π={Dp,I}.

3.1.2 Parameter Qualitative Knowledge Model
Under each structure feature, we extend the QPN model with two sets of dependent features,
i.e. baseline qualitative knowledge features, Σ and extended qualitative knowledge features,
Ψ. These two feature sets are used to describe the qualitative parameter knowledge.
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3.1.2.1 Baseline Qualitative Knowledge Model
In QPN, a set of features define the basic properties of qualitative causal influences and their
synergy classified by the number of inputs from parents to child which are refined in this
paper and are referred to as Baseline Qualitative Knowledge Model. Baseline features transform
qualitative statements into a primitive set of constraints on model parameter space. We dis-
cuss three cases of influences, namely single influence, joint influence and mixed joint in-
fluence. In addition, we discussed the qualitative influence derived from recurrent and/or
conflicting statements. The definitions of the influences in our work are originated and re-
fined based on the qualitative probabilistic network in (25) which enables us to translate the
qualitative statements into a set of constraints in the parameter space which can be used to
model the parameter distribution given the structure.
I. Single Influence
Definition 3.1 If a child node B has a parent node A and the parent imposes a isolated influ-
ence on the child, then qualitative influence between parent and child is referred to as single
influence. Single influence can be further classified into single positive influence and single
negative influence.
Definition 3.2 If presence of parent node A renders presence of child node B more likely,
then the parent node is said to have a single positive influence on the child node. This can be
represented by the inequality

Pr(B|A) ≥ Pr(B|A) (2)

Definition 3.3 If presence of parent node A renders presence of child node B less likely, then
parent node is said to have a single negative influence on child node. This can be represented
by the inequality

Pr(B|A) ≤ Pr(B|A) (3)

II. Joint Influence
Definition 3.4 If a child node B has more than one parent node and all parents influence
the child in a joint way, then these influences between parents and child are referred to as joint
influence. This joint influence can be either synergic (cooperative) or antagonistic (competitive)
and the individual influences from the parents to the child can be either positive or negative.
Definition 3.5 If a joint influence from two or more parent nodes generates a combined influ-
ential effect larger than the single effect from each individual parent, then the joint influence
is referred to as plain synergic joint influence or plain synergy.
Assume that parent nodes A and B impose positive individual influences on child node C,
then the knowledge model can be defined as

Pr(C|A, B) ≥
{

Pr(C|A, B)
Pr(C|A, B)

}
≥ Pr(C|A, B) (4)

Definition 3.6 If joint influences from two or more parent nodes generate an combined influ-
ential effect larger than the sum of each single effect from an individual parent, then the joint
influence is referred to as additive synergic joint influence or additive synergy.(24)
Assume in case that parent nodes A and B impose a positive individual influence on child
node C, then we define

Pr(C|A, B) ≥ Pr(C|A, B) + Pr(C|A, B) ≥
{

Pr(C|A, B)
Pr(C|A, B)

}
≥ Pr(C|A, B) (5)

Similar rules can be applied to the case where A and B impose a negative individual influence
on child node C. Comparing Eq. 5 with Eq. 4, we can conclude that additive synergy is a suffi-
cient condition for plain synergy and plain synergy is a necessary but not sufficient condition for
additive synergy. Therefore, if multiple parents demonstrate additive synergy, it is sufficient to
judge that this influence is also plain synergy, but not vice-versa.
It is important to distinguish between plain synergy and additive synergy since they represent
distinct semantic scenarios in a domain. For example, A is a protein and B is a kinase which
phosphorylates protein A and produces the phosphorylated protein C. Because of the nature
of this protein-protein interaction, neither B nor A alone can significantly increase the presence
of C, but both together can drastically increase the presence of C which is greater than the sum
of C in case of either A or B present. In this example A and B exhibit additive synergy and it
is sufficiently to conclude that A and B has plain synergy as well.
Definition 3.7 If the joint influences from two or more parent nodes generate a combined
influential effect less than the single effect from individual parent, then the joint influence is
referred to as antagonistic joint influence or antagonism.
Assume that parent nodes A and B have independent positive single influences on child node
C, the antagonistic influence of A and B can be represented by

Pr(C|A, B) ≤ Pr(C|A, B) ≤
{

Pr(C|A, B)
Pr(C|A, B)

}
(6)

Similar rules can be applied to the case where A and B imposes a negative individual influence
on child node C.
III. Mixed Joint Influence
In case that the joint effect on a child is formed by a mixture of positive and negative indi-
vidual influences from its parents, the extraction of a probability model is not well-defined in
general. Hence, we adopt the following scheme: If there are mixed influences from several
parent nodes to a child node, and no additional information is given, then they are treated as
independent and with equal influential strength. Assume that parent node A imposes positive
single influence on child node C and parent node B imposes negative single influence on child
node C, then the joint influence can be represented by

Pr(C|A, B) ≥ Pr(C|A, B); Pr(C|A, B) ≥ Pr(C|A, B);

Pr(C|A, B) ≥ Pr(C|A, B); Pr(C|A, B) ≥ Pr(C|A, B) (7)

Any additional structure can be brought into the CPT of the corresponding collider structure
as soon as dependencies between influences are made explicit by further qualitative state-
ments.

3.1.3 Extended Qualitative Knowledge Model
The extended qualitative knowledge model defines relative and absolute properties of proba-
bility configurations in qualitative causal influences and synergy from the baseline model. It
includes the probabilistic ratio and relative difference between any number of configurations
in a qualitative causal influence and the absolute probabilistic bound of any configuration in
a causal influence. These extended features impose further restriction on the set of constraints
generated by baseline model, therefore, restrain the uncertainty in Bayesian model space so
that more accurate generalization can be achieved.
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influence. This joint influence can be either synergic (cooperative) or antagonistic (competitive)
and the individual influences from the parents to the child can be either positive or negative.
Definition 3.5 If a joint influence from two or more parent nodes generates a combined influ-
ential effect larger than the single effect from each individual parent, then the joint influence
is referred to as plain synergic joint influence or plain synergy.
Assume that parent nodes A and B impose positive individual influences on child node C,
then the knowledge model can be defined as
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Definition 3.6 If joint influences from two or more parent nodes generate an combined influ-
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distinct semantic scenarios in a domain. For example, A is a protein and B is a kinase which
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of this protein-protein interaction, neither B nor A alone can significantly increase the presence
of C, but both together can drastically increase the presence of C which is greater than the sum
of C in case of either A or B present. In this example A and B exhibit additive synergy and it
is sufficiently to conclude that A and B has plain synergy as well.
Definition 3.7 If the joint influences from two or more parent nodes generate a combined
influential effect less than the single effect from individual parent, then the joint influence is
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general. Hence, we adopt the following scheme: If there are mixed influences from several
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3.1.3 Extended Qualitative Knowledge Model
The extended qualitative knowledge model defines relative and absolute properties of proba-
bility configurations in qualitative causal influences and synergy from the baseline model. It
includes the probabilistic ratio and relative difference between any number of configurations
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generated by baseline model, therefore, restrain the uncertainty in Bayesian model space so
that more accurate generalization can be achieved.
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3.1.2.1 Baseline Qualitative Knowledge Model
In QPN, a set of features define the basic properties of qualitative causal influences and their
synergy classified by the number of inputs from parents to child which are refined in this
paper and are referred to as Baseline Qualitative Knowledge Model. Baseline features transform
qualitative statements into a primitive set of constraints on model parameter space. We dis-
cuss three cases of influences, namely single influence, joint influence and mixed joint in-
fluence. In addition, we discussed the qualitative influence derived from recurrent and/or
conflicting statements. The definitions of the influences in our work are originated and re-
fined based on the qualitative probabilistic network in (25) which enables us to translate the
qualitative statements into a set of constraints in the parameter space which can be used to
model the parameter distribution given the structure.
I. Single Influence
Definition 3.1 If a child node B has a parent node A and the parent imposes a isolated influ-
ence on the child, then qualitative influence between parent and child is referred to as single
influence. Single influence can be further classified into single positive influence and single
negative influence.
Definition 3.2 If presence of parent node A renders presence of child node B more likely,
then the parent node is said to have a single positive influence on the child node. This can be
represented by the inequality

Pr(B|A) ≥ Pr(B|A) (2)

Definition 3.3 If presence of parent node A renders presence of child node B less likely, then
parent node is said to have a single negative influence on child node. This can be represented
by the inequality

Pr(B|A) ≤ Pr(B|A) (3)

II. Joint Influence
Definition 3.4 If a child node B has more than one parent node and all parents influence
the child in a joint way, then these influences between parents and child are referred to as joint
influence. This joint influence can be either synergic (cooperative) or antagonistic (competitive)
and the individual influences from the parents to the child can be either positive or negative.
Definition 3.5 If a joint influence from two or more parent nodes generates a combined influ-
ential effect larger than the single effect from each individual parent, then the joint influence
is referred to as plain synergic joint influence or plain synergy.
Assume that parent nodes A and B impose positive individual influences on child node C,
then the knowledge model can be defined as

Pr(C|A, B) ≥
{

Pr(C|A, B)
Pr(C|A, B)

}
≥ Pr(C|A, B) (4)

Definition 3.6 If joint influences from two or more parent nodes generate an combined influ-
ential effect larger than the sum of each single effect from an individual parent, then the joint
influence is referred to as additive synergic joint influence or additive synergy.(24)
Assume in case that parent nodes A and B impose a positive individual influence on child
node C, then we define

Pr(C|A, B) ≥ Pr(C|A, B) + Pr(C|A, B) ≥
{

Pr(C|A, B)
Pr(C|A, B)

}
≥ Pr(C|A, B) (5)

Similar rules can be applied to the case where A and B impose a negative individual influence
on child node C. Comparing Eq. 5 with Eq. 4, we can conclude that additive synergy is a suffi-
cient condition for plain synergy and plain synergy is a necessary but not sufficient condition for
additive synergy. Therefore, if multiple parents demonstrate additive synergy, it is sufficient to
judge that this influence is also plain synergy, but not vice-versa.
It is important to distinguish between plain synergy and additive synergy since they represent
distinct semantic scenarios in a domain. For example, A is a protein and B is a kinase which
phosphorylates protein A and produces the phosphorylated protein C. Because of the nature
of this protein-protein interaction, neither B nor A alone can significantly increase the presence
of C, but both together can drastically increase the presence of C which is greater than the sum
of C in case of either A or B present. In this example A and B exhibit additive synergy and it
is sufficiently to conclude that A and B has plain synergy as well.
Definition 3.7 If the joint influences from two or more parent nodes generate a combined
influential effect less than the single effect from individual parent, then the joint influence is
referred to as antagonistic joint influence or antagonism.
Assume that parent nodes A and B have independent positive single influences on child node
C, the antagonistic influence of A and B can be represented by

Pr(C|A, B) ≤ Pr(C|A, B) ≤
{

Pr(C|A, B)
Pr(C|A, B)

}
(6)

Similar rules can be applied to the case where A and B imposes a negative individual influence
on child node C.
III. Mixed Joint Influence
In case that the joint effect on a child is formed by a mixture of positive and negative indi-
vidual influences from its parents, the extraction of a probability model is not well-defined in
general. Hence, we adopt the following scheme: If there are mixed influences from several
parent nodes to a child node, and no additional information is given, then they are treated as
independent and with equal influential strength. Assume that parent node A imposes positive
single influence on child node C and parent node B imposes negative single influence on child
node C, then the joint influence can be represented by

Pr(C|A, B) ≥ Pr(C|A, B); Pr(C|A, B) ≥ Pr(C|A, B);

Pr(C|A, B) ≥ Pr(C|A, B); Pr(C|A, B) ≥ Pr(C|A, B) (7)

Any additional structure can be brought into the CPT of the corresponding collider structure
as soon as dependencies between influences are made explicit by further qualitative state-
ments.

3.1.3 Extended Qualitative Knowledge Model
The extended qualitative knowledge model defines relative and absolute properties of proba-
bility configurations in qualitative causal influences and synergy from the baseline model. It
includes the probabilistic ratio and relative difference between any number of configurations
in a qualitative causal influence and the absolute probabilistic bound of any configuration in
a causal influence. These extended features impose further restriction on the set of constraints
generated by baseline model, therefore, restrain the uncertainty in Bayesian model space so
that more accurate generalization can be achieved.
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3.1.2.1 Baseline Qualitative Knowledge Model
In QPN, a set of features define the basic properties of qualitative causal influences and their
synergy classified by the number of inputs from parents to child which are refined in this
paper and are referred to as Baseline Qualitative Knowledge Model. Baseline features transform
qualitative statements into a primitive set of constraints on model parameter space. We dis-
cuss three cases of influences, namely single influence, joint influence and mixed joint in-
fluence. In addition, we discussed the qualitative influence derived from recurrent and/or
conflicting statements. The definitions of the influences in our work are originated and re-
fined based on the qualitative probabilistic network in (25) which enables us to translate the
qualitative statements into a set of constraints in the parameter space which can be used to
model the parameter distribution given the structure.
I. Single Influence
Definition 3.1 If a child node B has a parent node A and the parent imposes a isolated influ-
ence on the child, then qualitative influence between parent and child is referred to as single
influence. Single influence can be further classified into single positive influence and single
negative influence.
Definition 3.2 If presence of parent node A renders presence of child node B more likely,
then the parent node is said to have a single positive influence on the child node. This can be
represented by the inequality

Pr(B|A) ≥ Pr(B|A) (2)

Definition 3.3 If presence of parent node A renders presence of child node B less likely, then
parent node is said to have a single negative influence on child node. This can be represented
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Pr(B|A) ≤ Pr(B|A) (3)

II. Joint Influence
Definition 3.4 If a child node B has more than one parent node and all parents influence
the child in a joint way, then these influences between parents and child are referred to as joint
influence. This joint influence can be either synergic (cooperative) or antagonistic (competitive)
and the individual influences from the parents to the child can be either positive or negative.
Definition 3.5 If a joint influence from two or more parent nodes generates a combined influ-
ential effect larger than the single effect from each individual parent, then the joint influence
is referred to as plain synergic joint influence or plain synergy.
Assume that parent nodes A and B impose positive individual influences on child node C,
then the knowledge model can be defined as

Pr(C|A, B) ≥
{

Pr(C|A, B)
Pr(C|A, B)

}
≥ Pr(C|A, B) (4)

Definition 3.6 If joint influences from two or more parent nodes generate an combined influ-
ential effect larger than the sum of each single effect from an individual parent, then the joint
influence is referred to as additive synergic joint influence or additive synergy.(24)
Assume in case that parent nodes A and B impose a positive individual influence on child
node C, then we define

Pr(C|A, B) ≥ Pr(C|A, B) + Pr(C|A, B) ≥
{

Pr(C|A, B)
Pr(C|A, B)

}
≥ Pr(C|A, B) (5)

Similar rules can be applied to the case where A and B impose a negative individual influence
on child node C. Comparing Eq. 5 with Eq. 4, we can conclude that additive synergy is a suffi-
cient condition for plain synergy and plain synergy is a necessary but not sufficient condition for
additive synergy. Therefore, if multiple parents demonstrate additive synergy, it is sufficient to
judge that this influence is also plain synergy, but not vice-versa.
It is important to distinguish between plain synergy and additive synergy since they represent
distinct semantic scenarios in a domain. For example, A is a protein and B is a kinase which
phosphorylates protein A and produces the phosphorylated protein C. Because of the nature
of this protein-protein interaction, neither B nor A alone can significantly increase the presence
of C, but both together can drastically increase the presence of C which is greater than the sum
of C in case of either A or B present. In this example A and B exhibit additive synergy and it
is sufficiently to conclude that A and B has plain synergy as well.
Definition 3.7 If the joint influences from two or more parent nodes generate a combined
influential effect less than the single effect from individual parent, then the joint influence is
referred to as antagonistic joint influence or antagonism.
Assume that parent nodes A and B have independent positive single influences on child node
C, the antagonistic influence of A and B can be represented by

Pr(C|A, B) ≤ Pr(C|A, B) ≤
{

Pr(C|A, B)
Pr(C|A, B)

}
(6)

Similar rules can be applied to the case where A and B imposes a negative individual influence
on child node C.
III. Mixed Joint Influence
In case that the joint effect on a child is formed by a mixture of positive and negative indi-
vidual influences from its parents, the extraction of a probability model is not well-defined in
general. Hence, we adopt the following scheme: If there are mixed influences from several
parent nodes to a child node, and no additional information is given, then they are treated as
independent and with equal influential strength. Assume that parent node A imposes positive
single influence on child node C and parent node B imposes negative single influence on child
node C, then the joint influence can be represented by

Pr(C|A, B) ≥ Pr(C|A, B); Pr(C|A, B) ≥ Pr(C|A, B);

Pr(C|A, B) ≥ Pr(C|A, B); Pr(C|A, B) ≥ Pr(C|A, B) (7)

Any additional structure can be brought into the CPT of the corresponding collider structure
as soon as dependencies between influences are made explicit by further qualitative state-
ments.

3.1.3 Extended Qualitative Knowledge Model
The extended qualitative knowledge model defines relative and absolute properties of proba-
bility configurations in qualitative causal influences and synergy from the baseline model. It
includes the probabilistic ratio and relative difference between any number of configurations
in a qualitative causal influence and the absolute probabilistic bound of any configuration in
a causal influence. These extended features impose further restriction on the set of constraints
generated by baseline model, therefore, restrain the uncertainty in Bayesian model space so
that more accurate generalization can be achieved.
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The extended qualitative knowledge features can be consistently represented by a linear in-
equality. In the case that node B impose single influence on node A, there are two probabilistic
configurations. The linear constraints can then be written as

Pr(B|A) ≥,≤ R × Pr(B|A) + ∆; Pr(B|A) ∈ [Bdmin, Bdmax]; Pr(B|A) ∈ [Bd′min, Bd′max] (8)

which R is Influence Ratio, ∆ is Influence Difference and Bd, Bd’ denote bound. In some cases,
baseline and extended qualitative knowledge information are provided by the qualitative
statements simultaneously. However, in most cases, extended knowledge features are not
fully provided in the qualitative statements. In these cases, only baseline knowledge model
will be used to generate constraints in model space to perform inference by model averaging.
Once the qualitative knowledge is translated by the feature set {Π(Dp, I), Λ(Σ, Ψ(R, ∆, Bd))}
according to Eq. 1 to Eq. 8, the distribution of ground models is defined by this knowledge.
Once formulated, the Monte Carlo sampling procedure will make sure that all inequalities are
satisfied for valid models.

3.1.4 Hierarchical Knowledge Model for Inconsistent Statements
The dependent qualitative knowledge feature set can be represented by a hierarchical
Bayesian network (HBN) (3). Within a knowledge HBN, the structural feature Π and pa-
rameter feature Λ are two first-level composite nodes. Π can be further decomposed into
two leaf nodes Dp and I. The parameter feature Λ contains two second-level composite
nodes, i.e. the baseline knowledge features Σ and extended knowledge features Ψ which
consists of three leaf nodes R, ∆ and Bd. Thus qualitative knowledge Ω can be described as
Ω = {Π(Dp, I), Λ(Σ, Ψ(R, ∆, Bd))}, where Σ = (SP, SN, PlSyn, AdSyn, Ant, MxSyn). The
hierarchical knowledge model is shown in Figure 1(a) and a tree hierarchy in Figure 1(b). The
equivalent Bayesian network is shown in Figure 1(c).
Hierarchical Bayesian Networks encode conditional probability dependencies in the same
way as standard Bayesian Networks. The prior probability of a qualitative knowledge Ω
can be written as a joint probability of {Π, Λ} and can be decomposed according to the de-
pendency between each component features as follows.

Pr(Ω) = Pr(Π)Pr(Σ|Π)Pr(Ψ|Σ) (9)

where Pr(Ψ|Σ) = Pr(R|Σ)Pr(∆|Σ)Pr(Bd|Σ), Pr(Π) = Pr(Dp)Pr(I|Dp) and Pr(Σ|Π) =
Pr(Σ|I). The conditional probabilities of qualitative knowledge features can be calculated
by counting the weighted occurrences given a set of inconsistent statements. The weight of
knowledge features equals to the credibility of their knowledge sources which may be evalu-
ated by a domain expert or determined by the source impact factor. If no further information on
the weights is available, they are set to 1. In this case, the conditional probability of features is
computed only by occurrence count. For example, we assume a set of qualitative statements,
S̃ = {S1, S2, S3}, about smoking and lung cancer are observed: 1) The risk is more than 10 times
greater for smokers to get lung cancer than no-smokers. 2) Men who smoke two packs a day increase
their risk more than 25 times compared with non-smokers. 3) There is not significant evidence to prove
that smoking directly cause lung cancer, however, clinical data suggest that lung cancer is related to
smoking. The statements can be represented by a vector of features which is shown in Figure 2.
The conditional probability of the features can be calculated straightforwardly by

Pr(I|Dp) = (w1 + w2)/wa Pr(I|Dp) = (w3)/wa
Pr(r1|Σ = SP) = w1/wb Pr(r2|Σ = SP) = (w1 + w2)/wb

(a) HBN (b) Tree (c) BN

Fig. 1. Hierarchical Bayesian Network on Qualitative Knowledge

Fig. 2. Feature-vector of Statements

where wa = w1 + w2 + w3, wb = 2w1 + w2, Pr(Dp) = 1, Pr(SP|I) = 1, r1 = [10, 25] and
r2 = [25, ∞]. One notion is that the knowledge features Ψ = {R, ∆, Bd} in Figure 1(a) are
continuous-valued and therefore, can be transformed to discrete attributes by dynamically
defining new discrete attributes that partition the continuous feature value into a discrete set
of intervals. In the above example, the continuous feature R in S1 has value range [10, ∞]
and a continuous value range [25, ∞] in S2. The continuous ranges can be partitioned into
two discrete intervals: r1 = [10, 25] and r2 = [25, ∞], therefore, the qualitative knowledge
Ω̃ = {Ω1, Ω2, Ω3} can be transformed from S̃ = {S1, S2, S3} with discrete-valued features.

3.1.4.1 Qualitative Knowledge Integration
Once we have calculated the conditional probabilities of knowledge features, the prior prob-
ability of qualitative knowledge can be computed according to Eq. 9. Thus the inconsistent
knowledge components are ready to be reconciled. The qualitative knowledge transformed
from the feature vector of statements in Figure 2 can be described by Ω̃:

Ω1 = {1, 1, SP, [10, 25], ∅, ∅} Ω2 = {1, 1, SP, [25, ∞], ∅, ∅} Ω3 = {1, 0, ∅, ∅, ∅, ∅}
(10)

where Ωk={Dpk, Ik, Σk, Rk, ∆k, Bdk}. If the weights of statements are set to 1, the knowledge
prior probability is calculated, then we have Pr(Ω1)=2/9, Pr(Ω2)=4/9 and Pr(Ω3)=1/3.

Pr(Ω1) = Pr(Dp)Pr(I|Dp)Pr(SP|I)Pr(r1|SP) = 2/9

Pr(Ω2) = Pr(Dp)Pr(I|Dp)Pr(SP|I)Pr(r2|SP) = 4/9

Pr(Ω3) = Pr(Dp)Pr(I|Dp) = 1/3 (11)

The integrated qualitative knowledge thus preserved the uncertainty from each knowledge
component. Each qualitative knowledge component Ωk defines a model class with a set of
constraints on the ground model space which is generated by its features. The model class
and its constraints are used for modeling Bayesian networks and performing quantitative
inference.
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The extended qualitative knowledge features can be consistently represented by a linear in-
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Pr(B|A) ≥,≤ R × Pr(B|A) + ∆; Pr(B|A) ∈ [Bdmin, Bdmax]; Pr(B|A) ∈ [Bd′min, Bd′max] (8)

which R is Influence Ratio, ∆ is Influence Difference and Bd, Bd’ denote bound. In some cases,
baseline and extended qualitative knowledge information are provided by the qualitative
statements simultaneously. However, in most cases, extended knowledge features are not
fully provided in the qualitative statements. In these cases, only baseline knowledge model
will be used to generate constraints in model space to perform inference by model averaging.
Once the qualitative knowledge is translated by the feature set {Π(Dp, I), Λ(Σ, Ψ(R, ∆, Bd))}
according to Eq. 1 to Eq. 8, the distribution of ground models is defined by this knowledge.
Once formulated, the Monte Carlo sampling procedure will make sure that all inequalities are
satisfied for valid models.

3.1.4 Hierarchical Knowledge Model for Inconsistent Statements
The dependent qualitative knowledge feature set can be represented by a hierarchical
Bayesian network (HBN) (3). Within a knowledge HBN, the structural feature Π and pa-
rameter feature Λ are two first-level composite nodes. Π can be further decomposed into
two leaf nodes Dp and I. The parameter feature Λ contains two second-level composite
nodes, i.e. the baseline knowledge features Σ and extended knowledge features Ψ which
consists of three leaf nodes R, ∆ and Bd. Thus qualitative knowledge Ω can be described as
Ω = {Π(Dp, I), Λ(Σ, Ψ(R, ∆, Bd))}, where Σ = (SP, SN, PlSyn, AdSyn, Ant, MxSyn). The
hierarchical knowledge model is shown in Figure 1(a) and a tree hierarchy in Figure 1(b). The
equivalent Bayesian network is shown in Figure 1(c).
Hierarchical Bayesian Networks encode conditional probability dependencies in the same
way as standard Bayesian Networks. The prior probability of a qualitative knowledge Ω
can be written as a joint probability of {Π, Λ} and can be decomposed according to the de-
pendency between each component features as follows.

Pr(Ω) = Pr(Π)Pr(Σ|Π)Pr(Ψ|Σ) (9)

where Pr(Ψ|Σ) = Pr(R|Σ)Pr(∆|Σ)Pr(Bd|Σ), Pr(Π) = Pr(Dp)Pr(I|Dp) and Pr(Σ|Π) =
Pr(Σ|I). The conditional probabilities of qualitative knowledge features can be calculated
by counting the weighted occurrences given a set of inconsistent statements. The weight of
knowledge features equals to the credibility of their knowledge sources which may be evalu-
ated by a domain expert or determined by the source impact factor. If no further information on
the weights is available, they are set to 1. In this case, the conditional probability of features is
computed only by occurrence count. For example, we assume a set of qualitative statements,
S̃ = {S1, S2, S3}, about smoking and lung cancer are observed: 1) The risk is more than 10 times
greater for smokers to get lung cancer than no-smokers. 2) Men who smoke two packs a day increase
their risk more than 25 times compared with non-smokers. 3) There is not significant evidence to prove
that smoking directly cause lung cancer, however, clinical data suggest that lung cancer is related to
smoking. The statements can be represented by a vector of features which is shown in Figure 2.
The conditional probability of the features can be calculated straightforwardly by

Pr(I|Dp) = (w1 + w2)/wa Pr(I|Dp) = (w3)/wa
Pr(r1|Σ = SP) = w1/wb Pr(r2|Σ = SP) = (w1 + w2)/wb
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where wa = w1 + w2 + w3, wb = 2w1 + w2, Pr(Dp) = 1, Pr(SP|I) = 1, r1 = [10, 25] and
r2 = [25, ∞]. One notion is that the knowledge features Ψ = {R, ∆, Bd} in Figure 1(a) are
continuous-valued and therefore, can be transformed to discrete attributes by dynamically
defining new discrete attributes that partition the continuous feature value into a discrete set
of intervals. In the above example, the continuous feature R in S1 has value range [10, ∞]
and a continuous value range [25, ∞] in S2. The continuous ranges can be partitioned into
two discrete intervals: r1 = [10, 25] and r2 = [25, ∞], therefore, the qualitative knowledge
Ω̃ = {Ω1, Ω2, Ω3} can be transformed from S̃ = {S1, S2, S3} with discrete-valued features.

3.1.4.1 Qualitative Knowledge Integration
Once we have calculated the conditional probabilities of knowledge features, the prior prob-
ability of qualitative knowledge can be computed according to Eq. 9. Thus the inconsistent
knowledge components are ready to be reconciled. The qualitative knowledge transformed
from the feature vector of statements in Figure 2 can be described by Ω̃:

Ω1 = {1, 1, SP, [10, 25], ∅, ∅} Ω2 = {1, 1, SP, [25, ∞], ∅, ∅} Ω3 = {1, 0, ∅, ∅, ∅, ∅}
(10)

where Ωk={Dpk, Ik, Σk, Rk, ∆k, Bdk}. If the weights of statements are set to 1, the knowledge
prior probability is calculated, then we have Pr(Ω1)=2/9, Pr(Ω2)=4/9 and Pr(Ω3)=1/3.

Pr(Ω1) = Pr(Dp)Pr(I|Dp)Pr(SP|I)Pr(r1|SP) = 2/9

Pr(Ω2) = Pr(Dp)Pr(I|Dp)Pr(SP|I)Pr(r2|SP) = 4/9

Pr(Ω3) = Pr(Dp)Pr(I|Dp) = 1/3 (11)

The integrated qualitative knowledge thus preserved the uncertainty from each knowledge
component. Each qualitative knowledge component Ωk defines a model class with a set of
constraints on the ground model space which is generated by its features. The model class
and its constraints are used for modeling Bayesian networks and performing quantitative
inference.
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The extended qualitative knowledge features can be consistently represented by a linear in-
equality. In the case that node B impose single influence on node A, there are two probabilistic
configurations. The linear constraints can then be written as

Pr(B|A) ≥,≤ R × Pr(B|A) + ∆; Pr(B|A) ∈ [Bdmin, Bdmax]; Pr(B|A) ∈ [Bd′min, Bd′max] (8)

which R is Influence Ratio, ∆ is Influence Difference and Bd, Bd’ denote bound. In some cases,
baseline and extended qualitative knowledge information are provided by the qualitative
statements simultaneously. However, in most cases, extended knowledge features are not
fully provided in the qualitative statements. In these cases, only baseline knowledge model
will be used to generate constraints in model space to perform inference by model averaging.
Once the qualitative knowledge is translated by the feature set {Π(Dp, I), Λ(Σ, Ψ(R, ∆, Bd))}
according to Eq. 1 to Eq. 8, the distribution of ground models is defined by this knowledge.
Once formulated, the Monte Carlo sampling procedure will make sure that all inequalities are
satisfied for valid models.

3.1.4 Hierarchical Knowledge Model for Inconsistent Statements
The dependent qualitative knowledge feature set can be represented by a hierarchical
Bayesian network (HBN) (3). Within a knowledge HBN, the structural feature Π and pa-
rameter feature Λ are two first-level composite nodes. Π can be further decomposed into
two leaf nodes Dp and I. The parameter feature Λ contains two second-level composite
nodes, i.e. the baseline knowledge features Σ and extended knowledge features Ψ which
consists of three leaf nodes R, ∆ and Bd. Thus qualitative knowledge Ω can be described as
Ω = {Π(Dp, I), Λ(Σ, Ψ(R, ∆, Bd))}, where Σ = (SP, SN, PlSyn, AdSyn, Ant, MxSyn). The
hierarchical knowledge model is shown in Figure 1(a) and a tree hierarchy in Figure 1(b). The
equivalent Bayesian network is shown in Figure 1(c).
Hierarchical Bayesian Networks encode conditional probability dependencies in the same
way as standard Bayesian Networks. The prior probability of a qualitative knowledge Ω
can be written as a joint probability of {Π, Λ} and can be decomposed according to the de-
pendency between each component features as follows.

Pr(Ω) = Pr(Π)Pr(Σ|Π)Pr(Ψ|Σ) (9)

where Pr(Ψ|Σ) = Pr(R|Σ)Pr(∆|Σ)Pr(Bd|Σ), Pr(Π) = Pr(Dp)Pr(I|Dp) and Pr(Σ|Π) =
Pr(Σ|I). The conditional probabilities of qualitative knowledge features can be calculated
by counting the weighted occurrences given a set of inconsistent statements. The weight of
knowledge features equals to the credibility of their knowledge sources which may be evalu-
ated by a domain expert or determined by the source impact factor. If no further information on
the weights is available, they are set to 1. In this case, the conditional probability of features is
computed only by occurrence count. For example, we assume a set of qualitative statements,
S̃ = {S1, S2, S3}, about smoking and lung cancer are observed: 1) The risk is more than 10 times
greater for smokers to get lung cancer than no-smokers. 2) Men who smoke two packs a day increase
their risk more than 25 times compared with non-smokers. 3) There is not significant evidence to prove
that smoking directly cause lung cancer, however, clinical data suggest that lung cancer is related to
smoking. The statements can be represented by a vector of features which is shown in Figure 2.
The conditional probability of the features can be calculated straightforwardly by

Pr(I|Dp) = (w1 + w2)/wa Pr(I|Dp) = (w3)/wa
Pr(r1|Σ = SP) = w1/wb Pr(r2|Σ = SP) = (w1 + w2)/wb
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where wa = w1 + w2 + w3, wb = 2w1 + w2, Pr(Dp) = 1, Pr(SP|I) = 1, r1 = [10, 25] and
r2 = [25, ∞]. One notion is that the knowledge features Ψ = {R, ∆, Bd} in Figure 1(a) are
continuous-valued and therefore, can be transformed to discrete attributes by dynamically
defining new discrete attributes that partition the continuous feature value into a discrete set
of intervals. In the above example, the continuous feature R in S1 has value range [10, ∞]
and a continuous value range [25, ∞] in S2. The continuous ranges can be partitioned into
two discrete intervals: r1 = [10, 25] and r2 = [25, ∞], therefore, the qualitative knowledge
Ω̃ = {Ω1, Ω2, Ω3} can be transformed from S̃ = {S1, S2, S3} with discrete-valued features.

3.1.4.1 Qualitative Knowledge Integration
Once we have calculated the conditional probabilities of knowledge features, the prior prob-
ability of qualitative knowledge can be computed according to Eq. 9. Thus the inconsistent
knowledge components are ready to be reconciled. The qualitative knowledge transformed
from the feature vector of statements in Figure 2 can be described by Ω̃:

Ω1 = {1, 1, SP, [10, 25], ∅, ∅} Ω2 = {1, 1, SP, [25, ∞], ∅, ∅} Ω3 = {1, 0, ∅, ∅, ∅, ∅}
(10)

where Ωk={Dpk, Ik, Σk, Rk, ∆k, Bdk}. If the weights of statements are set to 1, the knowledge
prior probability is calculated, then we have Pr(Ω1)=2/9, Pr(Ω2)=4/9 and Pr(Ω3)=1/3.

Pr(Ω1) = Pr(Dp)Pr(I|Dp)Pr(SP|I)Pr(r1|SP) = 2/9

Pr(Ω2) = Pr(Dp)Pr(I|Dp)Pr(SP|I)Pr(r2|SP) = 4/9

Pr(Ω3) = Pr(Dp)Pr(I|Dp) = 1/3 (11)

The integrated qualitative knowledge thus preserved the uncertainty from each knowledge
component. Each qualitative knowledge component Ωk defines a model class with a set of
constraints on the ground model space which is generated by its features. The model class
and its constraints are used for modeling Bayesian networks and performing quantitative
inference.
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The integrated qualitative knowledge thus preserved the uncertainty from each knowledge
component. Each qualitative knowledge component Ωk defines a model class with a set of
constraints on the ground model space which is generated by its features. The model class
and its constraints are used for modeling Bayesian networks and performing quantitative
inference.
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3.2 Bayesian Inference with Consistent Qualitative Knowledge
3.2.1 Bayesian Modeling and Inference
A Bayesian model m represents the joint probability distribution of a set of variables X =
X1, X2, ..., XD (19). The model is defined by a graph structure s, which defines the structures
of the conditional probabilities between variables, and a parameter vector θ, the components
of which define the entries of the corresponding conditional probability tables (CPTs). Hence,
a Bayesian network can be written as m = {s, θ}. If we believe that one single model m
reflects the true underlying distribution, we can perform inference based on this model. Given
some observations or "evidence" E, reflected by fixed measured values of a subset of variables,
Xq = E, we wish to derive the distribution of the remaining variables X ∈ X\Xq. It is provided
by their conditional probability given the evidence in light of the model, Pr(X|E, m), which
can be efficiently evaluated by known methods.(26)
In contrast, the full Bayesian framework does not attempt to approximate one true underlying
distribution. Instead, all available information is used in an optimal way to perform inference,
without taking one single model for granted. To formalize this statement for our purposes,
let us classify the set of available information into an available set of data, D, and a body of
non-numeric knowledge, Ω. The a posteriori distribution of models m is then given by

Pr(m|D, Ω) =
Pr(D|m) Pr(m|Ω)

Pr(D, Ω)
. (12)

The first term in the numerator of eq. (12) is the likelihood of the data given the model, which
is not directly affected by non-numeric knowledge Ω, the second term denotes the model
prior, whose task is to reflect the background knowledge. We obtain

Pr(m|D, Ω) =
1
Z

Pr(D|m) Pr(m|Ω), (13)

where Z is a normalization factor which will be omitted from the equations for simplicity.
The first term contains the constraints of the model space by the data, and the second term
the constraints imposed by the background knowledge. In the full Bayesian approach, we
can perform inference by model averaging. Now, given some observation or evidence E, the
(averaged) conditional distribution of the remaining variable X is performed by integrating
over the models:

Pr(X|E, D, Ω) =
∫

Pr(X|E, m)Pr(m|D, Ω)dm =
∫

Pr(X|E, m)Pr(D|m)Pr(m|Ω)dm (14)

3.2.2 Bayesian Network Inference with Qualitative Knowledge
In this paper we consider the extreme case of no available quantitative data, D = ∅. Even in
this case, it is still possible to perform proper Bayesian inference,

Pr(X|E, Ω) =
∫

Pr(X|E, m)Pr(m|Ω)dm. (15)

Now the inference is based on the general background information contained in Ω alone, and
the specific information provided by the measurements E. This is reflected by the fact that
inference results are conditioned on both quantities in eq. (15).
In order to determine Pr(m|Ω), we need a formalism to translate a body of qualitative knowl-
edge into an a priori distribution over Bayesian models. For this we adopt the following no-
tation for a Bayesian model class. A Bayesian model is determined by a graph structure s and

by the parameter vector θ needed to specify the conditional probability distributions given
that structure. We refer to θ as one specific CPT configuration. A Bayesian model class M̃ is
then given by (i) a discrete set of model structures S̃ = {s1, s2, . . . , sK}, and (ii) for each struc-
ture sk a (eventually continuous) set of CPT configurations Θk. The set of member Bayesian
models m ∈ M̃ of that class is then given by m = {(sk, θ)|k ∈ {1, . . . , K}, θ ∈ Θk}. The model
distribution now reads

Pr(m|Ω) = Pr(sk, θ|Ω) =
Pr(θ|sk, Ω)Pr(sk|Ω)

∑K
a=1

∫
Θa

Pr(θ|sa, Ω)dθPr(sa|Ω)
. (16)

In eq. (16), first the set of allowed structures is determined by means of Ω, followed by the
distributions of the corresponding CPT configurations. Then, we calculate the model’s poste-
rior probability Pr(m|Ω) in eq. 16. Inference is carried out by integrating over the structure
space and the structure-dependent parameter space:

Pr(X|E, Ω) =
K

∑
k=1

∫

Θk

Pr(X|E, sk, θ)Pr(sk, θ|Ω)dθ. (17)

It is very common to express non-numeric knowledge in terms of qualitative statements about
a relationship between entities. Here we assume Ω to be represented as a list of such qualita-
tive statements. In this form, the information can be used in a convenient way to determine
the model prior, eq. (16): (i) Each entity which is referenced in at least one statement through-
out the list is assigned to one variable Xi. (ii) Each relationship between a pair of variables
constrains the likelihood of an edge between these variables being present. (iii) The quality of
that statement (e.g., "activates", "inactivates") affects the distribution over CPT entries θ given
the structures. In the most general case, the statement can be used to shape the joint distri-
bution over the class of all possible Bayesian models over the set of variables obtained from
Ω.
Here we propose a simplified but easy-to-handle way for constructing the prior model distri-
bution. We use each statement to constrain the model space to that subspace which is consis-
tent with that statement. In other words, if a statement describes a relationship between two
variables, only structures sk which contain the corresponding edge are assigned a nonzero
probability Pr(sk|Ω). Likewise, only parameter values on that structure, which are consis-
tent with the contents of that statement, are assigned a nonzero probability Pr(θ|sk, Ω). If no
further information is available, the distribution is constant in the space of consistent models.

3.3 Bayesian Inference with Inconsistent Qualitative Knowledge
In this section, we propose a novel approach to make use of a set of inconsistent qualitative
statements and their prior belief distribution as background knowledge for Bayesian model-
ing and quantitative inference.
A Bayesian model m represents the joint probability distribution of a set of variables X =
{x1, x2, ..., xN} (1). The model is defined by a graph structure s and a parameter vector θ,
i.e. m = {s, θ}. In full Bayesian framework, all available information is used in an optimal
way to perform inference by taking model uncertainty into account. Let us classify the set of
available information into an available set of training data D and a set of inconsistent qualita-
tive background knowledge Ω̃ = {Ω1, . . . , ΩK} on a constant set of variables. The posterior
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where Z is a normalization factor which will be omitted from the equations for simplicity.
The first term contains the constraints of the model space by the data, and the second term
the constraints imposed by the background knowledge. In the full Bayesian approach, we
can perform inference by model averaging. Now, given some observation or evidence E, the
(averaged) conditional distribution of the remaining variable X is performed by integrating
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this case, it is still possible to perform proper Bayesian inference,
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Now the inference is based on the general background information contained in Ω alone, and
the specific information provided by the measurements E. This is reflected by the fact that
inference results are conditioned on both quantities in eq. (15).
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It is very common to express non-numeric knowledge in terms of qualitative statements about
a relationship between entities. Here we assume Ω to be represented as a list of such qualita-
tive statements. In this form, the information can be used in a convenient way to determine
the model prior, eq. (16): (i) Each entity which is referenced in at least one statement through-
out the list is assigned to one variable Xi. (ii) Each relationship between a pair of variables
constrains the likelihood of an edge between these variables being present. (iii) The quality of
that statement (e.g., "activates", "inactivates") affects the distribution over CPT entries θ given
the structures. In the most general case, the statement can be used to shape the joint distri-
bution over the class of all possible Bayesian models over the set of variables obtained from
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Here we propose a simplified but easy-to-handle way for constructing the prior model distri-
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probability Pr(sk|Ω). Likewise, only parameter values on that structure, which are consis-
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further information is available, the distribution is constant in the space of consistent models.
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In this section, we propose a novel approach to make use of a set of inconsistent qualitative
statements and their prior belief distribution as background knowledge for Bayesian model-
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A Bayesian model m represents the joint probability distribution of a set of variables X =
{x1, x2, ..., xN} (1). The model is defined by a graph structure s and a parameter vector θ,
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way to perform inference by taking model uncertainty into account. Let us classify the set of
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variables, only structures sk which contain the corresponding edge are assigned a nonzero
probability Pr(sk|Ω). Likewise, only parameter values on that structure, which are consis-
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In this section, we propose a novel approach to make use of a set of inconsistent qualitative
statements and their prior belief distribution as background knowledge for Bayesian model-
ing and quantitative inference.
A Bayesian model m represents the joint probability distribution of a set of variables X =
{x1, x2, ..., xN} (1). The model is defined by a graph structure s and a parameter vector θ,
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distribution now reads

Pr(m|Ω) = Pr(sk, θ|Ω) =
Pr(θ|sk, Ω)Pr(sk|Ω)

∑K
a=1

∫
Θa

Pr(θ|sa, Ω)dθPr(sa|Ω)
. (16)

In eq. (16), first the set of allowed structures is determined by means of Ω, followed by the
distributions of the corresponding CPT configurations. Then, we calculate the model’s poste-
rior probability Pr(m|Ω) in eq. 16. Inference is carried out by integrating over the structure
space and the structure-dependent parameter space:

Pr(X|E, Ω) =
K

∑
k=1

∫

Θk

Pr(X|E, sk, θ)Pr(sk, θ|Ω)dθ. (17)

It is very common to express non-numeric knowledge in terms of qualitative statements about
a relationship between entities. Here we assume Ω to be represented as a list of such qualita-
tive statements. In this form, the information can be used in a convenient way to determine
the model prior, eq. (16): (i) Each entity which is referenced in at least one statement through-
out the list is assigned to one variable Xi. (ii) Each relationship between a pair of variables
constrains the likelihood of an edge between these variables being present. (iii) The quality of
that statement (e.g., "activates", "inactivates") affects the distribution over CPT entries θ given
the structures. In the most general case, the statement can be used to shape the joint distri-
bution over the class of all possible Bayesian models over the set of variables obtained from
Ω.
Here we propose a simplified but easy-to-handle way for constructing the prior model distri-
bution. We use each statement to constrain the model space to that subspace which is consis-
tent with that statement. In other words, if a statement describes a relationship between two
variables, only structures sk which contain the corresponding edge are assigned a nonzero
probability Pr(sk|Ω). Likewise, only parameter values on that structure, which are consis-
tent with the contents of that statement, are assigned a nonzero probability Pr(θ|sk, Ω). If no
further information is available, the distribution is constant in the space of consistent models.

3.3 Bayesian Inference with Inconsistent Qualitative Knowledge
In this section, we propose a novel approach to make use of a set of inconsistent qualitative
statements and their prior belief distribution as background knowledge for Bayesian model-
ing and quantitative inference.
A Bayesian model m represents the joint probability distribution of a set of variables X =
{x1, x2, ..., xN} (1). The model is defined by a graph structure s and a parameter vector θ,
i.e. m = {s, θ}. In full Bayesian framework, all available information is used in an optimal
way to perform inference by taking model uncertainty into account. Let us classify the set of
available information into an available set of training data D and a set of inconsistent qualita-
tive background knowledge Ω̃ = {Ω1, . . . , ΩK} on a constant set of variables. The posterior
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distribution of models m is then given by

Pr(m|D, Ω̃) =
Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃)

Pr(D, Ω̃)
(18)

The first term in the numerator of Eq. 18 is the likelihood of the data given the model. The
second term denotes the model prior which reflects the inconsistent set of background knowl-
edge and the last term is the prior belief of the knowledge set. Now, inference in the presence
of evidence is performed by building the expectation across models:

Pr(X|D, E, Ω̃) =
∫

dmPr(X|E, m)Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃) (19)

In this paper we consider the extreme case of no available quantitative data, D = ∅.

Pr(X|E, Ω̃) =
∫

dmPr(X|E, m)Pr(m|Ω̃)Pr(Ω̃) (20)

In this case, model prior distribution Pr(m|Ω̃) is determined soly by the inconsistent back-
ground knowledge set Ω̃. Each independent qualitative knowledge component, Ωk ∈ Ω̃,
uniquely defines a model class, Mk, with a vector of features, i.e. M̃ = {M1, . . . , MK}. The
features are translated into a set of constraints which determine the distribution of the ground
models within each model class.
First of all, the probability of a model class given the inconsistent knowledge set is written as

Pr(Mk|Ω̃) =
K

∑
i=1

Pr(Mk|Ωi)Pr(Ωi|Ω̃) = Pr(Ωk) (21)

where {Pr(Mk|Ωi) = 1, i = k} and {Pr(Mk|Ωi) = 0, i �= k} since the k-th model class is
uniquely defined by Ωk and is independent to the other knowledge component. Secondly, the
probability of a ground Bayesian model sample m in the k-th model class given the inconsistent
knowledge set is

Pr(m ∈ Mk|Ω̃) = Pr(m|Mk)Pr(Mk|Ω̃) (22)

Thus, the inference on X given evidence E and inconsistent knowledge set Ω̃ in Eq. 20 can be
written as

Pr(X|E, Ω̃) = ∑
k

∫

m
dmPr(X|m, E)Pr(m|Mk)Pr(Ωk)

where Pr(m|Ω̃) = ∑k Pr(m ∈ Mk|Ω̃) and we assume the inconsistent knowledge set to be
true, i.e. Pr(Ω̃) = 1. Therefore, the inference is calculated by firstly integrating over the
structure space and the structure-dependent parameter space of a ground Bayesian model
from a model class according to the constraints and performing such integration iteratively
over all possible model classes with the prior distribution. The integration in Eq. 23 is non-
trivial to compute, however, Monte Carlo methods can be used to approximate the inference.

3.3.1 ASIA Benchmark Model
The ASIA network (10) is a popular toy belief model for testing Bayesian algorithms. The
structure and parameter of actual ASIA network is shown in Figure 3.
For demonstration, we consider the inconsistent qualitative statements with regarding to sin-
gle edge between Smoking and Lung Cancer, as well as the collider structure of Lung Cancer,

Bronchitis and Dyspnea. The method applies to all of the entities and their relations in the
ASIA network. 1. Although nonsmokers can get lung cancer, the risk is about 10 times greater
for smokers. (http://www.netdoctor.co.uk);2. The lifetime risk of developing lung cancer in smokers
is approximately 10%.(http://www.chestx-ray.com/Smoke/Smoke.html);3. Men who smoke two packs
a day increase their risk more than 25 times compared with non-smokers.(http://www.quit-smoking-
stop.com/lung-cancer.html)4. Lifetime smoker has a lung cancer risk 20 to 30 times that of a non-
smoker(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm)5. Only 15% of smokers ul-
timately develop lung cancer(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm);6. The
mechanisms of cancer are not known. It is NOT possible to conclusively attribute a cause to effects
whose mechanisms are not fully understood.(http://www.forces.org/evidence/evid/lung.htm);7. It is es-
timated that 60% of lung cancer patients have some dyspnea at the time of diagnosis rising to 90%
prior to death.(http://www.lungcancer.org/health_care/focus_on_ic/ symptom/dyspnea.htm)8. Muers
et al. noted that breathlessness was a complaint at presentation in 60% of 289 patients with non-
small-cell lung cancer. Just prior to death nearly 90% of these patients experienced dyspnea. (2);9.
At least 60% of stage 4 lung cancer victims report dyspnea.(http://www.lungdiseasefocus.com/lung-
cancer/palliative-care.php);10. Significantly more patients with CLD than LC experienced breathless-
ness in the final year (94% CLD vs 78% LC, P < 0.001) and final week (91% CLD vs 69% LC, P <
0.001) of life. (7);11. 95% of patients with chronic bronchitis and emphysema reported Dyspnea. (8)
Each statement is analyzed by the hierarchical knowledge model in Figure 1(a) and the ex-
tracted features are summarized in Figure 3(c). In this statement set, the first six statements
represent the relation between (tobacco)smoking and lung cancer. {S1, . . . , S5} describe a sin-
gle positive (SP) influence from smoking to lung cancer with inconsistent knowledge features
of the ratio (R) and bound (Bd). However, statement S6 declares a contradicting knowledge
suggesting that smoking is not the cause of lung cancer. {S7, . . . , S11} describe the syner-
gic influence from lung cancer and bronchitis to dyspnea. Without further information, it
can be represented by plain synergy with positive individual influence. The knowledge on the
extended features in Eq. 7 of the conditional probability distribution of this collider struc-
ture is not available, however, the knowledge on the extended features of the marginalized
conditional probability space are provided in these statements. For simplicity, we assume
the weight of every qualitative statement equals to 1, i.e. {wi = 1, i = 1, . . . , 11}. Due
to the parameter independency (1), we can compute the conditional probability of each lo-
cal structure independently. For each local structure, we calculate the conditional probabil-
ity of knowledge features by counting its occurrence frequency. For the local structure of
smoking and lung cancer in the ASIA network, the prior probability of the knowledge fea-
tures can be calculated as Pr(Dp)=5/6, Pr(I|Dp)=1, Pr(I|Dp)=1, Pr(SP|I)=1, Pr(r1|SP)=1/5,
Pr(r2|SP)=1/5, Pr(r3|SP)=2/5, Pr(r4|SP)=1/5, Pr(b1|SP)=1/2 and Pr(b2|SP)=1/2 where
r1 = [9, 11], r2 = [20, 25], r3 = [25, 30] and r4 = [30, ∞]; b1 = [9%, 11%] and b2 = [14%, 16%].
The continuous-valued feature R and Bd are discretized into |R| = 4 and |Bd| = 2 discrete-
value intervals respectively. Based on the features and their prior belief, a set of qualitative
knowledge Ω̃ = {Ω1, . . . , Ω16} is formed in Figure 3(d).

3.3.1.1 ASIA Model Monte Carlo Sampling
Given the integrated qualitative knowledge set Ω̃ with prior probabilities, we now construct
the Bayesian model class and the distribution on ground model space within each class. For
demonstration purposes, we assume the partial structure and its parameters, i.e. {α, γ, λ, f },
to be known as in Figure 3(b). Therefore the uncertainty of ASIA model space is restricted
to the uncertainty of the local structure and parameter space on Smoking and Lung Can-
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distribution of models m is then given by

Pr(m|D, Ω̃) =
Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃)

Pr(D, Ω̃)
(18)

The first term in the numerator of Eq. 18 is the likelihood of the data given the model. The
second term denotes the model prior which reflects the inconsistent set of background knowl-
edge and the last term is the prior belief of the knowledge set. Now, inference in the presence
of evidence is performed by building the expectation across models:

Pr(X|D, E, Ω̃) =
∫

dmPr(X|E, m)Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃) (19)

In this paper we consider the extreme case of no available quantitative data, D = ∅.

Pr(X|E, Ω̃) =
∫

dmPr(X|E, m)Pr(m|Ω̃)Pr(Ω̃) (20)

In this case, model prior distribution Pr(m|Ω̃) is determined soly by the inconsistent back-
ground knowledge set Ω̃. Each independent qualitative knowledge component, Ωk ∈ Ω̃,
uniquely defines a model class, Mk, with a vector of features, i.e. M̃ = {M1, . . . , MK}. The
features are translated into a set of constraints which determine the distribution of the ground
models within each model class.
First of all, the probability of a model class given the inconsistent knowledge set is written as

Pr(Mk|Ω̃) =
K

∑
i=1

Pr(Mk|Ωi)Pr(Ωi|Ω̃) = Pr(Ωk) (21)

where {Pr(Mk|Ωi) = 1, i = k} and {Pr(Mk|Ωi) = 0, i �= k} since the k-th model class is
uniquely defined by Ωk and is independent to the other knowledge component. Secondly, the
probability of a ground Bayesian model sample m in the k-th model class given the inconsistent
knowledge set is

Pr(m ∈ Mk|Ω̃) = Pr(m|Mk)Pr(Mk|Ω̃) (22)

Thus, the inference on X given evidence E and inconsistent knowledge set Ω̃ in Eq. 20 can be
written as

Pr(X|E, Ω̃) = ∑
k

∫

m
dmPr(X|m, E)Pr(m|Mk)Pr(Ωk)

where Pr(m|Ω̃) = ∑k Pr(m ∈ Mk|Ω̃) and we assume the inconsistent knowledge set to be
true, i.e. Pr(Ω̃) = 1. Therefore, the inference is calculated by firstly integrating over the
structure space and the structure-dependent parameter space of a ground Bayesian model
from a model class according to the constraints and performing such integration iteratively
over all possible model classes with the prior distribution. The integration in Eq. 23 is non-
trivial to compute, however, Monte Carlo methods can be used to approximate the inference.

3.3.1 ASIA Benchmark Model
The ASIA network (10) is a popular toy belief model for testing Bayesian algorithms. The
structure and parameter of actual ASIA network is shown in Figure 3.
For demonstration, we consider the inconsistent qualitative statements with regarding to sin-
gle edge between Smoking and Lung Cancer, as well as the collider structure of Lung Cancer,

Bronchitis and Dyspnea. The method applies to all of the entities and their relations in the
ASIA network. 1. Although nonsmokers can get lung cancer, the risk is about 10 times greater
for smokers. (http://www.netdoctor.co.uk);2. The lifetime risk of developing lung cancer in smokers
is approximately 10%.(http://www.chestx-ray.com/Smoke/Smoke.html);3. Men who smoke two packs
a day increase their risk more than 25 times compared with non-smokers.(http://www.quit-smoking-
stop.com/lung-cancer.html)4. Lifetime smoker has a lung cancer risk 20 to 30 times that of a non-
smoker(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm)5. Only 15% of smokers ul-
timately develop lung cancer(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm);6. The
mechanisms of cancer are not known. It is NOT possible to conclusively attribute a cause to effects
whose mechanisms are not fully understood.(http://www.forces.org/evidence/evid/lung.htm);7. It is es-
timated that 60% of lung cancer patients have some dyspnea at the time of diagnosis rising to 90%
prior to death.(http://www.lungcancer.org/health_care/focus_on_ic/ symptom/dyspnea.htm)8. Muers
et al. noted that breathlessness was a complaint at presentation in 60% of 289 patients with non-
small-cell lung cancer. Just prior to death nearly 90% of these patients experienced dyspnea. (2);9.
At least 60% of stage 4 lung cancer victims report dyspnea.(http://www.lungdiseasefocus.com/lung-
cancer/palliative-care.php);10. Significantly more patients with CLD than LC experienced breathless-
ness in the final year (94% CLD vs 78% LC, P < 0.001) and final week (91% CLD vs 69% LC, P <
0.001) of life. (7);11. 95% of patients with chronic bronchitis and emphysema reported Dyspnea. (8)
Each statement is analyzed by the hierarchical knowledge model in Figure 1(a) and the ex-
tracted features are summarized in Figure 3(c). In this statement set, the first six statements
represent the relation between (tobacco)smoking and lung cancer. {S1, . . . , S5} describe a sin-
gle positive (SP) influence from smoking to lung cancer with inconsistent knowledge features
of the ratio (R) and bound (Bd). However, statement S6 declares a contradicting knowledge
suggesting that smoking is not the cause of lung cancer. {S7, . . . , S11} describe the syner-
gic influence from lung cancer and bronchitis to dyspnea. Without further information, it
can be represented by plain synergy with positive individual influence. The knowledge on the
extended features in Eq. 7 of the conditional probability distribution of this collider struc-
ture is not available, however, the knowledge on the extended features of the marginalized
conditional probability space are provided in these statements. For simplicity, we assume
the weight of every qualitative statement equals to 1, i.e. {wi = 1, i = 1, . . . , 11}. Due
to the parameter independency (1), we can compute the conditional probability of each lo-
cal structure independently. For each local structure, we calculate the conditional probabil-
ity of knowledge features by counting its occurrence frequency. For the local structure of
smoking and lung cancer in the ASIA network, the prior probability of the knowledge fea-
tures can be calculated as Pr(Dp)=5/6, Pr(I|Dp)=1, Pr(I|Dp)=1, Pr(SP|I)=1, Pr(r1|SP)=1/5,
Pr(r2|SP)=1/5, Pr(r3|SP)=2/5, Pr(r4|SP)=1/5, Pr(b1|SP)=1/2 and Pr(b2|SP)=1/2 where
r1 = [9, 11], r2 = [20, 25], r3 = [25, 30] and r4 = [30, ∞]; b1 = [9%, 11%] and b2 = [14%, 16%].
The continuous-valued feature R and Bd are discretized into |R| = 4 and |Bd| = 2 discrete-
value intervals respectively. Based on the features and their prior belief, a set of qualitative
knowledge Ω̃ = {Ω1, . . . , Ω16} is formed in Figure 3(d).

3.3.1.1 ASIA Model Monte Carlo Sampling
Given the integrated qualitative knowledge set Ω̃ with prior probabilities, we now construct
the Bayesian model class and the distribution on ground model space within each class. For
demonstration purposes, we assume the partial structure and its parameters, i.e. {α, γ, λ, f },
to be known as in Figure 3(b). Therefore the uncertainty of ASIA model space is restricted
to the uncertainty of the local structure and parameter space on Smoking and Lung Can-
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distribution of models m is then given by

Pr(m|D, Ω̃) =
Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃)

Pr(D, Ω̃)
(18)

The first term in the numerator of Eq. 18 is the likelihood of the data given the model. The
second term denotes the model prior which reflects the inconsistent set of background knowl-
edge and the last term is the prior belief of the knowledge set. Now, inference in the presence
of evidence is performed by building the expectation across models:

Pr(X|D, E, Ω̃) =
∫

dmPr(X|E, m)Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃) (19)

In this paper we consider the extreme case of no available quantitative data, D = ∅.

Pr(X|E, Ω̃) =
∫

dmPr(X|E, m)Pr(m|Ω̃)Pr(Ω̃) (20)

In this case, model prior distribution Pr(m|Ω̃) is determined soly by the inconsistent back-
ground knowledge set Ω̃. Each independent qualitative knowledge component, Ωk ∈ Ω̃,
uniquely defines a model class, Mk, with a vector of features, i.e. M̃ = {M1, . . . , MK}. The
features are translated into a set of constraints which determine the distribution of the ground
models within each model class.
First of all, the probability of a model class given the inconsistent knowledge set is written as

Pr(Mk|Ω̃) =
K

∑
i=1

Pr(Mk|Ωi)Pr(Ωi|Ω̃) = Pr(Ωk) (21)

where {Pr(Mk|Ωi) = 1, i = k} and {Pr(Mk|Ωi) = 0, i �= k} since the k-th model class is
uniquely defined by Ωk and is independent to the other knowledge component. Secondly, the
probability of a ground Bayesian model sample m in the k-th model class given the inconsistent
knowledge set is

Pr(m ∈ Mk|Ω̃) = Pr(m|Mk)Pr(Mk|Ω̃) (22)

Thus, the inference on X given evidence E and inconsistent knowledge set Ω̃ in Eq. 20 can be
written as

Pr(X|E, Ω̃) = ∑
k

∫

m
dmPr(X|m, E)Pr(m|Mk)Pr(Ωk)

where Pr(m|Ω̃) = ∑k Pr(m ∈ Mk|Ω̃) and we assume the inconsistent knowledge set to be
true, i.e. Pr(Ω̃) = 1. Therefore, the inference is calculated by firstly integrating over the
structure space and the structure-dependent parameter space of a ground Bayesian model
from a model class according to the constraints and performing such integration iteratively
over all possible model classes with the prior distribution. The integration in Eq. 23 is non-
trivial to compute, however, Monte Carlo methods can be used to approximate the inference.

3.3.1 ASIA Benchmark Model
The ASIA network (10) is a popular toy belief model for testing Bayesian algorithms. The
structure and parameter of actual ASIA network is shown in Figure 3.
For demonstration, we consider the inconsistent qualitative statements with regarding to sin-
gle edge between Smoking and Lung Cancer, as well as the collider structure of Lung Cancer,

Bronchitis and Dyspnea. The method applies to all of the entities and their relations in the
ASIA network. 1. Although nonsmokers can get lung cancer, the risk is about 10 times greater
for smokers. (http://www.netdoctor.co.uk);2. The lifetime risk of developing lung cancer in smokers
is approximately 10%.(http://www.chestx-ray.com/Smoke/Smoke.html);3. Men who smoke two packs
a day increase their risk more than 25 times compared with non-smokers.(http://www.quit-smoking-
stop.com/lung-cancer.html)4. Lifetime smoker has a lung cancer risk 20 to 30 times that of a non-
smoker(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm)5. Only 15% of smokers ul-
timately develop lung cancer(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm);6. The
mechanisms of cancer are not known. It is NOT possible to conclusively attribute a cause to effects
whose mechanisms are not fully understood.(http://www.forces.org/evidence/evid/lung.htm);7. It is es-
timated that 60% of lung cancer patients have some dyspnea at the time of diagnosis rising to 90%
prior to death.(http://www.lungcancer.org/health_care/focus_on_ic/ symptom/dyspnea.htm)8. Muers
et al. noted that breathlessness was a complaint at presentation in 60% of 289 patients with non-
small-cell lung cancer. Just prior to death nearly 90% of these patients experienced dyspnea. (2);9.
At least 60% of stage 4 lung cancer victims report dyspnea.(http://www.lungdiseasefocus.com/lung-
cancer/palliative-care.php);10. Significantly more patients with CLD than LC experienced breathless-
ness in the final year (94% CLD vs 78% LC, P < 0.001) and final week (91% CLD vs 69% LC, P <
0.001) of life. (7);11. 95% of patients with chronic bronchitis and emphysema reported Dyspnea. (8)
Each statement is analyzed by the hierarchical knowledge model in Figure 1(a) and the ex-
tracted features are summarized in Figure 3(c). In this statement set, the first six statements
represent the relation between (tobacco)smoking and lung cancer. {S1, . . . , S5} describe a sin-
gle positive (SP) influence from smoking to lung cancer with inconsistent knowledge features
of the ratio (R) and bound (Bd). However, statement S6 declares a contradicting knowledge
suggesting that smoking is not the cause of lung cancer. {S7, . . . , S11} describe the syner-
gic influence from lung cancer and bronchitis to dyspnea. Without further information, it
can be represented by plain synergy with positive individual influence. The knowledge on the
extended features in Eq. 7 of the conditional probability distribution of this collider struc-
ture is not available, however, the knowledge on the extended features of the marginalized
conditional probability space are provided in these statements. For simplicity, we assume
the weight of every qualitative statement equals to 1, i.e. {wi = 1, i = 1, . . . , 11}. Due
to the parameter independency (1), we can compute the conditional probability of each lo-
cal structure independently. For each local structure, we calculate the conditional probabil-
ity of knowledge features by counting its occurrence frequency. For the local structure of
smoking and lung cancer in the ASIA network, the prior probability of the knowledge fea-
tures can be calculated as Pr(Dp)=5/6, Pr(I|Dp)=1, Pr(I|Dp)=1, Pr(SP|I)=1, Pr(r1|SP)=1/5,
Pr(r2|SP)=1/5, Pr(r3|SP)=2/5, Pr(r4|SP)=1/5, Pr(b1|SP)=1/2 and Pr(b2|SP)=1/2 where
r1 = [9, 11], r2 = [20, 25], r3 = [25, 30] and r4 = [30, ∞]; b1 = [9%, 11%] and b2 = [14%, 16%].
The continuous-valued feature R and Bd are discretized into |R| = 4 and |Bd| = 2 discrete-
value intervals respectively. Based on the features and their prior belief, a set of qualitative
knowledge Ω̃ = {Ω1, . . . , Ω16} is formed in Figure 3(d).

3.3.1.1 ASIA Model Monte Carlo Sampling
Given the integrated qualitative knowledge set Ω̃ with prior probabilities, we now construct
the Bayesian model class and the distribution on ground model space within each class. For
demonstration purposes, we assume the partial structure and its parameters, i.e. {α, γ, λ, f },
to be known as in Figure 3(b). Therefore the uncertainty of ASIA model space is restricted
to the uncertainty of the local structure and parameter space on Smoking and Lung Can-

Advanced algorithms of bayesian network learning and inference from inconsistent prior 
knowledge and sparse data with applications in computational biology and computer vision 65

distribution of models m is then given by

Pr(m|D, Ω̃) =
Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃)

Pr(D, Ω̃)
(18)

The first term in the numerator of Eq. 18 is the likelihood of the data given the model. The
second term denotes the model prior which reflects the inconsistent set of background knowl-
edge and the last term is the prior belief of the knowledge set. Now, inference in the presence
of evidence is performed by building the expectation across models:

Pr(X|D, E, Ω̃) =
∫

dmPr(X|E, m)Pr(D|m, Ω̃)Pr(m|Ω̃)Pr(Ω̃) (19)

In this paper we consider the extreme case of no available quantitative data, D = ∅.

Pr(X|E, Ω̃) =
∫

dmPr(X|E, m)Pr(m|Ω̃)Pr(Ω̃) (20)

In this case, model prior distribution Pr(m|Ω̃) is determined soly by the inconsistent back-
ground knowledge set Ω̃. Each independent qualitative knowledge component, Ωk ∈ Ω̃,
uniquely defines a model class, Mk, with a vector of features, i.e. M̃ = {M1, . . . , MK}. The
features are translated into a set of constraints which determine the distribution of the ground
models within each model class.
First of all, the probability of a model class given the inconsistent knowledge set is written as

Pr(Mk|Ω̃) =
K

∑
i=1

Pr(Mk|Ωi)Pr(Ωi|Ω̃) = Pr(Ωk) (21)

where {Pr(Mk|Ωi) = 1, i = k} and {Pr(Mk|Ωi) = 0, i �= k} since the k-th model class is
uniquely defined by Ωk and is independent to the other knowledge component. Secondly, the
probability of a ground Bayesian model sample m in the k-th model class given the inconsistent
knowledge set is

Pr(m ∈ Mk|Ω̃) = Pr(m|Mk)Pr(Mk|Ω̃) (22)

Thus, the inference on X given evidence E and inconsistent knowledge set Ω̃ in Eq. 20 can be
written as

Pr(X|E, Ω̃) = ∑
k

∫

m
dmPr(X|m, E)Pr(m|Mk)Pr(Ωk)

where Pr(m|Ω̃) = ∑k Pr(m ∈ Mk|Ω̃) and we assume the inconsistent knowledge set to be
true, i.e. Pr(Ω̃) = 1. Therefore, the inference is calculated by firstly integrating over the
structure space and the structure-dependent parameter space of a ground Bayesian model
from a model class according to the constraints and performing such integration iteratively
over all possible model classes with the prior distribution. The integration in Eq. 23 is non-
trivial to compute, however, Monte Carlo methods can be used to approximate the inference.

3.3.1 ASIA Benchmark Model
The ASIA network (10) is a popular toy belief model for testing Bayesian algorithms. The
structure and parameter of actual ASIA network is shown in Figure 3.
For demonstration, we consider the inconsistent qualitative statements with regarding to sin-
gle edge between Smoking and Lung Cancer, as well as the collider structure of Lung Cancer,

Bronchitis and Dyspnea. The method applies to all of the entities and their relations in the
ASIA network. 1. Although nonsmokers can get lung cancer, the risk is about 10 times greater
for smokers. (http://www.netdoctor.co.uk);2. The lifetime risk of developing lung cancer in smokers
is approximately 10%.(http://www.chestx-ray.com/Smoke/Smoke.html);3. Men who smoke two packs
a day increase their risk more than 25 times compared with non-smokers.(http://www.quit-smoking-
stop.com/lung-cancer.html)4. Lifetime smoker has a lung cancer risk 20 to 30 times that of a non-
smoker(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm)5. Only 15% of smokers ul-
timately develop lung cancer(http://www.cdc.gov/genomics/hugenet/ejournal/OGGSmoke.htm);6. The
mechanisms of cancer are not known. It is NOT possible to conclusively attribute a cause to effects
whose mechanisms are not fully understood.(http://www.forces.org/evidence/evid/lung.htm);7. It is es-
timated that 60% of lung cancer patients have some dyspnea at the time of diagnosis rising to 90%
prior to death.(http://www.lungcancer.org/health_care/focus_on_ic/ symptom/dyspnea.htm)8. Muers
et al. noted that breathlessness was a complaint at presentation in 60% of 289 patients with non-
small-cell lung cancer. Just prior to death nearly 90% of these patients experienced dyspnea. (2);9.
At least 60% of stage 4 lung cancer victims report dyspnea.(http://www.lungdiseasefocus.com/lung-
cancer/palliative-care.php);10. Significantly more patients with CLD than LC experienced breathless-
ness in the final year (94% CLD vs 78% LC, P < 0.001) and final week (91% CLD vs 69% LC, P <
0.001) of life. (7);11. 95% of patients with chronic bronchitis and emphysema reported Dyspnea. (8)
Each statement is analyzed by the hierarchical knowledge model in Figure 1(a) and the ex-
tracted features are summarized in Figure 3(c). In this statement set, the first six statements
represent the relation between (tobacco)smoking and lung cancer. {S1, . . . , S5} describe a sin-
gle positive (SP) influence from smoking to lung cancer with inconsistent knowledge features
of the ratio (R) and bound (Bd). However, statement S6 declares a contradicting knowledge
suggesting that smoking is not the cause of lung cancer. {S7, . . . , S11} describe the syner-
gic influence from lung cancer and bronchitis to dyspnea. Without further information, it
can be represented by plain synergy with positive individual influence. The knowledge on the
extended features in Eq. 7 of the conditional probability distribution of this collider struc-
ture is not available, however, the knowledge on the extended features of the marginalized
conditional probability space are provided in these statements. For simplicity, we assume
the weight of every qualitative statement equals to 1, i.e. {wi = 1, i = 1, . . . , 11}. Due
to the parameter independency (1), we can compute the conditional probability of each lo-
cal structure independently. For each local structure, we calculate the conditional probabil-
ity of knowledge features by counting its occurrence frequency. For the local structure of
smoking and lung cancer in the ASIA network, the prior probability of the knowledge fea-
tures can be calculated as Pr(Dp)=5/6, Pr(I|Dp)=1, Pr(I|Dp)=1, Pr(SP|I)=1, Pr(r1|SP)=1/5,
Pr(r2|SP)=1/5, Pr(r3|SP)=2/5, Pr(r4|SP)=1/5, Pr(b1|SP)=1/2 and Pr(b2|SP)=1/2 where
r1 = [9, 11], r2 = [20, 25], r3 = [25, 30] and r4 = [30, ∞]; b1 = [9%, 11%] and b2 = [14%, 16%].
The continuous-valued feature R and Bd are discretized into |R| = 4 and |Bd| = 2 discrete-
value intervals respectively. Based on the features and their prior belief, a set of qualitative
knowledge Ω̃ = {Ω1, . . . , Ω16} is formed in Figure 3(d).

3.3.1.1 ASIA Model Monte Carlo Sampling
Given the integrated qualitative knowledge set Ω̃ with prior probabilities, we now construct
the Bayesian model class and the distribution on ground model space within each class. For
demonstration purposes, we assume the partial structure and its parameters, i.e. {α, γ, λ, f },
to be known as in Figure 3(b). Therefore the uncertainty of ASIA model space is restricted
to the uncertainty of the local structure and parameter space on Smoking and Lung Can-
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cer which can be described by Pr(m|Mk) and Pr(Mk) defined by {Ωk|k = 1, . . . , 9}, i.e.
{Mk(Ωk)|k = 1, . . . , 9}, as well as the uncertainty of the local space on Lung Cancer, Bron-
chitis and Dyspnea which can be jointly determined by three types of model class, i.e. the root-
dimension model class defined by Ω10, the marginal-dimension model classes of lung cancer
and dyspnea defined by {Ωi|i = 11, . . . , 14} and the marginal-dimension model classes of
bronchitis and dyspnea defined by {Ωj|j = 15, 16}. Thus, there are total eight possible com-
bination of these model classes, i.e. {Mk(Ω10, Ωi, Ωj)|k = 10, . . . , 17; i = 11, . . . , 14; j = 15, 16}
and each combination virtually forms a complete model class which defines the set of con-
straints on the structure and parameter space of ground Bayesian model for the local collider
structure of lung cancer, bronchitis and dyspnea. The prior probability of each combination,
Pr(Mk) is the product of the prior probability of its independent components, i.e.

Pr(Mk) = Pr(Ω10)Pr(Ωi)Pr(Ωj) (23)

For each local structure, we perform 10,000 sampling iterations. In each iteration, we select
a model class Mk randomly based on the prior probability of the model class, i.e Pr(Mk). In
each selected model class, we randomly choose 3 samples of ground Bayesian model m, whose
structure and parameter space is consistent with the class constraints Pr(m|Mk) as shown in
Figure 1(a). In this way, for the local structure of smoking and lung cancer, the prior babil-
ity of the model class is equivalent to its knowledge component, i.e. Pr(Mk)=Pr(Ωk). We
generate total N=30,000 ground model samples from model classes {Mk(Ωk)|k = 1, . . . , 9}
defined by Ωk in Figure 3(d). The ground model samples are shown in Figure 4(a). For
the local collider structure of lung cancer, bronchitis and dyspnea, we generate N=30,000
ground model samples from the combination of model classes defined in Eq. 23 based on
{Ωk|k = 10, . . . , 16} in Figure 3(d). The marginal conditional probability samples are shown
in Figure 4(b) and 4(c). Without further information on lung cancer, bronchitis and dysp-
nea, we can set their prior probabilities to be 1/2. By taking average over the models in Fig-
ure 4(a) to 4(c), we can calculate the mean value for the conditional probability of lung cancer
given smoking, i.e. β1=0.1255, β0=0.006, and of Dyspnea given lung cancer and Bronchitis,
i.e. ξ0=0.2725, ξ1=0.9053, ξ2=0.5495 and ξ3=0.968. Note that since the 9th model class defined
by Ω9 for the structure of lung cancer and smoking, i.e. M9(Ω9), contains no edge between
the nodes, the parameter of this model class is null.

3.3.1.2 ASIA Model Inference
For each of the model sample, according to Eq. 23, we perform inferences in silico on the
likelihood of a patient having lung cancer (Lc) given information about the patient’s smok-
ing status and clinical evidences including observation of X-ray, Dyspnea, and Bronchitis,
i.e. Xobs = {Sm, Xr, Dy, Br}. The convergence of these prediction under a set of evidences
Ẽ = {E1, E2, E3, E4, E5, E6} are shown in Figure 4(d). The true prediction values with param-
eters in Figure 3(b) under the evidence set Ẽ are listed below in Figure 5. The presence of
bronchitis could explain away the probability of lung cancer and the presence of smoking
increases the risk of getting lung cancer.

3.3.2 Breast Cancer Bone Metastasis Prediction
We apply our framework to integrate a set of inconsistent qualitative hypotheses about the
molecular interactions between Smad proteins of the TGFβ signaling pathway in breast can-
cer bone metastasis network. From recent studies (11–15), a set of qualitative statements on
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molecular interactions in the breast cancer bone metastasis network can be extracted. A Dy-
namic Bayesian model can be constructed based on this set of statements as shown in Fig. 6(a)
and the quantitative prediction with forward belief propagation based on a set of consistent
qualitative hypotheses has been introduced in (33).
In this section, we consider the inconsistent qualitative statements with regard to the mech-
anism of Smad7 in blockade of the TGFβ signals. In (14), the qualitative statements can be
extracted as S1: Smad7 directly binds to the activated type I TGF-β receptor and inhibits phosphoryla-
tion of the R-Smads.;S2: Smad6 acts in a different way as Smad7. It competes with the activated Smad1
for binding to Smad4.; In (15), the qualitative statements can be extracted as S3: The inhibitory
activity of Smad6 and Smad7 is thought to result from an ability to interfere with receptor interaction
and phosphorylation of the receptor-regulated Smads.;S4: However, their inhibitory activity might also
result from their ability to form a complex with receptor-activated Smads.;Similar statements can be
extracted from (13) as S5: I-Smads (Smad6,7) interact with type I receptors activated by type II recep-
tors.;S6: I-Smads have also been reported to compete with Co-Smad (Smad4) for formation of complexes
with R-Smads (Smad2/3).
This set of statements represent the molecular interactions between I-Smad (Smad7), R-Smad
(Smad2/3) and Co-Smad (Smad4). {S1, S3, S5} report the interaction between Smad7, type
I TGFβ-receptor (TβRI) and Smad2/3. {S4, S6} describe the interaction between Smad7 and
Smad4 to form a complex whereas S2 provides contradicting information. Each statement is
analyzed by the hierarchical knowledge model in Figure 1(a) and the extracted features are
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cer which can be described by Pr(m|Mk) and Pr(Mk) defined by {Ωk|k = 1, . . . , 9}, i.e.
{Mk(Ωk)|k = 1, . . . , 9}, as well as the uncertainty of the local space on Lung Cancer, Bron-
chitis and Dyspnea which can be jointly determined by three types of model class, i.e. the root-
dimension model class defined by Ω10, the marginal-dimension model classes of lung cancer
and dyspnea defined by {Ωi|i = 11, . . . , 14} and the marginal-dimension model classes of
bronchitis and dyspnea defined by {Ωj|j = 15, 16}. Thus, there are total eight possible com-
bination of these model classes, i.e. {Mk(Ω10, Ωi, Ωj)|k = 10, . . . , 17; i = 11, . . . , 14; j = 15, 16}
and each combination virtually forms a complete model class which defines the set of con-
straints on the structure and parameter space of ground Bayesian model for the local collider
structure of lung cancer, bronchitis and dyspnea. The prior probability of each combination,
Pr(Mk) is the product of the prior probability of its independent components, i.e.

Pr(Mk) = Pr(Ω10)Pr(Ωi)Pr(Ωj) (23)

For each local structure, we perform 10,000 sampling iterations. In each iteration, we select
a model class Mk randomly based on the prior probability of the model class, i.e Pr(Mk). In
each selected model class, we randomly choose 3 samples of ground Bayesian model m, whose
structure and parameter space is consistent with the class constraints Pr(m|Mk) as shown in
Figure 1(a). In this way, for the local structure of smoking and lung cancer, the prior babil-
ity of the model class is equivalent to its knowledge component, i.e. Pr(Mk)=Pr(Ωk). We
generate total N=30,000 ground model samples from model classes {Mk(Ωk)|k = 1, . . . , 9}
defined by Ωk in Figure 3(d). The ground model samples are shown in Figure 4(a). For
the local collider structure of lung cancer, bronchitis and dyspnea, we generate N=30,000
ground model samples from the combination of model classes defined in Eq. 23 based on
{Ωk|k = 10, . . . , 16} in Figure 3(d). The marginal conditional probability samples are shown
in Figure 4(b) and 4(c). Without further information on lung cancer, bronchitis and dysp-
nea, we can set their prior probabilities to be 1/2. By taking average over the models in Fig-
ure 4(a) to 4(c), we can calculate the mean value for the conditional probability of lung cancer
given smoking, i.e. β1=0.1255, β0=0.006, and of Dyspnea given lung cancer and Bronchitis,
i.e. ξ0=0.2725, ξ1=0.9053, ξ2=0.5495 and ξ3=0.968. Note that since the 9th model class defined
by Ω9 for the structure of lung cancer and smoking, i.e. M9(Ω9), contains no edge between
the nodes, the parameter of this model class is null.

3.3.1.2 ASIA Model Inference
For each of the model sample, according to Eq. 23, we perform inferences in silico on the
likelihood of a patient having lung cancer (Lc) given information about the patient’s smok-
ing status and clinical evidences including observation of X-ray, Dyspnea, and Bronchitis,
i.e. Xobs = {Sm, Xr, Dy, Br}. The convergence of these prediction under a set of evidences
Ẽ = {E1, E2, E3, E4, E5, E6} are shown in Figure 4(d). The true prediction values with param-
eters in Figure 3(b) under the evidence set Ẽ are listed below in Figure 5. The presence of
bronchitis could explain away the probability of lung cancer and the presence of smoking
increases the risk of getting lung cancer.

3.3.2 Breast Cancer Bone Metastasis Prediction
We apply our framework to integrate a set of inconsistent qualitative hypotheses about the
molecular interactions between Smad proteins of the TGFβ signaling pathway in breast can-
cer bone metastasis network. From recent studies (11–15), a set of qualitative statements on
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molecular interactions in the breast cancer bone metastasis network can be extracted. A Dy-
namic Bayesian model can be constructed based on this set of statements as shown in Fig. 6(a)
and the quantitative prediction with forward belief propagation based on a set of consistent
qualitative hypotheses has been introduced in (33).
In this section, we consider the inconsistent qualitative statements with regard to the mech-
anism of Smad7 in blockade of the TGFβ signals. In (14), the qualitative statements can be
extracted as S1: Smad7 directly binds to the activated type I TGF-β receptor and inhibits phosphoryla-
tion of the R-Smads.;S2: Smad6 acts in a different way as Smad7. It competes with the activated Smad1
for binding to Smad4.; In (15), the qualitative statements can be extracted as S3: The inhibitory
activity of Smad6 and Smad7 is thought to result from an ability to interfere with receptor interaction
and phosphorylation of the receptor-regulated Smads.;S4: However, their inhibitory activity might also
result from their ability to form a complex with receptor-activated Smads.;Similar statements can be
extracted from (13) as S5: I-Smads (Smad6,7) interact with type I receptors activated by type II recep-
tors.;S6: I-Smads have also been reported to compete with Co-Smad (Smad4) for formation of complexes
with R-Smads (Smad2/3).
This set of statements represent the molecular interactions between I-Smad (Smad7), R-Smad
(Smad2/3) and Co-Smad (Smad4). {S1, S3, S5} report the interaction between Smad7, type
I TGFβ-receptor (TβRI) and Smad2/3. {S4, S6} describe the interaction between Smad7 and
Smad4 to form a complex whereas S2 provides contradicting information. Each statement is
analyzed by the hierarchical knowledge model in Figure 1(a) and the extracted features are
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cer which can be described by Pr(m|Mk) and Pr(Mk) defined by {Ωk|k = 1, . . . , 9}, i.e.
{Mk(Ωk)|k = 1, . . . , 9}, as well as the uncertainty of the local space on Lung Cancer, Bron-
chitis and Dyspnea which can be jointly determined by three types of model class, i.e. the root-
dimension model class defined by Ω10, the marginal-dimension model classes of lung cancer
and dyspnea defined by {Ωi|i = 11, . . . , 14} and the marginal-dimension model classes of
bronchitis and dyspnea defined by {Ωj|j = 15, 16}. Thus, there are total eight possible com-
bination of these model classes, i.e. {Mk(Ω10, Ωi, Ωj)|k = 10, . . . , 17; i = 11, . . . , 14; j = 15, 16}
and each combination virtually forms a complete model class which defines the set of con-
straints on the structure and parameter space of ground Bayesian model for the local collider
structure of lung cancer, bronchitis and dyspnea. The prior probability of each combination,
Pr(Mk) is the product of the prior probability of its independent components, i.e.

Pr(Mk) = Pr(Ω10)Pr(Ωi)Pr(Ωj) (23)

For each local structure, we perform 10,000 sampling iterations. In each iteration, we select
a model class Mk randomly based on the prior probability of the model class, i.e Pr(Mk). In
each selected model class, we randomly choose 3 samples of ground Bayesian model m, whose
structure and parameter space is consistent with the class constraints Pr(m|Mk) as shown in
Figure 1(a). In this way, for the local structure of smoking and lung cancer, the prior babil-
ity of the model class is equivalent to its knowledge component, i.e. Pr(Mk)=Pr(Ωk). We
generate total N=30,000 ground model samples from model classes {Mk(Ωk)|k = 1, . . . , 9}
defined by Ωk in Figure 3(d). The ground model samples are shown in Figure 4(a). For
the local collider structure of lung cancer, bronchitis and dyspnea, we generate N=30,000
ground model samples from the combination of model classes defined in Eq. 23 based on
{Ωk|k = 10, . . . , 16} in Figure 3(d). The marginal conditional probability samples are shown
in Figure 4(b) and 4(c). Without further information on lung cancer, bronchitis and dysp-
nea, we can set their prior probabilities to be 1/2. By taking average over the models in Fig-
ure 4(a) to 4(c), we can calculate the mean value for the conditional probability of lung cancer
given smoking, i.e. β1=0.1255, β0=0.006, and of Dyspnea given lung cancer and Bronchitis,
i.e. ξ0=0.2725, ξ1=0.9053, ξ2=0.5495 and ξ3=0.968. Note that since the 9th model class defined
by Ω9 for the structure of lung cancer and smoking, i.e. M9(Ω9), contains no edge between
the nodes, the parameter of this model class is null.

3.3.1.2 ASIA Model Inference
For each of the model sample, according to Eq. 23, we perform inferences in silico on the
likelihood of a patient having lung cancer (Lc) given information about the patient’s smok-
ing status and clinical evidences including observation of X-ray, Dyspnea, and Bronchitis,
i.e. Xobs = {Sm, Xr, Dy, Br}. The convergence of these prediction under a set of evidences
Ẽ = {E1, E2, E3, E4, E5, E6} are shown in Figure 4(d). The true prediction values with param-
eters in Figure 3(b) under the evidence set Ẽ are listed below in Figure 5. The presence of
bronchitis could explain away the probability of lung cancer and the presence of smoking
increases the risk of getting lung cancer.

3.3.2 Breast Cancer Bone Metastasis Prediction
We apply our framework to integrate a set of inconsistent qualitative hypotheses about the
molecular interactions between Smad proteins of the TGFβ signaling pathway in breast can-
cer bone metastasis network. From recent studies (11–15), a set of qualitative statements on
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molecular interactions in the breast cancer bone metastasis network can be extracted. A Dy-
namic Bayesian model can be constructed based on this set of statements as shown in Fig. 6(a)
and the quantitative prediction with forward belief propagation based on a set of consistent
qualitative hypotheses has been introduced in (33).
In this section, we consider the inconsistent qualitative statements with regard to the mech-
anism of Smad7 in blockade of the TGFβ signals. In (14), the qualitative statements can be
extracted as S1: Smad7 directly binds to the activated type I TGF-β receptor and inhibits phosphoryla-
tion of the R-Smads.;S2: Smad6 acts in a different way as Smad7. It competes with the activated Smad1
for binding to Smad4.; In (15), the qualitative statements can be extracted as S3: The inhibitory
activity of Smad6 and Smad7 is thought to result from an ability to interfere with receptor interaction
and phosphorylation of the receptor-regulated Smads.;S4: However, their inhibitory activity might also
result from their ability to form a complex with receptor-activated Smads.;Similar statements can be
extracted from (13) as S5: I-Smads (Smad6,7) interact with type I receptors activated by type II recep-
tors.;S6: I-Smads have also been reported to compete with Co-Smad (Smad4) for formation of complexes
with R-Smads (Smad2/3).
This set of statements represent the molecular interactions between I-Smad (Smad7), R-Smad
(Smad2/3) and Co-Smad (Smad4). {S1, S3, S5} report the interaction between Smad7, type
I TGFβ-receptor (TβRI) and Smad2/3. {S4, S6} describe the interaction between Smad7 and
Smad4 to form a complex whereas S2 provides contradicting information. Each statement is
analyzed by the hierarchical knowledge model in Figure 1(a) and the extracted features are
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cer which can be described by Pr(m|Mk) and Pr(Mk) defined by {Ωk|k = 1, . . . , 9}, i.e.
{Mk(Ωk)|k = 1, . . . , 9}, as well as the uncertainty of the local space on Lung Cancer, Bron-
chitis and Dyspnea which can be jointly determined by three types of model class, i.e. the root-
dimension model class defined by Ω10, the marginal-dimension model classes of lung cancer
and dyspnea defined by {Ωi|i = 11, . . . , 14} and the marginal-dimension model classes of
bronchitis and dyspnea defined by {Ωj|j = 15, 16}. Thus, there are total eight possible com-
bination of these model classes, i.e. {Mk(Ω10, Ωi, Ωj)|k = 10, . . . , 17; i = 11, . . . , 14; j = 15, 16}
and each combination virtually forms a complete model class which defines the set of con-
straints on the structure and parameter space of ground Bayesian model for the local collider
structure of lung cancer, bronchitis and dyspnea. The prior probability of each combination,
Pr(Mk) is the product of the prior probability of its independent components, i.e.

Pr(Mk) = Pr(Ω10)Pr(Ωi)Pr(Ωj) (23)

For each local structure, we perform 10,000 sampling iterations. In each iteration, we select
a model class Mk randomly based on the prior probability of the model class, i.e Pr(Mk). In
each selected model class, we randomly choose 3 samples of ground Bayesian model m, whose
structure and parameter space is consistent with the class constraints Pr(m|Mk) as shown in
Figure 1(a). In this way, for the local structure of smoking and lung cancer, the prior babil-
ity of the model class is equivalent to its knowledge component, i.e. Pr(Mk)=Pr(Ωk). We
generate total N=30,000 ground model samples from model classes {Mk(Ωk)|k = 1, . . . , 9}
defined by Ωk in Figure 3(d). The ground model samples are shown in Figure 4(a). For
the local collider structure of lung cancer, bronchitis and dyspnea, we generate N=30,000
ground model samples from the combination of model classes defined in Eq. 23 based on
{Ωk|k = 10, . . . , 16} in Figure 3(d). The marginal conditional probability samples are shown
in Figure 4(b) and 4(c). Without further information on lung cancer, bronchitis and dysp-
nea, we can set their prior probabilities to be 1/2. By taking average over the models in Fig-
ure 4(a) to 4(c), we can calculate the mean value for the conditional probability of lung cancer
given smoking, i.e. β1=0.1255, β0=0.006, and of Dyspnea given lung cancer and Bronchitis,
i.e. ξ0=0.2725, ξ1=0.9053, ξ2=0.5495 and ξ3=0.968. Note that since the 9th model class defined
by Ω9 for the structure of lung cancer and smoking, i.e. M9(Ω9), contains no edge between
the nodes, the parameter of this model class is null.

3.3.1.2 ASIA Model Inference
For each of the model sample, according to Eq. 23, we perform inferences in silico on the
likelihood of a patient having lung cancer (Lc) given information about the patient’s smok-
ing status and clinical evidences including observation of X-ray, Dyspnea, and Bronchitis,
i.e. Xobs = {Sm, Xr, Dy, Br}. The convergence of these prediction under a set of evidences
Ẽ = {E1, E2, E3, E4, E5, E6} are shown in Figure 4(d). The true prediction values with param-
eters in Figure 3(b) under the evidence set Ẽ are listed below in Figure 5. The presence of
bronchitis could explain away the probability of lung cancer and the presence of smoking
increases the risk of getting lung cancer.

3.3.2 Breast Cancer Bone Metastasis Prediction
We apply our framework to integrate a set of inconsistent qualitative hypotheses about the
molecular interactions between Smad proteins of the TGFβ signaling pathway in breast can-
cer bone metastasis network. From recent studies (11–15), a set of qualitative statements on
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molecular interactions in the breast cancer bone metastasis network can be extracted. A Dy-
namic Bayesian model can be constructed based on this set of statements as shown in Fig. 6(a)
and the quantitative prediction with forward belief propagation based on a set of consistent
qualitative hypotheses has been introduced in (33).
In this section, we consider the inconsistent qualitative statements with regard to the mech-
anism of Smad7 in blockade of the TGFβ signals. In (14), the qualitative statements can be
extracted as S1: Smad7 directly binds to the activated type I TGF-β receptor and inhibits phosphoryla-
tion of the R-Smads.;S2: Smad6 acts in a different way as Smad7. It competes with the activated Smad1
for binding to Smad4.; In (15), the qualitative statements can be extracted as S3: The inhibitory
activity of Smad6 and Smad7 is thought to result from an ability to interfere with receptor interaction
and phosphorylation of the receptor-regulated Smads.;S4: However, their inhibitory activity might also
result from their ability to form a complex with receptor-activated Smads.;Similar statements can be
extracted from (13) as S5: I-Smads (Smad6,7) interact with type I receptors activated by type II recep-
tors.;S6: I-Smads have also been reported to compete with Co-Smad (Smad4) for formation of complexes
with R-Smads (Smad2/3).
This set of statements represent the molecular interactions between I-Smad (Smad7), R-Smad
(Smad2/3) and Co-Smad (Smad4). {S1, S3, S5} report the interaction between Smad7, type
I TGFβ-receptor (TβRI) and Smad2/3. {S4, S6} describe the interaction between Smad7 and
Smad4 to form a complex whereas S2 provides contradicting information. Each statement is
analyzed by the hierarchical knowledge model in Figure 1(a) and the extracted features are



Bayesian Network68

Fig. 5. Inference Results on ASIA Network

summarized in Figure 7(a). For simplicity, we assume the weight of every qualitative state-
ment equals to 1, i.e. {wi = 1, i = 1, . . . , 6}. Due to the parameter independency (1), we
can compute the conditional probability of each local structure by counting the occurrence
frequency of the knowledge features independently. For the local structure of Smad7, TβRI
and Smad2/3, the prior probability of the knowledge features can be calculated as Pr(Dp)=1,
Pr(I|Dp)=1, Pr(I|Dp)=1. For the local structure of Smad7, Smad4 and phosphorylated-
Smad2/3 (Smad2/3-p), Pr(Dp)=2/3, Pr(Dp)=1/3, Pr(I|Dp)=1, Pr(I|Dp)=1. Based on the
features and their prior belief, a set of qualitative knowledge Ω̃ is formed in Figure 7(b). In
this experiment, the extended features of the inconsistent knowledge are not available.
We now construct the Bayesian model class and the distribution on ground model space
within each class. The uncertainty of the TGFβ-Smad BCBM model space is restricted to the
uncertainty of the local structure and parameter space on Smad7, TβRI and Smad4 which is
defined by {Ω1,Ω2} in Figure 7(b). The model classes can be expressed as {Mk(Ωk)|k=1,2} and
the prior probability of each model class equals to the prior probability of the knowledge, i.e.
Pr(Mk)=Pr(Ωk). We perform 10,000 sampling interactions. In each iteration, we select a model
class Mk randomly based on the prior probability Pr(Mk). In each model class, we randomly
generate 3 samples of the ground Bayesian model m by Monte Carlo method, whose structure
and parameter space is consistent with the class constraints Pr(m|Mk) as defined by Eq. 1 to
Eq. 7. Therefore, we obtain N=30,000 ground models from the model classes. By taking aver-
age over the ground models, we can calculate the mean value for the conditional probability
of the complex Smad4-Smad2/3-p given Smad7, Smad4 and Smad2/3-p. Note that since M1
contains no edges between Smad7 and Smad4-Smad2/3-p, the parameter of this model class
is null.
Each ground model is a Dynamic Bayesian network (DBN) which can be unrolled over time
to form a series of 2TBNs (4). The prediction on the probability of bone metastasis given a set
of evidences Ei ∈ {E1, E2, E3} in each model class, i.e. the integral in Eq. 23, can be calculated
by integrating the predictions over all DBN models which is equivalent to compute firstly the
mean DBN model with averaged parameters and then perform prediction on this mean DBN
model (33). The simulation results and the observed bone metastasis probability in (11) are
shown in Fig. 6(b) and Fig. 6(c).

3.3.3 Conclusion
In this paper, we proposed a hierarchical Bayesian model for modeling the semantics of the
qualitative knowledge with a vector of features. The inconsistent knowledge components are
integrated by calculating a prior distribution. The integrated qualitative knowledge set is used
as prior background knowledge in modeling Bayesian networks and performing quantitative
inference. We benchmarked our method with the ASIA network and applied our method
to a real-world problem and simulation results suggest that our methods can reconcile the
inconsistent qualitative uncertainty and produce reasonable quantitative prediction based on
the inconsistent knowledge set.
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3.4 Bayesian Network Learning with Informative Prior Qualitative Knowledge
We propose a framework for Bayes net parameter learning with generic prior knowledge.
In this study, we use the knowledge model in section 3.1 to translate the qualitative domain
knowledge into a set of inequality parameter constraints. We reconstruct the parameter pri-
ori distribution ( i.e. priori pseudo counts) from these constraints. We then propose a novel
Bayesian parameter score function which integrates this prior distribution with the quantita-
tive data statistics. In this way, the parameter posterior distribution is combinatorially regu-
lated by both quantitative data and prior knowledge.

3.4.1 Qualitative Constraints and Sampling
In general, qualitative domain knowledge can define various constraints over conditional
probabilities in a BN. As described in last section, most of these constraints can be represented
by a linear regression function f (θijk) ≤ c, ∀i, j, k (c is a scaler), where θijk is the conditional
probability of the state of i-th node being k, given its j-th parent configuration. In particular,
one type of constraints can be derived from this function. Cross-distribution Constraints defines
the relative relation between a pair of parameters over different conditions. If two parameters
in a constraint share the same node index i and value k, but different parent configuration j,
the constraint is called cross-distribution constraint. This constraints can be usually derived
from causality in the qualitative knowledge.

θijk ≤,≥ θij′k∀j �= j′ (24)

Given the constraints defined by f, we can withdraw samples of parameter which are consis-
tent with the constraints, e.g. in Eq. 24, by accept-reject sampling. Since sampling can be done
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summarized in Figure 7(a). For simplicity, we assume the weight of every qualitative state-
ment equals to 1, i.e. {wi = 1, i = 1, . . . , 6}. Due to the parameter independency (1), we
can compute the conditional probability of each local structure by counting the occurrence
frequency of the knowledge features independently. For the local structure of Smad7, TβRI
and Smad2/3, the prior probability of the knowledge features can be calculated as Pr(Dp)=1,
Pr(I|Dp)=1, Pr(I|Dp)=1. For the local structure of Smad7, Smad4 and phosphorylated-
Smad2/3 (Smad2/3-p), Pr(Dp)=2/3, Pr(Dp)=1/3, Pr(I|Dp)=1, Pr(I|Dp)=1. Based on the
features and their prior belief, a set of qualitative knowledge Ω̃ is formed in Figure 7(b). In
this experiment, the extended features of the inconsistent knowledge are not available.
We now construct the Bayesian model class and the distribution on ground model space
within each class. The uncertainty of the TGFβ-Smad BCBM model space is restricted to the
uncertainty of the local structure and parameter space on Smad7, TβRI and Smad4 which is
defined by {Ω1,Ω2} in Figure 7(b). The model classes can be expressed as {Mk(Ωk)|k=1,2} and
the prior probability of each model class equals to the prior probability of the knowledge, i.e.
Pr(Mk)=Pr(Ωk). We perform 10,000 sampling interactions. In each iteration, we select a model
class Mk randomly based on the prior probability Pr(Mk). In each model class, we randomly
generate 3 samples of the ground Bayesian model m by Monte Carlo method, whose structure
and parameter space is consistent with the class constraints Pr(m|Mk) as defined by Eq. 1 to
Eq. 7. Therefore, we obtain N=30,000 ground models from the model classes. By taking aver-
age over the ground models, we can calculate the mean value for the conditional probability
of the complex Smad4-Smad2/3-p given Smad7, Smad4 and Smad2/3-p. Note that since M1
contains no edges between Smad7 and Smad4-Smad2/3-p, the parameter of this model class
is null.
Each ground model is a Dynamic Bayesian network (DBN) which can be unrolled over time
to form a series of 2TBNs (4). The prediction on the probability of bone metastasis given a set
of evidences Ei ∈ {E1, E2, E3} in each model class, i.e. the integral in Eq. 23, can be calculated
by integrating the predictions over all DBN models which is equivalent to compute firstly the
mean DBN model with averaged parameters and then perform prediction on this mean DBN
model (33). The simulation results and the observed bone metastasis probability in (11) are
shown in Fig. 6(b) and Fig. 6(c).

3.3.3 Conclusion
In this paper, we proposed a hierarchical Bayesian model for modeling the semantics of the
qualitative knowledge with a vector of features. The inconsistent knowledge components are
integrated by calculating a prior distribution. The integrated qualitative knowledge set is used
as prior background knowledge in modeling Bayesian networks and performing quantitative
inference. We benchmarked our method with the ASIA network and applied our method
to a real-world problem and simulation results suggest that our methods can reconcile the
inconsistent qualitative uncertainty and produce reasonable quantitative prediction based on
the inconsistent knowledge set.
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3.4 Bayesian Network Learning with Informative Prior Qualitative Knowledge
We propose a framework for Bayes net parameter learning with generic prior knowledge.
In this study, we use the knowledge model in section 3.1 to translate the qualitative domain
knowledge into a set of inequality parameter constraints. We reconstruct the parameter pri-
ori distribution ( i.e. priori pseudo counts) from these constraints. We then propose a novel
Bayesian parameter score function which integrates this prior distribution with the quantita-
tive data statistics. In this way, the parameter posterior distribution is combinatorially regu-
lated by both quantitative data and prior knowledge.

3.4.1 Qualitative Constraints and Sampling
In general, qualitative domain knowledge can define various constraints over conditional
probabilities in a BN. As described in last section, most of these constraints can be represented
by a linear regression function f (θijk) ≤ c, ∀i, j, k (c is a scaler), where θijk is the conditional
probability of the state of i-th node being k, given its j-th parent configuration. In particular,
one type of constraints can be derived from this function. Cross-distribution Constraints defines
the relative relation between a pair of parameters over different conditions. If two parameters
in a constraint share the same node index i and value k, but different parent configuration j,
the constraint is called cross-distribution constraint. This constraints can be usually derived
from causality in the qualitative knowledge.

θijk ≤,≥ θij′k∀j �= j′ (24)

Given the constraints defined by f, we can withdraw samples of parameter which are consis-
tent with the constraints, e.g. in Eq. 24, by accept-reject sampling. Since sampling can be done
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summarized in Figure 7(a). For simplicity, we assume the weight of every qualitative state-
ment equals to 1, i.e. {wi = 1, i = 1, . . . , 6}. Due to the parameter independency (1), we
can compute the conditional probability of each local structure by counting the occurrence
frequency of the knowledge features independently. For the local structure of Smad7, TβRI
and Smad2/3, the prior probability of the knowledge features can be calculated as Pr(Dp)=1,
Pr(I|Dp)=1, Pr(I|Dp)=1. For the local structure of Smad7, Smad4 and phosphorylated-
Smad2/3 (Smad2/3-p), Pr(Dp)=2/3, Pr(Dp)=1/3, Pr(I|Dp)=1, Pr(I|Dp)=1. Based on the
features and their prior belief, a set of qualitative knowledge Ω̃ is formed in Figure 7(b). In
this experiment, the extended features of the inconsistent knowledge are not available.
We now construct the Bayesian model class and the distribution on ground model space
within each class. The uncertainty of the TGFβ-Smad BCBM model space is restricted to the
uncertainty of the local structure and parameter space on Smad7, TβRI and Smad4 which is
defined by {Ω1,Ω2} in Figure 7(b). The model classes can be expressed as {Mk(Ωk)|k=1,2} and
the prior probability of each model class equals to the prior probability of the knowledge, i.e.
Pr(Mk)=Pr(Ωk). We perform 10,000 sampling interactions. In each iteration, we select a model
class Mk randomly based on the prior probability Pr(Mk). In each model class, we randomly
generate 3 samples of the ground Bayesian model m by Monte Carlo method, whose structure
and parameter space is consistent with the class constraints Pr(m|Mk) as defined by Eq. 1 to
Eq. 7. Therefore, we obtain N=30,000 ground models from the model classes. By taking aver-
age over the ground models, we can calculate the mean value for the conditional probability
of the complex Smad4-Smad2/3-p given Smad7, Smad4 and Smad2/3-p. Note that since M1
contains no edges between Smad7 and Smad4-Smad2/3-p, the parameter of this model class
is null.
Each ground model is a Dynamic Bayesian network (DBN) which can be unrolled over time
to form a series of 2TBNs (4). The prediction on the probability of bone metastasis given a set
of evidences Ei ∈ {E1, E2, E3} in each model class, i.e. the integral in Eq. 23, can be calculated
by integrating the predictions over all DBN models which is equivalent to compute firstly the
mean DBN model with averaged parameters and then perform prediction on this mean DBN
model (33). The simulation results and the observed bone metastasis probability in (11) are
shown in Fig. 6(b) and Fig. 6(c).

3.3.3 Conclusion
In this paper, we proposed a hierarchical Bayesian model for modeling the semantics of the
qualitative knowledge with a vector of features. The inconsistent knowledge components are
integrated by calculating a prior distribution. The integrated qualitative knowledge set is used
as prior background knowledge in modeling Bayesian networks and performing quantitative
inference. We benchmarked our method with the ASIA network and applied our method
to a real-world problem and simulation results suggest that our methods can reconcile the
inconsistent qualitative uncertainty and produce reasonable quantitative prediction based on
the inconsistent knowledge set.
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3.4 Bayesian Network Learning with Informative Prior Qualitative Knowledge
We propose a framework for Bayes net parameter learning with generic prior knowledge.
In this study, we use the knowledge model in section 3.1 to translate the qualitative domain
knowledge into a set of inequality parameter constraints. We reconstruct the parameter pri-
ori distribution ( i.e. priori pseudo counts) from these constraints. We then propose a novel
Bayesian parameter score function which integrates this prior distribution with the quantita-
tive data statistics. In this way, the parameter posterior distribution is combinatorially regu-
lated by both quantitative data and prior knowledge.

3.4.1 Qualitative Constraints and Sampling
In general, qualitative domain knowledge can define various constraints over conditional
probabilities in a BN. As described in last section, most of these constraints can be represented
by a linear regression function f (θijk) ≤ c, ∀i, j, k (c is a scaler), where θijk is the conditional
probability of the state of i-th node being k, given its j-th parent configuration. In particular,
one type of constraints can be derived from this function. Cross-distribution Constraints defines
the relative relation between a pair of parameters over different conditions. If two parameters
in a constraint share the same node index i and value k, but different parent configuration j,
the constraint is called cross-distribution constraint. This constraints can be usually derived
from causality in the qualitative knowledge.

θijk ≤,≥ θij′k∀j �= j′ (24)

Given the constraints defined by f, we can withdraw samples of parameter which are consis-
tent with the constraints, e.g. in Eq. 24, by accept-reject sampling. Since sampling can be done
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summarized in Figure 7(a). For simplicity, we assume the weight of every qualitative state-
ment equals to 1, i.e. {wi = 1, i = 1, . . . , 6}. Due to the parameter independency (1), we
can compute the conditional probability of each local structure by counting the occurrence
frequency of the knowledge features independently. For the local structure of Smad7, TβRI
and Smad2/3, the prior probability of the knowledge features can be calculated as Pr(Dp)=1,
Pr(I|Dp)=1, Pr(I|Dp)=1. For the local structure of Smad7, Smad4 and phosphorylated-
Smad2/3 (Smad2/3-p), Pr(Dp)=2/3, Pr(Dp)=1/3, Pr(I|Dp)=1, Pr(I|Dp)=1. Based on the
features and their prior belief, a set of qualitative knowledge Ω̃ is formed in Figure 7(b). In
this experiment, the extended features of the inconsistent knowledge are not available.
We now construct the Bayesian model class and the distribution on ground model space
within each class. The uncertainty of the TGFβ-Smad BCBM model space is restricted to the
uncertainty of the local structure and parameter space on Smad7, TβRI and Smad4 which is
defined by {Ω1,Ω2} in Figure 7(b). The model classes can be expressed as {Mk(Ωk)|k=1,2} and
the prior probability of each model class equals to the prior probability of the knowledge, i.e.
Pr(Mk)=Pr(Ωk). We perform 10,000 sampling interactions. In each iteration, we select a model
class Mk randomly based on the prior probability Pr(Mk). In each model class, we randomly
generate 3 samples of the ground Bayesian model m by Monte Carlo method, whose structure
and parameter space is consistent with the class constraints Pr(m|Mk) as defined by Eq. 1 to
Eq. 7. Therefore, we obtain N=30,000 ground models from the model classes. By taking aver-
age over the ground models, we can calculate the mean value for the conditional probability
of the complex Smad4-Smad2/3-p given Smad7, Smad4 and Smad2/3-p. Note that since M1
contains no edges between Smad7 and Smad4-Smad2/3-p, the parameter of this model class
is null.
Each ground model is a Dynamic Bayesian network (DBN) which can be unrolled over time
to form a series of 2TBNs (4). The prediction on the probability of bone metastasis given a set
of evidences Ei ∈ {E1, E2, E3} in each model class, i.e. the integral in Eq. 23, can be calculated
by integrating the predictions over all DBN models which is equivalent to compute firstly the
mean DBN model with averaged parameters and then perform prediction on this mean DBN
model (33). The simulation results and the observed bone metastasis probability in (11) are
shown in Fig. 6(b) and Fig. 6(c).

3.3.3 Conclusion
In this paper, we proposed a hierarchical Bayesian model for modeling the semantics of the
qualitative knowledge with a vector of features. The inconsistent knowledge components are
integrated by calculating a prior distribution. The integrated qualitative knowledge set is used
as prior background knowledge in modeling Bayesian networks and performing quantitative
inference. We benchmarked our method with the ASIA network and applied our method
to a real-world problem and simulation results suggest that our methods can reconcile the
inconsistent qualitative uncertainty and produce reasonable quantitative prediction based on
the inconsistent knowledge set.
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Fig. 7. Qualitative Statements and Knowledge in TGFβ-Smad BCBM Network

3.4 Bayesian Network Learning with Informative Prior Qualitative Knowledge
We propose a framework for Bayes net parameter learning with generic prior knowledge.
In this study, we use the knowledge model in section 3.1 to translate the qualitative domain
knowledge into a set of inequality parameter constraints. We reconstruct the parameter pri-
ori distribution ( i.e. priori pseudo counts) from these constraints. We then propose a novel
Bayesian parameter score function which integrates this prior distribution with the quantita-
tive data statistics. In this way, the parameter posterior distribution is combinatorially regu-
lated by both quantitative data and prior knowledge.

3.4.1 Qualitative Constraints and Sampling
In general, qualitative domain knowledge can define various constraints over conditional
probabilities in a BN. As described in last section, most of these constraints can be represented
by a linear regression function f (θijk) ≤ c, ∀i, j, k (c is a scaler), where θijk is the conditional
probability of the state of i-th node being k, given its j-th parent configuration. In particular,
one type of constraints can be derived from this function. Cross-distribution Constraints defines
the relative relation between a pair of parameters over different conditions. If two parameters
in a constraint share the same node index i and value k, but different parent configuration j,
the constraint is called cross-distribution constraint. This constraints can be usually derived
from causality in the qualitative knowledge.

θijk ≤,≥ θij′k∀j �= j′ (24)

Given the constraints defined by f, we can withdraw samples of parameter which are consis-
tent with the constraints, e.g. in Eq. 24, by accept-reject sampling. Since sampling can be done



Bayesian Network70

at each node, it is relatively reasonable for demonstration. But node with more parent nodes,
Gibbs sampling and simulated annealing can be used.

3.4.2 Qualitative Bayesian Parameter Score (QBPS)
In this study, we assume the data distribution is multinomial and prior is Dirichlet. The pos-
terior probability of the parameter given the data in standard MAP estimation can be written
as

logPr(θ|G, D) = log Pr(D|θ, G) + log Pr(θ|G)− c = log{α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θ
Nijk+N′

ijk−1
ijk } (25)

where θ denotes the parameters in a Bayes net and G is the network’s structure. i, j, k is defined
as section 3.4.1. The first term in Eq. 25 represent the data statistics which is followed by the
Dirichlet prior distribution with hyperparameter N′

ijk (1). α is a normalizer. In standard MAP
method, N′

ijk is usually set to a very small and equal number which results in non-informative
prior.
We propose a posterior probability which employs the informative prior constraints (f) in
the last section. In previous methods (35–37), f is imposed into the posterior probability
as an penalty term. The MAP estimation is transformed to constrained optimization prob-
lem. However, the violation term f in these cases can only penalize the likelihood when the
learned local maximum violates the constraints in the sign, but it can not distinguish a set
of all possible local maximums obeying the constraints. So, final solution is not necessary a
global maximum (37). Therefore, it is desired to use prior constraints (such as Eq. 24) as soft
regulations to the posterior probability in Eq. 25. We name this MAP-like score function as
Qualitative Bayesian Parameter Score (QBPS).

log Pr(θ|G, D, Ω) = log Pr(D|θ, G) + log Pr(θ|G, Ω)− c (26)

The difference between Eq. 26 and Eq. 25 is the addition of Ω to the posterior probability in
Eq. 25. The first term in Eq. 26 is the data statistics as in the standard MAP estimation. The
second term Pr(θ|G, Ω) represent the parameter’s prior distribution given prior knowledge
Ω. Ω can represent any forms of generic prior constraints over the parameter space, such as
Eq. 24. In conventional approaches, Pr(θ|G) can be any probability function, such as Gaussian
or Dirichlet distribution function with pre-defined hyperparameters. In case of multinomial
data, Pr(θ|G) oftenly take the form of beta distribution due to the conjugate distribution prop-
erty. Thus, the problem is to fuse the prior knowledge Ω and its associated constraints (f) over
parameter space with the beta distribution Pr(θ|G) which results in the constrained beta dis-
tribution Pr(θ|G, Ω).
In general, we can either i) fit the beta distribution into the constrained parameter space by
estimating the hyperparameters of Dirichlet distribution given a vector of constrained param-
eter samples θl

ijk (43). These samples can be obtained based on the accept-reject sampling. In
this case, we only select one local maximum prior model (one instance of hyperparameter) to
substitute the uncertainty in the (priori) parameter space (all possible instances of hyperpa-
rameter) or ii) admit the model uncertainty and utilize conjugate property of beta distribution
to reconstruct the (priori) parameter space distribution based on all constrained parameter
samples. In this case, we have

Pr(θ|Ω, G) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Ml
ijk ∀l = 1, ..., L (27)

where θl
ijk is an instance of constrained prior parameter sample and Ml

ijk denotes the num-

ber of ’success’ cases of this instance (Xi=k, Πi=j|θl
ijk) exists in the past A (A is an arbitrary

number) samples. It is equal to

Ml
ijk = A × Prl(Xi = k, Πi = j|Ω) (28)

Together, the QBPS score can be written as

Pr(θ|G, D, Ω) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Nijk+Ml
ijk ∀l = 1, ..., L (29)

where Nijk is the number of occurrence in the training date for the ith node to have a value of
k and for its parent to have a value of j and L is the total number of priori parameter samples
from accept-reject sampling. (L is a large number) Thus, the local maximum estimation of a
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Fig. 8. Parameter Learning in Toy Network: The network contains two binary nodes. A is
an activator parent of B. X,Y-axles represent conditional probability P(B|A) and P(B|A) re-
spectively; Z-axis is equal to the negative value of posterior statistical counts [-(Nijk+Ml

ijk)] in
Eq. 29.

QBPS score equals to

θ̂l
ijk =

Nijk + γN0Prl(Xi = k, Πi = j|Ω)

∑K
k=1 Nijk + γN0Prl(Xi = k, Πi = j|Ω)

(30)

where N0 is equal to the number of total data samples. Now, we further assume that A and
N0 has a ratio γ, i.e. A = γ × N0. From Eq. 30, we can see that ratio γ actually specified
the belief-ratio between data statistics and prior knowledge statistics. If γ=0, we neglect the
statistics from the prior knowledge and only trust the statistics in the data, thus, our estimation
in Eq. 30 converges to ML results; If γ=+∞, we neglect the statistics in the data and only
trust the prior knowledge, the results converge to the previously mentioned constraint-based
probabilistic inference in (Dynamic) Bayesian inference [9,10]. If 0<γ<+∞, the QBPS score is
softly regulated by both data statistics and the prior knowledge and constraints in the domain.
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at each node, it is relatively reasonable for demonstration. But node with more parent nodes,
Gibbs sampling and simulated annealing can be used.

3.4.2 Qualitative Bayesian Parameter Score (QBPS)
In this study, we assume the data distribution is multinomial and prior is Dirichlet. The pos-
terior probability of the parameter given the data in standard MAP estimation can be written
as

logPr(θ|G, D) = log Pr(D|θ, G) + log Pr(θ|G)− c = log{α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θ
Nijk+N′

ijk−1
ijk } (25)

where θ denotes the parameters in a Bayes net and G is the network’s structure. i, j, k is defined
as section 3.4.1. The first term in Eq. 25 represent the data statistics which is followed by the
Dirichlet prior distribution with hyperparameter N′

ijk (1). α is a normalizer. In standard MAP
method, N′

ijk is usually set to a very small and equal number which results in non-informative
prior.
We propose a posterior probability which employs the informative prior constraints (f) in
the last section. In previous methods (35–37), f is imposed into the posterior probability
as an penalty term. The MAP estimation is transformed to constrained optimization prob-
lem. However, the violation term f in these cases can only penalize the likelihood when the
learned local maximum violates the constraints in the sign, but it can not distinguish a set
of all possible local maximums obeying the constraints. So, final solution is not necessary a
global maximum (37). Therefore, it is desired to use prior constraints (such as Eq. 24) as soft
regulations to the posterior probability in Eq. 25. We name this MAP-like score function as
Qualitative Bayesian Parameter Score (QBPS).

log Pr(θ|G, D, Ω) = log Pr(D|θ, G) + log Pr(θ|G, Ω)− c (26)

The difference between Eq. 26 and Eq. 25 is the addition of Ω to the posterior probability in
Eq. 25. The first term in Eq. 26 is the data statistics as in the standard MAP estimation. The
second term Pr(θ|G, Ω) represent the parameter’s prior distribution given prior knowledge
Ω. Ω can represent any forms of generic prior constraints over the parameter space, such as
Eq. 24. In conventional approaches, Pr(θ|G) can be any probability function, such as Gaussian
or Dirichlet distribution function with pre-defined hyperparameters. In case of multinomial
data, Pr(θ|G) oftenly take the form of beta distribution due to the conjugate distribution prop-
erty. Thus, the problem is to fuse the prior knowledge Ω and its associated constraints (f) over
parameter space with the beta distribution Pr(θ|G) which results in the constrained beta dis-
tribution Pr(θ|G, Ω).
In general, we can either i) fit the beta distribution into the constrained parameter space by
estimating the hyperparameters of Dirichlet distribution given a vector of constrained param-
eter samples θl

ijk (43). These samples can be obtained based on the accept-reject sampling. In
this case, we only select one local maximum prior model (one instance of hyperparameter) to
substitute the uncertainty in the (priori) parameter space (all possible instances of hyperpa-
rameter) or ii) admit the model uncertainty and utilize conjugate property of beta distribution
to reconstruct the (priori) parameter space distribution based on all constrained parameter
samples. In this case, we have

Pr(θ|Ω, G) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Ml
ijk ∀l = 1, ..., L (27)

where θl
ijk is an instance of constrained prior parameter sample and Ml

ijk denotes the num-

ber of ’success’ cases of this instance (Xi=k, Πi=j|θl
ijk) exists in the past A (A is an arbitrary

number) samples. It is equal to

Ml
ijk = A × Prl(Xi = k, Πi = j|Ω) (28)

Together, the QBPS score can be written as

Pr(θ|G, D, Ω) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Nijk+Ml
ijk ∀l = 1, ..., L (29)

where Nijk is the number of occurrence in the training date for the ith node to have a value of
k and for its parent to have a value of j and L is the total number of priori parameter samples
from accept-reject sampling. (L is a large number) Thus, the local maximum estimation of a
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Fig. 8. Parameter Learning in Toy Network: The network contains two binary nodes. A is
an activator parent of B. X,Y-axles represent conditional probability P(B|A) and P(B|A) re-
spectively; Z-axis is equal to the negative value of posterior statistical counts [-(Nijk+Ml

ijk)] in
Eq. 29.

QBPS score equals to

θ̂l
ijk =

Nijk + γN0Prl(Xi = k, Πi = j|Ω)

∑K
k=1 Nijk + γN0Prl(Xi = k, Πi = j|Ω)

(30)

where N0 is equal to the number of total data samples. Now, we further assume that A and
N0 has a ratio γ, i.e. A = γ × N0. From Eq. 30, we can see that ratio γ actually specified
the belief-ratio between data statistics and prior knowledge statistics. If γ=0, we neglect the
statistics from the prior knowledge and only trust the statistics in the data, thus, our estimation
in Eq. 30 converges to ML results; If γ=+∞, we neglect the statistics in the data and only
trust the prior knowledge, the results converge to the previously mentioned constraint-based
probabilistic inference in (Dynamic) Bayesian inference [9,10]. If 0<γ<+∞, the QBPS score is
softly regulated by both data statistics and the prior knowledge and constraints in the domain.
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at each node, it is relatively reasonable for demonstration. But node with more parent nodes,
Gibbs sampling and simulated annealing can be used.

3.4.2 Qualitative Bayesian Parameter Score (QBPS)
In this study, we assume the data distribution is multinomial and prior is Dirichlet. The pos-
terior probability of the parameter given the data in standard MAP estimation can be written
as

logPr(θ|G, D) = log Pr(D|θ, G) + log Pr(θ|G)− c = log{α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θ
Nijk+N′

ijk−1
ijk } (25)

where θ denotes the parameters in a Bayes net and G is the network’s structure. i, j, k is defined
as section 3.4.1. The first term in Eq. 25 represent the data statistics which is followed by the
Dirichlet prior distribution with hyperparameter N′

ijk (1). α is a normalizer. In standard MAP
method, N′

ijk is usually set to a very small and equal number which results in non-informative
prior.
We propose a posterior probability which employs the informative prior constraints (f) in
the last section. In previous methods (35–37), f is imposed into the posterior probability
as an penalty term. The MAP estimation is transformed to constrained optimization prob-
lem. However, the violation term f in these cases can only penalize the likelihood when the
learned local maximum violates the constraints in the sign, but it can not distinguish a set
of all possible local maximums obeying the constraints. So, final solution is not necessary a
global maximum (37). Therefore, it is desired to use prior constraints (such as Eq. 24) as soft
regulations to the posterior probability in Eq. 25. We name this MAP-like score function as
Qualitative Bayesian Parameter Score (QBPS).

log Pr(θ|G, D, Ω) = log Pr(D|θ, G) + log Pr(θ|G, Ω)− c (26)

The difference between Eq. 26 and Eq. 25 is the addition of Ω to the posterior probability in
Eq. 25. The first term in Eq. 26 is the data statistics as in the standard MAP estimation. The
second term Pr(θ|G, Ω) represent the parameter’s prior distribution given prior knowledge
Ω. Ω can represent any forms of generic prior constraints over the parameter space, such as
Eq. 24. In conventional approaches, Pr(θ|G) can be any probability function, such as Gaussian
or Dirichlet distribution function with pre-defined hyperparameters. In case of multinomial
data, Pr(θ|G) oftenly take the form of beta distribution due to the conjugate distribution prop-
erty. Thus, the problem is to fuse the prior knowledge Ω and its associated constraints (f) over
parameter space with the beta distribution Pr(θ|G) which results in the constrained beta dis-
tribution Pr(θ|G, Ω).
In general, we can either i) fit the beta distribution into the constrained parameter space by
estimating the hyperparameters of Dirichlet distribution given a vector of constrained param-
eter samples θl

ijk (43). These samples can be obtained based on the accept-reject sampling. In
this case, we only select one local maximum prior model (one instance of hyperparameter) to
substitute the uncertainty in the (priori) parameter space (all possible instances of hyperpa-
rameter) or ii) admit the model uncertainty and utilize conjugate property of beta distribution
to reconstruct the (priori) parameter space distribution based on all constrained parameter
samples. In this case, we have

Pr(θ|Ω, G) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Ml
ijk ∀l = 1, ..., L (27)

where θl
ijk is an instance of constrained prior parameter sample and Ml

ijk denotes the num-

ber of ’success’ cases of this instance (Xi=k, Πi=j|θl
ijk) exists in the past A (A is an arbitrary

number) samples. It is equal to

Ml
ijk = A × Prl(Xi = k, Πi = j|Ω) (28)

Together, the QBPS score can be written as

Pr(θ|G, D, Ω) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Nijk+Ml
ijk ∀l = 1, ..., L (29)

where Nijk is the number of occurrence in the training date for the ith node to have a value of
k and for its parent to have a value of j and L is the total number of priori parameter samples
from accept-reject sampling. (L is a large number) Thus, the local maximum estimation of a
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Fig. 8. Parameter Learning in Toy Network: The network contains two binary nodes. A is
an activator parent of B. X,Y-axles represent conditional probability P(B|A) and P(B|A) re-
spectively; Z-axis is equal to the negative value of posterior statistical counts [-(Nijk+Ml

ijk)] in
Eq. 29.

QBPS score equals to

θ̂l
ijk =

Nijk + γN0Prl(Xi = k, Πi = j|Ω)

∑K
k=1 Nijk + γN0Prl(Xi = k, Πi = j|Ω)

(30)

where N0 is equal to the number of total data samples. Now, we further assume that A and
N0 has a ratio γ, i.e. A = γ × N0. From Eq. 30, we can see that ratio γ actually specified
the belief-ratio between data statistics and prior knowledge statistics. If γ=0, we neglect the
statistics from the prior knowledge and only trust the statistics in the data, thus, our estimation
in Eq. 30 converges to ML results; If γ=+∞, we neglect the statistics in the data and only
trust the prior knowledge, the results converge to the previously mentioned constraint-based
probabilistic inference in (Dynamic) Bayesian inference [9,10]. If 0<γ<+∞, the QBPS score is
softly regulated by both data statistics and the prior knowledge and constraints in the domain.
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at each node, it is relatively reasonable for demonstration. But node with more parent nodes,
Gibbs sampling and simulated annealing can be used.

3.4.2 Qualitative Bayesian Parameter Score (QBPS)
In this study, we assume the data distribution is multinomial and prior is Dirichlet. The pos-
terior probability of the parameter given the data in standard MAP estimation can be written
as

logPr(θ|G, D) = log Pr(D|θ, G) + log Pr(θ|G)− c = log{α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θ
Nijk+N′

ijk−1
ijk } (25)

where θ denotes the parameters in a Bayes net and G is the network’s structure. i, j, k is defined
as section 3.4.1. The first term in Eq. 25 represent the data statistics which is followed by the
Dirichlet prior distribution with hyperparameter N′

ijk (1). α is a normalizer. In standard MAP
method, N′

ijk is usually set to a very small and equal number which results in non-informative
prior.
We propose a posterior probability which employs the informative prior constraints (f) in
the last section. In previous methods (35–37), f is imposed into the posterior probability
as an penalty term. The MAP estimation is transformed to constrained optimization prob-
lem. However, the violation term f in these cases can only penalize the likelihood when the
learned local maximum violates the constraints in the sign, but it can not distinguish a set
of all possible local maximums obeying the constraints. So, final solution is not necessary a
global maximum (37). Therefore, it is desired to use prior constraints (such as Eq. 24) as soft
regulations to the posterior probability in Eq. 25. We name this MAP-like score function as
Qualitative Bayesian Parameter Score (QBPS).

log Pr(θ|G, D, Ω) = log Pr(D|θ, G) + log Pr(θ|G, Ω)− c (26)

The difference between Eq. 26 and Eq. 25 is the addition of Ω to the posterior probability in
Eq. 25. The first term in Eq. 26 is the data statistics as in the standard MAP estimation. The
second term Pr(θ|G, Ω) represent the parameter’s prior distribution given prior knowledge
Ω. Ω can represent any forms of generic prior constraints over the parameter space, such as
Eq. 24. In conventional approaches, Pr(θ|G) can be any probability function, such as Gaussian
or Dirichlet distribution function with pre-defined hyperparameters. In case of multinomial
data, Pr(θ|G) oftenly take the form of beta distribution due to the conjugate distribution prop-
erty. Thus, the problem is to fuse the prior knowledge Ω and its associated constraints (f) over
parameter space with the beta distribution Pr(θ|G) which results in the constrained beta dis-
tribution Pr(θ|G, Ω).
In general, we can either i) fit the beta distribution into the constrained parameter space by
estimating the hyperparameters of Dirichlet distribution given a vector of constrained param-
eter samples θl

ijk (43). These samples can be obtained based on the accept-reject sampling. In
this case, we only select one local maximum prior model (one instance of hyperparameter) to
substitute the uncertainty in the (priori) parameter space (all possible instances of hyperpa-
rameter) or ii) admit the model uncertainty and utilize conjugate property of beta distribution
to reconstruct the (priori) parameter space distribution based on all constrained parameter
samples. In this case, we have

Pr(θ|Ω, G) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Ml
ijk ∀l = 1, ..., L (27)

where θl
ijk is an instance of constrained prior parameter sample and Ml

ijk denotes the num-

ber of ’success’ cases of this instance (Xi=k, Πi=j|θl
ijk) exists in the past A (A is an arbitrary

number) samples. It is equal to

Ml
ijk = A × Prl(Xi = k, Πi = j|Ω) (28)

Together, the QBPS score can be written as

Pr(θ|G, D, Ω) = α
n

∏
i=1

qi

∏
j=1

ri

∏
k=1

θl
ijk

Nijk+Ml
ijk ∀l = 1, ..., L (29)

where Nijk is the number of occurrence in the training date for the ith node to have a value of
k and for its parent to have a value of j and L is the total number of priori parameter samples
from accept-reject sampling. (L is a large number) Thus, the local maximum estimation of a
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Fig. 8. Parameter Learning in Toy Network: The network contains two binary nodes. A is
an activator parent of B. X,Y-axles represent conditional probability P(B|A) and P(B|A) re-
spectively; Z-axis is equal to the negative value of posterior statistical counts [-(Nijk+Ml

ijk)] in
Eq. 29.

QBPS score equals to

θ̂l
ijk =

Nijk + γN0Prl(Xi = k, Πi = j|Ω)

∑K
k=1 Nijk + γN0Prl(Xi = k, Πi = j|Ω)

(30)

where N0 is equal to the number of total data samples. Now, we further assume that A and
N0 has a ratio γ, i.e. A = γ × N0. From Eq. 30, we can see that ratio γ actually specified
the belief-ratio between data statistics and prior knowledge statistics. If γ=0, we neglect the
statistics from the prior knowledge and only trust the statistics in the data, thus, our estimation
in Eq. 30 converges to ML results; If γ=+∞, we neglect the statistics in the data and only
trust the prior knowledge, the results converge to the previously mentioned constraint-based
probabilistic inference in (Dynamic) Bayesian inference [9,10]. If 0<γ<+∞, the QBPS score is
softly regulated by both data statistics and the prior knowledge and constraints in the domain.
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Since the estimation in Eq.8 is a joint effect from both inequality constraints in qualitative prior
knowledge and data observation, we name it as Qualitative Maximum a Posterior (QMAP)
estimation.

3.4.3 QMAP Estimation
1. QMAP Estimation with Full Bayesian Approach
As we have shown, we can reconstruct the priori parameter distribution from prior con-
straints. Each priori parameter sample θl

ijk together with the given structure (G) define a prior

network ml . Each priori ml can be mapped to a posteriori. Thus, the final posterior probability
of all Bayesian network models is defined over this class of prior networks ml in terms of a
set QBPS scores (Eq. 29). Our final goal is to predict future observations on variable X from
the training data (D) and priori constraints Ω. Given BN structure (G), this prediction can be
calculated as integration over the parameter space weighted by its posterior probability.

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)Pr(θ|G, Ω, D)dθ (31)

The posterior probability of the parameter given data and qualitative prior knowledge, i.e.
Pr(θ|G, Ω, D), is in-turn an integration over all possible prior models (m) in the class defined
by Ω, thus, we can extend Eq. 31 as

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)

∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dmdθ (32)

Pr(m|Ω) in Eq 32 is equal to 1 since all the valid prior models (m) are consistent with the prior
constraints Ω.
The outer integration can be approximated by its local maximum if we assume the QBPS curve
for each model is peaky, then we can write the inference as Pr(X|θ̂, G). With full Bayesian
approach, final QMAP estimation of the parameter can be optimized by integrating the set
of local QBPS maximums over the prior network space, i.e. selecting the QMAP estimation
which maximize the integrated QBPS score.

θ̂ = argmaxθ

{∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dm

}
= argmaxθ




1
L

L

∑
l=1

α ∏
ijk

θ
Nijk+Ml

ijk

ijk



(33)

Note that each prior network ml uniquely associate with a pseudo prior statistical count Ml
ijk.

The prior network space is discrete. By taking the derivative of Eq. 33 wrt θijk, we obtain the
constrained QMAP estimation with full Bayesian approach as

θ̂QMAP,FBA =
1
L

{
L

∑
l=1

Nijk + Ml
ijk

∑k Nijk + Ml
ijk

}
(34)

2. QMAP with Frequentist Maximization Approach
On the other hand, the final QMAP estimation can be obtained by frequentist maximum ap-
proach to select one single best estimate from the parameter posteriori space. In this way, we
could pick up the maximum from a set of local maximums.

θ̂QMAP,FMA = argmax{l}

{
Nijk + Ml

ijk

∑k Nijk + Ml
ijk

}
(35)

An example plot of posterior statistical counts in Eq. 29 is shown in Fig. 8. In case of ML
learning, the Ml

ijk is equal to zero for all i,j,k. In case of MAP learning, we simulated a typical
scenario, where the dirichlet parameters are set equally to a scalar. In this case, the dirchlet pa-
rameters tends to smooth the posterior score by adding equal amount of pseudo counts for all
i,j,k. The smoothed posterior favors to the uniformly distribution in this case. By setting these
prior pseudo counts to 1, conventional MAP methods try to minimize this biased smooth ef-
fect. However, the bias remains significant when the training data is relative small. In Fig. 8(g)
and 8(h), we show that our proposed QMAP methods augment the posterior distribution by
reconstructing the prior from the qualitative knowledge and each prior distribution sample
Ml

ijk is combined with the data statistics to regulates posterior counts on equal opportunities.
In this way, we can explore the multiple local maximums sit in the posterior space so that we
ensure to select the global maximum.

3.5 Experiments
3.5.1 Experiment Design
We evaluate our proposed parameter learning methods using a realistic AU recognition data.
We test our algorithm in following learning conditions: a) In extreme case, we assume there
are no available training data and we use only generic qualitative domain knowledge which
are derived from causality in a BN to estimate the parameter. b) In standard case, we do not
employ any domain knowledge which is eventually equivalent to ML estimation. c) In an
fusion case, we use both training data and generic qualitative domain knowledge to learn the
parameter. We compare our results to standard ML and MAP estimation results.

3.5.2 Facial Action Unit Recognition
In this section, we apply our method to facial action unit (AU) recognition. The Facial Action
Coding System (FACS) (40) is the most commonly used system for facial behavior analysis.
Based on FACS, facial behaviors can be decomposed into a set of AUs, each of which is related
to the contraction of a specific set of facial muscles. An automatic AU recognition system
has many applications. Current AU recognition methods tend to perform AU recognition
individually, ignoring their relationships with other AUs. Due to the underlying physiology
and the facial anatomy, AUs often move in a coordinated and synchronized manner in order to
produce a meaningful expression. To represent the dependencies among AUs, Tong et al (41)
proposed to use Bayesian Network to capture the relationships among AUs. Following their
work, we propose to use the same BN model to capture the relationships among the 14 most
common AUs as shown in Figure 9(a), where the larger circular nodes in the model represent
AUs while the smaller nodes represent their image measurements. They have demonstrated
that the BN model is superior to the state of the arts AU recognition method. But to use
the model, they need a large amount of training data, which is often hard to acquire. We
will show that we can achieve comparable results using only a fraction of their training data.
Using the model, we extract constraints based on the following rules provided by domain
experts: 1. Marginal Constraint: In spontaneous cases, some AUs rarely occur. One example
for this case is AU27, and the rule is P(AU27 = 1)≤P(AU27 = 0), where 1 means presence
and 0 means absence. 2. Causality-derived Cross-distribution Constraint: As shown in Figure
4, every link between two AU nodes has a sign provided by the domain expert. The + sign
denotes positive influence,which means two AU nodes have co-occurrence relationship, while
a negative sign denotes negative influence, which means the two AU nodes have mutual
exclusive relationship. Considering an AU node AUi has only one parent node AUj, if the
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Since the estimation in Eq.8 is a joint effect from both inequality constraints in qualitative prior
knowledge and data observation, we name it as Qualitative Maximum a Posterior (QMAP)
estimation.

3.4.3 QMAP Estimation
1. QMAP Estimation with Full Bayesian Approach
As we have shown, we can reconstruct the priori parameter distribution from prior con-
straints. Each priori parameter sample θl

ijk together with the given structure (G) define a prior

network ml . Each priori ml can be mapped to a posteriori. Thus, the final posterior probability
of all Bayesian network models is defined over this class of prior networks ml in terms of a
set QBPS scores (Eq. 29). Our final goal is to predict future observations on variable X from
the training data (D) and priori constraints Ω. Given BN structure (G), this prediction can be
calculated as integration over the parameter space weighted by its posterior probability.

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)Pr(θ|G, Ω, D)dθ (31)

The posterior probability of the parameter given data and qualitative prior knowledge, i.e.
Pr(θ|G, Ω, D), is in-turn an integration over all possible prior models (m) in the class defined
by Ω, thus, we can extend Eq. 31 as

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)

∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dmdθ (32)

Pr(m|Ω) in Eq 32 is equal to 1 since all the valid prior models (m) are consistent with the prior
constraints Ω.
The outer integration can be approximated by its local maximum if we assume the QBPS curve
for each model is peaky, then we can write the inference as Pr(X|θ̂, G). With full Bayesian
approach, final QMAP estimation of the parameter can be optimized by integrating the set
of local QBPS maximums over the prior network space, i.e. selecting the QMAP estimation
which maximize the integrated QBPS score.

θ̂ = argmaxθ

{∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dm

}
= argmaxθ




1
L

L

∑
l=1

α ∏
ijk

θ
Nijk+Ml

ijk

ijk



(33)

Note that each prior network ml uniquely associate with a pseudo prior statistical count Ml
ijk.

The prior network space is discrete. By taking the derivative of Eq. 33 wrt θijk, we obtain the
constrained QMAP estimation with full Bayesian approach as

θ̂QMAP,FBA =
1
L

{
L

∑
l=1

Nijk + Ml
ijk

∑k Nijk + Ml
ijk

}
(34)

2. QMAP with Frequentist Maximization Approach
On the other hand, the final QMAP estimation can be obtained by frequentist maximum ap-
proach to select one single best estimate from the parameter posteriori space. In this way, we
could pick up the maximum from a set of local maximums.

θ̂QMAP,FMA = argmax{l}

{
Nijk + Ml

ijk

∑k Nijk + Ml
ijk

}
(35)

An example plot of posterior statistical counts in Eq. 29 is shown in Fig. 8. In case of ML
learning, the Ml

ijk is equal to zero for all i,j,k. In case of MAP learning, we simulated a typical
scenario, where the dirichlet parameters are set equally to a scalar. In this case, the dirchlet pa-
rameters tends to smooth the posterior score by adding equal amount of pseudo counts for all
i,j,k. The smoothed posterior favors to the uniformly distribution in this case. By setting these
prior pseudo counts to 1, conventional MAP methods try to minimize this biased smooth ef-
fect. However, the bias remains significant when the training data is relative small. In Fig. 8(g)
and 8(h), we show that our proposed QMAP methods augment the posterior distribution by
reconstructing the prior from the qualitative knowledge and each prior distribution sample
Ml

ijk is combined with the data statistics to regulates posterior counts on equal opportunities.
In this way, we can explore the multiple local maximums sit in the posterior space so that we
ensure to select the global maximum.

3.5 Experiments
3.5.1 Experiment Design
We evaluate our proposed parameter learning methods using a realistic AU recognition data.
We test our algorithm in following learning conditions: a) In extreme case, we assume there
are no available training data and we use only generic qualitative domain knowledge which
are derived from causality in a BN to estimate the parameter. b) In standard case, we do not
employ any domain knowledge which is eventually equivalent to ML estimation. c) In an
fusion case, we use both training data and generic qualitative domain knowledge to learn the
parameter. We compare our results to standard ML and MAP estimation results.

3.5.2 Facial Action Unit Recognition
In this section, we apply our method to facial action unit (AU) recognition. The Facial Action
Coding System (FACS) (40) is the most commonly used system for facial behavior analysis.
Based on FACS, facial behaviors can be decomposed into a set of AUs, each of which is related
to the contraction of a specific set of facial muscles. An automatic AU recognition system
has many applications. Current AU recognition methods tend to perform AU recognition
individually, ignoring their relationships with other AUs. Due to the underlying physiology
and the facial anatomy, AUs often move in a coordinated and synchronized manner in order to
produce a meaningful expression. To represent the dependencies among AUs, Tong et al (41)
proposed to use Bayesian Network to capture the relationships among AUs. Following their
work, we propose to use the same BN model to capture the relationships among the 14 most
common AUs as shown in Figure 9(a), where the larger circular nodes in the model represent
AUs while the smaller nodes represent their image measurements. They have demonstrated
that the BN model is superior to the state of the arts AU recognition method. But to use
the model, they need a large amount of training data, which is often hard to acquire. We
will show that we can achieve comparable results using only a fraction of their training data.
Using the model, we extract constraints based on the following rules provided by domain
experts: 1. Marginal Constraint: In spontaneous cases, some AUs rarely occur. One example
for this case is AU27, and the rule is P(AU27 = 1)≤P(AU27 = 0), where 1 means presence
and 0 means absence. 2. Causality-derived Cross-distribution Constraint: As shown in Figure
4, every link between two AU nodes has a sign provided by the domain expert. The + sign
denotes positive influence,which means two AU nodes have co-occurrence relationship, while
a negative sign denotes negative influence, which means the two AU nodes have mutual
exclusive relationship. Considering an AU node AUi has only one parent node AUj, if the
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Since the estimation in Eq.8 is a joint effect from both inequality constraints in qualitative prior
knowledge and data observation, we name it as Qualitative Maximum a Posterior (QMAP)
estimation.

3.4.3 QMAP Estimation
1. QMAP Estimation with Full Bayesian Approach
As we have shown, we can reconstruct the priori parameter distribution from prior con-
straints. Each priori parameter sample θl

ijk together with the given structure (G) define a prior

network ml . Each priori ml can be mapped to a posteriori. Thus, the final posterior probability
of all Bayesian network models is defined over this class of prior networks ml in terms of a
set QBPS scores (Eq. 29). Our final goal is to predict future observations on variable X from
the training data (D) and priori constraints Ω. Given BN structure (G), this prediction can be
calculated as integration over the parameter space weighted by its posterior probability.

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)Pr(θ|G, Ω, D)dθ (31)

The posterior probability of the parameter given data and qualitative prior knowledge, i.e.
Pr(θ|G, Ω, D), is in-turn an integration over all possible prior models (m) in the class defined
by Ω, thus, we can extend Eq. 31 as

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)

∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dmdθ (32)

Pr(m|Ω) in Eq 32 is equal to 1 since all the valid prior models (m) are consistent with the prior
constraints Ω.
The outer integration can be approximated by its local maximum if we assume the QBPS curve
for each model is peaky, then we can write the inference as Pr(X|θ̂, G). With full Bayesian
approach, final QMAP estimation of the parameter can be optimized by integrating the set
of local QBPS maximums over the prior network space, i.e. selecting the QMAP estimation
which maximize the integrated QBPS score.

θ̂ = argmaxθ

{∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dm

}
= argmaxθ
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1
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L
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α ∏
ijk

θ
Nijk+Ml

ijk

ijk



(33)

Note that each prior network ml uniquely associate with a pseudo prior statistical count Ml
ijk.

The prior network space is discrete. By taking the derivative of Eq. 33 wrt θijk, we obtain the
constrained QMAP estimation with full Bayesian approach as

θ̂QMAP,FBA =
1
L

{
L

∑
l=1

Nijk + Ml
ijk

∑k Nijk + Ml
ijk

}
(34)

2. QMAP with Frequentist Maximization Approach
On the other hand, the final QMAP estimation can be obtained by frequentist maximum ap-
proach to select one single best estimate from the parameter posteriori space. In this way, we
could pick up the maximum from a set of local maximums.

θ̂QMAP,FMA = argmax{l}

{
Nijk + Ml

ijk

∑k Nijk + Ml
ijk

}
(35)

An example plot of posterior statistical counts in Eq. 29 is shown in Fig. 8. In case of ML
learning, the Ml

ijk is equal to zero for all i,j,k. In case of MAP learning, we simulated a typical
scenario, where the dirichlet parameters are set equally to a scalar. In this case, the dirchlet pa-
rameters tends to smooth the posterior score by adding equal amount of pseudo counts for all
i,j,k. The smoothed posterior favors to the uniformly distribution in this case. By setting these
prior pseudo counts to 1, conventional MAP methods try to minimize this biased smooth ef-
fect. However, the bias remains significant when the training data is relative small. In Fig. 8(g)
and 8(h), we show that our proposed QMAP methods augment the posterior distribution by
reconstructing the prior from the qualitative knowledge and each prior distribution sample
Ml

ijk is combined with the data statistics to regulates posterior counts on equal opportunities.
In this way, we can explore the multiple local maximums sit in the posterior space so that we
ensure to select the global maximum.

3.5 Experiments
3.5.1 Experiment Design
We evaluate our proposed parameter learning methods using a realistic AU recognition data.
We test our algorithm in following learning conditions: a) In extreme case, we assume there
are no available training data and we use only generic qualitative domain knowledge which
are derived from causality in a BN to estimate the parameter. b) In standard case, we do not
employ any domain knowledge which is eventually equivalent to ML estimation. c) In an
fusion case, we use both training data and generic qualitative domain knowledge to learn the
parameter. We compare our results to standard ML and MAP estimation results.

3.5.2 Facial Action Unit Recognition
In this section, we apply our method to facial action unit (AU) recognition. The Facial Action
Coding System (FACS) (40) is the most commonly used system for facial behavior analysis.
Based on FACS, facial behaviors can be decomposed into a set of AUs, each of which is related
to the contraction of a specific set of facial muscles. An automatic AU recognition system
has many applications. Current AU recognition methods tend to perform AU recognition
individually, ignoring their relationships with other AUs. Due to the underlying physiology
and the facial anatomy, AUs often move in a coordinated and synchronized manner in order to
produce a meaningful expression. To represent the dependencies among AUs, Tong et al (41)
proposed to use Bayesian Network to capture the relationships among AUs. Following their
work, we propose to use the same BN model to capture the relationships among the 14 most
common AUs as shown in Figure 9(a), where the larger circular nodes in the model represent
AUs while the smaller nodes represent their image measurements. They have demonstrated
that the BN model is superior to the state of the arts AU recognition method. But to use
the model, they need a large amount of training data, which is often hard to acquire. We
will show that we can achieve comparable results using only a fraction of their training data.
Using the model, we extract constraints based on the following rules provided by domain
experts: 1. Marginal Constraint: In spontaneous cases, some AUs rarely occur. One example
for this case is AU27, and the rule is P(AU27 = 1)≤P(AU27 = 0), where 1 means presence
and 0 means absence. 2. Causality-derived Cross-distribution Constraint: As shown in Figure
4, every link between two AU nodes has a sign provided by the domain expert. The + sign
denotes positive influence,which means two AU nodes have co-occurrence relationship, while
a negative sign denotes negative influence, which means the two AU nodes have mutual
exclusive relationship. Considering an AU node AUi has only one parent node AUj, if the
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Since the estimation in Eq.8 is a joint effect from both inequality constraints in qualitative prior
knowledge and data observation, we name it as Qualitative Maximum a Posterior (QMAP)
estimation.

3.4.3 QMAP Estimation
1. QMAP Estimation with Full Bayesian Approach
As we have shown, we can reconstruct the priori parameter distribution from prior con-
straints. Each priori parameter sample θl

ijk together with the given structure (G) define a prior

network ml . Each priori ml can be mapped to a posteriori. Thus, the final posterior probability
of all Bayesian network models is defined over this class of prior networks ml in terms of a
set QBPS scores (Eq. 29). Our final goal is to predict future observations on variable X from
the training data (D) and priori constraints Ω. Given BN structure (G), this prediction can be
calculated as integration over the parameter space weighted by its posterior probability.

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)Pr(θ|G, Ω, D)dθ (31)

The posterior probability of the parameter given data and qualitative prior knowledge, i.e.
Pr(θ|G, Ω, D), is in-turn an integration over all possible prior models (m) in the class defined
by Ω, thus, we can extend Eq. 31 as

Pr(X|G, D, Ω) =
∫

θ
Pr(X|θ, G)

∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dmdθ (32)

Pr(m|Ω) in Eq 32 is equal to 1 since all the valid prior models (m) are consistent with the prior
constraints Ω.
The outer integration can be approximated by its local maximum if we assume the QBPS curve
for each model is peaky, then we can write the inference as Pr(X|θ̂, G). With full Bayesian
approach, final QMAP estimation of the parameter can be optimized by integrating the set
of local QBPS maximums over the prior network space, i.e. selecting the QMAP estimation
which maximize the integrated QBPS score.

θ̂ = argmaxθ

{∫

m

Pr(D|θ, G)Pr(θ|G, m)Pr(m|Ω)

Pr(D)
dm

}
= argmaxθ




1
L

L

∑
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
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Note that each prior network ml uniquely associate with a pseudo prior statistical count Ml
ijk.

The prior network space is discrete. By taking the derivative of Eq. 33 wrt θijk, we obtain the
constrained QMAP estimation with full Bayesian approach as

θ̂QMAP,FBA =
1
L

{
L

∑
l=1

Nijk + Ml
ijk

∑k Nijk + Ml
ijk

}
(34)

2. QMAP with Frequentist Maximization Approach
On the other hand, the final QMAP estimation can be obtained by frequentist maximum ap-
proach to select one single best estimate from the parameter posteriori space. In this way, we
could pick up the maximum from a set of local maximums.

θ̂QMAP,FMA = argmax{l}

{
Nijk + Ml

ijk

∑k Nijk + Ml
ijk

}
(35)

An example plot of posterior statistical counts in Eq. 29 is shown in Fig. 8. In case of ML
learning, the Ml

ijk is equal to zero for all i,j,k. In case of MAP learning, we simulated a typical
scenario, where the dirichlet parameters are set equally to a scalar. In this case, the dirchlet pa-
rameters tends to smooth the posterior score by adding equal amount of pseudo counts for all
i,j,k. The smoothed posterior favors to the uniformly distribution in this case. By setting these
prior pseudo counts to 1, conventional MAP methods try to minimize this biased smooth ef-
fect. However, the bias remains significant when the training data is relative small. In Fig. 8(g)
and 8(h), we show that our proposed QMAP methods augment the posterior distribution by
reconstructing the prior from the qualitative knowledge and each prior distribution sample
Ml

ijk is combined with the data statistics to regulates posterior counts on equal opportunities.
In this way, we can explore the multiple local maximums sit in the posterior space so that we
ensure to select the global maximum.

3.5 Experiments
3.5.1 Experiment Design
We evaluate our proposed parameter learning methods using a realistic AU recognition data.
We test our algorithm in following learning conditions: a) In extreme case, we assume there
are no available training data and we use only generic qualitative domain knowledge which
are derived from causality in a BN to estimate the parameter. b) In standard case, we do not
employ any domain knowledge which is eventually equivalent to ML estimation. c) In an
fusion case, we use both training data and generic qualitative domain knowledge to learn the
parameter. We compare our results to standard ML and MAP estimation results.

3.5.2 Facial Action Unit Recognition
In this section, we apply our method to facial action unit (AU) recognition. The Facial Action
Coding System (FACS) (40) is the most commonly used system for facial behavior analysis.
Based on FACS, facial behaviors can be decomposed into a set of AUs, each of which is related
to the contraction of a specific set of facial muscles. An automatic AU recognition system
has many applications. Current AU recognition methods tend to perform AU recognition
individually, ignoring their relationships with other AUs. Due to the underlying physiology
and the facial anatomy, AUs often move in a coordinated and synchronized manner in order to
produce a meaningful expression. To represent the dependencies among AUs, Tong et al (41)
proposed to use Bayesian Network to capture the relationships among AUs. Following their
work, we propose to use the same BN model to capture the relationships among the 14 most
common AUs as shown in Figure 9(a), where the larger circular nodes in the model represent
AUs while the smaller nodes represent their image measurements. They have demonstrated
that the BN model is superior to the state of the arts AU recognition method. But to use
the model, they need a large amount of training data, which is often hard to acquire. We
will show that we can achieve comparable results using only a fraction of their training data.
Using the model, we extract constraints based on the following rules provided by domain
experts: 1. Marginal Constraint: In spontaneous cases, some AUs rarely occur. One example
for this case is AU27, and the rule is P(AU27 = 1)≤P(AU27 = 0), where 1 means presence
and 0 means absence. 2. Causality-derived Cross-distribution Constraint: As shown in Figure
4, every link between two AU nodes has a sign provided by the domain expert. The + sign
denotes positive influence,which means two AU nodes have co-occurrence relationship, while
a negative sign denotes negative influence, which means the two AU nodes have mutual
exclusive relationship. Considering an AU node AUi has only one parent node AUj, if the
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sign of the link is positive, we have P(AUi = 1|AUj = 0)≤P(AUi = 1|AUj = 1), e.g. P(AU1 =
1|AU2 = 0)≤P(AU1 = 1|AU2 = 1); if the sign of the link is negative, then we can get P(AUi =
1|AUj = 1)≤P(AUi = 1|AUj = 0), e.g. P(AU6 = 1|AU27 = 1)≤P(AU6 = 1|AU27 = 0). If an AU
node AUi has more than one AU parent nodes, AUP denote all the parent nodes with positive
links, and AUN denote all the parent nodes with negative links. Then we get P(AUi = 1|AUP

= 0,AUN = 1)≤P(AUi = 1|AUP = 1,AUN = 0), e.g. P(AU15 = 1|AU24 = 0,AU25 = 1)≤P(AU15
= 1|AU24 = 1,AU25 = 0). 3. Range Constraint: If an AU node AUi has more than one parent
nodes AUP , and all of them with positive influence, then P(AUi = 1|AUP = 1)≥0.8. If an AU
node AUi has more than one parent nodes AUN , and all of them with negative influence, then
P(AUi = 1|AUN = 1)≤0.2.
Please note the above constraints are due to either facial anatomy or due to certain facial
patterns. They are generic enough to be applied to different databases and to different indi-
viduals.

3.5.3 Integrative Learning with domain knowledge and data
The 8000 images used in experiments are collected from Cohn and Kanades DFAT-504. In each
simulation run, we randomly select 0 to 5000 samples out of 8000 samples for training and we
repeat learning task for 20 times. Training data are used for learning the parameters in the AU
BN (Figure 9(a)). After the learning, we select 1000 untouched samples for testing. Testing
data are used to perform AU recognition through inference given learned BN. We assume the
training data is complete. In the first part, we show the learning results in K-L divergence on
the AU subnetwork in Figure 9(a). In the second part, we show the real classification results.
We apply ML and QMAP estimation with qualitative domain knowledge defined above to
learning the parameters in the AU subnetwork. The K-L divergence is shown in Figure 9(b).
The x-axis and the y-axis denote training sample size and K-L divergence respectively. The
K-L result is actually the mean K-L divergence which is calculated by averaging the param-
eter learning results over all randomly selected training samples under each specific sample
size. We can see that: i) QMAP with γ=1 performs significantly better than ML estimation
under every training data size. More specifically, the K-L divergence for ML estimation with
3 training sample is decreased from 2.21 to 0.24 for QMAP with γ=1. Even at 5000 train-
ing samples, the K-L divergence for ML estimation is decreased from 0.04 to close to 0 for
QMAP estimation; On the other hand, we can evaluate the results by counting how many
training samples are required to achieve specific desired K-L divergence level for ML, MAP
and QMAP method respectively. At 3 training sample, K-L divergence for QMAP estimation
is 0.24. In order to obtain equivalent or better K-L divergence level, ML estimation needs 200
samples. At 5000 training sample, K-L divergence for ML estimation is 0.04 which can be
achieved by QMAP with 10 samples. These results are extremely encouraging, as using our
methods with domain-specific yet generic qualitative constraints, and with a small number
of manually labeled data (10), we can achieve similar learning accuracy to the ML estimation
with full training dataset (5000).
The encouraging learning results of our QMAP method shed light over the usage of generic
qualitative domain knowledge in learning task. Therefore, in this section, we explore an ex-
treme case of parameter learning by ignoring all training data sample but only employing
the set of qualitative constraints (same set of constraints defined above) to learn the AU sub-
network parameters. In this case, the data statistics counts in Eq. 30 is zero due to lack of
training data. The parameter estimation is only determined by priori pseudo counts given
the qualitative knowledge. The K-L divergence in this case is 0.0308 which is lower than K-L
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Fig. 9. Comparison of AU recognition network parameter learning results from ML and
QMAP respectively. a) AU Recognition Network with AU nodes and measurement nodes; b)
K-L divergence measurement of parameter learning in AU network based on training dataset
with various sample size. Comparison of AU recognition skill using the BN learned from
ML and QMAP respectively. We compare QMAP to standard ML skills. c) AU Recognition
Network; d) AU Recognition skill score at 200 training samples on AU nodes;

divergence of ML learning with full training data (5000 training samples). Meanwhile, this
K-L divergence level corresponds to that of QMAP learning with γ=1 at 25 data samples.

3.5.4 Classification
In this section, we want to study the performance of the proposed learning methods by us-
ing such learned BN model for AU classification. For AU classification, we need feed the
BN model with AU measurements computed from Gabor Wavelet jets. Given the AU mea-
surements, we want to infer the true states of each AU using the model parameters learnt
with our method. Specifically, we want to study the AU recognition performance under dif-
ferent amount of training data including the extreme case of using no training data at all,
and compare the classification results with those in (36). We perform classification based
on the learned AU network from ML and our proposed QMAP approach in section 3.5.3).
For demonstration, we select the learned AU network parameter under training dataset with
representative sample size: 0, 20, 100, 200, 300 and 500. After learning, we randomly select
1000 untouched data samples for classification test. Figure 9(c) shows the AU recognition
results. The x-axis represent the training data size for learning AU network parameters (in
case of 0 training size, no training data but only qualitative prior knowledge is used for AU
network parameter estimation) and y-axis denotes the true skill score (the difference between
true positive rate and false positive) respectively. The true skill is calculated by averaging all
AU nodes’ skill score. We can see from Figure 9(c), the true skill score for QMAP with various
belief-ratio (γ) is significantly better than the skill score for ML estimation under nearly all
training data sample size except for QMAP with γ=0.01. In particular, even at sparse train-
ing data (20 samples), the average true skill score for all AU nodes increases from 0.6229 for
ML estimation to 0.6866 for QMAP with γ=1, to 0.6655 for QMAP with γ=0.1, to 0.6512 for
QMAP with γ=0.01 and to 0.6322 for QMAP with γ=0.001; At 100 training samples, true skill
score further enhances from 0.6644 for ML estimation to 0.6940 for QMAP with γ=1, to 0.6928
for QMAP with γ=0.1, to 0.6668 for QMAP with γ=0.01 and 0.6677 for QMAP with γ=0.001.
While training sample size grows to 200, 300, and 500 samples, the true skill score from QMAP
with γ=1.0 is equal to 0.6916, 0.6957 and 0.6942 respectively and tends to converge. In the
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sign of the link is positive, we have P(AUi = 1|AUj = 0)≤P(AUi = 1|AUj = 1), e.g. P(AU1 =
1|AU2 = 0)≤P(AU1 = 1|AU2 = 1); if the sign of the link is negative, then we can get P(AUi =
1|AUj = 1)≤P(AUi = 1|AUj = 0), e.g. P(AU6 = 1|AU27 = 1)≤P(AU6 = 1|AU27 = 0). If an AU
node AUi has more than one AU parent nodes, AUP denote all the parent nodes with positive
links, and AUN denote all the parent nodes with negative links. Then we get P(AUi = 1|AUP

= 0,AUN = 1)≤P(AUi = 1|AUP = 1,AUN = 0), e.g. P(AU15 = 1|AU24 = 0,AU25 = 1)≤P(AU15
= 1|AU24 = 1,AU25 = 0). 3. Range Constraint: If an AU node AUi has more than one parent
nodes AUP , and all of them with positive influence, then P(AUi = 1|AUP = 1)≥0.8. If an AU
node AUi has more than one parent nodes AUN , and all of them with negative influence, then
P(AUi = 1|AUN = 1)≤0.2.
Please note the above constraints are due to either facial anatomy or due to certain facial
patterns. They are generic enough to be applied to different databases and to different indi-
viduals.

3.5.3 Integrative Learning with domain knowledge and data
The 8000 images used in experiments are collected from Cohn and Kanades DFAT-504. In each
simulation run, we randomly select 0 to 5000 samples out of 8000 samples for training and we
repeat learning task for 20 times. Training data are used for learning the parameters in the AU
BN (Figure 9(a)). After the learning, we select 1000 untouched samples for testing. Testing
data are used to perform AU recognition through inference given learned BN. We assume the
training data is complete. In the first part, we show the learning results in K-L divergence on
the AU subnetwork in Figure 9(a). In the second part, we show the real classification results.
We apply ML and QMAP estimation with qualitative domain knowledge defined above to
learning the parameters in the AU subnetwork. The K-L divergence is shown in Figure 9(b).
The x-axis and the y-axis denote training sample size and K-L divergence respectively. The
K-L result is actually the mean K-L divergence which is calculated by averaging the param-
eter learning results over all randomly selected training samples under each specific sample
size. We can see that: i) QMAP with γ=1 performs significantly better than ML estimation
under every training data size. More specifically, the K-L divergence for ML estimation with
3 training sample is decreased from 2.21 to 0.24 for QMAP with γ=1. Even at 5000 train-
ing samples, the K-L divergence for ML estimation is decreased from 0.04 to close to 0 for
QMAP estimation; On the other hand, we can evaluate the results by counting how many
training samples are required to achieve specific desired K-L divergence level for ML, MAP
and QMAP method respectively. At 3 training sample, K-L divergence for QMAP estimation
is 0.24. In order to obtain equivalent or better K-L divergence level, ML estimation needs 200
samples. At 5000 training sample, K-L divergence for ML estimation is 0.04 which can be
achieved by QMAP with 10 samples. These results are extremely encouraging, as using our
methods with domain-specific yet generic qualitative constraints, and with a small number
of manually labeled data (10), we can achieve similar learning accuracy to the ML estimation
with full training dataset (5000).
The encouraging learning results of our QMAP method shed light over the usage of generic
qualitative domain knowledge in learning task. Therefore, in this section, we explore an ex-
treme case of parameter learning by ignoring all training data sample but only employing
the set of qualitative constraints (same set of constraints defined above) to learn the AU sub-
network parameters. In this case, the data statistics counts in Eq. 30 is zero due to lack of
training data. The parameter estimation is only determined by priori pseudo counts given
the qualitative knowledge. The K-L divergence in this case is 0.0308 which is lower than K-L
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Fig. 9. Comparison of AU recognition network parameter learning results from ML and
QMAP respectively. a) AU Recognition Network with AU nodes and measurement nodes; b)
K-L divergence measurement of parameter learning in AU network based on training dataset
with various sample size. Comparison of AU recognition skill using the BN learned from
ML and QMAP respectively. We compare QMAP to standard ML skills. c) AU Recognition
Network; d) AU Recognition skill score at 200 training samples on AU nodes;

divergence of ML learning with full training data (5000 training samples). Meanwhile, this
K-L divergence level corresponds to that of QMAP learning with γ=1 at 25 data samples.

3.5.4 Classification
In this section, we want to study the performance of the proposed learning methods by us-
ing such learned BN model for AU classification. For AU classification, we need feed the
BN model with AU measurements computed from Gabor Wavelet jets. Given the AU mea-
surements, we want to infer the true states of each AU using the model parameters learnt
with our method. Specifically, we want to study the AU recognition performance under dif-
ferent amount of training data including the extreme case of using no training data at all,
and compare the classification results with those in (36). We perform classification based
on the learned AU network from ML and our proposed QMAP approach in section 3.5.3).
For demonstration, we select the learned AU network parameter under training dataset with
representative sample size: 0, 20, 100, 200, 300 and 500. After learning, we randomly select
1000 untouched data samples for classification test. Figure 9(c) shows the AU recognition
results. The x-axis represent the training data size for learning AU network parameters (in
case of 0 training size, no training data but only qualitative prior knowledge is used for AU
network parameter estimation) and y-axis denotes the true skill score (the difference between
true positive rate and false positive) respectively. The true skill is calculated by averaging all
AU nodes’ skill score. We can see from Figure 9(c), the true skill score for QMAP with various
belief-ratio (γ) is significantly better than the skill score for ML estimation under nearly all
training data sample size except for QMAP with γ=0.01. In particular, even at sparse train-
ing data (20 samples), the average true skill score for all AU nodes increases from 0.6229 for
ML estimation to 0.6866 for QMAP with γ=1, to 0.6655 for QMAP with γ=0.1, to 0.6512 for
QMAP with γ=0.01 and to 0.6322 for QMAP with γ=0.001; At 100 training samples, true skill
score further enhances from 0.6644 for ML estimation to 0.6940 for QMAP with γ=1, to 0.6928
for QMAP with γ=0.1, to 0.6668 for QMAP with γ=0.01 and 0.6677 for QMAP with γ=0.001.
While training sample size grows to 200, 300, and 500 samples, the true skill score from QMAP
with γ=1.0 is equal to 0.6916, 0.6957 and 0.6942 respectively and tends to converge. In the
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sign of the link is positive, we have P(AUi = 1|AUj = 0)≤P(AUi = 1|AUj = 1), e.g. P(AU1 =
1|AU2 = 0)≤P(AU1 = 1|AU2 = 1); if the sign of the link is negative, then we can get P(AUi =
1|AUj = 1)≤P(AUi = 1|AUj = 0), e.g. P(AU6 = 1|AU27 = 1)≤P(AU6 = 1|AU27 = 0). If an AU
node AUi has more than one AU parent nodes, AUP denote all the parent nodes with positive
links, and AUN denote all the parent nodes with negative links. Then we get P(AUi = 1|AUP

= 0,AUN = 1)≤P(AUi = 1|AUP = 1,AUN = 0), e.g. P(AU15 = 1|AU24 = 0,AU25 = 1)≤P(AU15
= 1|AU24 = 1,AU25 = 0). 3. Range Constraint: If an AU node AUi has more than one parent
nodes AUP , and all of them with positive influence, then P(AUi = 1|AUP = 1)≥0.8. If an AU
node AUi has more than one parent nodes AUN , and all of them with negative influence, then
P(AUi = 1|AUN = 1)≤0.2.
Please note the above constraints are due to either facial anatomy or due to certain facial
patterns. They are generic enough to be applied to different databases and to different indi-
viduals.

3.5.3 Integrative Learning with domain knowledge and data
The 8000 images used in experiments are collected from Cohn and Kanades DFAT-504. In each
simulation run, we randomly select 0 to 5000 samples out of 8000 samples for training and we
repeat learning task for 20 times. Training data are used for learning the parameters in the AU
BN (Figure 9(a)). After the learning, we select 1000 untouched samples for testing. Testing
data are used to perform AU recognition through inference given learned BN. We assume the
training data is complete. In the first part, we show the learning results in K-L divergence on
the AU subnetwork in Figure 9(a). In the second part, we show the real classification results.
We apply ML and QMAP estimation with qualitative domain knowledge defined above to
learning the parameters in the AU subnetwork. The K-L divergence is shown in Figure 9(b).
The x-axis and the y-axis denote training sample size and K-L divergence respectively. The
K-L result is actually the mean K-L divergence which is calculated by averaging the param-
eter learning results over all randomly selected training samples under each specific sample
size. We can see that: i) QMAP with γ=1 performs significantly better than ML estimation
under every training data size. More specifically, the K-L divergence for ML estimation with
3 training sample is decreased from 2.21 to 0.24 for QMAP with γ=1. Even at 5000 train-
ing samples, the K-L divergence for ML estimation is decreased from 0.04 to close to 0 for
QMAP estimation; On the other hand, we can evaluate the results by counting how many
training samples are required to achieve specific desired K-L divergence level for ML, MAP
and QMAP method respectively. At 3 training sample, K-L divergence for QMAP estimation
is 0.24. In order to obtain equivalent or better K-L divergence level, ML estimation needs 200
samples. At 5000 training sample, K-L divergence for ML estimation is 0.04 which can be
achieved by QMAP with 10 samples. These results are extremely encouraging, as using our
methods with domain-specific yet generic qualitative constraints, and with a small number
of manually labeled data (10), we can achieve similar learning accuracy to the ML estimation
with full training dataset (5000).
The encouraging learning results of our QMAP method shed light over the usage of generic
qualitative domain knowledge in learning task. Therefore, in this section, we explore an ex-
treme case of parameter learning by ignoring all training data sample but only employing
the set of qualitative constraints (same set of constraints defined above) to learn the AU sub-
network parameters. In this case, the data statistics counts in Eq. 30 is zero due to lack of
training data. The parameter estimation is only determined by priori pseudo counts given
the qualitative knowledge. The K-L divergence in this case is 0.0308 which is lower than K-L
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Fig. 9. Comparison of AU recognition network parameter learning results from ML and
QMAP respectively. a) AU Recognition Network with AU nodes and measurement nodes; b)
K-L divergence measurement of parameter learning in AU network based on training dataset
with various sample size. Comparison of AU recognition skill using the BN learned from
ML and QMAP respectively. We compare QMAP to standard ML skills. c) AU Recognition
Network; d) AU Recognition skill score at 200 training samples on AU nodes;

divergence of ML learning with full training data (5000 training samples). Meanwhile, this
K-L divergence level corresponds to that of QMAP learning with γ=1 at 25 data samples.

3.5.4 Classification
In this section, we want to study the performance of the proposed learning methods by us-
ing such learned BN model for AU classification. For AU classification, we need feed the
BN model with AU measurements computed from Gabor Wavelet jets. Given the AU mea-
surements, we want to infer the true states of each AU using the model parameters learnt
with our method. Specifically, we want to study the AU recognition performance under dif-
ferent amount of training data including the extreme case of using no training data at all,
and compare the classification results with those in (36). We perform classification based
on the learned AU network from ML and our proposed QMAP approach in section 3.5.3).
For demonstration, we select the learned AU network parameter under training dataset with
representative sample size: 0, 20, 100, 200, 300 and 500. After learning, we randomly select
1000 untouched data samples for classification test. Figure 9(c) shows the AU recognition
results. The x-axis represent the training data size for learning AU network parameters (in
case of 0 training size, no training data but only qualitative prior knowledge is used for AU
network parameter estimation) and y-axis denotes the true skill score (the difference between
true positive rate and false positive) respectively. The true skill is calculated by averaging all
AU nodes’ skill score. We can see from Figure 9(c), the true skill score for QMAP with various
belief-ratio (γ) is significantly better than the skill score for ML estimation under nearly all
training data sample size except for QMAP with γ=0.01. In particular, even at sparse train-
ing data (20 samples), the average true skill score for all AU nodes increases from 0.6229 for
ML estimation to 0.6866 for QMAP with γ=1, to 0.6655 for QMAP with γ=0.1, to 0.6512 for
QMAP with γ=0.01 and to 0.6322 for QMAP with γ=0.001; At 100 training samples, true skill
score further enhances from 0.6644 for ML estimation to 0.6940 for QMAP with γ=1, to 0.6928
for QMAP with γ=0.1, to 0.6668 for QMAP with γ=0.01 and 0.6677 for QMAP with γ=0.001.
While training sample size grows to 200, 300, and 500 samples, the true skill score from QMAP
with γ=1.0 is equal to 0.6916, 0.6957 and 0.6942 respectively and tends to converge. In the
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sign of the link is positive, we have P(AUi = 1|AUj = 0)≤P(AUi = 1|AUj = 1), e.g. P(AU1 =
1|AU2 = 0)≤P(AU1 = 1|AU2 = 1); if the sign of the link is negative, then we can get P(AUi =
1|AUj = 1)≤P(AUi = 1|AUj = 0), e.g. P(AU6 = 1|AU27 = 1)≤P(AU6 = 1|AU27 = 0). If an AU
node AUi has more than one AU parent nodes, AUP denote all the parent nodes with positive
links, and AUN denote all the parent nodes with negative links. Then we get P(AUi = 1|AUP

= 0,AUN = 1)≤P(AUi = 1|AUP = 1,AUN = 0), e.g. P(AU15 = 1|AU24 = 0,AU25 = 1)≤P(AU15
= 1|AU24 = 1,AU25 = 0). 3. Range Constraint: If an AU node AUi has more than one parent
nodes AUP , and all of them with positive influence, then P(AUi = 1|AUP = 1)≥0.8. If an AU
node AUi has more than one parent nodes AUN , and all of them with negative influence, then
P(AUi = 1|AUN = 1)≤0.2.
Please note the above constraints are due to either facial anatomy or due to certain facial
patterns. They are generic enough to be applied to different databases and to different indi-
viduals.

3.5.3 Integrative Learning with domain knowledge and data
The 8000 images used in experiments are collected from Cohn and Kanades DFAT-504. In each
simulation run, we randomly select 0 to 5000 samples out of 8000 samples for training and we
repeat learning task for 20 times. Training data are used for learning the parameters in the AU
BN (Figure 9(a)). After the learning, we select 1000 untouched samples for testing. Testing
data are used to perform AU recognition through inference given learned BN. We assume the
training data is complete. In the first part, we show the learning results in K-L divergence on
the AU subnetwork in Figure 9(a). In the second part, we show the real classification results.
We apply ML and QMAP estimation with qualitative domain knowledge defined above to
learning the parameters in the AU subnetwork. The K-L divergence is shown in Figure 9(b).
The x-axis and the y-axis denote training sample size and K-L divergence respectively. The
K-L result is actually the mean K-L divergence which is calculated by averaging the param-
eter learning results over all randomly selected training samples under each specific sample
size. We can see that: i) QMAP with γ=1 performs significantly better than ML estimation
under every training data size. More specifically, the K-L divergence for ML estimation with
3 training sample is decreased from 2.21 to 0.24 for QMAP with γ=1. Even at 5000 train-
ing samples, the K-L divergence for ML estimation is decreased from 0.04 to close to 0 for
QMAP estimation; On the other hand, we can evaluate the results by counting how many
training samples are required to achieve specific desired K-L divergence level for ML, MAP
and QMAP method respectively. At 3 training sample, K-L divergence for QMAP estimation
is 0.24. In order to obtain equivalent or better K-L divergence level, ML estimation needs 200
samples. At 5000 training sample, K-L divergence for ML estimation is 0.04 which can be
achieved by QMAP with 10 samples. These results are extremely encouraging, as using our
methods with domain-specific yet generic qualitative constraints, and with a small number
of manually labeled data (10), we can achieve similar learning accuracy to the ML estimation
with full training dataset (5000).
The encouraging learning results of our QMAP method shed light over the usage of generic
qualitative domain knowledge in learning task. Therefore, in this section, we explore an ex-
treme case of parameter learning by ignoring all training data sample but only employing
the set of qualitative constraints (same set of constraints defined above) to learn the AU sub-
network parameters. In this case, the data statistics counts in Eq. 30 is zero due to lack of
training data. The parameter estimation is only determined by priori pseudo counts given
the qualitative knowledge. The K-L divergence in this case is 0.0308 which is lower than K-L
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Fig. 9. Comparison of AU recognition network parameter learning results from ML and
QMAP respectively. a) AU Recognition Network with AU nodes and measurement nodes; b)
K-L divergence measurement of parameter learning in AU network based on training dataset
with various sample size. Comparison of AU recognition skill using the BN learned from
ML and QMAP respectively. We compare QMAP to standard ML skills. c) AU Recognition
Network; d) AU Recognition skill score at 200 training samples on AU nodes;

divergence of ML learning with full training data (5000 training samples). Meanwhile, this
K-L divergence level corresponds to that of QMAP learning with γ=1 at 25 data samples.

3.5.4 Classification
In this section, we want to study the performance of the proposed learning methods by us-
ing such learned BN model for AU classification. For AU classification, we need feed the
BN model with AU measurements computed from Gabor Wavelet jets. Given the AU mea-
surements, we want to infer the true states of each AU using the model parameters learnt
with our method. Specifically, we want to study the AU recognition performance under dif-
ferent amount of training data including the extreme case of using no training data at all,
and compare the classification results with those in (36). We perform classification based
on the learned AU network from ML and our proposed QMAP approach in section 3.5.3).
For demonstration, we select the learned AU network parameter under training dataset with
representative sample size: 0, 20, 100, 200, 300 and 500. After learning, we randomly select
1000 untouched data samples for classification test. Figure 9(c) shows the AU recognition
results. The x-axis represent the training data size for learning AU network parameters (in
case of 0 training size, no training data but only qualitative prior knowledge is used for AU
network parameter estimation) and y-axis denotes the true skill score (the difference between
true positive rate and false positive) respectively. The true skill is calculated by averaging all
AU nodes’ skill score. We can see from Figure 9(c), the true skill score for QMAP with various
belief-ratio (γ) is significantly better than the skill score for ML estimation under nearly all
training data sample size except for QMAP with γ=0.01. In particular, even at sparse train-
ing data (20 samples), the average true skill score for all AU nodes increases from 0.6229 for
ML estimation to 0.6866 for QMAP with γ=1, to 0.6655 for QMAP with γ=0.1, to 0.6512 for
QMAP with γ=0.01 and to 0.6322 for QMAP with γ=0.001; At 100 training samples, true skill
score further enhances from 0.6644 for ML estimation to 0.6940 for QMAP with γ=1, to 0.6928
for QMAP with γ=0.1, to 0.6668 for QMAP with γ=0.01 and 0.6677 for QMAP with γ=0.001.
While training sample size grows to 200, 300, and 500 samples, the true skill score from QMAP
with γ=1.0 is equal to 0.6916, 0.6957 and 0.6942 respectively and tends to converge. In the
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same case, ML estimation shows consistently lower classification ability than QMAP. Please
note that, using full training dataset (7000 samples for training and 1000 samples for testing),
true skill score for ML estimation converge at 0.6883 (shown as the black dashed line in Fig-
ure. 9(c)). From the above results, we can conclude that i) our proposed QMAP estimation
by integrating domain-specific yet very generic qualitative prior constraints with quantitative
training data significantly improves the AU recognition results comparing to ML estimation
at all sample size spanning from sparse data to rich data. This observation is particularly true
with γ=1; ii) Our proposed QMAP estimations (with different γ) needs much fewer training
samples for AU network to achieve equivalent and even better AU recognition results than
ML estimation. iii) Comparing the true skill score of QMAP estimation to the score of ML es-
timation with full training dataset, we can see that, with a much smaller number of manually
labeled data (around 35 samples) ,QMAP with γ=1 can already achieve much better AU recog-
nition results than ML estimation with full training dataset (7000 samples). While decreasing
the weight on prior knowledge to γ=0.1, QMAP requires from 80 to 250 training samples to
achieve better AU classification results than ML estimation with full training dataset. When
γ reduces to 0.01, QMAP needs around 300 samples to outperform ML estimation with full
training dataset. This number keeps increasing while γ reduces. When γ=0.001, the true skill
score of QMAP tends to converge with ML estimation. Therefore, in practice, we shall put
a larger weight on qualitative prior knowledge as long as our knowledge are valid in a do-
main. The above observation is also consistent with our K-L measurements in Figure 9(b).
In summary, we demonstrate that by our approach, qualitative prior constraints can be in-
tegrated into standard BN parameter learning to achieve significantly improved prediction
results. Next, we want to compare our results with a well developed method in AU recogni-
tion (36). To this end, we compare the true skill score of our QMAP at 200 training samples to
the skill score of Constrained-ML (CML) estimation (Figure4(b) in (36)) at 300 training sam-
ples. The true skill of each AU node of our QMAP is plot with optimized γ is shown in 9(d).
Firstly, we can see that our QMAP approach significantly improves the true skill on AU node
number 5, 9, 15, 23 and 24. Slightly improve the skill on AU node 1, 7, 17. The rest skill is
equivalent to ML estimation. Comparatively, our method boost the skills on those AU nodes
(6, 23, 12, 25, 17, 24, 9, 4) whose skill score is worse than ML estimation in (36).
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same case, ML estimation shows consistently lower classification ability than QMAP. Please
note that, using full training dataset (7000 samples for training and 1000 samples for testing),
true skill score for ML estimation converge at 0.6883 (shown as the black dashed line in Fig-
ure. 9(c)). From the above results, we can conclude that i) our proposed QMAP estimation
by integrating domain-specific yet very generic qualitative prior constraints with quantitative
training data significantly improves the AU recognition results comparing to ML estimation
at all sample size spanning from sparse data to rich data. This observation is particularly true
with γ=1; ii) Our proposed QMAP estimations (with different γ) needs much fewer training
samples for AU network to achieve equivalent and even better AU recognition results than
ML estimation. iii) Comparing the true skill score of QMAP estimation to the score of ML es-
timation with full training dataset, we can see that, with a much smaller number of manually
labeled data (around 35 samples) ,QMAP with γ=1 can already achieve much better AU recog-
nition results than ML estimation with full training dataset (7000 samples). While decreasing
the weight on prior knowledge to γ=0.1, QMAP requires from 80 to 250 training samples to
achieve better AU classification results than ML estimation with full training dataset. When
γ reduces to 0.01, QMAP needs around 300 samples to outperform ML estimation with full
training dataset. This number keeps increasing while γ reduces. When γ=0.001, the true skill
score of QMAP tends to converge with ML estimation. Therefore, in practice, we shall put
a larger weight on qualitative prior knowledge as long as our knowledge are valid in a do-
main. The above observation is also consistent with our K-L measurements in Figure 9(b).
In summary, we demonstrate that by our approach, qualitative prior constraints can be in-
tegrated into standard BN parameter learning to achieve significantly improved prediction
results. Next, we want to compare our results with a well developed method in AU recogni-
tion (36). To this end, we compare the true skill score of our QMAP at 200 training samples to
the skill score of Constrained-ML (CML) estimation (Figure4(b) in (36)) at 300 training sam-
ples. The true skill of each AU node of our QMAP is plot with optimized γ is shown in 9(d).
Firstly, we can see that our QMAP approach significantly improves the true skill on AU node
number 5, 9, 15, 23 and 24. Slightly improve the skill on AU node 1, 7, 17. The rest skill is
equivalent to ML estimation. Comparatively, our method boost the skills on those AU nodes
(6, 23, 12, 25, 17, 24, 9, 4) whose skill score is worse than ML estimation in (36).
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same case, ML estimation shows consistently lower classification ability than QMAP. Please
note that, using full training dataset (7000 samples for training and 1000 samples for testing),
true skill score for ML estimation converge at 0.6883 (shown as the black dashed line in Fig-
ure. 9(c)). From the above results, we can conclude that i) our proposed QMAP estimation
by integrating domain-specific yet very generic qualitative prior constraints with quantitative
training data significantly improves the AU recognition results comparing to ML estimation
at all sample size spanning from sparse data to rich data. This observation is particularly true
with γ=1; ii) Our proposed QMAP estimations (with different γ) needs much fewer training
samples for AU network to achieve equivalent and even better AU recognition results than
ML estimation. iii) Comparing the true skill score of QMAP estimation to the score of ML es-
timation with full training dataset, we can see that, with a much smaller number of manually
labeled data (around 35 samples) ,QMAP with γ=1 can already achieve much better AU recog-
nition results than ML estimation with full training dataset (7000 samples). While decreasing
the weight on prior knowledge to γ=0.1, QMAP requires from 80 to 250 training samples to
achieve better AU classification results than ML estimation with full training dataset. When
γ reduces to 0.01, QMAP needs around 300 samples to outperform ML estimation with full
training dataset. This number keeps increasing while γ reduces. When γ=0.001, the true skill
score of QMAP tends to converge with ML estimation. Therefore, in practice, we shall put
a larger weight on qualitative prior knowledge as long as our knowledge are valid in a do-
main. The above observation is also consistent with our K-L measurements in Figure 9(b).
In summary, we demonstrate that by our approach, qualitative prior constraints can be in-
tegrated into standard BN parameter learning to achieve significantly improved prediction
results. Next, we want to compare our results with a well developed method in AU recogni-
tion (36). To this end, we compare the true skill score of our QMAP at 200 training samples to
the skill score of Constrained-ML (CML) estimation (Figure4(b) in (36)) at 300 training sam-
ples. The true skill of each AU node of our QMAP is plot with optimized γ is shown in 9(d).
Firstly, we can see that our QMAP approach significantly improves the true skill on AU node
number 5, 9, 15, 23 and 24. Slightly improve the skill on AU node 1, 7, 17. The rest skill is
equivalent to ML estimation. Comparatively, our method boost the skills on those AU nodes
(6, 23, 12, 25, 17, 24, 9, 4) whose skill score is worse than ML estimation in (36).
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1. Introduction     

In group decision making, different experts often think about the same problem in quite 
different ways. They frequently have different opinions for decision making about the same 
situation. Using a Bayesian network structure for optimizing problems, different experts 
who work as a group for projects may have different solutions for indentifying the causal 
relationships among variables in the BN model and quantifying graphical models with 
numerical probabilities. For example, expert-1 may state that “making a decision in situation 
A causes situation B and making a decision in situation B causes situation C”. But expert-2 
may state that “making a decision in situation B causes situation A and making a decision in 
situation A causes situation C”. Even in a simple case of decision making, the expert 
knowledge obtained from different experts is quite different. It is typically not possible to 
avoid contradictions among different expert’s solutions in group decision making.    
In this article, we propose a practical framework and a methodology for transforming expert 
knowledge or final group decision making statements into a set of qualitative statements 
and probability inequality constraints for inference in a Bayesian Network. First, we need to 
identify a set of alternatives on which the experts have opinions and then consider the 
problem of constructing a group preference ranking. If such a group preference ranking can 
be created, then one could utilize the alternative at the top of the ranked list the alternative 
preferred by the group. Second, after we obtain the most preferred alternative or statement 
such as “A causes B and then B causes C” from the group decision making, we propose a 
formal method to transform knowledge, represented by a set of qualitative statements, into 
an a priori distribution for Bayesian probabilistic models. The mathematical equation for 
Bayesian inference is derived based on knowledge obtained from the final group decision 
statements. The set of model parameters, consistent with the statements, and the 
distribution of models in the structure-dependent parameter space are presented. We also 
propose a simplified method for constructing the “a priori” model distribution. Each 
statement obtained from the experts is used to constrain the model space to the subspace 
which is consistent with the statement provided. Finally, we present qualitative knowledge 
models and then show a complete formalism of how to translate a set of qualitative 
statements into probability inequality constraints. Several cases of Bayesian influence are 
classified and the probability inequality constraints presented in each case are described.  
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an a priori distribution for Bayesian probabilistic models. The mathematical equation for 
Bayesian inference is derived based on knowledge obtained from the final group decision 
statements. The set of model parameters, consistent with the statements, and the 
distribution of models in the structure-dependent parameter space are presented. We also 
propose a simplified method for constructing the “a priori” model distribution. Each 
statement obtained from the experts is used to constrain the model space to the subspace 
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models and then show a complete formalism of how to translate a set of qualitative 
statements into probability inequality constraints. Several cases of Bayesian influence are 
classified and the probability inequality constraints presented in each case are described.  
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This article is organized as follows: Section 2 presents more detail about the background of 
Bayesian networks and some perspectives of qualitative causal relationships in the Bayesian 
approach. Section 3 addresses the method of constructing a group preference ranking and 
group decision making from the individual preferences obtained from the experts 
performing group work. Section 4 addresses the methods to transform a final solution or 
expert knowledge into an “a priori” distribution for Bayesian probabilistic models in more 
detail. Section 5 describes the method used to translate a set of qualitative statements into 
probability inequality constraints and presents different cases of influences in BN model. 
Section 6 presents a conclusion and discusses some perspectives and ideas for future work. 

 
2. Background 

This section is intended to describe the background of Bayesian networks and some 
perspectives of qualitative causal relationships in the Bayesian approach. Bayesian networks 
(also called belief networks, Bayesian belief networks, causal probabilistic networks, or 
causal networks) are acyclic directed graphs in which nodes represent random variables and 
arcs represent direct probabilistic dependencies among the nodes (Pearl, 1988). Bayesian 
networks are a popular class of graphical probabilistic models for research and application 
in the field of artificial intelligence. They are motivated by Bayes’ theorem (Bayes, 1763) and 
are used to represent a joint probability distribution over a set of variables. This joint 
probability distribution can be used to calculate the probabilities for any configuration of the 
variables. In Bayesian inference, the conditional probabilities for the values of a set of 
unconstrained variables are calculated given fixed values of another set of variables, which 
are called observations or evidence. Bayesian models have been widely used for efficient 
probabilistic inference and reasoning (Pearl, 1988: Lauritzen & Spiegelhalter, 1988) and 
numerous algorithms for learning the Bayesian network structure and parameters from data 
have been proposed (Heckerman, 1994: Heckerman, 1996: Friedman & Goldszmidt, 1999). 
The causal structure and the numerical parameters of a Bayesian network can be obtained 
using two distinct approaches (Cheng, et al., 2001: Nipat & Wichian, 2009). First, they can be 
obtained from an expert. Second, they can also be learned from a dataset or data residing in 
a database. The structure of a Bayesian network is simply a representation of 
independencies in the data and the numerical values are a representation of the joint 
probability distributions that can be inferred from the data (Singh & Valtorta, 1995: Spirtes 
& Meek, 1995). In practice, some combination of these two approaches is typically used. For 
example, the causal structure of a model is acquired from an expert, while the numerical 
parameters of the model are learned from the data in a database. 
For realistic problems, the database is often very sparse and hardly sufficient to select one 
adequate model. This is considered as model uncertainty. Selecting one single model can 
lead to strongly biased inference results. On the other hand, in science and industry, there is 
an enormous amount of qualitative knowledge available. This knowledge is often 
represented in terms of qualitative causal relationships between two or more entities. For 
example, in the statement: “smoking increases the risk of lung cancer,” the two entities: 
smoking and lung cancer are related to each other. Moreover, the smoking entity positively 
influences the lung cancer entity since lung cancer risk is increased in the case of smoking. It 
is therefore desirable to make use of this body of evidence in probability inference 
modeling. 

 

3. Group Preference Ranking and Group Decision 

In this section, we present the first step which is identifying the group solution for a BN 
model of the proposed framework (see Fig. 1). We describe several methods for experts to 
make decisions for identifying the relationship between variables in a Bayesian network 
model and arriving at a final BN solution representing the group.  
The general case is one in which we have a group of experts and a set of alternatives, for 
example “A activates B and B activates C”, “B activates A and A activates C”, and “C 
activates A and A activates B”, on which the experts have opinions. We assume that each 
expert has a preference ranking on the set of alternatives. That is, using these preferences, 
each expert can order the alternatives in a list such that if alternative A activates B, and B 
activates C are in the list, then the experts have an agreement with that alternative. A set of 
individual preference rankings, one for each expert in the group, is called a group 
preference schedule. One goal of the first portion of our proposed practical framework is to 
consider the problem of constructing a group preference ranking from the individual 
preferences (that is, from the group preference schedule). If such a group preference ranking 
can be created, then one could call the alternative at the top of the group list the alternative 
selected by the group of experts. However, such a group ranking may not be possible, and 
moreover, even if it is possible, the alternative at the top of the list may not be one that 
would win the majority selection in an election among all options. Thus the second goal of 
our work in the first step is to consider other possible ways of picking the most preferred 
choice, especially if none of the alternatives would receive a majority selection in an election 
among all alternatives. We will identify the properties of the decision process that 
corresponds to our ideas about the characteristics such decision processes should have. 
Example 1. Suppose that we have a group of three experts, labeled expert-1, expert-2, and 
expert-3, and a set of three variables, labeled A, B, and C. For this example, assume the 
individual preference rankings are as follows: 
 

Expert-1: ABC ; Expert-2: BCA ; Expert-3: CAB 
 

Using pairwise comparisons and a simple-majority rule, we see that both expert-1 and 
expert-3 agree that “A causes B”, and therefore, because the vote is 2 to 1, the group should 
agree with “A causes B”. Therefore, on the basis of this information, we would propose that 
the group preference ranking should be “A causes B and then B causes C; (ABC)”. 
However, both expert-2 and expert-3 agree with “C causes A”, and therefore the group 
should agree with “C causes A”. We conclude that the proposed group preference ranking 
in this example is not transitive: The experts agree with ABCA. This cyclic, or 
intransitive, behavior is normally considered unacceptable for a preference ranking. We 
conclude that even in this simple situation, the majority rule decision process can lead to 
unacceptable preference rankings. The intransitive phenomena do occur when the number 
of variables and alternatives increase. That is for many groups and sets of preferences, the 
group preferences determined by the pairwise majority rule voting are intransitive. What 
are some ways to cope with the results of this example? 
Let’s consider again the simple situation of three experts and three alternatives. Then each 
expert has 6 different preference rankings-that is, 6 ways in which the 3 alternatives can be 
listed: 3 choices for the alternative listed first, 2 choices for the alternative listed second, and 
1 choice for the alternative listed last. Because there are 6 experts, there are 6 x 6 x 6 = 216 
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This article is organized as follows: Section 2 presents more detail about the background of 
Bayesian networks and some perspectives of qualitative causal relationships in the Bayesian 
approach. Section 3 addresses the method of constructing a group preference ranking and 
group decision making from the individual preferences obtained from the experts 
performing group work. Section 4 addresses the methods to transform a final solution or 
expert knowledge into an “a priori” distribution for Bayesian probabilistic models in more 
detail. Section 5 describes the method used to translate a set of qualitative statements into 
probability inequality constraints and presents different cases of influences in BN model. 
Section 6 presents a conclusion and discusses some perspectives and ideas for future work. 

 
2. Background 

This section is intended to describe the background of Bayesian networks and some 
perspectives of qualitative causal relationships in the Bayesian approach. Bayesian networks 
(also called belief networks, Bayesian belief networks, causal probabilistic networks, or 
causal networks) are acyclic directed graphs in which nodes represent random variables and 
arcs represent direct probabilistic dependencies among the nodes (Pearl, 1988). Bayesian 
networks are a popular class of graphical probabilistic models for research and application 
in the field of artificial intelligence. They are motivated by Bayes’ theorem (Bayes, 1763) and 
are used to represent a joint probability distribution over a set of variables. This joint 
probability distribution can be used to calculate the probabilities for any configuration of the 
variables. In Bayesian inference, the conditional probabilities for the values of a set of 
unconstrained variables are calculated given fixed values of another set of variables, which 
are called observations or evidence. Bayesian models have been widely used for efficient 
probabilistic inference and reasoning (Pearl, 1988: Lauritzen & Spiegelhalter, 1988) and 
numerous algorithms for learning the Bayesian network structure and parameters from data 
have been proposed (Heckerman, 1994: Heckerman, 1996: Friedman & Goldszmidt, 1999). 
The causal structure and the numerical parameters of a Bayesian network can be obtained 
using two distinct approaches (Cheng, et al., 2001: Nipat & Wichian, 2009). First, they can be 
obtained from an expert. Second, they can also be learned from a dataset or data residing in 
a database. The structure of a Bayesian network is simply a representation of 
independencies in the data and the numerical values are a representation of the joint 
probability distributions that can be inferred from the data (Singh & Valtorta, 1995: Spirtes 
& Meek, 1995). In practice, some combination of these two approaches is typically used. For 
example, the causal structure of a model is acquired from an expert, while the numerical 
parameters of the model are learned from the data in a database. 
For realistic problems, the database is often very sparse and hardly sufficient to select one 
adequate model. This is considered as model uncertainty. Selecting one single model can 
lead to strongly biased inference results. On the other hand, in science and industry, there is 
an enormous amount of qualitative knowledge available. This knowledge is often 
represented in terms of qualitative causal relationships between two or more entities. For 
example, in the statement: “smoking increases the risk of lung cancer,” the two entities: 
smoking and lung cancer are related to each other. Moreover, the smoking entity positively 
influences the lung cancer entity since lung cancer risk is increased in the case of smoking. It 
is therefore desirable to make use of this body of evidence in probability inference 
modeling. 

 

3. Group Preference Ranking and Group Decision 

In this section, we present the first step which is identifying the group solution for a BN 
model of the proposed framework (see Fig. 1). We describe several methods for experts to 
make decisions for identifying the relationship between variables in a Bayesian network 
model and arriving at a final BN solution representing the group.  
The general case is one in which we have a group of experts and a set of alternatives, for 
example “A activates B and B activates C”, “B activates A and A activates C”, and “C 
activates A and A activates B”, on which the experts have opinions. We assume that each 
expert has a preference ranking on the set of alternatives. That is, using these preferences, 
each expert can order the alternatives in a list such that if alternative A activates B, and B 
activates C are in the list, then the experts have an agreement with that alternative. A set of 
individual preference rankings, one for each expert in the group, is called a group 
preference schedule. One goal of the first portion of our proposed practical framework is to 
consider the problem of constructing a group preference ranking from the individual 
preferences (that is, from the group preference schedule). If such a group preference ranking 
can be created, then one could call the alternative at the top of the group list the alternative 
selected by the group of experts. However, such a group ranking may not be possible, and 
moreover, even if it is possible, the alternative at the top of the list may not be one that 
would win the majority selection in an election among all options. Thus the second goal of 
our work in the first step is to consider other possible ways of picking the most preferred 
choice, especially if none of the alternatives would receive a majority selection in an election 
among all alternatives. We will identify the properties of the decision process that 
corresponds to our ideas about the characteristics such decision processes should have. 
Example 1. Suppose that we have a group of three experts, labeled expert-1, expert-2, and 
expert-3, and a set of three variables, labeled A, B, and C. For this example, assume the 
individual preference rankings are as follows: 
 

Expert-1: ABC ; Expert-2: BCA ; Expert-3: CAB 
 

Using pairwise comparisons and a simple-majority rule, we see that both expert-1 and 
expert-3 agree that “A causes B”, and therefore, because the vote is 2 to 1, the group should 
agree with “A causes B”. Therefore, on the basis of this information, we would propose that 
the group preference ranking should be “A causes B and then B causes C; (ABC)”. 
However, both expert-2 and expert-3 agree with “C causes A”, and therefore the group 
should agree with “C causes A”. We conclude that the proposed group preference ranking 
in this example is not transitive: The experts agree with ABCA. This cyclic, or 
intransitive, behavior is normally considered unacceptable for a preference ranking. We 
conclude that even in this simple situation, the majority rule decision process can lead to 
unacceptable preference rankings. The intransitive phenomena do occur when the number 
of variables and alternatives increase. That is for many groups and sets of preferences, the 
group preferences determined by the pairwise majority rule voting are intransitive. What 
are some ways to cope with the results of this example? 
Let’s consider again the simple situation of three experts and three alternatives. Then each 
expert has 6 different preference rankings-that is, 6 ways in which the 3 alternatives can be 
listed: 3 choices for the alternative listed first, 2 choices for the alternative listed second, and 
1 choice for the alternative listed last. Because there are 6 experts, there are 6 x 6 x 6 = 216 
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This article is organized as follows: Section 2 presents more detail about the background of 
Bayesian networks and some perspectives of qualitative causal relationships in the Bayesian 
approach. Section 3 addresses the method of constructing a group preference ranking and 
group decision making from the individual preferences obtained from the experts 
performing group work. Section 4 addresses the methods to transform a final solution or 
expert knowledge into an “a priori” distribution for Bayesian probabilistic models in more 
detail. Section 5 describes the method used to translate a set of qualitative statements into 
probability inequality constraints and presents different cases of influences in BN model. 
Section 6 presents a conclusion and discusses some perspectives and ideas for future work. 
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variables. In Bayesian inference, the conditional probabilities for the values of a set of 
unconstrained variables are calculated given fixed values of another set of variables, which 
are called observations or evidence. Bayesian models have been widely used for efficient 
probabilistic inference and reasoning (Pearl, 1988: Lauritzen & Spiegelhalter, 1988) and 
numerous algorithms for learning the Bayesian network structure and parameters from data 
have been proposed (Heckerman, 1994: Heckerman, 1996: Friedman & Goldszmidt, 1999). 
The causal structure and the numerical parameters of a Bayesian network can be obtained 
using two distinct approaches (Cheng, et al., 2001: Nipat & Wichian, 2009). First, they can be 
obtained from an expert. Second, they can also be learned from a dataset or data residing in 
a database. The structure of a Bayesian network is simply a representation of 
independencies in the data and the numerical values are a representation of the joint 
probability distributions that can be inferred from the data (Singh & Valtorta, 1995: Spirtes 
& Meek, 1995). In practice, some combination of these two approaches is typically used. For 
example, the causal structure of a model is acquired from an expert, while the numerical 
parameters of the model are learned from the data in a database. 
For realistic problems, the database is often very sparse and hardly sufficient to select one 
adequate model. This is considered as model uncertainty. Selecting one single model can 
lead to strongly biased inference results. On the other hand, in science and industry, there is 
an enormous amount of qualitative knowledge available. This knowledge is often 
represented in terms of qualitative causal relationships between two or more entities. For 
example, in the statement: “smoking increases the risk of lung cancer,” the two entities: 
smoking and lung cancer are related to each other. Moreover, the smoking entity positively 
influences the lung cancer entity since lung cancer risk is increased in the case of smoking. It 
is therefore desirable to make use of this body of evidence in probability inference 
modeling. 

 

3. Group Preference Ranking and Group Decision 

In this section, we present the first step which is identifying the group solution for a BN 
model of the proposed framework (see Fig. 1). We describe several methods for experts to 
make decisions for identifying the relationship between variables in a Bayesian network 
model and arriving at a final BN solution representing the group.  
The general case is one in which we have a group of experts and a set of alternatives, for 
example “A activates B and B activates C”, “B activates A and A activates C”, and “C 
activates A and A activates B”, on which the experts have opinions. We assume that each 
expert has a preference ranking on the set of alternatives. That is, using these preferences, 
each expert can order the alternatives in a list such that if alternative A activates B, and B 
activates C are in the list, then the experts have an agreement with that alternative. A set of 
individual preference rankings, one for each expert in the group, is called a group 
preference schedule. One goal of the first portion of our proposed practical framework is to 
consider the problem of constructing a group preference ranking from the individual 
preferences (that is, from the group preference schedule). If such a group preference ranking 
can be created, then one could call the alternative at the top of the group list the alternative 
selected by the group of experts. However, such a group ranking may not be possible, and 
moreover, even if it is possible, the alternative at the top of the list may not be one that 
would win the majority selection in an election among all options. Thus the second goal of 
our work in the first step is to consider other possible ways of picking the most preferred 
choice, especially if none of the alternatives would receive a majority selection in an election 
among all alternatives. We will identify the properties of the decision process that 
corresponds to our ideas about the characteristics such decision processes should have. 
Example 1. Suppose that we have a group of three experts, labeled expert-1, expert-2, and 
expert-3, and a set of three variables, labeled A, B, and C. For this example, assume the 
individual preference rankings are as follows: 
 

Expert-1: ABC ; Expert-2: BCA ; Expert-3: CAB 
 

Using pairwise comparisons and a simple-majority rule, we see that both expert-1 and 
expert-3 agree that “A causes B”, and therefore, because the vote is 2 to 1, the group should 
agree with “A causes B”. Therefore, on the basis of this information, we would propose that 
the group preference ranking should be “A causes B and then B causes C; (ABC)”. 
However, both expert-2 and expert-3 agree with “C causes A”, and therefore the group 
should agree with “C causes A”. We conclude that the proposed group preference ranking 
in this example is not transitive: The experts agree with ABCA. This cyclic, or 
intransitive, behavior is normally considered unacceptable for a preference ranking. We 
conclude that even in this simple situation, the majority rule decision process can lead to 
unacceptable preference rankings. The intransitive phenomena do occur when the number 
of variables and alternatives increase. That is for many groups and sets of preferences, the 
group preferences determined by the pairwise majority rule voting are intransitive. What 
are some ways to cope with the results of this example? 
Let’s consider again the simple situation of three experts and three alternatives. Then each 
expert has 6 different preference rankings-that is, 6 ways in which the 3 alternatives can be 
listed: 3 choices for the alternative listed first, 2 choices for the alternative listed second, and 
1 choice for the alternative listed last. Because there are 6 experts, there are 6 x 6 x 6 = 216 
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group decision making from the individual preferences obtained from the experts 
performing group work. Section 4 addresses the methods to transform a final solution or 
expert knowledge into an “a priori” distribution for Bayesian probabilistic models in more 
detail. Section 5 describes the method used to translate a set of qualitative statements into 
probability inequality constraints and presents different cases of influences in BN model. 
Section 6 presents a conclusion and discusses some perspectives and ideas for future work. 

 
2. Background 

This section is intended to describe the background of Bayesian networks and some 
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(also called belief networks, Bayesian belief networks, causal probabilistic networks, or 
causal networks) are acyclic directed graphs in which nodes represent random variables and 
arcs represent direct probabilistic dependencies among the nodes (Pearl, 1988). Bayesian 
networks are a popular class of graphical probabilistic models for research and application 
in the field of artificial intelligence. They are motivated by Bayes’ theorem (Bayes, 1763) and 
are used to represent a joint probability distribution over a set of variables. This joint 
probability distribution can be used to calculate the probabilities for any configuration of the 
variables. In Bayesian inference, the conditional probabilities for the values of a set of 
unconstrained variables are calculated given fixed values of another set of variables, which 
are called observations or evidence. Bayesian models have been widely used for efficient 
probabilistic inference and reasoning (Pearl, 1988: Lauritzen & Spiegelhalter, 1988) and 
numerous algorithms for learning the Bayesian network structure and parameters from data 
have been proposed (Heckerman, 1994: Heckerman, 1996: Friedman & Goldszmidt, 1999). 
The causal structure and the numerical parameters of a Bayesian network can be obtained 
using two distinct approaches (Cheng, et al., 2001: Nipat & Wichian, 2009). First, they can be 
obtained from an expert. Second, they can also be learned from a dataset or data residing in 
a database. The structure of a Bayesian network is simply a representation of 
independencies in the data and the numerical values are a representation of the joint 
probability distributions that can be inferred from the data (Singh & Valtorta, 1995: Spirtes 
& Meek, 1995). In practice, some combination of these two approaches is typically used. For 
example, the causal structure of a model is acquired from an expert, while the numerical 
parameters of the model are learned from the data in a database. 
For realistic problems, the database is often very sparse and hardly sufficient to select one 
adequate model. This is considered as model uncertainty. Selecting one single model can 
lead to strongly biased inference results. On the other hand, in science and industry, there is 
an enormous amount of qualitative knowledge available. This knowledge is often 
represented in terms of qualitative causal relationships between two or more entities. For 
example, in the statement: “smoking increases the risk of lung cancer,” the two entities: 
smoking and lung cancer are related to each other. Moreover, the smoking entity positively 
influences the lung cancer entity since lung cancer risk is increased in the case of smoking. It 
is therefore desirable to make use of this body of evidence in probability inference 
modeling. 

 

3. Group Preference Ranking and Group Decision 

In this section, we present the first step which is identifying the group solution for a BN 
model of the proposed framework (see Fig. 1). We describe several methods for experts to 
make decisions for identifying the relationship between variables in a Bayesian network 
model and arriving at a final BN solution representing the group.  
The general case is one in which we have a group of experts and a set of alternatives, for 
example “A activates B and B activates C”, “B activates A and A activates C”, and “C 
activates A and A activates B”, on which the experts have opinions. We assume that each 
expert has a preference ranking on the set of alternatives. That is, using these preferences, 
each expert can order the alternatives in a list such that if alternative A activates B, and B 
activates C are in the list, then the experts have an agreement with that alternative. A set of 
individual preference rankings, one for each expert in the group, is called a group 
preference schedule. One goal of the first portion of our proposed practical framework is to 
consider the problem of constructing a group preference ranking from the individual 
preferences (that is, from the group preference schedule). If such a group preference ranking 
can be created, then one could call the alternative at the top of the group list the alternative 
selected by the group of experts. However, such a group ranking may not be possible, and 
moreover, even if it is possible, the alternative at the top of the list may not be one that 
would win the majority selection in an election among all options. Thus the second goal of 
our work in the first step is to consider other possible ways of picking the most preferred 
choice, especially if none of the alternatives would receive a majority selection in an election 
among all alternatives. We will identify the properties of the decision process that 
corresponds to our ideas about the characteristics such decision processes should have. 
Example 1. Suppose that we have a group of three experts, labeled expert-1, expert-2, and 
expert-3, and a set of three variables, labeled A, B, and C. For this example, assume the 
individual preference rankings are as follows: 
 

Expert-1: ABC ; Expert-2: BCA ; Expert-3: CAB 
 

Using pairwise comparisons and a simple-majority rule, we see that both expert-1 and 
expert-3 agree that “A causes B”, and therefore, because the vote is 2 to 1, the group should 
agree with “A causes B”. Therefore, on the basis of this information, we would propose that 
the group preference ranking should be “A causes B and then B causes C; (ABC)”. 
However, both expert-2 and expert-3 agree with “C causes A”, and therefore the group 
should agree with “C causes A”. We conclude that the proposed group preference ranking 
in this example is not transitive: The experts agree with ABCA. This cyclic, or 
intransitive, behavior is normally considered unacceptable for a preference ranking. We 
conclude that even in this simple situation, the majority rule decision process can lead to 
unacceptable preference rankings. The intransitive phenomena do occur when the number 
of variables and alternatives increase. That is for many groups and sets of preferences, the 
group preferences determined by the pairwise majority rule voting are intransitive. What 
are some ways to cope with the results of this example? 
Let’s consider again the simple situation of three experts and three alternatives. Then each 
expert has 6 different preference rankings-that is, 6 ways in which the 3 alternatives can be 
listed: 3 choices for the alternative listed first, 2 choices for the alternative listed second, and 
1 choice for the alternative listed last. Because there are 6 experts, there are 6 x 6 x 6 = 216 
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different preference schedules for the group. The likelihood of intransitive group 
preferences depends on how the experts select their individual preference rankings. For 
instance, if we know that two of the experts have the same preference ranking, then that 
preference ranking will be the preference ranking for the group, and intransitivity will not 
occur. As another example, if two experts have alternative Z as the top choice, then 
intransitive group preferences will never occur. However, intransitive group preferences 
can still occur if experts select their individual preferences at random. This situation is more 
complicated but it is not considered in this article because we assume that the experts use 
their own experience to make their own decisions. They will not make a decision at random. 
In light of this discussion about the difficulties encountered with simple-majority voting, we 
look for other ways to achieve our primary goal of finding ways for groups to make decisions. 
We introduce the concept of sequential voting or selection: a sequence of votes where at each 
vote, a choice is to be made between two alternatives. In any situation with an odd number of 
experts, this process always yields a result, and this result can be taken as a most preferred 
alternative. However, as we show in an example below, this method also has problems.    
Example 2. Suppose that the relationship between variables is to be identified by first 
considering, for example, A and B and then considering the impact on the last variable.  
Expert-1 considers A and B first and states that B causes A and then A causes C: BAC. 
Expert-2 considers A and C first and state that A causes C and then C causes B: ACB. 
Expert-3 considers B and C first and state that C causes B and then B causes A: CBA.  
The results in this example show that we are in the unfortunate situation of having a group 
preference that depends on the sequence in which the selections were taken.         
We have illustrated some of the problems with simple-majority rule and sequential selecting 
decision processes. We turn next to another approach to the problem: assigning points to a 
pair of variables of each order on the basis of their relative rankings and defining a group 
preference ranking by adding the points assigned to each alternative by all experts.     
Example 3. We will illustrate the technique by considering five experts and four variables 
(See Table 1). Each expert makes a series of decisions at each order-level. For example, 
expert-1 makes a decision that “making a decision in situation A causes situation C” in a 
first order level, C causes B in a second order level, and B causes D in a third order level. 
Each expert assigns 3 point to the first order level, 2 point to the second order level, and so 
on. For a specific alternative, add the points assigned by all experts. The alternative with the 
most points is the most preferred, the alternative with the second largest number of points is 
the second most preferred, and so on. This method is known as the Borda count group 
decision process (María & Jose, 2007). We observe that this decision process has an implicit 
relative strength of preferences. The relative strengths of all preferences are the same. 
 

Order Expert-1 Expert-2 Expert-3 Expert-4 Expert-5 Points 
1 AC DA BA CB AC 3 
2 CB AC AC BD CD 2 
3 BD CB CD DA DB 1 

Table 1. A group of five experts and four alternatives 
 
The group preference ranking is obtained by adding the points assigned to each alternative 
(AC: 10 points, CB: 6 points, DA: 4 points, BD: 3 points, BA: 3 points, CD: 3 
points, DB: 1 points). 

 

We conclude that the group preference ranking is A causes C, C causes B, and B causes D. 
The alternative DA has 4 points but it is not included because A is a parent node in the 
first order level so that D cannot cause A.   
By considering a few examples, we have identified shortcomings of some common decision 
processes in group decision making. With the last technique, problems are still possible to 
occur when two alternatives at the same level have the same score. However, this section 
proposes several techniques in the decision process to produce a group preference ranking 
and a final group solution.  
 

 
Fig. 1. A practical framework 

 
4. Methods 

In this section, we describe a methodology to use qualitative expert knowledge obtained 
from the previous step for inferencing in a Bayesian network. We proceed from the decision-
making assumptions and the general equation for Bayesian inference based on final group 
decision making statements obtained from the experts to a detailed method to transform 
knowledge, represented by a set of qualitative statements, into an a priori distribution for 
Bayesian probabilistic models. 
For simplicity, let’s consider a simple case of decision making in which the body of expert 
knowledge ω consists of a single statement ω = “making a decision in situation A causes 
situation B”. We know that there are 2 random events or variables A and B, which we 
assume are binary, and we need to consider the set of all possible Bayesian models on A and 
B. The set of possible model structures are described in the following categories: 1) S1: A and 
B have no causal relationship between them, 2) S2: A and B have some causal relationship 
between them but the direction of influence cannot be identified, 3) S3: A causes B, and 4) S4: 
B causes A. “making a decision in situation A causes situation B” directly states a causal 
influence of A on B. We use the statement “A activates B” to constrain the space of 
structures: P(S3|ω) = 1; P(Sn|ω)=0, n=1,2,4). The ω is represented as a qualitative statement 
described by the expert, A causes B. The graph structure (S3) encodes the probability 
distribution  
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different preference schedules for the group. The likelihood of intransitive group 
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occur. As another example, if two experts have alternative Z as the top choice, then 
intransitive group preferences will never occur. However, intransitive group preferences 
can still occur if experts select their individual preferences at random. This situation is more 
complicated but it is not considered in this article because we assume that the experts use 
their own experience to make their own decisions. They will not make a decision at random. 
In light of this discussion about the difficulties encountered with simple-majority voting, we 
look for other ways to achieve our primary goal of finding ways for groups to make decisions. 
We introduce the concept of sequential voting or selection: a sequence of votes where at each 
vote, a choice is to be made between two alternatives. In any situation with an odd number of 
experts, this process always yields a result, and this result can be taken as a most preferred 
alternative. However, as we show in an example below, this method also has problems.    
Example 2. Suppose that the relationship between variables is to be identified by first 
considering, for example, A and B and then considering the impact on the last variable.  
Expert-1 considers A and B first and states that B causes A and then A causes C: BAC. 
Expert-2 considers A and C first and state that A causes C and then C causes B: ACB. 
Expert-3 considers B and C first and state that C causes B and then B causes A: CBA.  
The results in this example show that we are in the unfortunate situation of having a group 
preference that depends on the sequence in which the selections were taken.         
We have illustrated some of the problems with simple-majority rule and sequential selecting 
decision processes. We turn next to another approach to the problem: assigning points to a 
pair of variables of each order on the basis of their relative rankings and defining a group 
preference ranking by adding the points assigned to each alternative by all experts.     
Example 3. We will illustrate the technique by considering five experts and four variables 
(See Table 1). Each expert makes a series of decisions at each order-level. For example, 
expert-1 makes a decision that “making a decision in situation A causes situation C” in a 
first order level, C causes B in a second order level, and B causes D in a third order level. 
Each expert assigns 3 point to the first order level, 2 point to the second order level, and so 
on. For a specific alternative, add the points assigned by all experts. The alternative with the 
most points is the most preferred, the alternative with the second largest number of points is 
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different preference schedules for the group. The likelihood of intransitive group 
preferences depends on how the experts select their individual preference rankings. For 
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Expert-2 considers A and C first and state that A causes C and then C causes B: ACB. 
Expert-3 considers B and C first and state that C causes B and then B causes A: CBA.  
The results in this example show that we are in the unfortunate situation of having a group 
preference that depends on the sequence in which the selections were taken.         
We have illustrated some of the problems with simple-majority rule and sequential selecting 
decision processes. We turn next to another approach to the problem: assigning points to a 
pair of variables of each order on the basis of their relative rankings and defining a group 
preference ranking by adding the points assigned to each alternative by all experts.     
Example 3. We will illustrate the technique by considering five experts and four variables 
(See Table 1). Each expert makes a series of decisions at each order-level. For example, 
expert-1 makes a decision that “making a decision in situation A causes situation C” in a 
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                                                            P(A,B) = P(B|A)P(A)                                                           (1) 
 

No further information on P(A) is available; however, P(B|A) can be further constrained. 
The corresponding Conditional Probability Table (CPT) is shown in Table 2. 
 

A P(B=1)|A 
0 θ0 
1 θ1 

Table 2. Conditional probability table 
 
The values of the conditional probabilities from the components of the parameter vector θ = 
(θ0, θ1) of the model class with structure S3. θ0 is the probability of B is active when A is not 
active. θ1 is the probability of B is active when A is active. From the statement, we now can 
infer that the probability of B is active when A is active is higher than the same probability 
with A inactive. The P(B|A) when P(A) is available is higher than the P(B|A) when P(A) is 
not available. The inequality relationship is obtained as follows: 
 
                                        P(B=1|A=1) ≥ P(B=1|A=0), θ1 ≥ θ0                      (2) 

 

Hence, the set of model parameters consistent with that statement is given by 
 
                                   Θ3 = {(θ0, θ1)| 0 ≤ θ0 ≤ 1 Λ θ0 ≤ θ1 ≤ 1}                             (3) 
 
and the distribution of models in the structure-dependent parameter space becomes 
 
                                 

 (4) 
 
 
A Bayesian model m represents the joint probability distribution of a set of variables X = X1, 
X2, X3,…, XD. The model is defined by a graph structure, which determines the structures of 
the conditional probabilities between variables, and a parameter vector θ, the components of 
which define the entries of the corresponding conditional probability tables (CPTs). Hence, a 
Bayesian network can be written as m = {s, θ}. Given some observations or evidence E, 
reflected by fixed measured values of a subset of variables, the conditional probability given 
the evidence in light of the model is described as P(X|E, m).  
The full Bayesian network model does not attempt to approximate the true underlying 
distribution. Instead, all available information is used in an optimal way to perform 
inference, without taking one single model for granted. To formalize this statement for our 
purposes, let us classify the set of available information into an available set of data D and a 
body of nonnumeric expert knowledge ω. The probability distribution of model m is given 
by 
  

                                                                                                  (5)                
 

 

The first parameter value D of P(D, ω) is the likelihood of the data given the model, which is 
not directly affected by nonnumeric expert knowledge ω, the second parameter value ω 
denotes the model a priori, whose task is to reflect the background knowledge. For 
simplicity, the numerator P(D, ω) of P(m|D, ω)  will be omitted from the equation (5). The 
term P(D|m) contains the constraints of the model space by the data, and the term P(m|ω) 
contains the constraints imposed by the expert knowledge. Hence, given some observation 
or evidence E, the conditional distribution of the remaining variable X is performed by 
integrating over the models. 
 

P(X|E, D, ω) = ∫ P(X|E, m)P(m|D, ω)dm                                         (6)                   
                                           = ∫ P(X|E, m)P(D|m)P(m|ω)dm                                (7) 

 
In this article, we consider the case of no available quantitative data; D is assigned a null 
value. The term D and P(D|m) will be omitted from equation (6) and (7). Even in this case, it 
is still possible to perform a proper Bayesian inference. 
 

                     P(X|E, ω) = ∫ P(X|E, m) P(m|ω)dm                                             (8) 
 

Now, the inference is based on the general information (contained in ω) obtained from 
experts, and the specific information provided by the measurement E. In order to determine 
P(m|ω), we need a formalism to translate the qualitative expert knowledge  into an a priori 
distribution over Bayesian models. The following notations are adopted for a Bayesian 
model class. A Bayesian model is determined by a graph structures and by the parameter 
vector θ needed to specify the conditional probability distributions given that structure. The 
parameter vector θ is referred to by one specific CPT configuration. A Bayesian model class 
is then given by 1) a discrete set of model structures S = {s1, s2, s3, …, sK} and for each 
structure sk, a set of CPT configurations Θk. The set of member Bayesian models m Є M of 
that class is then given by m = {(sk, θ)|k Є {1, …, K}, θ Є Θk}. The model distribution is 
shown in (9). 
 
 

(9) 
                          

 
 
In (9), the set of allowed structures is determined by means of ω, followed by the 
distributions of the corresponding CPT configurations. The model’s a posterior probability 
P(m|ω) is calculated as shown in (9). Inference is carried out by integrating over the 
structure space and the structure-dependent parameter space. 
 
        

       (10) 
 
It is common to express nonnumeric expert knowledge in terms of qualitative statements 
about a relationship between entities. The ω is represented as a list of such qualitative 
statements. The following information is essential to determine the model a priori (10): First, 
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In (9), the set of allowed structures is determined by means of ω, followed by the 
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It is common to express nonnumeric expert knowledge in terms of qualitative statements 
about a relationship between entities. The ω is represented as a list of such qualitative 
statements. The following information is essential to determine the model a priori (10): First, 
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each entity which is referenced in at least one statement throughout the listed is assigned to 
one variable Xi. Second, each relationship between a pair of variables constrains the 
likelihood of an edge between these variables being presented. Last, the quality of the 
statement such as activates or inactivates affects the distribution over CPT entries θ given 
the structure. The statement can be used to shape the joint distribution over the class of all 
possible Bayesian models over the set of variables obtained from ω in the general case. 
We propose a simplified method for constructing the a priori model distribution. Each 
statement is used to constrain the model space to that subspace which is consistent with that 
statement. In other words, if a statement describes a relationship between two variables, 
only structures sk which contain the corresponding edge are assigned a nonzero probability 
P(sk|ω). Likewise, only parameter values on that structure, which are consistent with the 
contents of that statement, are assigned a nonzero probability P(θ|sk, ω). If no further 
information is available, the distribution remains constant in the space of consistent models. 
Having derived the Bayesian model class (s3, Θ3) consistent with the statement, we can now 
perform inference by using an equation (10). Under the condition of A is set to active (E = {A 
= 1}), let us ask what is the probability of having B active. We can determine this by 
integrating over all models with nonzero probability and averaging their respective 
inferences, which can be done analytically in this simple case. 
 
                                                                                         

                                   
 (11) 

 
 
 
 
where ω = 2 is the normalizing factor in the parameter space of θ = (θ0 , θ1) such that 
                                   

(12) 
 
It is worth noting that, as long as simple inequalities are considered as statements, the 
problem remains analytically tractable even in higher dimensions. In general, integration 
during Bayesian inference can become intractable using analytical methods. 
 
5. Probabilistic Representation of a Qualitative Expert Knowledge Model 

The model from the previous section is derived to provide a full formalism of how to 
translate a set of qualitative statements into probability inequality constraints. Several 
qualitative models have been proposed in the context of qualitative probabilistic networks. 
Qualitative knowledge models describe the process of transforming qualitative statements 
into a set of probability constraints. The proposed Bayesian inference method outlined 
above is independent of the qualitative knowledge model. The model’s a posterior 
probability is independent of the set of qualitative statements used, once the set of 
probabilistic inequality constraints which are translated from qualitative statements is 
determined. Three existing qualitative models are the Wellman approach (Wellman, 1990) 
the Neufeld approach (Neufeld, 1990), and the orders of magnitude approach (Cerquides & 

 

Lopez, 1998). In this article, we utilize the Wellman approach, where qualitative expert 
knowledge involves influential effects from parent variables to child variables which are 
classified according to the number of inputs from parent to child and their interaction. For 
reasons of simplicity, binary-valued variables are used in our examples. The values of a 
variable or node defined as “present” and “absent” or “active” and “inactive” are 
represented as logical values “1” and “0” (as synonyms A and A). For multinomial 
variables, similar definitions can be applied. 
Qualitative influences with directions can be defined based on the number of influences 
imposed from parent to child. There are three cases of influences, namely, single influence, 
joint influence, and mixed joint influence. In addition, there are recurrent statements and 
conflicting statements. The first issue can be solved by using a Dynamic Bayesian Network 
(DBN) (Murphy, 2002: Premchaiswadi & Jongsawat, 2010) and the second issue can be 
solved by adopting a voting scheme. The definitions of influence presented in this article are 
refined based on the QPN in (Wellman, 1990). They are used to translate the qualitative 
expert statements into a set of constraints in the parameter space which can be used to 
model the parameter distribution given the structure. For a more general understanding of 
the explanation in this section, we assume that we obtained a set of final group decision 
making statements, transformed them into a set of qualitative statements, and explained 
those using different case studies in each criterion of probability inequality constraints for 
inference in a Bayesian Network. The BN model of each case study in each criterion is 
shown in Fig. 2. 
 

 
 
Fig. 2A. Example of 
single positive and 
negative influence. 

 

 
 
Fig. 2B. Example of plain synergy 
influence. Reliability, future income, and 
age synergically influence credit 
worthiness. 

 

 
 
Fig. 2C. Example of mixed 
joint influence. Debt and 
future income influence on 
credit worthiness. 

Fig. 2. The BN of each case study in each criterion 

 
5.1 Single Influence 
In the statement, “investing in project A increases the profit of the entire project in such 
good economic situations,” investing in project A is the parent node which has a single 
positive influence on child node the profit of the entire project.  
 

 
 
In another statement, “investing in project A reduces the profit of the entire project in such a 
severe economic crisis,” investing in project A is the parent node which imposes a single 
negative influence on child node the profit of the entire project. 
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The graphical representation of the above qualitative statements from an expert is shown in 
Fig. 2A. 

 
5.2 Joint Influence 
Let us consider credit worthiness of individual causes. Several risk factors have been 
identified for credit worthiness. According to the Thai credit bureau report, the three most 
prominent risk factors are reliability, future income, and age. The chance of getting credit 
worthiness increases as an individual gets higher future income, age, and reliability. This 
knowledge about credit worthiness factors can be encoded by a qualitative causality model. 
According to the statements, the main risk factors that influence credit worthiness by 
positive synergy as shown in Fig. 2B. 
The joint influence of these three factors together is more significant than individual 
influences from any of these factors alone. We can represent this synergy by the inequalities    
 

             
 
and                         
 

 
 

If we assume these risk factors pair wise symmetric, we can further derive the following 
inequalities: 
 

 
 
where CW, R, FI, and A stands for Credit Worthiness, Reliability, Future Income, and Age. 
Note that often but not always, the combined influence refers to the sum of independent 
influences from each parent node to each child node. Assume that parent nodes R and FI 
impose negative individual influence on child node CW, then the knowledge model can be 
defined as  
 

 
 
5.2 Mixed Joint Influence  
Generally, the extraction of a probability model is not well defined if the joint affect on a 
child is formed by a mixture of positive and negative individual influences from its parents. 

 

Therefore, we adopted the following scheme: If there are mixed influences from several 
parent nodes on a child node, and no additional information is given, then these are treated 
as independent and with equal influential strength.  
For example, future income imposes a positive single influence on credit worthiness and 
debt imposes a negative single influence on credit worthiness, then the joint influence can be 
represented by    

 
 

A credit worthiness case study for a mixed joint influence is shown in Fig. 2C. 
Once formulated, we can use a Monte Carlo sampling procedure to make sure that all 
inequalities are satisfied for valid models. Any additional structure can be brought into the 
CPT of the corresponding structure as soon as the dependencies between influences are 
made explicit by further qualitative statements.  

 
6. Conclusion and Future Work 

In this paper, we presented several techniques in the decision process to produce a group 
preference ranking and a final group solution. After that we established mathematical 
equations for Bayesian inference based on a final group solution obtained from experts. We 
also described in detail a method to transform knowledge, represented by a set of 
qualitative statements, into an “a priori” distribution for Bayesian probabilistic models. The 
set of model parameters consistent with the statements and the distribution of models in the 
structure-dependent parameter space were presented. A simplified method for constructing 
the “a priori” model distribution was proposed. Each statement was used to constrain the 
model space to a subspace which is consistent with the statements. Next, we provided a full 
formalism of how to translate a set of qualitative statements into probability inequality 
constraints. Several cases of Bayesian influence were classified and the probability 
inequality constraints presented in each case are described.  
For future research, we intend to construct multiple objective decision-making methods and 
its applications based on the concepts proposed in this article. We will apply the concepts to 
a specific case study using a set of group decision making statements and report the 
simulation results. 
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1. Introduction

As the recent developments in humanoid robotics, there is growing interest in object recogni-
tion and learning, since they are essential tasks for robots to work in our surrounding envi-
ronments. Most frameworks for recognition and learning are based only on visual features. It
seems that those are insufficient for ’understanding’ of objects, since each object has its own
intended use leading to the function, which is the key to object concept (Landau et al., 1998;
Stark et al., 1996). Of course, appearance is deeply related with functions, since many objects
have certain forms resulting from their functions. This fact is especially-pronounced in hand
tools. Thus the visual learning and recognition of hand tools may succeed to some extent.
However, such classification does not give any information on their functions. The important
point is not classification in its own right but rather inference of the function through the clas-
sification. We believe that must be the basis of ’understanding’, which we call object concept.
Therefore objects must be learned, i.e. categorized, and recognized through their functions.
In this chapter objects (hand tools) are modeled as the relationship between appearance and
functions. The proposed approach uses the model, which relates appearance and functions,
for learning and recognizing objects.
The appearance is defined as a visual feature of the object, while the function is defined as
certain changes in work objects caused by a tool. Each function is represented by a feature
vector which quantifies the changes in the work object. Then the function is abstracted from
these feature vectors using the Bayesian learning approach (Attias, 1999). All information
can be obtained by observing the scene, in which a man uses the hand tool. For the model
of object concept, Bayesian Network is utilized. The conditional probability tables, which
are parameters of the model, are estimated by applying EM algorithm to the observed visual
features and function information. This process can be seen as the learning of objects based on
their functions. Since the function and appearance are stochastically connected in the model,
inference of unseen object’s function is possible as well as recognizing its category.
Related works are roughly classified into three categories. One of these is an attempt to recog-
nize objects through their functions (Rivlin et al., 1995; Stark et al., 1996; Woods et al., 1995).
Although those works share the same idea with us, the authors do not consider the learning
process of object function. Thus the function of each object must be defined and programmed
manually. Secondly, unsupervised visual categorization of objects has been studied exten-
sively (Fergus et al., 2003; Sivic et al., 2005). However, function is not taken into consideration.
Thirdly, there has been research on object recognition through human action (Kojima et al.,
2004). The authors relate object recognition with human action, which represents how to use
it, rather than the object function itself. In (Ogura et al., 2005), authors have reported the
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model for robot tool use. However, they do not consider categorization and the robot can not
cope with unknown objects. The proposed framework differs from those works in important
ways. The key point of the proposed approach is learning of the relationship between ap-
pearance and function. This approach may lead to a computational model for the affordance
(Gibbson, 1979).
This chaper is organized as follows: the following section discusses an object concept model
based on the Bayesian Network. Then, the details of the model such as object appearance and
the function model are described in section 3. Section 4 shows some experimental results to
validate the proposed framework and this chapter is conclued in section 5.

2. Forming Object Concept

2.1 Bayesian Network for Object Concept
To ’understand’ objects a novel framework, which differs from conventional matching-based
’recognition’ approach, is required. Here we define ’understanding’ of an object as inference
of its function. For example, to understand ’scissors’ is to infer their function, that is, cut-
ting the work objects. Here is the problem to be considered, that is, what is the definition of
the function? Especially by almost all hand tools, the work object undergoes some physical
change. For example, scissors change shape and number of the work object, and pens can
change surface brightness. These various changes in a scene can be observed as a feature vec-
tor, which results in our definition of function. A detail description of the function will be
given in the following section.
The schematic diagram of the above discussion is shown in Fig.1 (a). Then Fig.1(a) can be
rewritten using graphical model as in Fig.1(b). It should be noted that the following relation-
ship is used to rewrite Fig.1(a) to Fig.1(b).

P(I)P(O|I)P(XV |O)P(F|O) = P(O)P(I|O)P(XV |O)P(F|O). (1)

Thus the problem considered in this chapter results in the parameter estimation and inference
using the graphical model in Fig.1(b). Of course the model is too simple to explain all aspects
of object understanding. In fact, more complex factors such as usage of the tool etc. are
important and should be taken into account. This is an issue in the future and now we focus
our discussion on the implementation of the system based on the model in Fig.1(b).
The Bayesian Network in Fig.1(b) has four nodes; one of these is unobservable object concept
O and the other nodes are observable object(scene) ID I, visual feature XV and function F. To
be precise F is not observable. In Fig.1(c), details of the node F is illustrated. In the figure XF
and ZF represent observable feature vector and ’abstract function’, which is abstracted from
feature vectors using Bayesian learning approach, respectively.

2.2 Learning Algorithm
From Fig.1(c), the joint probability of I, XV , XF O and ZF can be written as

P(I, XV , XF, O, ZF) = P(O)P(I|O)P(XV |O)P(ZF|O)P(XF|ZF). (2)

The parameters in the above equation P(O), P(I|O) P(XV |O) and P(ZF|O) are estimated us-
ing the EM algorithm, as the model contains unobserved latent variable. It should be noted
that P(XF|ZF) is given by the abstract function model(Gaussian Mixture Model) as we de-
scribe later. Let the parameters be θ, the problem is a maximization of the following equation:

L(D) = log ∑
ZF

∑
O

P(I, XV , XF, O, ZF|θ). (3)

F
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Fig. 1. A model of object concept. (a)Schematic diagram. (b)Graphical model representation
of (a). (c)Details of the node F in (b).

By applying Jensen’s inequality, we obtain

L(D) = log ∑
ZF

∑
O

q(O, ZF|I, XV , XF, θ̂)
P(I, XV , XF, O, ZF|θ)
q(O, ZF|I, XV , XF, θ̂)

≥ F(q,θ) = ∑
ZF

∑
O

q(O, ZF|I, XV , XF, θ̂) log
P(I, XV , XF, O, ZF|θ)
q(O, ZF|I, XV , XF, θ̂)

. (4)

Then the lower limit F(q,θ) is maximized iteratively with respect to q and θ one after the
other. The maximization with respect to q is to compute

q(O, ZF|I, XV , XF, θ̂) =
P(O)P(I|O)P(XV |O)P(ZF|O)P(XF|ZF)

∑ZF ∑O P(O)P(I|O)P(XV |O)P(ZF|O)P(XF|ZF)
. (5)
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To ’understand’ objects a novel framework, which differs from conventional matching-based
’recognition’ approach, is required. Here we define ’understanding’ of an object as inference
of its function. For example, to understand ’scissors’ is to infer their function, that is, cut-
ting the work objects. Here is the problem to be considered, that is, what is the definition of
the function? Especially by almost all hand tools, the work object undergoes some physical
change. For example, scissors change shape and number of the work object, and pens can
change surface brightness. These various changes in a scene can be observed as a feature vec-
tor, which results in our definition of function. A detail description of the function will be
given in the following section.
The schematic diagram of the above discussion is shown in Fig.1 (a). Then Fig.1(a) can be
rewritten using graphical model as in Fig.1(b). It should be noted that the following relation-
ship is used to rewrite Fig.1(a) to Fig.1(b).

P(I)P(O|I)P(XV |O)P(F|O) = P(O)P(I|O)P(XV |O)P(F|O). (1)

Thus the problem considered in this chapter results in the parameter estimation and inference
using the graphical model in Fig.1(b). Of course the model is too simple to explain all aspects
of object understanding. In fact, more complex factors such as usage of the tool etc. are
important and should be taken into account. This is an issue in the future and now we focus
our discussion on the implementation of the system based on the model in Fig.1(b).
The Bayesian Network in Fig.1(b) has four nodes; one of these is unobservable object concept
O and the other nodes are observable object(scene) ID I, visual feature XV and function F. To
be precise F is not observable. In Fig.1(c), details of the node F is illustrated. In the figure XF
and ZF represent observable feature vector and ’abstract function’, which is abstracted from
feature vectors using Bayesian learning approach, respectively.

2.2 Learning Algorithm
From Fig.1(c), the joint probability of I, XV , XF O and ZF can be written as

P(I, XV , XF, O, ZF) = P(O)P(I|O)P(XV |O)P(ZF|O)P(XF|ZF). (2)

The parameters in the above equation P(O), P(I|O) P(XV |O) and P(ZF|O) are estimated us-
ing the EM algorithm, as the model contains unobserved latent variable. It should be noted
that P(XF|ZF) is given by the abstract function model(Gaussian Mixture Model) as we de-
scribe later. Let the parameters be θ, the problem is a maximization of the following equation:

L(D) = log ∑
ZF

∑
O

P(I, XV , XF, O, ZF|θ). (3)
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Fig. 1. A model of object concept. (a)Schematic diagram. (b)Graphical model representation
of (a). (c)Details of the node F in (b).

By applying Jensen’s inequality, we obtain

L(D) = log ∑
ZF

∑
O

q(O, ZF|I, XV , XF, θ̂)
P(I, XV , XF, O, ZF|θ)
q(O, ZF|I, XV , XF, θ̂)

≥ F(q,θ) = ∑
ZF

∑
O

q(O, ZF|I, XV , XF, θ̂) log
P(I, XV , XF, O, ZF|θ)
q(O, ZF|I, XV , XF, θ̂)

. (4)

Then the lower limit F(q,θ) is maximized iteratively with respect to q and θ one after the
other. The maximization with respect to q is to compute

q(O, ZF|I, XV , XF, θ̂) =
P(O)P(I|O)P(XV |O)P(ZF|O)P(XF|ZF)

∑ZF ∑O P(O)P(I|O)P(XV |O)P(ZF|O)P(XF|ZF)
. (5)
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be precise F is not observable. In Fig.1(c), details of the node F is illustrated. In the figure XF
and ZF represent observable feature vector and ’abstract function’, which is abstracted from
feature vectors using Bayesian learning approach, respectively.

2.2 Learning Algorithm
From Fig.1(c), the joint probability of I, XV , XF O and ZF can be written as
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The parameters in the above equation P(O), P(I|O) P(XV |O) and P(ZF|O) are estimated us-
ing the EM algorithm, as the model contains unobserved latent variable. It should be noted
that P(XF|ZF) is given by the abstract function model(Gaussian Mixture Model) as we de-
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On the other hand the maximization with respect to θ is equivalent to maximize the Q-
function;

Q(θ) = 〈P(I, XV , XF, ZF, O|θ)〉q(O,ZF |I,XV ,XF ,θ̂). (6)

The parameter θ can be updated by solving ∂Q(θ)/∂θ = 0. The EM algorithm alternates the
following two steps starting from initial values and converges to a local minimum.

[E-step] Compute Equation 5.

[M-step]

P(O) ∝ ∑
I

∑
j

∑
ZF

{n(I, XVj)q(ZF, O|I, XVj, XF, θ̂)}, (7)

P(I|O) ∝ ∑
j

∑
ZF

{n(I, XVj)q(ZF, O|I, XVj, XF, θ̂)}, (8)

P(XVj|O) ∝ ∑
I

∑
ZF

{n(I, XVj)q(ZF, O|I, XVj, XF, θ̂)}, (9)

P(ZF|O) ∝ ∑
j

∑
I
{n(I, XVj)q(ZF, O|I, XVj, XF, θ̂)}, (10)

where XVj represents the j-th dimension of XV and n(I, XVj) denotes how many times {I, XVj}
occurred in the observations. It should be noted that P(XV |O) can be written as P(XV |O) =
∏j P(XVj|O).

2.3 Inference
An object (category) can be recognized from observed visual information and function using
the learned model as

argmax
O

P(O|XV , XF, I) = argmax
O

P(O)P(I|O)P(XV |O)∑ZF
{P(ZF|O)P(XF|ZF)}

∑O[P(O)P(I|O)P(XV |O)∑ZF
{P(ZF|O)P(XF|ZF)}]

. (11)

It is worth noting that Equation 11 is for the known object I. In order to apply Equation 11 to
the unseen object Î, P( Î|O) and P(O) must be recalculated using the EM-algorithm described
in the foregoing section. At this time P(XV |O) and P(ZF|O) are fixed. This idea is called
fold-in heuristics described in (Hofmann, 2001).
It is possible to infer the unseen object’s function only from the observed visual information.
Inversely, typical appearance of the object that has a specific function can be derived. Inference
of object function can be carried out by

argmax
ZF

P(ZF|XV , Î) = argmax
ZF

∑O P(O)P( Î|O)P(XV |O)P(ZF|O)

∑O P(O)P( Î|O)P(XV |O)
. (12)

The fold-in heuristics should be applied to the calculation of P( Î|O) and P(O).

3. Visual Information and Functions

3.1 Object appearance (XV )
There are two different attributes of object parts. One is functional parts and the other is non-
functional ones. The clipper blade and scissors handle are examples of functional parts, which
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Fig. 2. The image processing for the object appearance and functions.

are requisite for scissors. The relative location of these parts is also important. On the other
hand, non-functional parts are not directly linked to the object function. The object shape re-
flects these two types of parts. Therefore, only functional parts should be extracted to capture
the relationship between appearances and functions correctly. We use SIFT descriptors (Lowe,
2004) in order to extract parts of the object and then the object appearance is represented by
bag of features model.
The lower part of Fig.2 illustrates the processing for computing visual information. At first
the object region is extracted from images as shown in the figure. The SIFT descriptors are
computed in the object region. These computed descriptors are vector quantized using the
pre-defined code book and frequency count is taken for the bag of features representation.
In Fig.3, some examples of the actual SIFT key points and histograms. Each histogram given
in the figure is only a part of whole 500 dimensional information. One can see the similarites
between within class objects.

3.2 Feature Extraction for Functions (XF)
As we mentioned earlier, the function of a tool is defined as the pattern of certain changes in
its work object. It is very important to select changes to be observed, since it directly affects
the ability of the system to discover object functions.
Here four features are computed considering properties of general hand tools.
(1)Color change on the surface of the work object; this change can be captured by comput-
ing the correlation coefficient between color histograms of the work object before and after
manipulation (Cbe f ore and Ca f ter).

xC = Cr(Ca f ter,Cbe f ore), (13)

where Cr(a, b) = (a · b)/|a||b|.
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in the foregoing section. At this time P(XV |O) and P(ZF|O) are fixed. This idea is called
fold-in heuristics described in (Hofmann, 2001).
It is possible to infer the unseen object’s function only from the observed visual information.
Inversely, typical appearance of the object that has a specific function can be derived. Inference
of object function can be carried out by
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are requisite for scissors. The relative location of these parts is also important. On the other
hand, non-functional parts are not directly linked to the object function. The object shape re-
flects these two types of parts. Therefore, only functional parts should be extracted to capture
the relationship between appearances and functions correctly. We use SIFT descriptors (Lowe,
2004) in order to extract parts of the object and then the object appearance is represented by
bag of features model.
The lower part of Fig.2 illustrates the processing for computing visual information. At first
the object region is extracted from images as shown in the figure. The SIFT descriptors are
computed in the object region. These computed descriptors are vector quantized using the
pre-defined code book and frequency count is taken for the bag of features representation.
In Fig.3, some examples of the actual SIFT key points and histograms. Each histogram given
in the figure is only a part of whole 500 dimensional information. One can see the similarites
between within class objects.

3.2 Feature Extraction for Functions (XF)
As we mentioned earlier, the function of a tool is defined as the pattern of certain changes in
its work object. It is very important to select changes to be observed, since it directly affects
the ability of the system to discover object functions.
Here four features are computed considering properties of general hand tools.
(1)Color change on the surface of the work object; this change can be captured by comput-
ing the correlation coefficient between color histograms of the work object before and after
manipulation (Cbe f ore and Ca f ter).

xC = Cr(Ca f ter,Cbe f ore), (13)

where Cr(a, b) = (a · b)/|a||b|.
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On the other hand the maximization with respect to θ is equivalent to maximize the Q-
function;
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occurred in the observations. It should be noted that P(XV |O) can be written as P(XV |O) =
∏j P(XVj|O).
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It is worth noting that Equation 11 is for the known object I. In order to apply Equation 11 to
the unseen object Î, P( Î|O) and P(O) must be recalculated using the EM-algorithm described
in the foregoing section. At this time P(XV |O) and P(ZF|O) are fixed. This idea is called
fold-in heuristics described in (Hofmann, 2001).
It is possible to infer the unseen object’s function only from the observed visual information.
Inversely, typical appearance of the object that has a specific function can be derived. Inference
of object function can be carried out by
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are requisite for scissors. The relative location of these parts is also important. On the other
hand, non-functional parts are not directly linked to the object function. The object shape re-
flects these two types of parts. Therefore, only functional parts should be extracted to capture
the relationship between appearances and functions correctly. We use SIFT descriptors (Lowe,
2004) in order to extract parts of the object and then the object appearance is represented by
bag of features model.
The lower part of Fig.2 illustrates the processing for computing visual information. At first
the object region is extracted from images as shown in the figure. The SIFT descriptors are
computed in the object region. These computed descriptors are vector quantized using the
pre-defined code book and frequency count is taken for the bag of features representation.
In Fig.3, some examples of the actual SIFT key points and histograms. Each histogram given
in the figure is only a part of whole 500 dimensional information. One can see the similarites
between within class objects.

3.2 Feature Extraction for Functions (XF)
As we mentioned earlier, the function of a tool is defined as the pattern of certain changes in
its work object. It is very important to select changes to be observed, since it directly affects
the ability of the system to discover object functions.
Here four features are computed considering properties of general hand tools.
(1)Color change on the surface of the work object; this change can be captured by comput-
ing the correlation coefficient between color histograms of the work object before and after
manipulation (Cbe f ore and Ca f ter).

xC = Cr(Ca f ter,Cbe f ore), (13)

where Cr(a, b) = (a · b)/|a||b|.
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On the other hand the maximization with respect to θ is equivalent to maximize the Q-
function;

Q(θ) = 〈P(I, XV , XF, ZF, O|θ)〉q(O,ZF |I,XV ,XF ,θ̂). (6)

The parameter θ can be updated by solving ∂Q(θ)/∂θ = 0. The EM algorithm alternates the
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where XVj represents the j-th dimension of XV and n(I, XVj) denotes how many times {I, XVj}
occurred in the observations. It should be noted that P(XV |O) can be written as P(XV |O) =
∏j P(XVj|O).
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It is worth noting that Equation 11 is for the known object I. In order to apply Equation 11 to
the unseen object Î, P( Î|O) and P(O) must be recalculated using the EM-algorithm described
in the foregoing section. At this time P(XV |O) and P(ZF|O) are fixed. This idea is called
fold-in heuristics described in (Hofmann, 2001).
It is possible to infer the unseen object’s function only from the observed visual information.
Inversely, typical appearance of the object that has a specific function can be derived. Inference
of object function can be carried out by
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are requisite for scissors. The relative location of these parts is also important. On the other
hand, non-functional parts are not directly linked to the object function. The object shape re-
flects these two types of parts. Therefore, only functional parts should be extracted to capture
the relationship between appearances and functions correctly. We use SIFT descriptors (Lowe,
2004) in order to extract parts of the object and then the object appearance is represented by
bag of features model.
The lower part of Fig.2 illustrates the processing for computing visual information. At first
the object region is extracted from images as shown in the figure. The SIFT descriptors are
computed in the object region. These computed descriptors are vector quantized using the
pre-defined code book and frequency count is taken for the bag of features representation.
In Fig.3, some examples of the actual SIFT key points and histograms. Each histogram given
in the figure is only a part of whole 500 dimensional information. One can see the similarites
between within class objects.

3.2 Feature Extraction for Functions (XF)
As we mentioned earlier, the function of a tool is defined as the pattern of certain changes in
its work object. It is very important to select changes to be observed, since it directly affects
the ability of the system to discover object functions.
Here four features are computed considering properties of general hand tools.
(1)Color change on the surface of the work object; this change can be captured by comput-
ing the correlation coefficient between color histograms of the work object before and after
manipulation (Cbe f ore and Ca f ter).

xC = Cr(Ca f ter,Cbe f ore), (13)

where Cr(a, b) = (a · b)/|a||b|.
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Fig. 3. Examples of SIFT keypoints and histograms.

(2)Contour change of the work object; to capture this change the correlation coefficient be-
tween Fourier descriptors of the work object before and after manipulation is computed (Fbe f ore
and Fa f ter).

xF = Cr(Fa f ter,Fbe f ore). (14)

(3)Barycentric position change of the work object; the relative distance between barycentric
positions of a work object before and after manipulation (Gbe f ore and Ga f ter) is computed.

xG = |Ga f ter −Gbe f ore|. (15)

(4)Change in number of the work object; this can be detected by counting the connected com-
ponents relevant to a work object.

xN = Na f ter − Nbe f ore, (16)

where Nbe f ore and Na f ter represent the numbers of connected components of the work object
before and after manipulation, respectively.
Then, the feature vector can be written as x = (xN , xG, xC, xF). The upper part of Fig.2 illus-
trates an example of the feature extraction. As shown in the figure, above four features are
extracted from images before and after manipulation.

3.3 Bayesian Learning of Functions
3.3.1 The graphical model for GMM
The object functions are modeled by Gaussian Mixture Model (GMM) as in Fig.4 using the
feature vectors described above. This modeling process corresponds to abstraction of object
functions. Figure 5 shows 3D-plot of features that motivates us to use GMM. Three clusters,
which represent different functions, can clearly be seen in the figure. The Variational Bayes
(VB) framework (Attias, 1999) is used for the parameter estimation, since the number of ab-
stract functions can be estimated as an optimal model structure.
Figure 4 illustrates the graphical model for the GMM. This model corresponds to F, which is
denoted by the dashed box, in the whole model Fig.1(c). In Fig.4, xn(n = 1, · · · , N) represents
the observable change vectors of the work objects and N is the number of training samples.

Fig. 4. The detailed graphical model for functions.

mF, µi, Vi and αi denote the number of functions, i-th component of mF sets of mean vectors,
precision matrices and mixture ratios, respectively. All of these parameters have their own
prior distributions. The prior distribution of the multinomial distribution α = {α1, · · · , αmF}
is the Dirichlet distribution with the degrees of freedom φF. The prior distribution of the mean
vector µi is the Gaussian distribution with the mean vector νF and the precision matrix ξFVi.
Vi has the following Wishart distribution, which is parameterized by ηF and BF, as the prior
distribution:

W(Vi|ηF,BF) ∝ |Vi|1/2(ηF−d−1) exp(−1
2

Tr(ViBF)), (17)

where W() represents the Wishart distribution. The model structure mF also has the uniform
distribution MF as its prior distribution. zn

i denotes a latent variable, which represents the
functions.
In the variational Bayesian approach, the following marginal likelihood of the observations
D = {x1, · · · ,xN} is considered:

L(D) = log P(D) = log ∑
mF

∑
ZF

∫

θ
P(D,ZF,θ, mF)dθ, (18)

where ZF = {zn
i }

N,mF
n=1,i=1 and θ represent latent variables and a set of model parameters,

respectively. Now the variational posterior q is introduced to make the problem tractable.

q(ZF,θ, mF) = q(mF)q(ZF|mF)
K

∏
k

q(θk|mF), (19)
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Fig. 5. 3D-plot of feature vectors of object functions.

where θ is assumed to be decomposed into k independent parameters θk(k = 1, · · · , K). Then,
L(D) can be written as follows:

L(D) = log ∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF)

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

= ∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF) log

q(ZF,θ, mF)

P(ZF,θ, mF|D)
dθ

+∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF) log

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

≡ KL(q(ZF,θ, mF), P(ZF,θ, mF|D)) +F [q], (20)

where F[q] and KL denote free energy and Kullback-Leibler divergence, respectively. Since
L(D) does not depend on q, the maximization of F[q] with respect to q is equivalent to the
minimization of Kullback-Leibler divergence between q and true posterior P. Therefore, vari-
ational posterior q, which maximizes F[q], is the best approximation to the true posterior P.
The optimum variational posterior of each parameter can be obtained by maximizing F [q]
with respect to θk using Lagrange multipliers method.

F [q] = ∑
mF

q(mF)

{〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(ZF |mF),q(θ|mF)

+
K

∑
k=1

〈
log

P(θk|mF)

q(θk|mF)

〉

q(θk |mF)
+ log

P(mF)

q(mF)

}
. (21)

Derivation of q(ZF|mF), q(θk|mF) and q(mF) are given hereafter.

3.3.2 Derivation of q(ZF|mF)
q(ZF|mF) can be obtained by maxmizing F (q) under the constraint ∑ZF

q(ZF|mF) = 1 using
the Lagrange multiplier method. From Equation 21,

F [q(ZF|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
. (22)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
following functional J [q(ZF|mF)],

J [q(ZF|mF)] = F [q(ZF|mF)] + λ(∑
ZF

q(ZF|mF)− 1) (23)

∂J [q(ZF|mF)]

∂q(ZF|mF)
=

∂

∂q(ZF|mF)

[
∑
ZF

{
q(ZF|mF)

∫
q(θ|mF) log

P(D,ZF|θ, mF)

q(ZF|mF)
dθ

}

+λ(∑
ZF

q(ZF|mF)− 1)

]

=
∂

∂q(ZF|mF)

∫
q(θ|mF) {q(ZF|mF) log P(D,ZF|θ, mF)

−q(ZF|mF) log q(ZF|mF)} dθ+ λ

=
∫

q(θ|mF) {log P(D,ZF|θ, mF)− log q(ZF|mF)− 1} dθ+ λ

= 〈log p(D,ZF|θ, mF)〉q(θ|mF)
− log q(ZF|mF)− 1 + λ

= 0

⇒ q(ZF|mF) = exp
{
〈log P(D,ZF|θ, mF)〉q(θ|mF)

+ λ − 1
}

(24)

∂J [q(ZF|mF)]

∂λ
= ∑

ZF

q(ZF|mF)− 1

= ∑
ZF

exp
{
〈log P(D,ZF|θ, mF)〉q(θ|mF)

+ λ − 1
}
− 1 = 0

⇒ exp(λ − 1) =
1

∑ZF
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

(25)

From Equations 24 and 25, q(ZF|mF) can be obtained by

q(ZF|mF) =
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

∑ZF
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

= C exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)
, (26)

where C represents a normalizing constant.
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where θ is assumed to be decomposed into k independent parameters θk(k = 1, · · · , K). Then,
L(D) can be written as follows:

L(D) = log ∑
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θ
q(ZF,θ, mF)

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

= ∑
mF

∑
ZF
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θ
q(ZF,θ, mF) log

q(ZF,θ, mF)

P(ZF,θ, mF|D)
dθ

+∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF) log

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

≡ KL(q(ZF,θ, mF), P(ZF,θ, mF|D)) +F [q], (20)

where F[q] and KL denote free energy and Kullback-Leibler divergence, respectively. Since
L(D) does not depend on q, the maximization of F[q] with respect to q is equivalent to the
minimization of Kullback-Leibler divergence between q and true posterior P. Therefore, vari-
ational posterior q, which maximizes F[q], is the best approximation to the true posterior P.
The optimum variational posterior of each parameter can be obtained by maximizing F [q]
with respect to θk using Lagrange multipliers method.

F [q] = ∑
mF

q(mF)

{〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(ZF |mF),q(θ|mF)

+
K

∑
k=1

〈
log

P(θk|mF)

q(θk|mF)

〉

q(θk |mF)
+ log

P(mF)

q(mF)

}
. (21)

Derivation of q(ZF|mF), q(θk|mF) and q(mF) are given hereafter.

3.3.2 Derivation of q(ZF|mF)
q(ZF|mF) can be obtained by maxmizing F (q) under the constraint ∑ZF

q(ZF|mF) = 1 using
the Lagrange multiplier method. From Equation 21,

F [q(ZF|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
. (22)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
following functional J [q(ZF|mF)],

J [q(ZF|mF)] = F [q(ZF|mF)] + λ(∑
ZF

q(ZF|mF)− 1) (23)

∂J [q(ZF|mF)]

∂q(ZF|mF)
=

∂

∂q(ZF|mF)

[
∑
ZF

{
q(ZF|mF)

∫
q(θ|mF) log

P(D,ZF|θ, mF)

q(ZF|mF)
dθ

}

+λ(∑
ZF

q(ZF|mF)− 1)

]

=
∂

∂q(ZF|mF)

∫
q(θ|mF) {q(ZF|mF) log P(D,ZF|θ, mF)

−q(ZF|mF) log q(ZF|mF)} dθ+ λ

=
∫

q(θ|mF) {log P(D,ZF|θ, mF)− log q(ZF|mF)− 1} dθ+ λ

= 〈log p(D,ZF|θ, mF)〉q(θ|mF)
− log q(ZF|mF)− 1 + λ

= 0

⇒ q(ZF|mF) = exp
{
〈log P(D,ZF|θ, mF)〉q(θ|mF)

+ λ − 1
}
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∂J [q(ZF|mF)]
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exp
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+ λ − 1
}
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From Equations 24 and 25, q(ZF|mF) can be obtained by

q(ZF|mF) =
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where θ is assumed to be decomposed into k independent parameters θk(k = 1, · · · , K). Then,
L(D) can be written as follows:

L(D) = log ∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF)

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

= ∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF) log

q(ZF,θ, mF)

P(ZF,θ, mF|D)
dθ

+∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF) log

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

≡ KL(q(ZF,θ, mF), P(ZF,θ, mF|D)) +F [q], (20)

where F[q] and KL denote free energy and Kullback-Leibler divergence, respectively. Since
L(D) does not depend on q, the maximization of F[q] with respect to q is equivalent to the
minimization of Kullback-Leibler divergence between q and true posterior P. Therefore, vari-
ational posterior q, which maximizes F[q], is the best approximation to the true posterior P.
The optimum variational posterior of each parameter can be obtained by maximizing F [q]
with respect to θk using Lagrange multipliers method.

F [q] = ∑
mF

q(mF)

{〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(ZF |mF),q(θ|mF)

+
K

∑
k=1

〈
log

P(θk|mF)

q(θk|mF)

〉

q(θk |mF)
+ log

P(mF)

q(mF)

}
. (21)

Derivation of q(ZF|mF), q(θk|mF) and q(mF) are given hereafter.

3.3.2 Derivation of q(ZF|mF)
q(ZF|mF) can be obtained by maxmizing F (q) under the constraint ∑ZF

q(ZF|mF) = 1 using
the Lagrange multiplier method. From Equation 21,

F [q(ZF|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
. (22)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
following functional J [q(ZF|mF)],

J [q(ZF|mF)] = F [q(ZF|mF)] + λ(∑
ZF

q(ZF|mF)− 1) (23)

∂J [q(ZF|mF)]

∂q(ZF|mF)
=

∂

∂q(ZF|mF)

[
∑
ZF

{
q(ZF|mF)

∫
q(θ|mF) log

P(D,ZF|θ, mF)

q(ZF|mF)
dθ

}

+λ(∑
ZF

q(ZF|mF)− 1)

]

=
∂

∂q(ZF|mF)

∫
q(θ|mF) {q(ZF|mF) log P(D,ZF|θ, mF)

−q(ZF|mF) log q(ZF|mF)} dθ+ λ

=
∫

q(θ|mF) {log P(D,ZF|θ, mF)− log q(ZF|mF)− 1} dθ+ λ

= 〈log p(D,ZF|θ, mF)〉q(θ|mF)
− log q(ZF|mF)− 1 + λ

= 0

⇒ q(ZF|mF) = exp
{
〈log P(D,ZF|θ, mF)〉q(θ|mF)

+ λ − 1
}

(24)

∂J [q(ZF|mF)]

∂λ
= ∑

ZF

q(ZF|mF)− 1

= ∑
ZF

exp
{
〈log P(D,ZF|θ, mF)〉q(θ|mF)

+ λ − 1
}
− 1 = 0

⇒ exp(λ − 1) =
1

∑ZF
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

(25)

From Equations 24 and 25, q(ZF|mF) can be obtained by

q(ZF|mF) =
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

∑ZF
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

= C exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)
, (26)

where C represents a normalizing constant.
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Fig. 5. 3D-plot of feature vectors of object functions.

where θ is assumed to be decomposed into k independent parameters θk(k = 1, · · · , K). Then,
L(D) can be written as follows:

L(D) = log ∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF)

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

= ∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF) log

q(ZF,θ, mF)

P(ZF,θ, mF|D)
dθ

+∑
mF

∑
ZF

∫

θ
q(ZF,θ, mF) log

P(D,ZF,θ, mF)

q(ZF,θ, mF)
dθ

≡ KL(q(ZF,θ, mF), P(ZF,θ, mF|D)) +F [q], (20)

where F[q] and KL denote free energy and Kullback-Leibler divergence, respectively. Since
L(D) does not depend on q, the maximization of F[q] with respect to q is equivalent to the
minimization of Kullback-Leibler divergence between q and true posterior P. Therefore, vari-
ational posterior q, which maximizes F[q], is the best approximation to the true posterior P.
The optimum variational posterior of each parameter can be obtained by maximizing F [q]
with respect to θk using Lagrange multipliers method.

F [q] = ∑
mF

q(mF)

{〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(ZF |mF),q(θ|mF)

+
K

∑
k=1

〈
log

P(θk|mF)

q(θk|mF)

〉

q(θk |mF)
+ log

P(mF)

q(mF)

}
. (21)

Derivation of q(ZF|mF), q(θk|mF) and q(mF) are given hereafter.

3.3.2 Derivation of q(ZF|mF)
q(ZF|mF) can be obtained by maxmizing F (q) under the constraint ∑ZF

q(ZF|mF) = 1 using
the Lagrange multiplier method. From Equation 21,

F [q(ZF|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
. (22)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
following functional J [q(ZF|mF)],

J [q(ZF|mF)] = F [q(ZF|mF)] + λ(∑
ZF

q(ZF|mF)− 1) (23)

∂J [q(ZF|mF)]

∂q(ZF|mF)
=

∂

∂q(ZF|mF)

[
∑
ZF

{
q(ZF|mF)

∫
q(θ|mF) log

P(D,ZF|θ, mF)

q(ZF|mF)
dθ

}

+λ(∑
ZF

q(ZF|mF)− 1)

]

=
∂

∂q(ZF|mF)

∫
q(θ|mF) {q(ZF|mF) log P(D,ZF|θ, mF)

−q(ZF|mF) log q(ZF|mF)} dθ+ λ

=
∫

q(θ|mF) {log P(D,ZF|θ, mF)− log q(ZF|mF)− 1} dθ+ λ

= 〈log p(D,ZF|θ, mF)〉q(θ|mF)
− log q(ZF|mF)− 1 + λ

= 0

⇒ q(ZF|mF) = exp
{
〈log P(D,ZF|θ, mF)〉q(θ|mF)

+ λ − 1
}

(24)

∂J [q(ZF|mF)]

∂λ
= ∑

ZF

q(ZF|mF)− 1

= ∑
ZF

exp
{
〈log P(D,ZF|θ, mF)〉q(θ|mF)

+ λ − 1
}
− 1 = 0

⇒ exp(λ − 1) =
1

∑ZF
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

(25)

From Equations 24 and 25, q(ZF|mF) can be obtained by

q(ZF|mF) =
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

∑ZF
exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)

= C exp 〈log P(D,ZF|θ, mF)〉q(θ|mF)
, (26)

where C represents a normalizing constant.
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3.3.3 Derivation of q(θi|mF)
q(θi|mF) can be also obtained through the maximization of F (q) under the constraint of
∑θi

q(θi|mF) = 1. From Equation 21, we can write the terms, which are dependent on q(θi|mF),

F [q(θi|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
+ ∑

j

〈
log

P(θj|mF)

q(θj|mF)

〉

q(θj |mF)

.

(27)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
following functional J [q(θi|mF)],

J [q(θi|mF)] = F [q(θi|mF)] + λ(
∫

q(θi|mF)dθi − 1)

∂J [q(θi|mF)]

∂q(θi|mF)
=

∂

∂q(θi|mF))

[
∑
ZF

{
q(ZF|mF)

∫
q(θ|mF) log P(D,ZF|θ, mF)

−q(θ|mF) log q(Z|mF)dθ}
+q(θi|mF) log P(θi|mF)− q(θi|mF) log q(θi|mF)] + λ

= 〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)
+ log P(θi|mF)

− log q(θi|mF)− 1 = 0, (28)

⇒ q(θi|mF) = P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

+ λ − 1
)

, (29)

∂J [q(θi|mF)]

∂λ
=

∫
q(θi|mF)dθi − 1

=
∫

P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

+λ − 1) dθi − 1 = 0, (30)

⇒ exp (λ − 1) =
1∫

P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
dθi

, (31)

where θ−i represents all of parameters θ except θi. Substituting Equation 31 into 29, we obtain
the following variational posterior q(θi|mF):

q(θi|mF) =
P(θi|mF) exp

(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)

∫
P(θi|mF) exp

(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
dθi

= CiP(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
, (32)

where Ci represents a normalizing constant.

3.3.4 Derivation of q(mF)
The maximization of F[q] with respect to q(mF) results in the optimum variational posterior
of the model structure q(mF). Equation 21 can be rewritten as

F [q] = 〈FmF 〉q(mF)
+

〈
log

P(mF)

q(mF)

〉

q(mF)
, (33)

where FmF represents the sum of terms, which do not contain q(mF). Since q(ZF|mF) and
q(θ|mF) affect only FmF , the maximization of F [q] with respect to q(ZF|mF) and q(θ|mF) is
equivalent to the maximization of FmF with respect to q(ZF|mF) and q(θ|mF). Now let a
maximum value of FmF with respect to q(ZF|mF) and q(θ|mF) be F∗

mF
. Then, the optimum

variational posterior of the model structure q(mF) can be written as

F [q] =
〈
F∗

mF

〉
q(mF)

+

〈
log

P(mF)

q(mF)

〉

q(mF)
. (34)

The above equation should be maximized with respect to q(mF) under the constraint of ∑m q(mF) =
1. A Lagrange multiplier λ is again introduced and then, it becomes the extreme value prob-
lem of the functional J [q(mF)],

J [q(mF)] =
〈
F∗

mF

〉
q(mF)

+

〈
log

P(mF)

q(mF)

〉

q(mF)
+ λ

(
∑
mF

q(mF)− 1

)

= ∑
mF

q(mF)

(
F∗

mF
+ log

P(mF)

q(mF)

)
+ λ

(
∑
mF

q(mF)− 1

)
,

∂J [q(mF)]

∂q(mF)
= F∗

mF
+ log P(mF)− log q(mF)− 1 + λ = 0,

⇒ q(mF) = P(mF) exp
(
F∗

mF
− 1 + λ

)
, (35)

∂J [q(mF)]

∂λ
= ∑

mF

q(mF)− 1 = 0

⇒ exp(λ − 1) =
1

∑mF
P(mF) exp (F∗

mF )
, (36)

Substituting Equation 36 into35, the following q(mF) is obtained:

q(mF) =
P(mF) exp

(
F∗

mF

)

∑mF
P(mF) exp (F∗

mF )
= CmF P(mF) exp

(
F∗

mF

)
, (37)

where CmF is a normalizing constant ensuring ∑mF
q(mF) = 1. The maximization of q(mF) is

equivalent to the maximization of F∗
mF

, since a uniform distribution P(mF) = MF is assumed
as the prior distribution of mF. Therefore an optimum model structure mF can be estimated
through the maximization of F∗

mF
with respect to q(Z|mF) and q(θ|mF).
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3.3.3 Derivation of q(θi|mF)
q(θi|mF) can be also obtained through the maximization of F (q) under the constraint of
∑θi

q(θi|mF) = 1. From Equation 21, we can write the terms, which are dependent on q(θi|mF),

F [q(θi|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
+ ∑

j

〈
log

P(θj|mF)

q(θj|mF)

〉

q(θj |mF)

.

(27)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
following functional J [q(θi|mF)],

J [q(θi|mF)] = F [q(θi|mF)] + λ(
∫

q(θi|mF)dθi − 1)

∂J [q(θi|mF)]

∂q(θi|mF)
=

∂

∂q(θi|mF))

[
∑
ZF

{
q(ZF|mF)

∫
q(θ|mF) log P(D,ZF|θ, mF)

−q(θ|mF) log q(Z|mF)dθ}
+q(θi|mF) log P(θi|mF)− q(θi|mF) log q(θi|mF)] + λ

= 〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)
+ log P(θi|mF)

− log q(θi|mF)− 1 = 0, (28)

⇒ q(θi|mF) = P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

+ λ − 1
)

, (29)

∂J [q(θi|mF)]

∂λ
=

∫
q(θi|mF)dθi − 1

=
∫

P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

+λ − 1) dθi − 1 = 0, (30)

⇒ exp (λ − 1) =
1∫

P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
dθi

, (31)

where θ−i represents all of parameters θ except θi. Substituting Equation 31 into 29, we obtain
the following variational posterior q(θi|mF):

q(θi|mF) =
P(θi|mF) exp

(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)

∫
P(θi|mF) exp

(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
dθi

= CiP(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
, (32)

where Ci represents a normalizing constant.

3.3.4 Derivation of q(mF)
The maximization of F[q] with respect to q(mF) results in the optimum variational posterior
of the model structure q(mF). Equation 21 can be rewritten as

F [q] = 〈FmF 〉q(mF)
+

〈
log

P(mF)

q(mF)

〉

q(mF)
, (33)

where FmF represents the sum of terms, which do not contain q(mF). Since q(ZF|mF) and
q(θ|mF) affect only FmF , the maximization of F [q] with respect to q(ZF|mF) and q(θ|mF) is
equivalent to the maximization of FmF with respect to q(ZF|mF) and q(θ|mF). Now let a
maximum value of FmF with respect to q(ZF|mF) and q(θ|mF) be F∗

mF
. Then, the optimum

variational posterior of the model structure q(mF) can be written as

F [q] =
〈
F∗

mF

〉
q(mF)

+

〈
log

P(mF)

q(mF)

〉

q(mF)
. (34)

The above equation should be maximized with respect to q(mF) under the constraint of ∑m q(mF) =
1. A Lagrange multiplier λ is again introduced and then, it becomes the extreme value prob-
lem of the functional J [q(mF)],

J [q(mF)] =
〈
F∗

mF

〉
q(mF)

+

〈
log

P(mF)

q(mF)

〉

q(mF)
+ λ

(
∑
mF

q(mF)− 1

)

= ∑
mF

q(mF)

(
F∗

mF
+ log

P(mF)

q(mF)

)
+ λ

(
∑
mF

q(mF)− 1

)
,

∂J [q(mF)]

∂q(mF)
= F∗

mF
+ log P(mF)− log q(mF)− 1 + λ = 0,

⇒ q(mF) = P(mF) exp
(
F∗

mF
− 1 + λ

)
, (35)

∂J [q(mF)]

∂λ
= ∑

mF

q(mF)− 1 = 0

⇒ exp(λ − 1) =
1

∑mF
P(mF) exp (F∗

mF )
, (36)

Substituting Equation 36 into35, the following q(mF) is obtained:

q(mF) =
P(mF) exp

(
F∗

mF

)

∑mF
P(mF) exp (F∗

mF )
= CmF P(mF) exp

(
F∗

mF

)
, (37)

where CmF is a normalizing constant ensuring ∑mF
q(mF) = 1. The maximization of q(mF) is

equivalent to the maximization of F∗
mF

, since a uniform distribution P(mF) = MF is assumed
as the prior distribution of mF. Therefore an optimum model structure mF can be estimated
through the maximization of F∗

mF
with respect to q(Z|mF) and q(θ|mF).



Bayesian Network100

3.3.3 Derivation of q(θi|mF)
q(θi|mF) can be also obtained through the maximization of F (q) under the constraint of
∑θi

q(θi|mF) = 1. From Equation 21, we can write the terms, which are dependent on q(θi|mF),

F [q(θi|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
+ ∑

j

〈
log

P(θj|mF)

q(θj|mF)

〉

q(θj |mF)

.

(27)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
following functional J [q(θi|mF)],

J [q(θi|mF)] = F [q(θi|mF)] + λ(
∫

q(θi|mF)dθi − 1)

∂J [q(θi|mF)]

∂q(θi|mF)
=

∂

∂q(θi|mF))

[
∑
ZF

{
q(ZF|mF)

∫
q(θ|mF) log P(D,ZF|θ, mF)

−q(θ|mF) log q(Z|mF)dθ}
+q(θi|mF) log P(θi|mF)− q(θi|mF) log q(θi|mF)] + λ

= 〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)
+ log P(θi|mF)

− log q(θi|mF)− 1 = 0, (28)

⇒ q(θi|mF) = P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

+ λ − 1
)

, (29)

∂J [q(θi|mF)]

∂λ
=

∫
q(θi|mF)dθi − 1

=
∫

P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

+λ − 1) dθi − 1 = 0, (30)

⇒ exp (λ − 1) =
1∫

P(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
dθi

, (31)

where θ−i represents all of parameters θ except θi. Substituting Equation 31 into 29, we obtain
the following variational posterior q(θi|mF):

q(θi|mF) =
P(θi|mF) exp

(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)

∫
P(θi|mF) exp

(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
dθi

= CiP(θi|mF) exp
(
〈log P(D,ZF|θ, mF)〉q(ZF |mF),q(θ−i |mF)

)
, (32)

where Ci represents a normalizing constant.

3.3.4 Derivation of q(mF)
The maximization of F[q] with respect to q(mF) results in the optimum variational posterior
of the model structure q(mF). Equation 21 can be rewritten as

F [q] = 〈FmF 〉q(mF)
+

〈
log

P(mF)

q(mF)

〉

q(mF)
, (33)

where FmF represents the sum of terms, which do not contain q(mF). Since q(ZF|mF) and
q(θ|mF) affect only FmF , the maximization of F [q] with respect to q(ZF|mF) and q(θ|mF) is
equivalent to the maximization of FmF with respect to q(ZF|mF) and q(θ|mF). Now let a
maximum value of FmF with respect to q(ZF|mF) and q(θ|mF) be F∗

mF
. Then, the optimum

variational posterior of the model structure q(mF) can be written as

F [q] =
〈
F∗

mF

〉
q(mF)

+

〈
log

P(mF)

q(mF)

〉

q(mF)
. (34)

The above equation should be maximized with respect to q(mF) under the constraint of ∑m q(mF) =
1. A Lagrange multiplier λ is again introduced and then, it becomes the extreme value prob-
lem of the functional J [q(mF)],

J [q(mF)] =
〈
F∗

mF

〉
q(mF)

+

〈
log

P(mF)

q(mF)

〉

q(mF)
+ λ

(
∑
mF

q(mF)− 1

)

= ∑
mF

q(mF)

(
F∗

mF
+ log

P(mF)

q(mF)

)
+ λ

(
∑
mF

q(mF)− 1

)
,

∂J [q(mF)]

∂q(mF)
= F∗

mF
+ log P(mF)− log q(mF)− 1 + λ = 0,

⇒ q(mF) = P(mF) exp
(
F∗

mF
− 1 + λ

)
, (35)

∂J [q(mF)]

∂λ
= ∑

mF

q(mF)− 1 = 0

⇒ exp(λ − 1) =
1

∑mF
P(mF) exp (F∗

mF )
, (36)

Substituting Equation 36 into35, the following q(mF) is obtained:

q(mF) =
P(mF) exp

(
F∗

mF

)

∑mF
P(mF) exp (F∗

mF )
= CmF P(mF) exp

(
F∗

mF

)
, (37)

where CmF is a normalizing constant ensuring ∑mF
q(mF) = 1. The maximization of q(mF) is

equivalent to the maximization of F∗
mF

, since a uniform distribution P(mF) = MF is assumed
as the prior distribution of mF. Therefore an optimum model structure mF can be estimated
through the maximization of F∗

mF
with respect to q(Z|mF) and q(θ|mF).
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3.3.3 Derivation of q(θi|mF)
q(θi|mF) can be also obtained through the maximization of F (q) under the constraint of
∑θi

q(θi|mF) = 1. From Equation 21, we can write the terms, which are dependent on q(θi|mF),

F [q(θi|mF)] =

〈
log

P(D,ZF|θ, mF)

q(ZF|mF)

〉

q(Z|mF),q(θ|mF)
+ ∑

j

〈
log

P(θj|mF)

q(θj|mF)

〉

q(θj |mF)

.

(27)

Let λ be a Lagrange multiplier. Then the problem becomes the extreme value problem of the
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[
∑
ZF
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∂λ
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where θ−i represents all of parameters θ except θi. Substituting Equation 31 into 29, we obtain
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where Ci represents a normalizing constant.

3.3.4 Derivation of q(mF)
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equivalent to the maximization of FmF with respect to q(ZF|mF) and q(θ|mF). Now let a
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mF
. Then, the optimum
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The above equation should be maximized with respect to q(mF) under the constraint of ∑m q(mF) =
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Substituting Equation 36 into35, the following q(mF) is obtained:

q(mF) =
P(mF) exp

(
F∗
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)
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where CmF is a normalizing constant ensuring ∑mF
q(mF) = 1. The maximization of q(mF) is

equivalent to the maximization of F∗
mF

, since a uniform distribution P(mF) = MF is assumed
as the prior distribution of mF. Therefore an optimum model structure mF can be estimated
through the maximization of F∗

mF
with respect to q(Z|mF) and q(θ|mF).
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3.3.5 Variational posteriors for GMM
Finally, we can obtain the variational posterior of latent variables for given mF as follows:

q(ZF|mF) = C
mF

∏
i=1

N

∏
n=1

exp

{
zn

i

(
〈log αi〉q(α|mF)

+
1
2
〈log |Vi|〉q(Vi |mF)

−1
2

Tr
{
〈Vi〉q(Vi |mF)

〈
(xn −µi)(xn −µi)

T
〉

q(µi |mF)

})}
. (38)

The variational posterior of α is the following Dirichlet distribution parameterized by {φ0 +
N̄i}mF

i=1.

q(α|mF) = D
(
{αi}mF

i=1|{φ0 + N̄i}mF
i=1

)
, (39)

where D() denotes Dirichlet distribution and

N̄i =
N

∑
n=1

z̄n
i , z̄n

i = 〈zn
i 〉q(zn

i |mF)
. (40)

The variational posteriors of Vi is the Wishart distribution, which is parameterized by Bi and
ηF + N̄i as follows:

q(Vi|mF) = W(Vi|ηF + N̄i, Bi), (41)

where

Bi = BF + C̄i +
N̄iξF

N̄i + ξF
(x̄i − νF)(x̄i − νF)

T , (42)

x̄i =
1
N̄i

N

∑
n=1

z̄n
i xn, C̄i =

N

∑
n=1

z̄n
i (xn − x̄i)(xn − x̄i)

T . (43)

The marginalization of q(µi,Vi|mF) with respect to Vi yields the variational posterior of µi. It
turns out that the variational posterior becomes the Student’s t-distribution parameterized by
µ̄i, Σµi, and fµi .

q(µi|mF) = T (µi|µ̄i, Σµi , fµi ), (44)

where T () represents the Student’s t-distribution as follows:

T (µi|µ̄i, Σµi , fµi ) ∝
{

1 + (µi − µ̄i)
T(Σµi fµi )

−1(µi − µ̄i)
}− d+ fµi

2 , (45)

where d represents the dimension of the input vector. Moreover each parameter can be written
as

µ̄i =
N̄ix̄i + ξFνF

N̄i + ξF
, Σµi =

Bi
(N̄i + ξF) fµi

, fµi = ηF + N̄i + 1 − d. (46)

The optimization process starts from an initial guess and iterates the E-step (Equation 38) and
M-step (Equations 39, 41, and 44) until it converges. This variational EM-algorithm gives a lo-
cal maximum of F [q]. The optimum structure mF, which represents the number of functions,

object category ID A set B set total
scissors T1 7 3 10

pen T2 8 3 11
pliers T3 2 2 4

tweezers T4 3 2 5
utility knife T5 3 1 4

stapler T6 4 1 5
tape T7 4 2 6

colored vinyl tape T8 2 2 4

Table 1. Number of tools in the experiment.

Fig. 6. Hand tools used in the experiment. (a)Set A. (b)Set B.

can be also obtained by selecting mF that maximizes F [q]. In the later experiment, the model
structure is selected in the range of 2 ≤ mF ≤ 8.
When a novel observation XF is given to the learned model, the function Z∗

F can be estimated
as follows:

Z∗
F = argmax

ZF

P(XF|ZF) = argmax
j

α̂jN (XF|µ̂j, V̂j), (47)

where N represents the Gaussian distribution. α̂j is the j-th component of a mode of the
variational posterior q(α|mF). µ̂j and V̂j denote modes of the variational posteriors q(µj|mF)
and q(Vj|mF), respectively. For given XF, P(XF|ZF) in Fig.1(c) is derived as

P(XF|ZF) = α̂ZFN (XF|µ̂ZF , V̂ZF ). (48)

4. Experiments

4.1 Experimental Setup
A total of 49 objects with 8 categories, which are given in Tab.1, are employed in the exper-
iments. These 49 objects are divided into two groups. Figure 6(a) is the set A containing a
total of 33 hand tools (7 scissors, 8 pens, 2 pliers, 4 staplers, 3 tweezers, 4 tapes, 2 colored vinyl
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can be also obtained by selecting mF that maximizes F [q]. In the later experiment, the model
structure is selected in the range of 2 ≤ mF ≤ 8.
When a novel observation XF is given to the learned model, the function Z∗

F can be estimated
as follows:

Z∗
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P(XF|ZF) = argmax
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α̂jN (XF|µ̂j, V̂j), (47)

where N represents the Gaussian distribution. α̂j is the j-th component of a mode of the
variational posterior q(α|mF). µ̂j and V̂j denote modes of the variational posteriors q(µj|mF)
and q(Vj|mF), respectively. For given XF, P(XF|ZF) in Fig.1(c) is derived as

P(XF|ZF) = α̂ZFN (XF|µ̂ZF , V̂ZF ). (48)

4. Experiments

4.1 Experimental Setup
A total of 49 objects with 8 categories, which are given in Tab.1, are employed in the exper-
iments. These 49 objects are divided into two groups. Figure 6(a) is the set A containing a
total of 33 hand tools (7 scissors, 8 pens, 2 pliers, 4 staplers, 3 tweezers, 4 tapes, 2 colored vinyl
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The variational posteriors of Vi is the Wishart distribution, which is parameterized by Bi and
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The marginalization of q(µi,Vi|mF) with respect to Vi yields the variational posterior of µi. It
turns out that the variational posterior becomes the Student’s t-distribution parameterized by
µ̄i, Σµi, and fµi .
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cal maximum of F [q]. The optimum structure mF, which represents the number of functions,
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can be also obtained by selecting mF that maximizes F [q]. In the later experiment, the model
structure is selected in the range of 2 ≤ mF ≤ 8.
When a novel observation XF is given to the learned model, the function Z∗

F can be estimated
as follows:

Z∗
F = argmax

ZF

P(XF|ZF) = argmax
j

α̂jN (XF|µ̂j, V̂j), (47)

where N represents the Gaussian distribution. α̂j is the j-th component of a mode of the
variational posterior q(α|mF). µ̂j and V̂j denote modes of the variational posteriors q(µj|mF)
and q(Vj|mF), respectively. For given XF, P(XF|ZF) in Fig.1(c) is derived as

P(XF|ZF) = α̂ZFN (XF|µ̂ZF , V̂ZF ). (48)
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4.1 Experimental Setup
A total of 49 objects with 8 categories, which are given in Tab.1, are employed in the exper-
iments. These 49 objects are divided into two groups. Figure 6(a) is the set A containing a
total of 33 hand tools (7 scissors, 8 pens, 2 pliers, 4 staplers, 3 tweezers, 4 tapes, 2 colored vinyl
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The optimization process starts from an initial guess and iterates the E-step (Equation 38) and
M-step (Equations 39, 41, and 44) until it converges. This variational EM-algorithm gives a lo-
cal maximum of F [q]. The optimum structure mF, which represents the number of functions,
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can be also obtained by selecting mF that maximizes F [q]. In the later experiment, the model
structure is selected in the range of 2 ≤ mF ≤ 8.
When a novel observation XF is given to the learned model, the function Z∗

F can be estimated
as follows:
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α̂jN (XF|µ̂j, V̂j), (47)

where N represents the Gaussian distribution. α̂j is the j-th component of a mode of the
variational posterior q(α|mF). µ̂j and V̂j denote modes of the variational posteriors q(µj|mF)
and q(Vj|mF), respectively. For given XF, P(XF|ZF) in Fig.1(c) is derived as

P(XF|ZF) = α̂ZFN (XF|µ̂ZF , V̂ZF ). (48)

4. Experiments

4.1 Experimental Setup
A total of 49 objects with 8 categories, which are given in Tab.1, are employed in the exper-
iments. These 49 objects are divided into two groups. Figure 6(a) is the set A containing a
total of 33 hand tools (7 scissors, 8 pens, 2 pliers, 4 staplers, 3 tweezers, 4 tapes, 2 colored vinyl
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Fig. 7. (a)A snapshot of the system. (b)Structure vs. free energy.

tapes and 3 utility knives). The set B consists of a total of 16 hand tools (3 scissors, 3 pens,
2 pliers, 2 tweezers, 1 stapler, 2 tapes, 2 colored vinyl tapes and 1 utility knife), which are
shown in Fig.6(b). Figure 7(a) shows the actual system setup. The camera is fixed to capture
the user’s hands and takes images during the manipulation. The tool and the work object are
extracted based on background difference method, and then the system computes appearance
and function information as we mentioned earlier. Three experiments were conducted using
this system.

4.2 Finding Abstract Functions
At first the function model in Fig.4 was trained. Each of 33 hand tools (set A) used 10 times
and a total of 330 feature vectors were obtained. The VB algorithm was applied to the data to
estimate the parameters and optimal structure, i.e. number of abstract functions. Figure 7(b)
shows free energy over the number of functions mF. The figure implies that six functions ex-
plain the data best. In fact, we have confirmed these six functions correspond to ’cut’, ’write’,
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Fig. 8. (a)Correct categorization. (b)Categorization with only visual information.
(c)Categorization with visual and function information.

’move’. ’deform’, ’adhesion’ and ’adhesion with color change’. In the following experiments,
the abstract function model, which was obtained in this experiment, is used.

4.3 Results of Learning
The tools in the A set are used in the second experiment for the training of Fig.1(c). Each of
33 hand tools was used 10 times; hence the model was trained using a total of 330 data. Then
Equation 11 was used to classify 330 data. The classification result is compared with ground
truth to evaluate how well the objects are categorized. The result is shown in Fig.8. In these
figures the horizontal and vertical axes indicate category and object indices, respectively. The
white bar in the figure represents that the object is classified into the category. From the figure
one can see that the system has reasonably categorized the objects by using both appearance
and function information.
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Fig. 7. (a)A snapshot of the system. (b)Structure vs. free energy.
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the user’s hands and takes images during the manipulation. The tool and the work object are
extracted based on background difference method, and then the system computes appearance
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this system.
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At first the function model in Fig.4 was trained. Each of 33 hand tools (set A) used 10 times
and a total of 330 feature vectors were obtained. The VB algorithm was applied to the data to
estimate the parameters and optimal structure, i.e. number of abstract functions. Figure 7(b)
shows free energy over the number of functions mF. The figure implies that six functions ex-
plain the data best. In fact, we have confirmed these six functions correspond to ’cut’, ’write’,
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(c)Categorization with visual and function information.

’move’. ’deform’, ’adhesion’ and ’adhesion with color change’. In the following experiments,
the abstract function model, which was obtained in this experiment, is used.

4.3 Results of Learning
The tools in the A set are used in the second experiment for the training of Fig.1(c). Each of
33 hand tools was used 10 times; hence the model was trained using a total of 330 data. Then
Equation 11 was used to classify 330 data. The classification result is compared with ground
truth to evaluate how well the objects are categorized. The result is shown in Fig.8. In these
figures the horizontal and vertical axes indicate category and object indices, respectively. The
white bar in the figure represents that the object is classified into the category. From the figure
one can see that the system has reasonably categorized the objects by using both appearance
and function information.
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Fig. 9. Result of recognition. (a)Tool recognition from visual and function information.
(b)Function recognition from only visual information.

4.4 Results of Inference
After the training in the foregoing subsection, the system observed unseen objects in the B set
and recognized their categories from the observable visual information and functions. The
result is given in Fig.9 (a). Then the system inferred their functions only from appearance.
Equation(12) was used to identify the function. The result is given in Fig.9 (b). It can be seen
that the system inferred object functions almost perfectly. In fact, inference accuracy is 95.4%.

5. Conclusions

This chapter hase discussed a novel framework for object understanding. Implementation
of the proposed framework using Bayesian Network has been presented. Although the result
given in this paper is preliminary one, we have shown that the system can form object concept
by observing the performance by human hands. The on-line learning is left for the future
works. Moreover the model should be extended so that it can represent the object usage and
work objects.
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1. Introduction

In this chapter we aim to present an approach to addressing the problem of architectural
optimisation of complex computer-based systems. Initially, we provide a survey of methods
created with the direct aim of optimising system with respect to their non-functional qualities.
An overview of commonalities and differences between these methods leads to exploration of
reasons for their success in attaining their respective goals. The results of this discussion
provide the information necessary to formulate the definition of the notion of guidance in the
context of architectural design and optimisation.
Following that, we describe a new Heuristic-based Architectural Optimisation framework de-
veloped in an attempt to unify the lessons learnt from the successes and shortcomings of the
surveyed optimisation approaches. Special attention is paid to the guidance mechanism em-
ployed by the new framework to control the progress of design optimisation. We propose
to develop a suitable guidance mechanism using a Bayesian Belief Network (BBN) obtained
from a combination of hybrid simulation modeling and BBN discovery algorithm.
Finally, the rest of the chapter is devoted to a description of a brief example problem. There, an
attempt is made to show how the guidance mechanism can be applied to a fairly simple prob-
lem that nonetheless possesses an element of ambiguity that so often falters system design
optimisation activities.

2. Complex System Design and Optimisation

The process of design optimisation is a special form of design synthesis characterised by a
high level of specificity with respect to its goals. As such it relies on the following supporting
elements:

measurable goals - clear and quantifiable statement of goals to enable evaluation of candi-
date designs.

design variability - the system design must present amenable elements. In the context of
system design the change may be made at various levels: topology of component ar-
rangement, interchangeable components, configuration within a component.

constraints - restrictions, such as budgeted cost and time, provide an essential definition of
design feasibility which effectively reduces the search space to a manageable size.
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Currently, all prevalent approaches to architectural system design can be separated into two
groups based on their main artefacts: quality-driven and model-driven (Parakhine, 2009, p.
22).
The quality-driven design synthesis process focuses on extensive analysis of qualities and
possible trade-offs. It necessitates creation of goal descriptions expressed partially in terms
of choices required to attain them, which in turn contributes towards the evaluation of the
candidate architectures. On the other hand, the model-driven methodology concentrates on
representing the system design from the point of view of a specific domain (e.g. security) with
consequent modification through application of well-defined domain-specific changes.
Although the two groups operate on different artefacts, both of them fit into the same general
structure of an architectural optimisation process shown in Figure 1.

Fig. 1. A generic process of system optimisation at an architectural level.

In its simplest terms, the process of architectural optimisation can be characterised as one
based on iterative derivation and evaluation aimed at satisfaction of multiple goals. The fields
of computer science and system design offer a wealth of frameworks exhibiting features and
capabilities of the optimisation process shown in Figure 1. Table 1 details how the require-
ments for facilitation of architectural optimisation have been addressed by some of the vari-
ous frameworks built specifically for that purpose or built to solve general design problems
in a way which makes optimisation possible.
The described optimisation approaches adopt various methods and techniques to attain their
goals and produce the outcomes. Those relevant to the system design process are listed below.
The presented features and techniques are grouped by the element of the optimisation process
(Figure 1) whose function they were used to fulfill:

Genetic Algorithms - indicates that the framework performs evolutionary search that relies
on encoding of system design in the form appropriate for breeding operators.

Meta-Heuristics - shows that the framework was created around a specific optimisation
heuristic, such as simulated annealing or a tabu-search.

Function Analysis - identifies frameworks that employ a mathematical function analysis to
drive the search process.

Configuration - only variations in the properties of the system components are considered.

Component - this approach to system change adopts components as variable elements.

Table 1. Summary of approaches to architectural system optimisation.

Structure - focuses on variations in the structural arrangement of system components.

Calculation - describes a mechanism relying on a evaluation of a mathematical function.

Simulation - performs assessment of candidate architectures by constructing simulations of
system operation.

Runtime Monitoring - evaluation is performed by making changes to the system and collect-
ing metrics during its subsequent operation.

Design Suggestion - indicates that the optimisation produces a prescriptive list of design
modification.

Complete Design - shows that the framework produces a system architecture specified to a
relatively high level of detail.

The approaches to architectural optimisation listed in the matrix in Table 1 are arranged in the
order of increasing number of goals with the lowest level containing approaches aimed at a
specific non-functional system qualities such as maintainability (Bosch & Bengtsson, 2001) or
reliability (Gokhale, 2004).
The first entry in the table is the Automated Quality Assurance (AQuA) framework (Dia-
conescu & Murphy, 2005) which attempts to automatically tailor the system to the operational
conditions by varying the choice and configuration of the system components. The AQuA
framework is built to continuously check the system for performance anomalies and apply a
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ous frameworks built specifically for that purpose or built to solve general design problems
in a way which makes optimisation possible.
The described optimisation approaches adopt various methods and techniques to attain their
goals and produce the outcomes. Those relevant to the system design process are listed below.
The presented features and techniques are grouped by the element of the optimisation process
(Figure 1) whose function they were used to fulfill:

Genetic Algorithms - indicates that the framework performs evolutionary search that relies
on encoding of system design in the form appropriate for breeding operators.

Meta-Heuristics - shows that the framework was created around a specific optimisation
heuristic, such as simulated annealing or a tabu-search.

Function Analysis - identifies frameworks that employ a mathematical function analysis to
drive the search process.

Configuration - only variations in the properties of the system components are considered.

Component - this approach to system change adopts components as variable elements.

Table 1. Summary of approaches to architectural system optimisation.

Structure - focuses on variations in the structural arrangement of system components.

Calculation - describes a mechanism relying on a evaluation of a mathematical function.

Simulation - performs assessment of candidate architectures by constructing simulations of
system operation.

Runtime Monitoring - evaluation is performed by making changes to the system and collect-
ing metrics during its subsequent operation.

Design Suggestion - indicates that the optimisation produces a prescriptive list of design
modification.

Complete Design - shows that the framework produces a system architecture specified to a
relatively high level of detail.

The approaches to architectural optimisation listed in the matrix in Table 1 are arranged in the
order of increasing number of goals with the lowest level containing approaches aimed at a
specific non-functional system qualities such as maintainability (Bosch & Bengtsson, 2001) or
reliability (Gokhale, 2004).
The first entry in the table is the Automated Quality Assurance (AQuA) framework (Dia-
conescu & Murphy, 2005) which attempts to automatically tailor the system to the operational
conditions by varying the choice and configuration of the system components. The AQuA
framework is built to continuously check the system for performance anomalies and apply a
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Currently, all prevalent approaches to architectural system design can be separated into two
groups based on their main artefacts: quality-driven and model-driven (Parakhine, 2009, p.
22).
The quality-driven design synthesis process focuses on extensive analysis of qualities and
possible trade-offs. It necessitates creation of goal descriptions expressed partially in terms
of choices required to attain them, which in turn contributes towards the evaluation of the
candidate architectures. On the other hand, the model-driven methodology concentrates on
representing the system design from the point of view of a specific domain (e.g. security) with
consequent modification through application of well-defined domain-specific changes.
Although the two groups operate on different artefacts, both of them fit into the same general
structure of an architectural optimisation process shown in Figure 1.
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pre-defined adoption decision should such anomaly be detected. As such the framework is
limited severely by the quality of the metric collection and the depth of analysis that can be
performed in a timely manner during system operation so as to preempt possible reduction
in performance.
Further to that, the problem of achieving specific qualities can be better addressed before the
system is built. For example, an existing requirement for high reliability can be addressed by
exploring variations in the choice and number of redundant components in each of the system
modules (Coit & Smith, 1996). This formulation, in effect, links the single non-funcitonal prop-
erty (reliability) to a single type of structural architecture change (connection of components
in parallel).
However, introducing changes that may be applied in combination may render a large set of
possible candidate architectures. As this approach to optimisation developed, a number of
strategies such as Genetic Algorithms (Coit & Smith, 1996), integer programming (Coit, 2001)
and Multiple Weighted Objective optimisation heuristic (Coit & Konak, 2006) were used to
restrict and manage the pool of candidate solutions.
Bucci & Streeter considered three version of system distribution structure: centralised storage,
individual storage at each node and no centralised database, or hierarchical storage where
individual nodes synchronise with the centralised storage unit. At the core of this approach
was a model developed to assess the cost per transaction for each of the possible three arrange-
ments. The resultant model allowed to determine the cost-minimizing approach to structuring
architecture and showed how it would affect the response time and, by extension, the overall
throughput. This development has led to the creation of a more generalised model (Bucci &
Maio, Sep 1982) built to handle the trade-off between performance and cost.
Another focused optimisation approach was proposed by Bosch & Bengtsson who attempted
to formalise the relationship between the properties of the system design and the effort it
would take to change it during maintenance cycle. The key relationship guiding the opti-
misation was expressed as effort, or a form of cost, based on the sum of productivity factors
associated with each potential change.
Such focus on a single quality fails to address the situations presenting conflicting quality re-
quirements. This led to the development of the Quality Driven Architectural Design (QDAD)
family of frameworks such as Architectural Trade-off Analysis Method (Kazman et al., 1999)
and Business IT Alignment Method (Chen et al., 2005). These approaches attempt to identify
and manage the strong trade-off relationships existing in the design space. To achieve this, a
typical QDAD method relies heavily on a collection of mature analytical models similar to the
ones described above. Unfortunately, formulating, using and maintaining such combination
of metrics would be a complex and arduous task as these models would have to be manually
adjusted as system design changes in time and scale.
Another group of optimisation methods listed in Table 1 adopt an approach focused on design
options and how they can be optimally combined to get the highest feasible level of overall
system qualities.
For example the identification mechanism for “good” architectures shown by Grunske rep-
resents a culmination of the development of this type of change-centric approach (Grunske,
2003; 2006; Grunske et al., 2005). There, Grunske uses principles of graph representation, ar-
chitecture refactoring and genetic algorithms to create an optimisation framework. In this
framework, the mechanism of guidance relies on the genetic fitness function that is used to
determine the successful mutations propagated into the next generation.

The genetic algorithm approach to multi-objective optimisation and the corollary use of fit-
ness function is not without merit. The ways the concept of fitness was used by different
approaches (Coit & Smith, 1996; Grunske, 2006) are combined and extended further by the
detailed fitness function used by Gokhale to specifically address the trade-off between two
non-functional qualities (Gokhale, 2004). Although it is recognised that the successful appli-
cation of genetic algorithms relies greatly on many factors such as mutation rates and popula-
tion sizes, Grunske and Gokhale show that the fitness procedures have potential to handle the
complex link between architectural assessment and complex multi-objective process of archi-
tectural optimisation. Still, the problem of creating such a fitness function remains non-trivial
and worsens with the increase in the number of goals.
Next, Table 1 lists the Model-Driven Architectural Design methods which are based on prin-
ciples of Model-Driven Design (MDA Guide, 2003). Although the approaches in this group
do not explicitly target optimisation, they nonetheless provide an opportunity to perform it.
This is achieved by structuring the process as one comprised of models and transformations.
Consequently, the optimisation can take place by applying different transformations to the
underlying model. However, the separation into models and transformations ignores the
possible conflicts between transformations.
Still, the static analysis of artefacts created as part of MDAD can be used to better understand
the system. Additionally, it can be extended as shown by Sharma & Trivedi who used Dis-
crete Time Markov Chain modelling to estimate the reliability, performance and security of a
given system by examining the number of visits and times spent in that module calculated
from a transitional probability matrix (Sharma & Trivedi, 2005). The probabilities within this
matrix are affected by the architecture as different structures and behaviour would lead to
the variation in time spent in each modules and the number of visits to specific modules re-
quired to finish processing. As such the matrix links compositional features of the system with
he models used to estimate its individual qualities, in this case: reliability, performance and
security.
The main limitation of the transitional probability matrix is that it does not provide an expla-
nation of how design decisions affect the distributions comprising the matrix. Achieving such
form of representation is, nonetheless, possible as shown by the SAABNet framework (van
Gurp, 2003, p. 71). At the foundation of SAABNet is a Bayesian Belief Network or BBN which
combines probabilistic and factual knowledge about the system features and understanding
of its qualities into a single informational resource.
The nature of BBN notation has the power to include information from models, simulations
and surveys of domain experts as well as records of architectural changes that have taken
place in a given system or across multiple systems. Once assembled, the BBN can be used to
determine which combination of factors is most likely to lead to a higher level of a desired
quality while at the same time give the designer some idea regarding the effects the change
in factors may have on other non-functional system qualities. Resultantly, the SAABNet can
be employed to support both the QDAD and MDAD approaches mentioned earlier in this
chapter. The SAABNet network and the corollary issues are discussed in further detail in
Section 4.

3. Heuristic-based Optimisation Framework

As mentioned in the previous section, the design optimisation framework proposed to ad-
dress the shortcomings of methods presented in Table 1 is focused around the iterative pro-
cess borrowed from the field of control theory. The core of the framework is based on the
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pre-defined adoption decision should such anomaly be detected. As such the framework is
limited severely by the quality of the metric collection and the depth of analysis that can be
performed in a timely manner during system operation so as to preempt possible reduction
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Further to that, the problem of achieving specific qualities can be better addressed before the
system is built. For example, an existing requirement for high reliability can be addressed by
exploring variations in the choice and number of redundant components in each of the system
modules (Coit & Smith, 1996). This formulation, in effect, links the single non-funcitonal prop-
erty (reliability) to a single type of structural architecture change (connection of components
in parallel).
However, introducing changes that may be applied in combination may render a large set of
possible candidate architectures. As this approach to optimisation developed, a number of
strategies such as Genetic Algorithms (Coit & Smith, 1996), integer programming (Coit, 2001)
and Multiple Weighted Objective optimisation heuristic (Coit & Konak, 2006) were used to
restrict and manage the pool of candidate solutions.
Bucci & Streeter considered three version of system distribution structure: centralised storage,
individual storage at each node and no centralised database, or hierarchical storage where
individual nodes synchronise with the centralised storage unit. At the core of this approach
was a model developed to assess the cost per transaction for each of the possible three arrange-
ments. The resultant model allowed to determine the cost-minimizing approach to structuring
architecture and showed how it would affect the response time and, by extension, the overall
throughput. This development has led to the creation of a more generalised model (Bucci &
Maio, Sep 1982) built to handle the trade-off between performance and cost.
Another focused optimisation approach was proposed by Bosch & Bengtsson who attempted
to formalise the relationship between the properties of the system design and the effort it
would take to change it during maintenance cycle. The key relationship guiding the opti-
misation was expressed as effort, or a form of cost, based on the sum of productivity factors
associated with each potential change.
Such focus on a single quality fails to address the situations presenting conflicting quality re-
quirements. This led to the development of the Quality Driven Architectural Design (QDAD)
family of frameworks such as Architectural Trade-off Analysis Method (Kazman et al., 1999)
and Business IT Alignment Method (Chen et al., 2005). These approaches attempt to identify
and manage the strong trade-off relationships existing in the design space. To achieve this, a
typical QDAD method relies heavily on a collection of mature analytical models similar to the
ones described above. Unfortunately, formulating, using and maintaining such combination
of metrics would be a complex and arduous task as these models would have to be manually
adjusted as system design changes in time and scale.
Another group of optimisation methods listed in Table 1 adopt an approach focused on design
options and how they can be optimally combined to get the highest feasible level of overall
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For example the identification mechanism for “good” architectures shown by Grunske rep-
resents a culmination of the development of this type of change-centric approach (Grunske,
2003; 2006; Grunske et al., 2005). There, Grunske uses principles of graph representation, ar-
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framework, the mechanism of guidance relies on the genetic fitness function that is used to
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pre-defined adoption decision should such anomaly be detected. As such the framework is
limited severely by the quality of the metric collection and the depth of analysis that can be
performed in a timely manner during system operation so as to preempt possible reduction
in performance.
Further to that, the problem of achieving specific qualities can be better addressed before the
system is built. For example, an existing requirement for high reliability can be addressed by
exploring variations in the choice and number of redundant components in each of the system
modules (Coit & Smith, 1996). This formulation, in effect, links the single non-funcitonal prop-
erty (reliability) to a single type of structural architecture change (connection of components
in parallel).
However, introducing changes that may be applied in combination may render a large set of
possible candidate architectures. As this approach to optimisation developed, a number of
strategies such as Genetic Algorithms (Coit & Smith, 1996), integer programming (Coit, 2001)
and Multiple Weighted Objective optimisation heuristic (Coit & Konak, 2006) were used to
restrict and manage the pool of candidate solutions.
Bucci & Streeter considered three version of system distribution structure: centralised storage,
individual storage at each node and no centralised database, or hierarchical storage where
individual nodes synchronise with the centralised storage unit. At the core of this approach
was a model developed to assess the cost per transaction for each of the possible three arrange-
ments. The resultant model allowed to determine the cost-minimizing approach to structuring
architecture and showed how it would affect the response time and, by extension, the overall
throughput. This development has led to the creation of a more generalised model (Bucci &
Maio, Sep 1982) built to handle the trade-off between performance and cost.
Another focused optimisation approach was proposed by Bosch & Bengtsson who attempted
to formalise the relationship between the properties of the system design and the effort it
would take to change it during maintenance cycle. The key relationship guiding the opti-
misation was expressed as effort, or a form of cost, based on the sum of productivity factors
associated with each potential change.
Such focus on a single quality fails to address the situations presenting conflicting quality re-
quirements. This led to the development of the Quality Driven Architectural Design (QDAD)
family of frameworks such as Architectural Trade-off Analysis Method (Kazman et al., 1999)
and Business IT Alignment Method (Chen et al., 2005). These approaches attempt to identify
and manage the strong trade-off relationships existing in the design space. To achieve this, a
typical QDAD method relies heavily on a collection of mature analytical models similar to the
ones described above. Unfortunately, formulating, using and maintaining such combination
of metrics would be a complex and arduous task as these models would have to be manually
adjusted as system design changes in time and scale.
Another group of optimisation methods listed in Table 1 adopt an approach focused on design
options and how they can be optimally combined to get the highest feasible level of overall
system qualities.
For example the identification mechanism for “good” architectures shown by Grunske rep-
resents a culmination of the development of this type of change-centric approach (Grunske,
2003; 2006; Grunske et al., 2005). There, Grunske uses principles of graph representation, ar-
chitecture refactoring and genetic algorithms to create an optimisation framework. In this
framework, the mechanism of guidance relies on the genetic fitness function that is used to
determine the successful mutations propagated into the next generation.

The genetic algorithm approach to multi-objective optimisation and the corollary use of fit-
ness function is not without merit. The ways the concept of fitness was used by different
approaches (Coit & Smith, 1996; Grunske, 2006) are combined and extended further by the
detailed fitness function used by Gokhale to specifically address the trade-off between two
non-functional qualities (Gokhale, 2004). Although it is recognised that the successful appli-
cation of genetic algorithms relies greatly on many factors such as mutation rates and popula-
tion sizes, Grunske and Gokhale show that the fitness procedures have potential to handle the
complex link between architectural assessment and complex multi-objective process of archi-
tectural optimisation. Still, the problem of creating such a fitness function remains non-trivial
and worsens with the increase in the number of goals.
Next, Table 1 lists the Model-Driven Architectural Design methods which are based on prin-
ciples of Model-Driven Design (MDA Guide, 2003). Although the approaches in this group
do not explicitly target optimisation, they nonetheless provide an opportunity to perform it.
This is achieved by structuring the process as one comprised of models and transformations.
Consequently, the optimisation can take place by applying different transformations to the
underlying model. However, the separation into models and transformations ignores the
possible conflicts between transformations.
Still, the static analysis of artefacts created as part of MDAD can be used to better understand
the system. Additionally, it can be extended as shown by Sharma & Trivedi who used Dis-
crete Time Markov Chain modelling to estimate the reliability, performance and security of a
given system by examining the number of visits and times spent in that module calculated
from a transitional probability matrix (Sharma & Trivedi, 2005). The probabilities within this
matrix are affected by the architecture as different structures and behaviour would lead to
the variation in time spent in each modules and the number of visits to specific modules re-
quired to finish processing. As such the matrix links compositional features of the system with
he models used to estimate its individual qualities, in this case: reliability, performance and
security.
The main limitation of the transitional probability matrix is that it does not provide an expla-
nation of how design decisions affect the distributions comprising the matrix. Achieving such
form of representation is, nonetheless, possible as shown by the SAABNet framework (van
Gurp, 2003, p. 71). At the foundation of SAABNet is a Bayesian Belief Network or BBN which
combines probabilistic and factual knowledge about the system features and understanding
of its qualities into a single informational resource.
The nature of BBN notation has the power to include information from models, simulations
and surveys of domain experts as well as records of architectural changes that have taken
place in a given system or across multiple systems. Once assembled, the BBN can be used to
determine which combination of factors is most likely to lead to a higher level of a desired
quality while at the same time give the designer some idea regarding the effects the change
in factors may have on other non-functional system qualities. Resultantly, the SAABNet can
be employed to support both the QDAD and MDAD approaches mentioned earlier in this
chapter. The SAABNet network and the corollary issues are discussed in further detail in
Section 4.
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As mentioned in the previous section, the design optimisation framework proposed to ad-
dress the shortcomings of methods presented in Table 1 is focused around the iterative pro-
cess borrowed from the field of control theory. The core of the framework is based on the
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pre-defined adoption decision should such anomaly be detected. As such the framework is
limited severely by the quality of the metric collection and the depth of analysis that can be
performed in a timely manner during system operation so as to preempt possible reduction
in performance.
Further to that, the problem of achieving specific qualities can be better addressed before the
system is built. For example, an existing requirement for high reliability can be addressed by
exploring variations in the choice and number of redundant components in each of the system
modules (Coit & Smith, 1996). This formulation, in effect, links the single non-funcitonal prop-
erty (reliability) to a single type of structural architecture change (connection of components
in parallel).
However, introducing changes that may be applied in combination may render a large set of
possible candidate architectures. As this approach to optimisation developed, a number of
strategies such as Genetic Algorithms (Coit & Smith, 1996), integer programming (Coit, 2001)
and Multiple Weighted Objective optimisation heuristic (Coit & Konak, 2006) were used to
restrict and manage the pool of candidate solutions.
Bucci & Streeter considered three version of system distribution structure: centralised storage,
individual storage at each node and no centralised database, or hierarchical storage where
individual nodes synchronise with the centralised storage unit. At the core of this approach
was a model developed to assess the cost per transaction for each of the possible three arrange-
ments. The resultant model allowed to determine the cost-minimizing approach to structuring
architecture and showed how it would affect the response time and, by extension, the overall
throughput. This development has led to the creation of a more generalised model (Bucci &
Maio, Sep 1982) built to handle the trade-off between performance and cost.
Another focused optimisation approach was proposed by Bosch & Bengtsson who attempted
to formalise the relationship between the properties of the system design and the effort it
would take to change it during maintenance cycle. The key relationship guiding the opti-
misation was expressed as effort, or a form of cost, based on the sum of productivity factors
associated with each potential change.
Such focus on a single quality fails to address the situations presenting conflicting quality re-
quirements. This led to the development of the Quality Driven Architectural Design (QDAD)
family of frameworks such as Architectural Trade-off Analysis Method (Kazman et al., 1999)
and Business IT Alignment Method (Chen et al., 2005). These approaches attempt to identify
and manage the strong trade-off relationships existing in the design space. To achieve this, a
typical QDAD method relies heavily on a collection of mature analytical models similar to the
ones described above. Unfortunately, formulating, using and maintaining such combination
of metrics would be a complex and arduous task as these models would have to be manually
adjusted as system design changes in time and scale.
Another group of optimisation methods listed in Table 1 adopt an approach focused on design
options and how they can be optimally combined to get the highest feasible level of overall
system qualities.
For example the identification mechanism for “good” architectures shown by Grunske rep-
resents a culmination of the development of this type of change-centric approach (Grunske,
2003; 2006; Grunske et al., 2005). There, Grunske uses principles of graph representation, ar-
chitecture refactoring and genetic algorithms to create an optimisation framework. In this
framework, the mechanism of guidance relies on the genetic fitness function that is used to
determine the successful mutations propagated into the next generation.

The genetic algorithm approach to multi-objective optimisation and the corollary use of fit-
ness function is not without merit. The ways the concept of fitness was used by different
approaches (Coit & Smith, 1996; Grunske, 2006) are combined and extended further by the
detailed fitness function used by Gokhale to specifically address the trade-off between two
non-functional qualities (Gokhale, 2004). Although it is recognised that the successful appli-
cation of genetic algorithms relies greatly on many factors such as mutation rates and popula-
tion sizes, Grunske and Gokhale show that the fitness procedures have potential to handle the
complex link between architectural assessment and complex multi-objective process of archi-
tectural optimisation. Still, the problem of creating such a fitness function remains non-trivial
and worsens with the increase in the number of goals.
Next, Table 1 lists the Model-Driven Architectural Design methods which are based on prin-
ciples of Model-Driven Design (MDA Guide, 2003). Although the approaches in this group
do not explicitly target optimisation, they nonetheless provide an opportunity to perform it.
This is achieved by structuring the process as one comprised of models and transformations.
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3. Heuristic-based Optimisation Framework

As mentioned in the previous section, the design optimisation framework proposed to ad-
dress the shortcomings of methods presented in Table 1 is focused around the iterative pro-
cess borrowed from the field of control theory. The core of the framework is based on the
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conventional control feedback loop which exists with the intent of providing a mechanism
for continuous adjustment of the system behaviour based on changes detected in the set of
control variables. Leaney et al. (2004) proposed an extension of this approach into the field
of design optimisation with the design process itself being the system under control. Further
advances in the fields of architectural refinement (Denford et al., 2004) and heuristic encoding
(Maxwell et al., 2006) spurred a development of a more detailed version of the framework; its
current state shown in Figure 2.
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The Heuristic-based Architecture Optimisation (HAO) framework proposed by Maxwell et al.
represents a combination of both constructive and local search methods of solution of approxi-
mation. It uses constructive heuristics to change the design of the system during optimisation
while relying heavily on a guidance strategy to establish the neighbourhood of solutions for a
current state of system design and select the appropriate change heuristic.
Specifically, it possesses the following features:

iteration The search for an optimal solution is conducted by iterating through a series of
design candidates generated from the application of specific design heuristics.

memory The change heuristics, are, in essence, an abstract codification of specific transfor-
mations (Maxwell, 2007, p. 73). As such their sequential application may lead to com-
pound effects that can provide important insights into properties of the system being
designed. Hence, the HAO process records all generated solutions in the Solution Pool
with the intent of allowing the designer to analyse and study properties of the architec-
ture.

non-parametrised view of design Use of heuristics also allows the HAO framework to adopt
a holistic view of architectural design without the need for an intermediate step of de-
composition into a limited set of mutable parameters.

functional preservation The framework also ensures, through the use of Architectural Refine-
ment Verification (Denford et al., 2004), that in the process of design generation none of
the design’s functional properties are affected in a negative way.

generality Domain-specific heuristics and quantitative metric evaluators can be used to sup-
port optimisation of systems from a multitude of domains.

decision support Finally, at its core, the HAO framework is oriented at organising and sup-
porting the activities performed by the system designer during a search for a new de-
sign candidate

In its form, the HAO framework attempts to incorporate all the best features of the optimi-
sation frameworks described in Section 2 whilst also exhibiting and addressing the short-
comings of those frameworks. For example, the proposed use of heuristics relates to the
generality achieved by the refactoring approach described in (Grunske et al., 2005) and non-
parametrised view of design is an extension of evolutionary chromosome-based search pro-
posed in (Gokhale, 2004). Furthermore, the modular structure evident in the proposed frame-
work was chosen to ensure that the modules could advance with a degree of independence.
Thus, the framework can take advantages of different, possibly domain specific, libraries of
heuristics as well as a range of externally defined quality evaluators.
The ultimate aim of the process is to find a solution that represents an optimal compromise
on competing system qualities. To achieve a positive outcome the process requires priming,
which includes obtaining a set of potential design changes encoded as heuristics (Maxwell
et al., 2005), providing a baseline design, and a set of goals and constraints. Effectively, the
goals and constraints must contain the following: the expression of desired non-functional
qualities that should be present in the solution and the minimal levels to which these qualities
must be achieved for a given solution to be considered valid.
The original design is then evaluated to establish a baseline measurements with respect to
optimisation goals. Once assessed, the baseline design and its associated characteristics are
placed into the Solution Pool, which is used establish a historical context that may be used by
the designer to study the evolvability characteristics of the system (Rowe et al., 1998).
Consequently, the baseline design information is used by the Optimisation Guidance compo-
nent to generate information regarding the type of change that is most likely to render positive
results. This information is then applied within the Heuristic Selection module to find viable
candidates from the options available in the Heuristic Library.
Following selection, the identified heuristics are applied the Architectural Refinement Verifica-
tion is used to confirm the candidate designs preserve functional characteristics of the original
architecture. Finally, the candidates are evaluated and the results are provided back to the
Optimisation Guidance component for further analysis.
The role of Optimisation Guidance is to determine the best possible alternative architecture in
the current solution pool and which combination of heuristics, when applied, would produce
an outcome closest to the desired system form. To achieve this, the guidance mechanism
uses a combination of Bayesian principles and Hybrid Simulation to form a new view of the
system from the viewpoint of potential evolutionary changes directed at achieving the goals
of optimisation process. The specifics of guidance composition and operations are described
in the coming sections of this chapter.
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4. Guidance Mechanism Theory and Application

The core operations of the Optimisation Guidance component are performed using a Bayesian
Belief Network (BBN) representation of causal links between change heuristics and system
qualities. A BBN can be viewed as a directed acyclic graph in which the nodes represent variables,
or assertive propositions, and edges describe the presence and direction of influences which
exist between connected nodes (Pearl, 1986, p. 358). The relationship where one variable A
influences another variable B, denoted by the existence of a directed arc linking a node A to
another node B, carries a nomenclature of A being a parent of B and, conversely, B being a child
of A.
Each node in the graph can assume a number of known states according to an associated
Conditional Probability Distribution (CPD). The CPD of each node defines the probabilistic
features, states, of the node with respect to the combinations of states of its parents. Thus,
a Bayesian Belief Network is a graph representation of a joint-probability model. This rep-
resentation is obtained through the decomposition of the original model into a product of
conditional probabilities for each of the comprising nodes (Pearl, 1986, p. 359). This definition
is expressed formally in the Equation 1 below:

P(x1, ..., xn) = ∏
i

P(xi|Si) (1)

where:
x1, ..., xn are variables present in the graph
Si is set of parents for variable xi
P(xi|Si) is conditional probability for variable xi

The main advantage of this decomposition is that it enables the construction of a BBN to be
undertaken in a modular format. Since the overall model does not have to be defined in its
entirety it can be built gradually through repeated application of a simple process focusing
on each individual variable xi (Haddawy, 1999). The natural restriction of scale that results
from such localisation means that the process can be based on human judgement to obtain
qualitative relationships perceived to be significant in the context of the problem.
Generally, the process of BBN construction can be split into two phases: identification of vari-
ables and elaboration of their interrelationships. This breakdown means that in building a
Bayesian network model, one can first focus on specifying the qualitative structure of the do-
main and then focus on quantifying the influences. When this process is finished, a complete
BBN is guaranteed to be a complete specification of a joint probability distribution. This spec-
ification is subject, however, to the possible shortcomings in the awareness and judgement
regarding the specifics of the domain. As a result, once completed a BBN should be verified
and validated and only then can it provide a useful mechanism for probabilistic inference.
This, in turn, led to the frequent use of BBNs for modelling domain knowledge and imple-
mentation of probabilistic reasoning capabilities in Decision Support Systems (Tsamardinos
et al., 2006).
In recent years the concept of Bayesian Belief Networks has played a pivotal role in several
attempts undertaken by researchers to represent knowledge about the non-functional qualities
of systems. SAABNet or Software Architecture Assessment Belief Network, developed by van
Gurp & Bosch (2000), was created with the aim of helping the designer perform qualitative
assessment during the architecture design process. SAABNet utilitsed a static Bayesian Belief
Network to describe the interrelationships between design qualities.

The interdependencies between various nodes described by Gurp and Bosch are defined
within a framework similar to the Factor-Criteria-Metric model descirbed by McCall (1994,
p. 1086). Figure 3 shows an example of a single slice of through the SAABNet model. The
slice shows all the quality factors influenced directly, or indirectly, by "implementation lan-
guage".
The belief network structure at the core of SAABNet is comprised of three types of nodes:

Architectural Characteristic nodes (AC) represent various system characteristics and their
interdependencies, eg. component granularity which in SAABNet is shown as depen-
dent on implementation language and architectural style. The states for the nodes of
this type are expressed in terms of specific measurements for features, such as “C++”
and “Java” for the node named implementation_language or “high” and “low” for the
dynamic_binding variable.

Quality Criteria nodes (QC) represent composing features of the external quality factors.
Due to their higher level of abstraction the QC nodes are assigned states that are quali-
tative and measurable in the context of the system. For example vertical_complexity can
assume state “high” and “low” and testability can be “good” or “bad”.

Quality Factor nodes (QF) represent external quality requirements such as reusability and
complexity. All of the QF nodes are given qualitative states such as “good” and “bad”
that are meant to reflect the level of desired qualities that the system is perceived to
possess.

Fig. 3. An example slice thought the SAABNet described by van Gurp (2003, p. 73)

SAABNet was intended by van Gurp & Bosch to assist designers in identifying which system
properties were most likely to effect their desired system qualities. In this way it would allow
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The main advantage of this decomposition is that it enables the construction of a BBN to be
undertaken in a modular format. Since the overall model does not have to be defined in its
entirety it can be built gradually through repeated application of a simple process focusing
on each individual variable xi (Haddawy, 1999). The natural restriction of scale that results
from such localisation means that the process can be based on human judgement to obtain
qualitative relationships perceived to be significant in the context of the problem.
Generally, the process of BBN construction can be split into two phases: identification of vari-
ables and elaboration of their interrelationships. This breakdown means that in building a
Bayesian network model, one can first focus on specifying the qualitative structure of the do-
main and then focus on quantifying the influences. When this process is finished, a complete
BBN is guaranteed to be a complete specification of a joint probability distribution. This spec-
ification is subject, however, to the possible shortcomings in the awareness and judgement
regarding the specifics of the domain. As a result, once completed a BBN should be verified
and validated and only then can it provide a useful mechanism for probabilistic inference.
This, in turn, led to the frequent use of BBNs for modelling domain knowledge and imple-
mentation of probabilistic reasoning capabilities in Decision Support Systems (Tsamardinos
et al., 2006).
In recent years the concept of Bayesian Belief Networks has played a pivotal role in several
attempts undertaken by researchers to represent knowledge about the non-functional qualities
of systems. SAABNet or Software Architecture Assessment Belief Network, developed by van
Gurp & Bosch (2000), was created with the aim of helping the designer perform qualitative
assessment during the architecture design process. SAABNet utilitsed a static Bayesian Belief
Network to describe the interrelationships between design qualities.

The interdependencies between various nodes described by Gurp and Bosch are defined
within a framework similar to the Factor-Criteria-Metric model descirbed by McCall (1994,
p. 1086). Figure 3 shows an example of a single slice of through the SAABNet model. The
slice shows all the quality factors influenced directly, or indirectly, by "implementation lan-
guage".
The belief network structure at the core of SAABNet is comprised of three types of nodes:

Architectural Characteristic nodes (AC) represent various system characteristics and their
interdependencies, eg. component granularity which in SAABNet is shown as depen-
dent on implementation language and architectural style. The states for the nodes of
this type are expressed in terms of specific measurements for features, such as “C++”
and “Java” for the node named implementation_language or “high” and “low” for the
dynamic_binding variable.

Quality Criteria nodes (QC) represent composing features of the external quality factors.
Due to their higher level of abstraction the QC nodes are assigned states that are quali-
tative and measurable in the context of the system. For example vertical_complexity can
assume state “high” and “low” and testability can be “good” or “bad”.

Quality Factor nodes (QF) represent external quality requirements such as reusability and
complexity. All of the QF nodes are given qualitative states such as “good” and “bad”
that are meant to reflect the level of desired qualities that the system is perceived to
possess.

Fig. 3. An example slice thought the SAABNet described by van Gurp (2003, p. 73)

SAABNet was intended by van Gurp & Bosch to assist designers in identifying which system
properties were most likely to effect their desired system qualities. In this way it would allow
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4. Guidance Mechanism Theory and Application
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another node B, carries a nomenclature of A being a parent of B and, conversely, B being a child
of A.
Each node in the graph can assume a number of known states according to an associated
Conditional Probability Distribution (CPD). The CPD of each node defines the probabilistic
features, states, of the node with respect to the combinations of states of its parents. Thus,
a Bayesian Belief Network is a graph representation of a joint-probability model. This rep-
resentation is obtained through the decomposition of the original model into a product of
conditional probabilities for each of the comprising nodes (Pearl, 1986, p. 359). This definition
is expressed formally in the Equation 1 below:

P(x1, ..., xn) = ∏
i

P(xi|Si) (1)

where:
x1, ..., xn are variables present in the graph
Si is set of parents for variable xi
P(xi|Si) is conditional probability for variable xi

The main advantage of this decomposition is that it enables the construction of a BBN to be
undertaken in a modular format. Since the overall model does not have to be defined in its
entirety it can be built gradually through repeated application of a simple process focusing
on each individual variable xi (Haddawy, 1999). The natural restriction of scale that results
from such localisation means that the process can be based on human judgement to obtain
qualitative relationships perceived to be significant in the context of the problem.
Generally, the process of BBN construction can be split into two phases: identification of vari-
ables and elaboration of their interrelationships. This breakdown means that in building a
Bayesian network model, one can first focus on specifying the qualitative structure of the do-
main and then focus on quantifying the influences. When this process is finished, a complete
BBN is guaranteed to be a complete specification of a joint probability distribution. This spec-
ification is subject, however, to the possible shortcomings in the awareness and judgement
regarding the specifics of the domain. As a result, once completed a BBN should be verified
and validated and only then can it provide a useful mechanism for probabilistic inference.
This, in turn, led to the frequent use of BBNs for modelling domain knowledge and imple-
mentation of probabilistic reasoning capabilities in Decision Support Systems (Tsamardinos
et al., 2006).
In recent years the concept of Bayesian Belief Networks has played a pivotal role in several
attempts undertaken by researchers to represent knowledge about the non-functional qualities
of systems. SAABNet or Software Architecture Assessment Belief Network, developed by van
Gurp & Bosch (2000), was created with the aim of helping the designer perform qualitative
assessment during the architecture design process. SAABNet utilitsed a static Bayesian Belief
Network to describe the interrelationships between design qualities.

The interdependencies between various nodes described by Gurp and Bosch are defined
within a framework similar to the Factor-Criteria-Metric model descirbed by McCall (1994,
p. 1086). Figure 3 shows an example of a single slice of through the SAABNet model. The
slice shows all the quality factors influenced directly, or indirectly, by "implementation lan-
guage".
The belief network structure at the core of SAABNet is comprised of three types of nodes:

Architectural Characteristic nodes (AC) represent various system characteristics and their
interdependencies, eg. component granularity which in SAABNet is shown as depen-
dent on implementation language and architectural style. The states for the nodes of
this type are expressed in terms of specific measurements for features, such as “C++”
and “Java” for the node named implementation_language or “high” and “low” for the
dynamic_binding variable.

Quality Criteria nodes (QC) represent composing features of the external quality factors.
Due to their higher level of abstraction the QC nodes are assigned states that are quali-
tative and measurable in the context of the system. For example vertical_complexity can
assume state “high” and “low” and testability can be “good” or “bad”.

Quality Factor nodes (QF) represent external quality requirements such as reusability and
complexity. All of the QF nodes are given qualitative states such as “good” and “bad”
that are meant to reflect the level of desired qualities that the system is perceived to
possess.

Fig. 3. An example slice thought the SAABNet described by van Gurp (2003, p. 73)

SAABNet was intended by van Gurp & Bosch to assist designers in identifying which system
properties were most likely to effect their desired system qualities. In this way it would allow
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them to select the goals they deemed desirable and, using the properties of the BBN, identifty
specific levels, or values, of system parameters needed to meet those goals. For example,
should the architect be faced with the task of increasing the configurability and understandability
of the system, then it is possible to use SAABNet to obtain an advisory set of measurements for
architectural characteristics. In this case interface and component granularity could be identified
as a likely characteristic to contribute towards achieving the desired qualities.
Additionally, SAABNet can provide the designer with information about variables that will
need special attention during the development process. This special attention is identified,
and warranted, by the variables possessing a large number of dependency relationships. Fur-
thermore, by examining the links between various nodes in SAABNet, the designer can iden-
tify possible conflicts and trade-offs which exist in the architecture. All of these applications
can provide valuable aid to a process of complex system optimisation.
Fundamentally, SAABNet represents an attempt to construct a persistent and reusable be-
lief model of influences between architectural characteristics, their combinations, and quality
requirements. Certain parallels can be drawn between SAABNet and the SAU framework
proposed by Folmer & Bosch and, in their motivation and focus, the two can be said to be
related with SAABNet representing an attempt to take advantage of the representative and
reasoning capabilities provided by BBNs.
Naturally, the success of this approach is rooted in the assumption that the non-functional
factors contributing to the overall quality of the system can be defined in a generally applicable
manner. However, finding a general definition for scalability, a common quality requirement
in many system designs, might omit the nuances specific to the given problem with disastrous
consequences.
One way of dealing with the generic nature of qualities is to use qualitative descriptions of
measurements, using terms such as ‘high’/‘low’ and ‘present’/‘absent’. Although somewhat
vague in their descriptive power, the chosen names for states of qualitative variables featured
in the resultant BBNs are useful in a decision-making process. The contrasting binary nature
of their states helps to leverage the possibly incomplete empirical view of the system qualities
and the facilitate the process of quality fulfilment (van Gurp, 2003, p. 81).

4.1 System Identification
The use of belief networks with a static structure in the context of system analysis, and even in
optimisation, has shown some promise. Notably, BBNs can facilitate exploration of the causal
relationships that exist between the system structure, the decisions that led to its formulation
and the qualities affected by its form. The mathematical properties of BBNs, inherited by the
described networks, allow the designer to explore, albeit to a limited extent, the effects of
hypothetical design changes on the qualities exhibited by the system.
However, the networks do not address the problem stemming from the variations in the
strengths of existing relationships, or the formation of new ones that may take place over
time in different problem domains. Furthermore, the assignment of states, nodes and actual
topology within the network is uniformly manual and leads to a very high cost that must be
incurred during network construction. Due to the heavy involvement of personnel in this net-
work construction phase, the resultant networks may be affected by the failings of individuals
and political issues. Nevertheless, the Bayesian approach presents a number of avenues for
addressing these issues.
Specifically, it is possible to reduce the residual effects of human errors and political bias by
attempting to encode the assumptions held by system stakeholders in a simulation model

which is then used to produce output suitable for BBN construction. This is possible because
the relationships between a system and its non-functional qualities is one of emergence. That
is the features of the system interact to achieve its non-functional properties. Hence, in terms
relevant to the implementation of an optimisation process, it can be said that a computer-based
system design can serve as both the subject and the objective of optimisation. Its elements are
used in evaluation of its fitness and present the context for choice and application of a solution
strategy.
Due to these characteristics of a system architecture, the task of optimising it to achieve greater
levels of system qualities relies heavily on knowing the specifics of how the qualities exhibited
by the system link with the particulars of its features. As a result, the implementation of
architectural optimisation guidance can be postulated as a problem comprised of two parts:

System Identification - It is necessary to recognise that any system (computer-based or oth-
erwise) is a result of interactions of the elements composing it. The interactions result
from the choice of components and their structural arrangement. Hence, to guide the
optimisation process it is first necessary to identify the form for the system that takes
into account the choices and interactions that lead to its exhibited qualities.

System Analysis - The guidance methodology must incorporate knowledge that would al-
low the designer to examine the set of features exhibited by the identified system form,
determine the factors that have the greatest influence and elicit a strategy for changing
the source system architecture.

The problem of system identification can be described as one aimed at deriving a parameter-
based mathematical description of the system. This is an example of a white-box model.
In other words, a model that is a completely transparent construct built using the well-
known foundational assumptions regarding system features, which in this case refers to non-
functional qualities. Such description can be as simple as a set of polynomial functions or
a genetic representation which depends on presence of components or structures within the
system.
This potential variety of forms gives rise to a more general system identification question:

What is the representation of a systems’ design state suitable for guiding the archi-
tectural optimisation of a system that is complex in its composition and interac-
tions with its environment?

Developing the answer to this question requires a model that takes into account two major
factors. Specifically, what a systems is and how it came into its current arrangement.
According to the definitions provided by Bunge (1979), a system can be represented as a set
of non-propositional functions. Such form implies that the functions can not be evaluated to
true or false given their domain alone and successful interpretation requires understanding
the relationships that exist between the system and the design context. This, in turn, requires
that the process of design itself must somehow be evident in the representation of the system
created to answer the question stated above. The problem, however, is that system design is
motivated by changes in the environment existing outside the boundaries of the system.
Seen from the optimisation guidance point of view, the design process is a series of decisions
taken based on understanding the properties of all relevant artefacts, short-term and strategic
goals and constraints regarding potentially applicable changes to the system. Consider a series
of decisions such as this to be (Peterka, 1981, p. 9):
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them to select the goals they deemed desirable and, using the properties of the BBN, identifty
specific levels, or values, of system parameters needed to meet those goals. For example,
should the architect be faced with the task of increasing the configurability and understandability
of the system, then it is possible to use SAABNet to obtain an advisory set of measurements for
architectural characteristics. In this case interface and component granularity could be identified
as a likely characteristic to contribute towards achieving the desired qualities.
Additionally, SAABNet can provide the designer with information about variables that will
need special attention during the development process. This special attention is identified,
and warranted, by the variables possessing a large number of dependency relationships. Fur-
thermore, by examining the links between various nodes in SAABNet, the designer can iden-
tify possible conflicts and trade-offs which exist in the architecture. All of these applications
can provide valuable aid to a process of complex system optimisation.
Fundamentally, SAABNet represents an attempt to construct a persistent and reusable be-
lief model of influences between architectural characteristics, their combinations, and quality
requirements. Certain parallels can be drawn between SAABNet and the SAU framework
proposed by Folmer & Bosch and, in their motivation and focus, the two can be said to be
related with SAABNet representing an attempt to take advantage of the representative and
reasoning capabilities provided by BBNs.
Naturally, the success of this approach is rooted in the assumption that the non-functional
factors contributing to the overall quality of the system can be defined in a generally applicable
manner. However, finding a general definition for scalability, a common quality requirement
in many system designs, might omit the nuances specific to the given problem with disastrous
consequences.
One way of dealing with the generic nature of qualities is to use qualitative descriptions of
measurements, using terms such as ‘high’/‘low’ and ‘present’/‘absent’. Although somewhat
vague in their descriptive power, the chosen names for states of qualitative variables featured
in the resultant BBNs are useful in a decision-making process. The contrasting binary nature
of their states helps to leverage the possibly incomplete empirical view of the system qualities
and the facilitate the process of quality fulfilment (van Gurp, 2003, p. 81).

4.1 System Identification
The use of belief networks with a static structure in the context of system analysis, and even in
optimisation, has shown some promise. Notably, BBNs can facilitate exploration of the causal
relationships that exist between the system structure, the decisions that led to its formulation
and the qualities affected by its form. The mathematical properties of BBNs, inherited by the
described networks, allow the designer to explore, albeit to a limited extent, the effects of
hypothetical design changes on the qualities exhibited by the system.
However, the networks do not address the problem stemming from the variations in the
strengths of existing relationships, or the formation of new ones that may take place over
time in different problem domains. Furthermore, the assignment of states, nodes and actual
topology within the network is uniformly manual and leads to a very high cost that must be
incurred during network construction. Due to the heavy involvement of personnel in this net-
work construction phase, the resultant networks may be affected by the failings of individuals
and political issues. Nevertheless, the Bayesian approach presents a number of avenues for
addressing these issues.
Specifically, it is possible to reduce the residual effects of human errors and political bias by
attempting to encode the assumptions held by system stakeholders in a simulation model

which is then used to produce output suitable for BBN construction. This is possible because
the relationships between a system and its non-functional qualities is one of emergence. That
is the features of the system interact to achieve its non-functional properties. Hence, in terms
relevant to the implementation of an optimisation process, it can be said that a computer-based
system design can serve as both the subject and the objective of optimisation. Its elements are
used in evaluation of its fitness and present the context for choice and application of a solution
strategy.
Due to these characteristics of a system architecture, the task of optimising it to achieve greater
levels of system qualities relies heavily on knowing the specifics of how the qualities exhibited
by the system link with the particulars of its features. As a result, the implementation of
architectural optimisation guidance can be postulated as a problem comprised of two parts:

System Identification - It is necessary to recognise that any system (computer-based or oth-
erwise) is a result of interactions of the elements composing it. The interactions result
from the choice of components and their structural arrangement. Hence, to guide the
optimisation process it is first necessary to identify the form for the system that takes
into account the choices and interactions that lead to its exhibited qualities.

System Analysis - The guidance methodology must incorporate knowledge that would al-
low the designer to examine the set of features exhibited by the identified system form,
determine the factors that have the greatest influence and elicit a strategy for changing
the source system architecture.

The problem of system identification can be described as one aimed at deriving a parameter-
based mathematical description of the system. This is an example of a white-box model.
In other words, a model that is a completely transparent construct built using the well-
known foundational assumptions regarding system features, which in this case refers to non-
functional qualities. Such description can be as simple as a set of polynomial functions or
a genetic representation which depends on presence of components or structures within the
system.
This potential variety of forms gives rise to a more general system identification question:

What is the representation of a systems’ design state suitable for guiding the archi-
tectural optimisation of a system that is complex in its composition and interac-
tions with its environment?

Developing the answer to this question requires a model that takes into account two major
factors. Specifically, what a systems is and how it came into its current arrangement.
According to the definitions provided by Bunge (1979), a system can be represented as a set
of non-propositional functions. Such form implies that the functions can not be evaluated to
true or false given their domain alone and successful interpretation requires understanding
the relationships that exist between the system and the design context. This, in turn, requires
that the process of design itself must somehow be evident in the representation of the system
created to answer the question stated above. The problem, however, is that system design is
motivated by changes in the environment existing outside the boundaries of the system.
Seen from the optimisation guidance point of view, the design process is a series of decisions
taken based on understanding the properties of all relevant artefacts, short-term and strategic
goals and constraints regarding potentially applicable changes to the system. Consider a series
of decisions such as this to be (Peterka, 1981, p. 9):
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them to select the goals they deemed desirable and, using the properties of the BBN, identifty
specific levels, or values, of system parameters needed to meet those goals. For example,
should the architect be faced with the task of increasing the configurability and understandability
of the system, then it is possible to use SAABNet to obtain an advisory set of measurements for
architectural characteristics. In this case interface and component granularity could be identified
as a likely characteristic to contribute towards achieving the desired qualities.
Additionally, SAABNet can provide the designer with information about variables that will
need special attention during the development process. This special attention is identified,
and warranted, by the variables possessing a large number of dependency relationships. Fur-
thermore, by examining the links between various nodes in SAABNet, the designer can iden-
tify possible conflicts and trade-offs which exist in the architecture. All of these applications
can provide valuable aid to a process of complex system optimisation.
Fundamentally, SAABNet represents an attempt to construct a persistent and reusable be-
lief model of influences between architectural characteristics, their combinations, and quality
requirements. Certain parallels can be drawn between SAABNet and the SAU framework
proposed by Folmer & Bosch and, in their motivation and focus, the two can be said to be
related with SAABNet representing an attempt to take advantage of the representative and
reasoning capabilities provided by BBNs.
Naturally, the success of this approach is rooted in the assumption that the non-functional
factors contributing to the overall quality of the system can be defined in a generally applicable
manner. However, finding a general definition for scalability, a common quality requirement
in many system designs, might omit the nuances specific to the given problem with disastrous
consequences.
One way of dealing with the generic nature of qualities is to use qualitative descriptions of
measurements, using terms such as ‘high’/‘low’ and ‘present’/‘absent’. Although somewhat
vague in their descriptive power, the chosen names for states of qualitative variables featured
in the resultant BBNs are useful in a decision-making process. The contrasting binary nature
of their states helps to leverage the possibly incomplete empirical view of the system qualities
and the facilitate the process of quality fulfilment (van Gurp, 2003, p. 81).

4.1 System Identification
The use of belief networks with a static structure in the context of system analysis, and even in
optimisation, has shown some promise. Notably, BBNs can facilitate exploration of the causal
relationships that exist between the system structure, the decisions that led to its formulation
and the qualities affected by its form. The mathematical properties of BBNs, inherited by the
described networks, allow the designer to explore, albeit to a limited extent, the effects of
hypothetical design changes on the qualities exhibited by the system.
However, the networks do not address the problem stemming from the variations in the
strengths of existing relationships, or the formation of new ones that may take place over
time in different problem domains. Furthermore, the assignment of states, nodes and actual
topology within the network is uniformly manual and leads to a very high cost that must be
incurred during network construction. Due to the heavy involvement of personnel in this net-
work construction phase, the resultant networks may be affected by the failings of individuals
and political issues. Nevertheless, the Bayesian approach presents a number of avenues for
addressing these issues.
Specifically, it is possible to reduce the residual effects of human errors and political bias by
attempting to encode the assumptions held by system stakeholders in a simulation model

which is then used to produce output suitable for BBN construction. This is possible because
the relationships between a system and its non-functional qualities is one of emergence. That
is the features of the system interact to achieve its non-functional properties. Hence, in terms
relevant to the implementation of an optimisation process, it can be said that a computer-based
system design can serve as both the subject and the objective of optimisation. Its elements are
used in evaluation of its fitness and present the context for choice and application of a solution
strategy.
Due to these characteristics of a system architecture, the task of optimising it to achieve greater
levels of system qualities relies heavily on knowing the specifics of how the qualities exhibited
by the system link with the particulars of its features. As a result, the implementation of
architectural optimisation guidance can be postulated as a problem comprised of two parts:

System Identification - It is necessary to recognise that any system (computer-based or oth-
erwise) is a result of interactions of the elements composing it. The interactions result
from the choice of components and their structural arrangement. Hence, to guide the
optimisation process it is first necessary to identify the form for the system that takes
into account the choices and interactions that lead to its exhibited qualities.

System Analysis - The guidance methodology must incorporate knowledge that would al-
low the designer to examine the set of features exhibited by the identified system form,
determine the factors that have the greatest influence and elicit a strategy for changing
the source system architecture.

The problem of system identification can be described as one aimed at deriving a parameter-
based mathematical description of the system. This is an example of a white-box model.
In other words, a model that is a completely transparent construct built using the well-
known foundational assumptions regarding system features, which in this case refers to non-
functional qualities. Such description can be as simple as a set of polynomial functions or
a genetic representation which depends on presence of components or structures within the
system.
This potential variety of forms gives rise to a more general system identification question:

What is the representation of a systems’ design state suitable for guiding the archi-
tectural optimisation of a system that is complex in its composition and interac-
tions with its environment?

Developing the answer to this question requires a model that takes into account two major
factors. Specifically, what a systems is and how it came into its current arrangement.
According to the definitions provided by Bunge (1979), a system can be represented as a set
of non-propositional functions. Such form implies that the functions can not be evaluated to
true or false given their domain alone and successful interpretation requires understanding
the relationships that exist between the system and the design context. This, in turn, requires
that the process of design itself must somehow be evident in the representation of the system
created to answer the question stated above. The problem, however, is that system design is
motivated by changes in the environment existing outside the boundaries of the system.
Seen from the optimisation guidance point of view, the design process is a series of decisions
taken based on understanding the properties of all relevant artefacts, short-term and strategic
goals and constraints regarding potentially applicable changes to the system. Consider a series
of decisions such as this to be (Peterka, 1981, p. 9):
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them to select the goals they deemed desirable and, using the properties of the BBN, identifty
specific levels, or values, of system parameters needed to meet those goals. For example,
should the architect be faced with the task of increasing the configurability and understandability
of the system, then it is possible to use SAABNet to obtain an advisory set of measurements for
architectural characteristics. In this case interface and component granularity could be identified
as a likely characteristic to contribute towards achieving the desired qualities.
Additionally, SAABNet can provide the designer with information about variables that will
need special attention during the development process. This special attention is identified,
and warranted, by the variables possessing a large number of dependency relationships. Fur-
thermore, by examining the links between various nodes in SAABNet, the designer can iden-
tify possible conflicts and trade-offs which exist in the architecture. All of these applications
can provide valuable aid to a process of complex system optimisation.
Fundamentally, SAABNet represents an attempt to construct a persistent and reusable be-
lief model of influences between architectural characteristics, their combinations, and quality
requirements. Certain parallels can be drawn between SAABNet and the SAU framework
proposed by Folmer & Bosch and, in their motivation and focus, the two can be said to be
related with SAABNet representing an attempt to take advantage of the representative and
reasoning capabilities provided by BBNs.
Naturally, the success of this approach is rooted in the assumption that the non-functional
factors contributing to the overall quality of the system can be defined in a generally applicable
manner. However, finding a general definition for scalability, a common quality requirement
in many system designs, might omit the nuances specific to the given problem with disastrous
consequences.
One way of dealing with the generic nature of qualities is to use qualitative descriptions of
measurements, using terms such as ‘high’/‘low’ and ‘present’/‘absent’. Although somewhat
vague in their descriptive power, the chosen names for states of qualitative variables featured
in the resultant BBNs are useful in a decision-making process. The contrasting binary nature
of their states helps to leverage the possibly incomplete empirical view of the system qualities
and the facilitate the process of quality fulfilment (van Gurp, 2003, p. 81).

4.1 System Identification
The use of belief networks with a static structure in the context of system analysis, and even in
optimisation, has shown some promise. Notably, BBNs can facilitate exploration of the causal
relationships that exist between the system structure, the decisions that led to its formulation
and the qualities affected by its form. The mathematical properties of BBNs, inherited by the
described networks, allow the designer to explore, albeit to a limited extent, the effects of
hypothetical design changes on the qualities exhibited by the system.
However, the networks do not address the problem stemming from the variations in the
strengths of existing relationships, or the formation of new ones that may take place over
time in different problem domains. Furthermore, the assignment of states, nodes and actual
topology within the network is uniformly manual and leads to a very high cost that must be
incurred during network construction. Due to the heavy involvement of personnel in this net-
work construction phase, the resultant networks may be affected by the failings of individuals
and political issues. Nevertheless, the Bayesian approach presents a number of avenues for
addressing these issues.
Specifically, it is possible to reduce the residual effects of human errors and political bias by
attempting to encode the assumptions held by system stakeholders in a simulation model

which is then used to produce output suitable for BBN construction. This is possible because
the relationships between a system and its non-functional qualities is one of emergence. That
is the features of the system interact to achieve its non-functional properties. Hence, in terms
relevant to the implementation of an optimisation process, it can be said that a computer-based
system design can serve as both the subject and the objective of optimisation. Its elements are
used in evaluation of its fitness and present the context for choice and application of a solution
strategy.
Due to these characteristics of a system architecture, the task of optimising it to achieve greater
levels of system qualities relies heavily on knowing the specifics of how the qualities exhibited
by the system link with the particulars of its features. As a result, the implementation of
architectural optimisation guidance can be postulated as a problem comprised of two parts:

System Identification - It is necessary to recognise that any system (computer-based or oth-
erwise) is a result of interactions of the elements composing it. The interactions result
from the choice of components and their structural arrangement. Hence, to guide the
optimisation process it is first necessary to identify the form for the system that takes
into account the choices and interactions that lead to its exhibited qualities.

System Analysis - The guidance methodology must incorporate knowledge that would al-
low the designer to examine the set of features exhibited by the identified system form,
determine the factors that have the greatest influence and elicit a strategy for changing
the source system architecture.

The problem of system identification can be described as one aimed at deriving a parameter-
based mathematical description of the system. This is an example of a white-box model.
In other words, a model that is a completely transparent construct built using the well-
known foundational assumptions regarding system features, which in this case refers to non-
functional qualities. Such description can be as simple as a set of polynomial functions or
a genetic representation which depends on presence of components or structures within the
system.
This potential variety of forms gives rise to a more general system identification question:

What is the representation of a systems’ design state suitable for guiding the archi-
tectural optimisation of a system that is complex in its composition and interac-
tions with its environment?
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D0, D1, D2, ..., Dn (2)

Each element in the series (2) represents a designer’s choice from a number of options. This
choice is made under a degree of uncertainty regarding the true potential implications of the
decision. At time 0, the very first decision is based on original goals and assumptions and
introduces new information regarding system properties. This means that in its most general
form a single decision can be decomposed into inputs u and outputs y:

Dt = {ut, yt} (3)

In the above, ut represents a set of values, for example specific choices of components or struc-
ture, imposed by the designer at time t onto the system. Whereas yt represents the results of
combining the inputs with the existing system context. It is the outputs set yt that contains
the resultant and emergent qualities of the system. These qualities, just like the outputs them-
selves, can only have their values influenced indirectly, through preceding design choices.
However, the outputs are not restricted to qualities and can include other information such as
measurements and forecasts that can serve an important role in future decisions.
Based on a combination of (2) and (3), the overall design process can be represented as a series
of sets of inputs and outputs like so:

u1, y1, u2, y2, . . . , ut−1, yt−1, ut, yt, . . . (4)

Given (4), the series of decisions between some two points in time i and j with i < j can be
shortened to the simpler form:

Dj
i = {yj, uj, Dj−1

i } (5)

Within this new representation, if the value for index i is omitted then it can be assumed that
Dj represents a set of all decisions from the first to the one taken at j.

Dt = {D1, D2, . . . , Dt−1, Dt} (6)

For a designer to make optimal decisions as part of the design process they need to decide in
advance which of the available heuristics is optimal in the context of the design problem. To
accomplish this, they must be able to forecast, before the input ut+1 is applied, what possible
values the future elements in the input-output series (4) can take, for at least some of the dis-
tinct design choices available at time t. To determine this, the designer needs the conditional
probability distribution:

p(Dt+N
t+1 |Dt) (7)

At this point the chain rule, shown below as (8), can be applied to produce the expanded
equation shown in (9).

p(xn, xn−1, . . . , x1) =
n

∏
k=2

p(xk|xk−1, . . . , x1) · p(x1) (8)

p(Dt+N
t+1 |Dt) =

t+N

∏
i=t+1

p(Di|Di−1) (9)

The equation (9) can be further expanded by making use of the basic relation stated as in (10)
to obtain the following substitution for the product expression shown on the right side of (9):

p(a, b|c) = p(a|b, c)p(b|c) (10)

p(Di|Di−1) = p(yi, ui|Di−1) = p(yi|ui, Di−1) · p(ui|Di−1) (11)

This, in turn, through substitution into (9), leads to the following expanded form:

p(Dt+N
t+1 |Dt) =

t+N

∏
i=t+1

p(yi|ui, Di−1) · p(ui|Di−1) (12)

The factors in (12) have the following interpretation. The conditional probability distribu-
tion, as shown in (13), describes in general terms the transformation by which the input ui is
determined on the basis of the known past history of the decision process.

p(ui|Di−1) (13)

The other factor, i.e. the set of conditional probability distributions, shown in (14), describe
how the output yi is a result of past history of the decision process Di−1 and the last choice of
inputs ui at each instance i.

p(yi|ui, Di−1) (14)

The set of conditional probability distributions shown in (14) is, in effect, the general descrip-
tion of the system as a compound result of the decisions which lead to its composition at point
i. Hence, the requirement for the definition of a model for systems’ design state posed earlier in
this section can be fulfilled by finding a set of conditional probability distributions (14) over a finite
set of parameters for the time period required. In effect, the conditional probability distribution links
the elements of the proposed change to the fulfilment of design goals thus aiding the designer
in devising an appropriate design strategy under uncertainty.
Importantly, the product of the conditional probability distribution (14) featured in (12) re-
sembles closely the definition of the underlying model for Bayesian Belief Network presented
in Equation 1. The formulae and nomenclature introduced in this section provide positive
assessment as to the viability of the guidance approach based on use of BBNs for quality
modelling. However, the analysis of existing BBN approaches discussed at the beginning of
this section highlights the importance of the network construction process to the viability of
BBNs as guidance tools supporting an architectural optimisation process. Consequently, the
features of the BBNs relevant to their construction need to be examined.
As mentioned before, the key feature of BBNs is the localisation they afford, in other words, the
fact that they provide a method for decomposing a probability distribution into a set of local
distributions. The semantics of independence associated with the network topology specifies
how to combine these local distributions to obtain the complete joint probability distribution
(Equation 1) over all the input variables represented by the nodes in the network.
This has two important consequences:

1. When specifying a joint probability distribution as a table of values, the required a num-
ber of values increases exponentially with the number of variables. In systems in which
interactions among the input variables are sparse, Bayesian networks drastically reduce
the number of values required to be considered simultaneously.
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in devising an appropriate design strategy under uncertainty.
Importantly, the product of the conditional probability distribution (14) featured in (12) re-
sembles closely the definition of the underlying model for Bayesian Belief Network presented
in Equation 1. The formulae and nomenclature introduced in this section provide positive
assessment as to the viability of the guidance approach based on use of BBNs for quality
modelling. However, the analysis of existing BBN approaches discussed at the beginning of
this section highlights the importance of the network construction process to the viability of
BBNs as guidance tools supporting an architectural optimisation process. Consequently, the
features of the BBNs relevant to their construction need to be examined.
As mentioned before, the key feature of BBNs is the localisation they afford, in other words, the
fact that they provide a method for decomposing a probability distribution into a set of local
distributions. The semantics of independence associated with the network topology specifies
how to combine these local distributions to obtain the complete joint probability distribution
(Equation 1) over all the input variables represented by the nodes in the network.
This has two important consequences:

1. When specifying a joint probability distribution as a table of values, the required a num-
ber of values increases exponentially with the number of variables. In systems in which
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values the future elements in the input-output series (4) can take, for at least some of the dis-
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2. The separation of qualitative representation of the influences between variables from
the numeric quantification of the strengths of the influences has a significant advantage
for knowledge engineering.

These structural and semantic features of BBNs are conducive to their construction and effec-
tiveness, even in the presence of limited about of data. Specifically, the advantage mentioned
in point 2 above is the greatest contributing factor to the simplicity of the BBN construction
process. The process itself is broken down into two parts.
The first phase involves careful consideration of relevant concepts in the domain of the prob-
lem that is being modelled. In the domain of system optimisation this amounts to encoding of
variations in inputs affected by the designer. These variations must also be accompanied by a
recording of corresponding changes in the outputs that emerge as a result of the designer’s de-
cision. Upon completion of variable identification, the next step in BBN construction involves
the assignment of dependencies between the variables. This assignment is accompanied by
conditional probability information. After these two phases the resultant network is tested to
verify that it matches the existing knowledge of the modelled domain.
Furthermore, the focus on domain-specific decisions, afforded by the use of Bayesian network
technology, can, when applied within the context of system design optimisation, be inter-
preted in a dual way. The first one, as evident from work done by van Gurp, involves build-
ing one large network to represent the system design state in the most complete way possible.
This is a complex and arduous task which incurs heavy validation and verification require-
ments for its outcomes. Even when this is completed, there is no guarantee that the resultant
BBN structure would be able to withstand the test of time as the technological and business
elements of the context evolve. For large systems, this is impracticable from an engineering
standpoint.
Instead, the problem of BBN construction can be solved by adopting one of the available net-
work discovery algorithms. These algorithms have been created to allow the structure of a
Bayesian network to be learned from a sufficiently large set of observational data (Tsamardi-
nos et al., 2003). One such approach is the Min-Max Hill-Climbing (MMHC) algorithm
(Tsamardinos et al., 2006). The MMHC algorithm was chosen for implementation in the pro-
posed guidance mechanism due to its effectiveness and simplicity of application.
The inclusion of the MMHC algorithm as part of the proposed guidance methodology in-
troduces an additional problem concerning the availability of observational data. Within the
context of a complex design problem such data may need to include specific values for vari-
ables representing quality measurements correlated with specific system and design states.
Obtaining such data may not always be possible even if is the designer has access to variety
of sources such as interviews, historical records, design documentation and system telemetry.
To address this, the proposed methodology includes multi-paradigm simulation described in
greater detail in Section 4.2.1.
However, in complex systems it is possible that different unknown dynamic relationships can
lead to the same topographic configuration of the resultant Bayesian Belief Network. Hence
the application of the proposed method takes place in a context where two distinct elements
are present: the reality of the situation being analysed and a set of possible candidate models
which can be produced from the available data set. The problem of ensuring that the identified
model is the actual, or a very close, depiction of the qualitative relationships present in the
system can only be handled by submitting it to the evaluation by the system’s stakeholders
and the designer.

4.2 Guidance Components and Model
The proposed guidance methodology relies on two supporting concepts: multi-paradigm, or
hybrid simulation (Section 4.2.1), and automatic discovery of causal relationships between a
system’s characteristics and its qualities (Section 4.2.2). The role of the former is to provide the
designer with a facility capable of modelling the current, as well as possible, structural and
behavioural characteristics of the system. The latter of the two is necessary to ensure that data
collected during the successive runs of the modelling and exploration phase are aggregated
into a meaningful representation of causalities. In this case a BBN is used to understand the
causal relationships and to identify the drivers behind the specific non-functional qualities of
the system.

Fig. 4. The formulation process resulting in the production of guidance data.

The interaction between elements described above is depicted in Figure 4. Two elements (Hy-
brid Simulation and BBN Discovery Algorithm) are employed to produce a, best-effort, compre-
hensive understanding of the system with respect to the requirements and constraints im-
posed upon the designer. This interaction of composing elements is proposed as one that
would help to ensure that no factor is omitted from exploration and analysis of system’s de-
sign state. The exception being where the designer explicitly wishes to ignore certain factors.
Within such an approach it is necessary to ensure that the simulation of the system is flexible
enough to represent the ramifications of possibly very large and complex changes both on
system structure and on the outside elements such as users or external processes.

4.2.1 Hybrid Simulation
The practice of exploring quality characteristics of Computer-Based Systems through con-
struction and execution of various type of simulations is well established, as was shown in
the overview of research presented in Section 2. However, the diversity of specific features
that are combined to attain individual qualities in any given system demands creation of a
portfolio of simulations, each targeting a single or a group of related qualities. The process of
creating and maintaining such a portfolio becomes a task in itself. A task that is made difficult
by issues of maintaining consistency throughout the various simulation models comprising
the portfolio and creating ways to combine their outputs to construct a context describing the
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troduces an additional problem concerning the availability of observational data. Within the
context of a complex design problem such data may need to include specific values for vari-
ables representing quality measurements correlated with specific system and design states.
Obtaining such data may not always be possible even if is the designer has access to variety
of sources such as interviews, historical records, design documentation and system telemetry.
To address this, the proposed methodology includes multi-paradigm simulation described in
greater detail in Section 4.2.1.
However, in complex systems it is possible that different unknown dynamic relationships can
lead to the same topographic configuration of the resultant Bayesian Belief Network. Hence
the application of the proposed method takes place in a context where two distinct elements
are present: the reality of the situation being analysed and a set of possible candidate models
which can be produced from the available data set. The problem of ensuring that the identified
model is the actual, or a very close, depiction of the qualitative relationships present in the
system can only be handled by submitting it to the evaluation by the system’s stakeholders
and the designer.

4.2 Guidance Components and Model
The proposed guidance methodology relies on two supporting concepts: multi-paradigm, or
hybrid simulation (Section 4.2.1), and automatic discovery of causal relationships between a
system’s characteristics and its qualities (Section 4.2.2). The role of the former is to provide the
designer with a facility capable of modelling the current, as well as possible, structural and
behavioural characteristics of the system. The latter of the two is necessary to ensure that data
collected during the successive runs of the modelling and exploration phase are aggregated
into a meaningful representation of causalities. In this case a BBN is used to understand the
causal relationships and to identify the drivers behind the specific non-functional qualities of
the system.
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The interaction between elements described above is depicted in Figure 4. Two elements (Hy-
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enough to represent the ramifications of possibly very large and complex changes both on
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The practice of exploring quality characteristics of Computer-Based Systems through con-
struction and execution of various type of simulations is well established, as was shown in
the overview of research presented in Section 2. However, the diversity of specific features
that are combined to attain individual qualities in any given system demands creation of a
portfolio of simulations, each targeting a single or a group of related qualities. The process of
creating and maintaining such a portfolio becomes a task in itself. A task that is made difficult
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2. The separation of qualitative representation of the influences between variables from
the numeric quantification of the strengths of the influences has a significant advantage
for knowledge engineering.

These structural and semantic features of BBNs are conducive to their construction and effec-
tiveness, even in the presence of limited about of data. Specifically, the advantage mentioned
in point 2 above is the greatest contributing factor to the simplicity of the BBN construction
process. The process itself is broken down into two parts.
The first phase involves careful consideration of relevant concepts in the domain of the prob-
lem that is being modelled. In the domain of system optimisation this amounts to encoding of
variations in inputs affected by the designer. These variations must also be accompanied by a
recording of corresponding changes in the outputs that emerge as a result of the designer’s de-
cision. Upon completion of variable identification, the next step in BBN construction involves
the assignment of dependencies between the variables. This assignment is accompanied by
conditional probability information. After these two phases the resultant network is tested to
verify that it matches the existing knowledge of the modelled domain.
Furthermore, the focus on domain-specific decisions, afforded by the use of Bayesian network
technology, can, when applied within the context of system design optimisation, be inter-
preted in a dual way. The first one, as evident from work done by van Gurp, involves build-
ing one large network to represent the system design state in the most complete way possible.
This is a complex and arduous task which incurs heavy validation and verification require-
ments for its outcomes. Even when this is completed, there is no guarantee that the resultant
BBN structure would be able to withstand the test of time as the technological and business
elements of the context evolve. For large systems, this is impracticable from an engineering
standpoint.
Instead, the problem of BBN construction can be solved by adopting one of the available net-
work discovery algorithms. These algorithms have been created to allow the structure of a
Bayesian network to be learned from a sufficiently large set of observational data (Tsamardi-
nos et al., 2003). One such approach is the Min-Max Hill-Climbing (MMHC) algorithm
(Tsamardinos et al., 2006). The MMHC algorithm was chosen for implementation in the pro-
posed guidance mechanism due to its effectiveness and simplicity of application.
The inclusion of the MMHC algorithm as part of the proposed guidance methodology in-
troduces an additional problem concerning the availability of observational data. Within the
context of a complex design problem such data may need to include specific values for vari-
ables representing quality measurements correlated with specific system and design states.
Obtaining such data may not always be possible even if is the designer has access to variety
of sources such as interviews, historical records, design documentation and system telemetry.
To address this, the proposed methodology includes multi-paradigm simulation described in
greater detail in Section 4.2.1.
However, in complex systems it is possible that different unknown dynamic relationships can
lead to the same topographic configuration of the resultant Bayesian Belief Network. Hence
the application of the proposed method takes place in a context where two distinct elements
are present: the reality of the situation being analysed and a set of possible candidate models
which can be produced from the available data set. The problem of ensuring that the identified
model is the actual, or a very close, depiction of the qualitative relationships present in the
system can only be handled by submitting it to the evaluation by the system’s stakeholders
and the designer.

4.2 Guidance Components and Model
The proposed guidance methodology relies on two supporting concepts: multi-paradigm, or
hybrid simulation (Section 4.2.1), and automatic discovery of causal relationships between a
system’s characteristics and its qualities (Section 4.2.2). The role of the former is to provide the
designer with a facility capable of modelling the current, as well as possible, structural and
behavioural characteristics of the system. The latter of the two is necessary to ensure that data
collected during the successive runs of the modelling and exploration phase are aggregated
into a meaningful representation of causalities. In this case a BBN is used to understand the
causal relationships and to identify the drivers behind the specific non-functional qualities of
the system.

Fig. 4. The formulation process resulting in the production of guidance data.

The interaction between elements described above is depicted in Figure 4. Two elements (Hy-
brid Simulation and BBN Discovery Algorithm) are employed to produce a, best-effort, compre-
hensive understanding of the system with respect to the requirements and constraints im-
posed upon the designer. This interaction of composing elements is proposed as one that
would help to ensure that no factor is omitted from exploration and analysis of system’s de-
sign state. The exception being where the designer explicitly wishes to ignore certain factors.
Within such an approach it is necessary to ensure that the simulation of the system is flexible
enough to represent the ramifications of possibly very large and complex changes both on
system structure and on the outside elements such as users or external processes.

4.2.1 Hybrid Simulation
The practice of exploring quality characteristics of Computer-Based Systems through con-
struction and execution of various type of simulations is well established, as was shown in
the overview of research presented in Section 2. However, the diversity of specific features
that are combined to attain individual qualities in any given system demands creation of a
portfolio of simulations, each targeting a single or a group of related qualities. The process of
creating and maintaining such a portfolio becomes a task in itself. A task that is made difficult
by issues of maintaining consistency throughout the various simulation models comprising
the portfolio and creating ways to combine their outputs to construct a context describing the

Guiding complex design optimisation using Bayesian Networks 123

2. The separation of qualitative representation of the influences between variables from
the numeric quantification of the strengths of the influences has a significant advantage
for knowledge engineering.

These structural and semantic features of BBNs are conducive to their construction and effec-
tiveness, even in the presence of limited about of data. Specifically, the advantage mentioned
in point 2 above is the greatest contributing factor to the simplicity of the BBN construction
process. The process itself is broken down into two parts.
The first phase involves careful consideration of relevant concepts in the domain of the prob-
lem that is being modelled. In the domain of system optimisation this amounts to encoding of
variations in inputs affected by the designer. These variations must also be accompanied by a
recording of corresponding changes in the outputs that emerge as a result of the designer’s de-
cision. Upon completion of variable identification, the next step in BBN construction involves
the assignment of dependencies between the variables. This assignment is accompanied by
conditional probability information. After these two phases the resultant network is tested to
verify that it matches the existing knowledge of the modelled domain.
Furthermore, the focus on domain-specific decisions, afforded by the use of Bayesian network
technology, can, when applied within the context of system design optimisation, be inter-
preted in a dual way. The first one, as evident from work done by van Gurp, involves build-
ing one large network to represent the system design state in the most complete way possible.
This is a complex and arduous task which incurs heavy validation and verification require-
ments for its outcomes. Even when this is completed, there is no guarantee that the resultant
BBN structure would be able to withstand the test of time as the technological and business
elements of the context evolve. For large systems, this is impracticable from an engineering
standpoint.
Instead, the problem of BBN construction can be solved by adopting one of the available net-
work discovery algorithms. These algorithms have been created to allow the structure of a
Bayesian network to be learned from a sufficiently large set of observational data (Tsamardi-
nos et al., 2003). One such approach is the Min-Max Hill-Climbing (MMHC) algorithm
(Tsamardinos et al., 2006). The MMHC algorithm was chosen for implementation in the pro-
posed guidance mechanism due to its effectiveness and simplicity of application.
The inclusion of the MMHC algorithm as part of the proposed guidance methodology in-
troduces an additional problem concerning the availability of observational data. Within the
context of a complex design problem such data may need to include specific values for vari-
ables representing quality measurements correlated with specific system and design states.
Obtaining such data may not always be possible even if is the designer has access to variety
of sources such as interviews, historical records, design documentation and system telemetry.
To address this, the proposed methodology includes multi-paradigm simulation described in
greater detail in Section 4.2.1.
However, in complex systems it is possible that different unknown dynamic relationships can
lead to the same topographic configuration of the resultant Bayesian Belief Network. Hence
the application of the proposed method takes place in a context where two distinct elements
are present: the reality of the situation being analysed and a set of possible candidate models
which can be produced from the available data set. The problem of ensuring that the identified
model is the actual, or a very close, depiction of the qualitative relationships present in the
system can only be handled by submitting it to the evaluation by the system’s stakeholders
and the designer.

4.2 Guidance Components and Model
The proposed guidance methodology relies on two supporting concepts: multi-paradigm, or
hybrid simulation (Section 4.2.1), and automatic discovery of causal relationships between a
system’s characteristics and its qualities (Section 4.2.2). The role of the former is to provide the
designer with a facility capable of modelling the current, as well as possible, structural and
behavioural characteristics of the system. The latter of the two is necessary to ensure that data
collected during the successive runs of the modelling and exploration phase are aggregated
into a meaningful representation of causalities. In this case a BBN is used to understand the
causal relationships and to identify the drivers behind the specific non-functional qualities of
the system.

Fig. 4. The formulation process resulting in the production of guidance data.

The interaction between elements described above is depicted in Figure 4. Two elements (Hy-
brid Simulation and BBN Discovery Algorithm) are employed to produce a, best-effort, compre-
hensive understanding of the system with respect to the requirements and constraints im-
posed upon the designer. This interaction of composing elements is proposed as one that
would help to ensure that no factor is omitted from exploration and analysis of system’s de-
sign state. The exception being where the designer explicitly wishes to ignore certain factors.
Within such an approach it is necessary to ensure that the simulation of the system is flexible
enough to represent the ramifications of possibly very large and complex changes both on
system structure and on the outside elements such as users or external processes.

4.2.1 Hybrid Simulation
The practice of exploring quality characteristics of Computer-Based Systems through con-
struction and execution of various type of simulations is well established, as was shown in
the overview of research presented in Section 2. However, the diversity of specific features
that are combined to attain individual qualities in any given system demands creation of a
portfolio of simulations, each targeting a single or a group of related qualities. The process of
creating and maintaining such a portfolio becomes a task in itself. A task that is made difficult
by issues of maintaining consistency throughout the various simulation models comprising
the portfolio and creating ways to combine their outputs to construct a context describing the



Bayesian Network124

non-functional qualities of the system and, as a result, provide effective analysis and decision
support.
Therefore, in the context of a design optimisation guidance that aims to improve a variety of
possible interrelated qualities exhibited by a complex CBS, it is desirable for the designer to be
able to construct a single simulation model. Doing so would address the problems of main-
taining consistency across multiple models as well as difficulties in combining their outputs.
However, to be successful, this single, all-encompassing model must be rigorous enough to
provide a faithful representation of a complex system while remaining flexible enough to facil-
itate exploration of relationships between emergent system qualities and the effects of possible
design changes.
In order to achieve this flexibility the simulation must be able to deal with concepts from three
major paradigms which currently dominate the field of simulation modelling (Borshchev &
Filippov, 2004):

• System Dynamics (SD) - Required to be able to represent the effects of policy introduc-
tion or modification at the highest levels of abstraction, as well as the analysis of trends
and other system properties-of-the-whole (Forrester, 1991, p. 22).

• Discrete Events (DE) - Required to understand the issues associated with utilisation of
various resources available to the system, as well as the effects of various scheduling
decisions.

• Agent-Based (AB) - This paradigm allows the simulation of elements which can only
be meaningfully represented as active objects with individual, purposeful behaviour
(Borshchev, 2005, p. 8).

Borshchev et al. (Borshchev, 2005; Borshchev & Filippov, 2004) has proposed combining the
modelling paradigms mentioned above. The proposed combination places a special empha-
sis on the use of Agent-Based modelling to accentuate both its flexibility and pragmatism in
situations where complete information about the system may be unavailable. Additionally,
the AB approach facilitates the exploration of the emergence of global system properties. It
achieves this by examining the interactions of various system elements over time, a character-
istic which can be successfully employed to support the process of causal discovery described
in Section 4.2.2.
The multi-paradigm, hybrid simulation, approach (Borshchev & Filippov, 2004) possesses
both abstract characteristics (system dynamics, discrete events) and pragmatic behavioural
properties (agents). Combined together these approaches provide a modelling paradigm that
has been shown to be flexible and powerful enough to address the simulation and optimisa-
tion needs of problems ranging from supply chain management (Almeder & Preusser, 2007)
to enterprise IT cost analysis (Popkov et al., 2006).
The overall aim of the proposed optimisation guidance method is to provide a recommenda-
tion on a list of changes considered by the designer. To achieve this, it relies on a simulation
model of the original system. This model has to be robust enough to allow exploration of
pre-defined usage scenarios targeted, for example, at exploring the scalability of the system.
It is possible that multiple runs of the simulation will be required in order to obtain a better
understanding of the causal relationships between various observed system factors and its
overall qualities. Eventually, the framework will be able to output a large set of aggregated
data combining information on the effects of variations in system factors on the system qual-
ities measurements. This resultant set of data will serve as an input for the automatic casual
discovery algorithm.

4.2.2 Bayesian Belief Network Discovery
In Figure 4 the causal discovery mechanism of the proposed design optimisation guidance
method is represented by the “BBN discovery algorithm” entity. This refers to an automatic
way of constructing the topology of a Bayesian Belief Network from a large set of observa-
tional data.
The BBN elucidated from the simulation output data is used as a Causal Quality Model of the
system being subjected to design optimisation. In this capacity, the function of the resultant
BBN with respect to the designer is somewhat similar to that of a Decision Support System.
Its aim is to show the designer which factors within the system have the greatest measure of
effect on the system qualities specified as acquisition concerns. Further, it aims to show how
these, and other, qualities may be affected by possible design changes.
To achieve this, the BBN encapsulates the main inference relationships present in the system
design with respect to the emergent qualities. These qualities, as previously discussed, may
serve as the goals or the constraints of the overall optimisation process. Semantically, the BBN
used to provide optimisation guidance is built with the same underlying principal node types
as used by van Gurp (2003) (Section 4), which, in turn, stem from the Factor-Criteria-Metric
structures defined by McCall (1994). Specifically, there are three distinct groups of nodes:

simple characteristics These nodes describe the observed characteristics of the system
known to be relevant to the goals of the system optimisation.

complex characteristics Members of this group represent the knowledge of how the simple
characteristics combine into more complex ones which in turn produce cumulative ef-
fect onto the system qualities.

system qualities Final layer of nodes which is created to compose the inference structure
about the non-functional system characteristics pursued by the optimisation process.

It is the explicit responsibility of the designer to define which specific features of the simula-
tion model should be processed and included as part of the data set that will be used as an
input to the BBN learning algorithm. However, faced with such a task the designer may find
it difficult to decide which of the features are relevant. Nevertheless, some direction can be
provided in this difficult task. Specifically, the BBN that is likely to produce the best guidance
should include nodes from two major groups: principal and auxiliary.
The principal network nodes are necessary to represent the core inference structure required to
control the direction of the optimisation process. This group of nodes should include charac-
teristics of the system that can change based on the available selection of design modification
heuristics and the system qualities stated as goals of the optimisation. For example, if the
designer is required to optimise scalability of a given system then the network should contain
as many nodes as possible describing the issues affecting system scalability in that context.
A typical auxiliary network node should be determined based on the principles of a narrow
quality focus. The auxiliary nodes are necessary primarily to ensure that the constraints of
the optimisation are properly addressed within the process. Depending on the conditions
imposed by the problem these constraints may be classified as hard or soft. Hard constraints
ensure that the changes to the system design during optimisation do not dramatically reduce a
known quality of the system. Whereas soft constraints are there to show what effects a certain
course of action will have on qualities not expressly sought after as optimisation goals.
Since each node in a BBN represents a variable, which may assume a value according to the
associated conditional probability distribution, it is not possible to express general relation-
ships within the system without enumerating all the potential states every node may assume
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non-functional qualities of the system and, as a result, provide effective analysis and decision
support.
Therefore, in the context of a design optimisation guidance that aims to improve a variety of
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able to construct a single simulation model. Doing so would address the problems of main-
taining consistency across multiple models as well as difficulties in combining their outputs.
However, to be successful, this single, all-encompassing model must be rigorous enough to
provide a faithful representation of a complex system while remaining flexible enough to facil-
itate exploration of relationships between emergent system qualities and the effects of possible
design changes.
In order to achieve this flexibility the simulation must be able to deal with concepts from three
major paradigms which currently dominate the field of simulation modelling (Borshchev &
Filippov, 2004):

• System Dynamics (SD) - Required to be able to represent the effects of policy introduc-
tion or modification at the highest levels of abstraction, as well as the analysis of trends
and other system properties-of-the-whole (Forrester, 1991, p. 22).

• Discrete Events (DE) - Required to understand the issues associated with utilisation of
various resources available to the system, as well as the effects of various scheduling
decisions.

• Agent-Based (AB) - This paradigm allows the simulation of elements which can only
be meaningfully represented as active objects with individual, purposeful behaviour
(Borshchev, 2005, p. 8).

Borshchev et al. (Borshchev, 2005; Borshchev & Filippov, 2004) has proposed combining the
modelling paradigms mentioned above. The proposed combination places a special empha-
sis on the use of Agent-Based modelling to accentuate both its flexibility and pragmatism in
situations where complete information about the system may be unavailable. Additionally,
the AB approach facilitates the exploration of the emergence of global system properties. It
achieves this by examining the interactions of various system elements over time, a character-
istic which can be successfully employed to support the process of causal discovery described
in Section 4.2.2.
The multi-paradigm, hybrid simulation, approach (Borshchev & Filippov, 2004) possesses
both abstract characteristics (system dynamics, discrete events) and pragmatic behavioural
properties (agents). Combined together these approaches provide a modelling paradigm that
has been shown to be flexible and powerful enough to address the simulation and optimisa-
tion needs of problems ranging from supply chain management (Almeder & Preusser, 2007)
to enterprise IT cost analysis (Popkov et al., 2006).
The overall aim of the proposed optimisation guidance method is to provide a recommenda-
tion on a list of changes considered by the designer. To achieve this, it relies on a simulation
model of the original system. This model has to be robust enough to allow exploration of
pre-defined usage scenarios targeted, for example, at exploring the scalability of the system.
It is possible that multiple runs of the simulation will be required in order to obtain a better
understanding of the causal relationships between various observed system factors and its
overall qualities. Eventually, the framework will be able to output a large set of aggregated
data combining information on the effects of variations in system factors on the system qual-
ities measurements. This resultant set of data will serve as an input for the automatic casual
discovery algorithm.
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In Figure 4 the causal discovery mechanism of the proposed design optimisation guidance
method is represented by the “BBN discovery algorithm” entity. This refers to an automatic
way of constructing the topology of a Bayesian Belief Network from a large set of observa-
tional data.
The BBN elucidated from the simulation output data is used as a Causal Quality Model of the
system being subjected to design optimisation. In this capacity, the function of the resultant
BBN with respect to the designer is somewhat similar to that of a Decision Support System.
Its aim is to show the designer which factors within the system have the greatest measure of
effect on the system qualities specified as acquisition concerns. Further, it aims to show how
these, and other, qualities may be affected by possible design changes.
To achieve this, the BBN encapsulates the main inference relationships present in the system
design with respect to the emergent qualities. These qualities, as previously discussed, may
serve as the goals or the constraints of the overall optimisation process. Semantically, the BBN
used to provide optimisation guidance is built with the same underlying principal node types
as used by van Gurp (2003) (Section 4), which, in turn, stem from the Factor-Criteria-Metric
structures defined by McCall (1994). Specifically, there are three distinct groups of nodes:

simple characteristics These nodes describe the observed characteristics of the system
known to be relevant to the goals of the system optimisation.

complex characteristics Members of this group represent the knowledge of how the simple
characteristics combine into more complex ones which in turn produce cumulative ef-
fect onto the system qualities.

system qualities Final layer of nodes which is created to compose the inference structure
about the non-functional system characteristics pursued by the optimisation process.

It is the explicit responsibility of the designer to define which specific features of the simula-
tion model should be processed and included as part of the data set that will be used as an
input to the BBN learning algorithm. However, faced with such a task the designer may find
it difficult to decide which of the features are relevant. Nevertheless, some direction can be
provided in this difficult task. Specifically, the BBN that is likely to produce the best guidance
should include nodes from two major groups: principal and auxiliary.
The principal network nodes are necessary to represent the core inference structure required to
control the direction of the optimisation process. This group of nodes should include charac-
teristics of the system that can change based on the available selection of design modification
heuristics and the system qualities stated as goals of the optimisation. For example, if the
designer is required to optimise scalability of a given system then the network should contain
as many nodes as possible describing the issues affecting system scalability in that context.
A typical auxiliary network node should be determined based on the principles of a narrow
quality focus. The auxiliary nodes are necessary primarily to ensure that the constraints of
the optimisation are properly addressed within the process. Depending on the conditions
imposed by the problem these constraints may be classified as hard or soft. Hard constraints
ensure that the changes to the system design during optimisation do not dramatically reduce a
known quality of the system. Whereas soft constraints are there to show what effects a certain
course of action will have on qualities not expressly sought after as optimisation goals.
Since each node in a BBN represents a variable, which may assume a value according to the
associated conditional probability distribution, it is not possible to express general relation-
ships within the system without enumerating all the potential states every node may assume
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non-functional qualities of the system and, as a result, provide effective analysis and decision
support.
Therefore, in the context of a design optimisation guidance that aims to improve a variety of
possible interrelated qualities exhibited by a complex CBS, it is desirable for the designer to be
able to construct a single simulation model. Doing so would address the problems of main-
taining consistency across multiple models as well as difficulties in combining their outputs.
However, to be successful, this single, all-encompassing model must be rigorous enough to
provide a faithful representation of a complex system while remaining flexible enough to facil-
itate exploration of relationships between emergent system qualities and the effects of possible
design changes.
In order to achieve this flexibility the simulation must be able to deal with concepts from three
major paradigms which currently dominate the field of simulation modelling (Borshchev &
Filippov, 2004):

• System Dynamics (SD) - Required to be able to represent the effects of policy introduc-
tion or modification at the highest levels of abstraction, as well as the analysis of trends
and other system properties-of-the-whole (Forrester, 1991, p. 22).

• Discrete Events (DE) - Required to understand the issues associated with utilisation of
various resources available to the system, as well as the effects of various scheduling
decisions.

• Agent-Based (AB) - This paradigm allows the simulation of elements which can only
be meaningfully represented as active objects with individual, purposeful behaviour
(Borshchev, 2005, p. 8).

Borshchev et al. (Borshchev, 2005; Borshchev & Filippov, 2004) has proposed combining the
modelling paradigms mentioned above. The proposed combination places a special empha-
sis on the use of Agent-Based modelling to accentuate both its flexibility and pragmatism in
situations where complete information about the system may be unavailable. Additionally,
the AB approach facilitates the exploration of the emergence of global system properties. It
achieves this by examining the interactions of various system elements over time, a character-
istic which can be successfully employed to support the process of causal discovery described
in Section 4.2.2.
The multi-paradigm, hybrid simulation, approach (Borshchev & Filippov, 2004) possesses
both abstract characteristics (system dynamics, discrete events) and pragmatic behavioural
properties (agents). Combined together these approaches provide a modelling paradigm that
has been shown to be flexible and powerful enough to address the simulation and optimisa-
tion needs of problems ranging from supply chain management (Almeder & Preusser, 2007)
to enterprise IT cost analysis (Popkov et al., 2006).
The overall aim of the proposed optimisation guidance method is to provide a recommenda-
tion on a list of changes considered by the designer. To achieve this, it relies on a simulation
model of the original system. This model has to be robust enough to allow exploration of
pre-defined usage scenarios targeted, for example, at exploring the scalability of the system.
It is possible that multiple runs of the simulation will be required in order to obtain a better
understanding of the causal relationships between various observed system factors and its
overall qualities. Eventually, the framework will be able to output a large set of aggregated
data combining information on the effects of variations in system factors on the system qual-
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system being subjected to design optimisation. In this capacity, the function of the resultant
BBN with respect to the designer is somewhat similar to that of a Decision Support System.
Its aim is to show the designer which factors within the system have the greatest measure of
effect on the system qualities specified as acquisition concerns. Further, it aims to show how
these, and other, qualities may be affected by possible design changes.
To achieve this, the BBN encapsulates the main inference relationships present in the system
design with respect to the emergent qualities. These qualities, as previously discussed, may
serve as the goals or the constraints of the overall optimisation process. Semantically, the BBN
used to provide optimisation guidance is built with the same underlying principal node types
as used by van Gurp (2003) (Section 4), which, in turn, stem from the Factor-Criteria-Metric
structures defined by McCall (1994). Specifically, there are three distinct groups of nodes:

simple characteristics These nodes describe the observed characteristics of the system
known to be relevant to the goals of the system optimisation.

complex characteristics Members of this group represent the knowledge of how the simple
characteristics combine into more complex ones which in turn produce cumulative ef-
fect onto the system qualities.

system qualities Final layer of nodes which is created to compose the inference structure
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It is the explicit responsibility of the designer to define which specific features of the simula-
tion model should be processed and included as part of the data set that will be used as an
input to the BBN learning algorithm. However, faced with such a task the designer may find
it difficult to decide which of the features are relevant. Nevertheless, some direction can be
provided in this difficult task. Specifically, the BBN that is likely to produce the best guidance
should include nodes from two major groups: principal and auxiliary.
The principal network nodes are necessary to represent the core inference structure required to
control the direction of the optimisation process. This group of nodes should include charac-
teristics of the system that can change based on the available selection of design modification
heuristics and the system qualities stated as goals of the optimisation. For example, if the
designer is required to optimise scalability of a given system then the network should contain
as many nodes as possible describing the issues affecting system scalability in that context.
A typical auxiliary network node should be determined based on the principles of a narrow
quality focus. The auxiliary nodes are necessary primarily to ensure that the constraints of
the optimisation are properly addressed within the process. Depending on the conditions
imposed by the problem these constraints may be classified as hard or soft. Hard constraints
ensure that the changes to the system design during optimisation do not dramatically reduce a
known quality of the system. Whereas soft constraints are there to show what effects a certain
course of action will have on qualities not expressly sought after as optimisation goals.
Since each node in a BBN represents a variable, which may assume a value according to the
associated conditional probability distribution, it is not possible to express general relation-
ships within the system without enumerating all the potential states every node may assume
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non-functional qualities of the system and, as a result, provide effective analysis and decision
support.
Therefore, in the context of a design optimisation guidance that aims to improve a variety of
possible interrelated qualities exhibited by a complex CBS, it is desirable for the designer to be
able to construct a single simulation model. Doing so would address the problems of main-
taining consistency across multiple models as well as difficulties in combining their outputs.
However, to be successful, this single, all-encompassing model must be rigorous enough to
provide a faithful representation of a complex system while remaining flexible enough to facil-
itate exploration of relationships between emergent system qualities and the effects of possible
design changes.
In order to achieve this flexibility the simulation must be able to deal with concepts from three
major paradigms which currently dominate the field of simulation modelling (Borshchev &
Filippov, 2004):

• System Dynamics (SD) - Required to be able to represent the effects of policy introduc-
tion or modification at the highest levels of abstraction, as well as the analysis of trends
and other system properties-of-the-whole (Forrester, 1991, p. 22).

• Discrete Events (DE) - Required to understand the issues associated with utilisation of
various resources available to the system, as well as the effects of various scheduling
decisions.

• Agent-Based (AB) - This paradigm allows the simulation of elements which can only
be meaningfully represented as active objects with individual, purposeful behaviour
(Borshchev, 2005, p. 8).

Borshchev et al. (Borshchev, 2005; Borshchev & Filippov, 2004) has proposed combining the
modelling paradigms mentioned above. The proposed combination places a special empha-
sis on the use of Agent-Based modelling to accentuate both its flexibility and pragmatism in
situations where complete information about the system may be unavailable. Additionally,
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istic which can be successfully employed to support the process of causal discovery described
in Section 4.2.2.
The multi-paradigm, hybrid simulation, approach (Borshchev & Filippov, 2004) possesses
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4.2.2 Bayesian Belief Network Discovery
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Its aim is to show the designer which factors within the system have the greatest measure of
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it difficult to decide which of the features are relevant. Nevertheless, some direction can be
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The principal network nodes are necessary to represent the core inference structure required to
control the direction of the optimisation process. This group of nodes should include charac-
teristics of the system that can change based on the available selection of design modification
heuristics and the system qualities stated as goals of the optimisation. For example, if the
designer is required to optimise scalability of a given system then the network should contain
as many nodes as possible describing the issues affecting system scalability in that context.
A typical auxiliary network node should be determined based on the principles of a narrow
quality focus. The auxiliary nodes are necessary primarily to ensure that the constraints of
the optimisation are properly addressed within the process. Depending on the conditions
imposed by the problem these constraints may be classified as hard or soft. Hard constraints
ensure that the changes to the system design during optimisation do not dramatically reduce a
known quality of the system. Whereas soft constraints are there to show what effects a certain
course of action will have on qualities not expressly sought after as optimisation goals.
Since each node in a BBN represents a variable, which may assume a value according to the
associated conditional probability distribution, it is not possible to express general relation-
ships within the system without enumerating all the potential states every node may assume
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in advance. This may make the task of creating auxiliary nodes difficult as it will most likely
be based upon static domain expertise. However, the BBN discovery process employes a
construct called a Markov Blanket (MB) (Tsamardinos et al., 2003), which helps to remove
attributes that do not affect the nodes of interest and, therefore, are unnecessary.
Discovering the structure of a Bayesian network from a set of data has emerged as a major
focus for research. It has been of particular interest since when source data can be represented
by a time series, the edges in the graph of a Bayesian network can be used to infer likely causal
relations (Spirtes et al., 2000). The actual algorithm used to discover the presence and orienta-
tion of links between the variables featured in the BBN at the core of the guidance framework
is the Max-Min Hill-Climbing (MMHC) algorithm developed by Tsamardinos et al. (2006).
This MMHC algorithm draws upon a variety of ideas from search-and-score and local learn-
ing techniques, such as Markov Blanket discovery, to construct the skeleton of a Bayesian
network corresponding to the source data and then perform a Bayesian-scoring greedy hill-
climbing search to orient the edges within the graph. One of the most attractive features of the
MMHC algorithm is that it has been proven to work well with the highly dimensional data
sets showing that it can deal well with situations where non-functional qualities are a result of
interactions between a large number of factors. Furthermore, research has shown (Tsamardi-
nos et al., 2006, p. 30) this algorithm exhibits good scalability and accuracy when applied to
learn converging sparse networks.
However, the Direct Acyclical Graph (DAG) of the BBN produced as a result of MMHC appli-
cation does not represent the complete Causal Quality Model. Additional calculations must be
performed to establish the probability distributions in the network. Specifically, to determine
for each variable X that has a set of states Sx the probability of X being in the state s ∈ Sx for
each combination of states of its parents Px. In order to perform this calculation an additional
algorithm was developed to combine the source data from the simulation with the structural
information obtained from the application of MMHC algorithm. The Section 4.3 provides a
description of an example showing application of the proposed methodology to a small-scale
decision scenario.

4.2.3 Guidance Methodology Synthesis
The ultimate goal of combining the elements depicted in Figure 4 is to obtain the Causal Qual-
ity Model (CQM). What the CQM effectively represents is a new, analytical view of the system
that should be constructed and used in tandem with the traditionally accepted views repre-
senting static structure, processes, data and physical deployment.
Hence, the synthesis of this view should rely on the available architectural, environmental
and contextual information. Specifically, to construct this view the following information is
needed:

1. A set of goals and constraints: obtained from functional and non-functional require-
ments, business drivers, future plans and budgeting both in terms of time and money.

2. Information about system structure combined with elements deemed relevant in view
of goals and constrains, these elements may include back-office workflows and cus-
tomer behaviour. Simulation time can also be a very important factor and should be
included as a special consideration based on the goals of optimisation.

3. Feature and metric selection must be made to identify nodes for the BBN (based on the
feature and goal information), the actual structure of the DAG will be elicited using an
algorithm.

4. Possible variation in characteristics of the system being optimised can also be added
as part of the simulation. In this case the successive runs of simulation can be used to
explore how these degrees of freedom affect the goals specified in 2.

The next section (Section 4.3) explores the issues of implementation in the context of a simple
problem in order to focus on the specific of the guidance methodology and not the complexi-
ties of the optimisation problem.

4.3 Example
One of the major critiques that can be made about the examples of the BBN applications de-
scribed in Section 4 is that, in both cases, the assignment of probability values for nodes af-
fected by multiple parents is based on conglomeration of a priori knowledge held by domain
experts. Although networks constructed using such information have been shown to be useful
analytical tools when applied to system architectures (Trendowicz & Punter, 2003; van Gurp
& Bosch, 2000), they are nonetheless exposed to the possibility of errors that can be introduced
when domain experts from multiple fields are asked to quantify the combined influences ef-
fecting a specific node. The example presented in this section aims to explore the way by
which the proposed architectural optimisation guidance methodology aims to address this
issue in its use of Bayesian networks.
This example itself focuses on how specific knowledge about system qualities such as Relia-
bility and Performance (shown in Table 2) can be used in combination with known details of
user behaviour to reason about possible avenues for design optimisation aiming to increase
the overall Usability of the system.

quality P(good) P(bad)
reliability 0.99 0.01
performance 0.86 0.14

Table 2. Likelihood values for Reliability and Performance

To this end, the process of model construction was started by creating a state machine describ-
ing an individual system user as an Agent1. The resultant User Agent is shown in Figure 5.
This simplified version is based on data accumulated in system logs that track some aspects
of behaviour exhibited by individual system users. As such this data represents only the most
basic, meaningful, use-case scenario for the services offered by the system. In short, the agent
represents a typical user of the search and reservation services.
Several things should be noted about the described state transitions. Firstly, transitions lead-
ing to the “Leave" state on the diagram represent instances of agents discontinuing the use of
service due to poor reliability. The execution of these transitions leading to this node is con-
trolled by a set of functions which combine the probability value associated with Reliability
(Table 2) and the current state of the agent. Specifically, the “Leave” state can be reached from
three instances of a choice function, or branch element node, marked by the letter ‘B’. When
reached, the choice functions uses probability information to determine whether the specific
instance of User Agent experiences unreliable system behaviour and if, in fact, such an occur-
rence is observed the function immediately activates the transition to the “Leave” state. At

1 All hybrid models used in this and other chapters of this thesis were done using AnyLogicTM modelling
tool (http://www.xjtek.com/).
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in advance. This may make the task of creating auxiliary nodes difficult as it will most likely
be based upon static domain expertise. However, the BBN discovery process employes a
construct called a Markov Blanket (MB) (Tsamardinos et al., 2003), which helps to remove
attributes that do not affect the nodes of interest and, therefore, are unnecessary.
Discovering the structure of a Bayesian network from a set of data has emerged as a major
focus for research. It has been of particular interest since when source data can be represented
by a time series, the edges in the graph of a Bayesian network can be used to infer likely causal
relations (Spirtes et al., 2000). The actual algorithm used to discover the presence and orienta-
tion of links between the variables featured in the BBN at the core of the guidance framework
is the Max-Min Hill-Climbing (MMHC) algorithm developed by Tsamardinos et al. (2006).
This MMHC algorithm draws upon a variety of ideas from search-and-score and local learn-
ing techniques, such as Markov Blanket discovery, to construct the skeleton of a Bayesian
network corresponding to the source data and then perform a Bayesian-scoring greedy hill-
climbing search to orient the edges within the graph. One of the most attractive features of the
MMHC algorithm is that it has been proven to work well with the highly dimensional data
sets showing that it can deal well with situations where non-functional qualities are a result of
interactions between a large number of factors. Furthermore, research has shown (Tsamardi-
nos et al., 2006, p. 30) this algorithm exhibits good scalability and accuracy when applied to
learn converging sparse networks.
However, the Direct Acyclical Graph (DAG) of the BBN produced as a result of MMHC appli-
cation does not represent the complete Causal Quality Model. Additional calculations must be
performed to establish the probability distributions in the network. Specifically, to determine
for each variable X that has a set of states Sx the probability of X being in the state s ∈ Sx for
each combination of states of its parents Px. In order to perform this calculation an additional
algorithm was developed to combine the source data from the simulation with the structural
information obtained from the application of MMHC algorithm. The Section 4.3 provides a
description of an example showing application of the proposed methodology to a small-scale
decision scenario.

4.2.3 Guidance Methodology Synthesis
The ultimate goal of combining the elements depicted in Figure 4 is to obtain the Causal Qual-
ity Model (CQM). What the CQM effectively represents is a new, analytical view of the system
that should be constructed and used in tandem with the traditionally accepted views repre-
senting static structure, processes, data and physical deployment.
Hence, the synthesis of this view should rely on the available architectural, environmental
and contextual information. Specifically, to construct this view the following information is
needed:

1. A set of goals and constraints: obtained from functional and non-functional require-
ments, business drivers, future plans and budgeting both in terms of time and money.

2. Information about system structure combined with elements deemed relevant in view
of goals and constrains, these elements may include back-office workflows and cus-
tomer behaviour. Simulation time can also be a very important factor and should be
included as a special consideration based on the goals of optimisation.

3. Feature and metric selection must be made to identify nodes for the BBN (based on the
feature and goal information), the actual structure of the DAG will be elicited using an
algorithm.

4. Possible variation in characteristics of the system being optimised can also be added
as part of the simulation. In this case the successive runs of simulation can be used to
explore how these degrees of freedom affect the goals specified in 2.

The next section (Section 4.3) explores the issues of implementation in the context of a simple
problem in order to focus on the specific of the guidance methodology and not the complexi-
ties of the optimisation problem.

4.3 Example
One of the major critiques that can be made about the examples of the BBN applications de-
scribed in Section 4 is that, in both cases, the assignment of probability values for nodes af-
fected by multiple parents is based on conglomeration of a priori knowledge held by domain
experts. Although networks constructed using such information have been shown to be useful
analytical tools when applied to system architectures (Trendowicz & Punter, 2003; van Gurp
& Bosch, 2000), they are nonetheless exposed to the possibility of errors that can be introduced
when domain experts from multiple fields are asked to quantify the combined influences ef-
fecting a specific node. The example presented in this section aims to explore the way by
which the proposed architectural optimisation guidance methodology aims to address this
issue in its use of Bayesian networks.
This example itself focuses on how specific knowledge about system qualities such as Relia-
bility and Performance (shown in Table 2) can be used in combination with known details of
user behaviour to reason about possible avenues for design optimisation aiming to increase
the overall Usability of the system.

quality P(good) P(bad)
reliability 0.99 0.01
performance 0.86 0.14

Table 2. Likelihood values for Reliability and Performance

To this end, the process of model construction was started by creating a state machine describ-
ing an individual system user as an Agent1. The resultant User Agent is shown in Figure 5.
This simplified version is based on data accumulated in system logs that track some aspects
of behaviour exhibited by individual system users. As such this data represents only the most
basic, meaningful, use-case scenario for the services offered by the system. In short, the agent
represents a typical user of the search and reservation services.
Several things should be noted about the described state transitions. Firstly, transitions lead-
ing to the “Leave" state on the diagram represent instances of agents discontinuing the use of
service due to poor reliability. The execution of these transitions leading to this node is con-
trolled by a set of functions which combine the probability value associated with Reliability
(Table 2) and the current state of the agent. Specifically, the “Leave” state can be reached from
three instances of a choice function, or branch element node, marked by the letter ‘B’. When
reached, the choice functions uses probability information to determine whether the specific
instance of User Agent experiences unreliable system behaviour and if, in fact, such an occur-
rence is observed the function immediately activates the transition to the “Leave” state. At

1 All hybrid models used in this and other chapters of this thesis were done using AnyLogicTM modelling
tool (http://www.xjtek.com/).
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in advance. This may make the task of creating auxiliary nodes difficult as it will most likely
be based upon static domain expertise. However, the BBN discovery process employes a
construct called a Markov Blanket (MB) (Tsamardinos et al., 2003), which helps to remove
attributes that do not affect the nodes of interest and, therefore, are unnecessary.
Discovering the structure of a Bayesian network from a set of data has emerged as a major
focus for research. It has been of particular interest since when source data can be represented
by a time series, the edges in the graph of a Bayesian network can be used to infer likely causal
relations (Spirtes et al., 2000). The actual algorithm used to discover the presence and orienta-
tion of links between the variables featured in the BBN at the core of the guidance framework
is the Max-Min Hill-Climbing (MMHC) algorithm developed by Tsamardinos et al. (2006).
This MMHC algorithm draws upon a variety of ideas from search-and-score and local learn-
ing techniques, such as Markov Blanket discovery, to construct the skeleton of a Bayesian
network corresponding to the source data and then perform a Bayesian-scoring greedy hill-
climbing search to orient the edges within the graph. One of the most attractive features of the
MMHC algorithm is that it has been proven to work well with the highly dimensional data
sets showing that it can deal well with situations where non-functional qualities are a result of
interactions between a large number of factors. Furthermore, research has shown (Tsamardi-
nos et al., 2006, p. 30) this algorithm exhibits good scalability and accuracy when applied to
learn converging sparse networks.
However, the Direct Acyclical Graph (DAG) of the BBN produced as a result of MMHC appli-
cation does not represent the complete Causal Quality Model. Additional calculations must be
performed to establish the probability distributions in the network. Specifically, to determine
for each variable X that has a set of states Sx the probability of X being in the state s ∈ Sx for
each combination of states of its parents Px. In order to perform this calculation an additional
algorithm was developed to combine the source data from the simulation with the structural
information obtained from the application of MMHC algorithm. The Section 4.3 provides a
description of an example showing application of the proposed methodology to a small-scale
decision scenario.

4.2.3 Guidance Methodology Synthesis
The ultimate goal of combining the elements depicted in Figure 4 is to obtain the Causal Qual-
ity Model (CQM). What the CQM effectively represents is a new, analytical view of the system
that should be constructed and used in tandem with the traditionally accepted views repre-
senting static structure, processes, data and physical deployment.
Hence, the synthesis of this view should rely on the available architectural, environmental
and contextual information. Specifically, to construct this view the following information is
needed:

1. A set of goals and constraints: obtained from functional and non-functional require-
ments, business drivers, future plans and budgeting both in terms of time and money.

2. Information about system structure combined with elements deemed relevant in view
of goals and constrains, these elements may include back-office workflows and cus-
tomer behaviour. Simulation time can also be a very important factor and should be
included as a special consideration based on the goals of optimisation.

3. Feature and metric selection must be made to identify nodes for the BBN (based on the
feature and goal information), the actual structure of the DAG will be elicited using an
algorithm.

4. Possible variation in characteristics of the system being optimised can also be added
as part of the simulation. In this case the successive runs of simulation can be used to
explore how these degrees of freedom affect the goals specified in 2.

The next section (Section 4.3) explores the issues of implementation in the context of a simple
problem in order to focus on the specific of the guidance methodology and not the complexi-
ties of the optimisation problem.

4.3 Example
One of the major critiques that can be made about the examples of the BBN applications de-
scribed in Section 4 is that, in both cases, the assignment of probability values for nodes af-
fected by multiple parents is based on conglomeration of a priori knowledge held by domain
experts. Although networks constructed using such information have been shown to be useful
analytical tools when applied to system architectures (Trendowicz & Punter, 2003; van Gurp
& Bosch, 2000), they are nonetheless exposed to the possibility of errors that can be introduced
when domain experts from multiple fields are asked to quantify the combined influences ef-
fecting a specific node. The example presented in this section aims to explore the way by
which the proposed architectural optimisation guidance methodology aims to address this
issue in its use of Bayesian networks.
This example itself focuses on how specific knowledge about system qualities such as Relia-
bility and Performance (shown in Table 2) can be used in combination with known details of
user behaviour to reason about possible avenues for design optimisation aiming to increase
the overall Usability of the system.

quality P(good) P(bad)
reliability 0.99 0.01
performance 0.86 0.14

Table 2. Likelihood values for Reliability and Performance

To this end, the process of model construction was started by creating a state machine describ-
ing an individual system user as an Agent1. The resultant User Agent is shown in Figure 5.
This simplified version is based on data accumulated in system logs that track some aspects
of behaviour exhibited by individual system users. As such this data represents only the most
basic, meaningful, use-case scenario for the services offered by the system. In short, the agent
represents a typical user of the search and reservation services.
Several things should be noted about the described state transitions. Firstly, transitions lead-
ing to the “Leave" state on the diagram represent instances of agents discontinuing the use of
service due to poor reliability. The execution of these transitions leading to this node is con-
trolled by a set of functions which combine the probability value associated with Reliability
(Table 2) and the current state of the agent. Specifically, the “Leave” state can be reached from
three instances of a choice function, or branch element node, marked by the letter ‘B’. When
reached, the choice functions uses probability information to determine whether the specific
instance of User Agent experiences unreliable system behaviour and if, in fact, such an occur-
rence is observed the function immediately activates the transition to the “Leave” state. At

1 All hybrid models used in this and other chapters of this thesis were done using AnyLogicTM modelling
tool (http://www.xjtek.com/).
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in advance. This may make the task of creating auxiliary nodes difficult as it will most likely
be based upon static domain expertise. However, the BBN discovery process employes a
construct called a Markov Blanket (MB) (Tsamardinos et al., 2003), which helps to remove
attributes that do not affect the nodes of interest and, therefore, are unnecessary.
Discovering the structure of a Bayesian network from a set of data has emerged as a major
focus for research. It has been of particular interest since when source data can be represented
by a time series, the edges in the graph of a Bayesian network can be used to infer likely causal
relations (Spirtes et al., 2000). The actual algorithm used to discover the presence and orienta-
tion of links between the variables featured in the BBN at the core of the guidance framework
is the Max-Min Hill-Climbing (MMHC) algorithm developed by Tsamardinos et al. (2006).
This MMHC algorithm draws upon a variety of ideas from search-and-score and local learn-
ing techniques, such as Markov Blanket discovery, to construct the skeleton of a Bayesian
network corresponding to the source data and then perform a Bayesian-scoring greedy hill-
climbing search to orient the edges within the graph. One of the most attractive features of the
MMHC algorithm is that it has been proven to work well with the highly dimensional data
sets showing that it can deal well with situations where non-functional qualities are a result of
interactions between a large number of factors. Furthermore, research has shown (Tsamardi-
nos et al., 2006, p. 30) this algorithm exhibits good scalability and accuracy when applied to
learn converging sparse networks.
However, the Direct Acyclical Graph (DAG) of the BBN produced as a result of MMHC appli-
cation does not represent the complete Causal Quality Model. Additional calculations must be
performed to establish the probability distributions in the network. Specifically, to determine
for each variable X that has a set of states Sx the probability of X being in the state s ∈ Sx for
each combination of states of its parents Px. In order to perform this calculation an additional
algorithm was developed to combine the source data from the simulation with the structural
information obtained from the application of MMHC algorithm. The Section 4.3 provides a
description of an example showing application of the proposed methodology to a small-scale
decision scenario.

4.2.3 Guidance Methodology Synthesis
The ultimate goal of combining the elements depicted in Figure 4 is to obtain the Causal Qual-
ity Model (CQM). What the CQM effectively represents is a new, analytical view of the system
that should be constructed and used in tandem with the traditionally accepted views repre-
senting static structure, processes, data and physical deployment.
Hence, the synthesis of this view should rely on the available architectural, environmental
and contextual information. Specifically, to construct this view the following information is
needed:

1. A set of goals and constraints: obtained from functional and non-functional require-
ments, business drivers, future plans and budgeting both in terms of time and money.

2. Information about system structure combined with elements deemed relevant in view
of goals and constrains, these elements may include back-office workflows and cus-
tomer behaviour. Simulation time can also be a very important factor and should be
included as a special consideration based on the goals of optimisation.

3. Feature and metric selection must be made to identify nodes for the BBN (based on the
feature and goal information), the actual structure of the DAG will be elicited using an
algorithm.

4. Possible variation in characteristics of the system being optimised can also be added
as part of the simulation. In this case the successive runs of simulation can be used to
explore how these degrees of freedom affect the goals specified in 2.

The next section (Section 4.3) explores the issues of implementation in the context of a simple
problem in order to focus on the specific of the guidance methodology and not the complexi-
ties of the optimisation problem.

4.3 Example
One of the major critiques that can be made about the examples of the BBN applications de-
scribed in Section 4 is that, in both cases, the assignment of probability values for nodes af-
fected by multiple parents is based on conglomeration of a priori knowledge held by domain
experts. Although networks constructed using such information have been shown to be useful
analytical tools when applied to system architectures (Trendowicz & Punter, 2003; van Gurp
& Bosch, 2000), they are nonetheless exposed to the possibility of errors that can be introduced
when domain experts from multiple fields are asked to quantify the combined influences ef-
fecting a specific node. The example presented in this section aims to explore the way by
which the proposed architectural optimisation guidance methodology aims to address this
issue in its use of Bayesian networks.
This example itself focuses on how specific knowledge about system qualities such as Relia-
bility and Performance (shown in Table 2) can be used in combination with known details of
user behaviour to reason about possible avenues for design optimisation aiming to increase
the overall Usability of the system.

quality P(good) P(bad)
reliability 0.99 0.01
performance 0.86 0.14

Table 2. Likelihood values for Reliability and Performance

To this end, the process of model construction was started by creating a state machine describ-
ing an individual system user as an Agent1. The resultant User Agent is shown in Figure 5.
This simplified version is based on data accumulated in system logs that track some aspects
of behaviour exhibited by individual system users. As such this data represents only the most
basic, meaningful, use-case scenario for the services offered by the system. In short, the agent
represents a typical user of the search and reservation services.
Several things should be noted about the described state transitions. Firstly, transitions lead-
ing to the “Leave" state on the diagram represent instances of agents discontinuing the use of
service due to poor reliability. The execution of these transitions leading to this node is con-
trolled by a set of functions which combine the probability value associated with Reliability
(Table 2) and the current state of the agent. Specifically, the “Leave” state can be reached from
three instances of a choice function, or branch element node, marked by the letter ‘B’. When
reached, the choice functions uses probability information to determine whether the specific
instance of User Agent experiences unreliable system behaviour and if, in fact, such an occur-
rence is observed the function immediately activates the transition to the “Leave” state. At

1 All hybrid models used in this and other chapters of this thesis were done using AnyLogicTM modelling
tool (http://www.xjtek.com/).
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Fig. 5. Behavior Description for Useability Agent

this point the instance of the User Agent terminates operation and the system can be said to
have been unusable due to ‘bad’ Reliability.
Likewise, the same choice functions also control the activation of arcs leading back to the orig-
inating node. These arcs represent retries due to poor performance. In the case of observing
‘bad’ Performance the User Agent will attempt to retry the current operation, the number of
times that this will be attempted depends on the previous state of the agent. This is done with
the intention of reflecting the observation that users attempting to make a reservation usually
attempt more retries than the users performing searches. However, even if a given instance of
the User Agent observes both ‘good’ Performance and Reliability it may still end up in the “Un-
satisfied” state, which also exists to represent the group of system users who do not progress
towards reservation.
In the context of this simple model, the measure of system Usability was determined by the
likelihood of a User Agent reaching “Satisfied” state. To obtain observations for this measure
a simulation of the behaviour exhibited by a population of 1000 User Agents was created and
executed until all agents reach one of the terminating states: “Leave”, “Unsatisfied” or “Sat-
isfied”. After several runs of the simulation were completed, the following numeric results
were produced:

• Rt number of repeat requests due to timeouts = 222
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shows that the knowledge of the specific system and context characteristics can be used to ob-
tain, via simulation, numerical representation of the influences exerted by these characteristics
onto the emergent system qualities. Specifically, the information about user behaviour, when
combined with known system behaviour, reliability and performance, contributed towards
the creation of the model for the emergent quality of usablility.

4.4 Guidance Data Interpretation and Analysis
The resultant Causal Quality Model can be used for analysis in three distinct ways:

1. The structure it exhibits can be analysed.

2. The conditional probabilities at each node can be used to explore the strength of inter-
relationships between system qualities.

3. The underlying joint probability function can be used to propagate some observational
evidence through the network.

The uses of these techniques individually, or in combination, can be classified into two groups:
diagnostic and predictive. Although the belief network examined in the example above (Section
4.3) is simple in composition, this is merely a result of the limited amount of input information
used to create the hybrid simulation that provided the learning data for the MMHC algorithm.
It is therefore possible that, in the context of an optimisation problem applied to a complex
system, the designer will have to draw upon a number of disparate information sources de-
scribing both the technical characteristics and the operational qualities of the system.
Given this potential breadth of information, a Causal Quality Model, like the one depicted
in Figure 6, could be used as a diagnostic tool to uncover the presence and strength of re-
lationships between qualities and their contributing factors. Knowledge regarding the exis-
tence and effects of these relationships can then be exploited to guide the choice of design
change heuristics to either remove or strengthen some relationships or increase the likelihood
of higher measurement for some qualities of interest.

Fig. 7. The example BBN composed of Performance, Reliability and Usability nodes with evi-
dence set for Performance and Reliability nodes.

As mentioned above, a Causal Quality Model can be used in a predictive capacity. In order
to do this, the designer must provide evidence for one or more nodes of the BNN. In other

words, set the likelihood value for a specific state to 100%. This can be done in two ways:
by manipulating either the parent or the child nodes in the causal interaction. A version of
the former, as applied to the example BBN (Figure 6), is shown in Figure 7, while the latter is
depicted in Figure 8.
In a case when the evidence regarding the states of parent nodes in a causal interaction is
provided the Causal Quality Model can be used to determine the likely observed state of the
child nodes. The Figure 7 shows the likelihood of 81% for the “Usability” variable to be in a
state marked as ‘good’ when the variables for “Performance” and “Reliability” are observed
to be within the bounds of what is considered ‘good’ for both of those qualities. This infor-
mation can serve as a starting point for predicting changes that can advance the qualitative
boundaries of the system.

Fig. 8. The example BBN composed of Performance, Reliability and Usability nodes with evi-
dence set for Usability node and calculated posterior probabilities.

However, when it comes to consideration of system qualities it may be more interesting to
consider the negative case. Figure 8 depicts the posterior probabilities of observations for
system’s “Performance” and “Reliability” given evidence that “Usability” is observed to be
‘bad’. It can be seen that, for low values of “Usability”, while measure for “Performance”
drops considerably, the measure for “Reliability” shows little change: only 2%. Based on these
results the designer can conclude that under the current configuration, and based on known
user behaviour patterns, the “Usability” of the system is highly sensitive to the “Reliability” of
the system. The combined information of the original BBN and the results of setting evidence
shown in Figures 7 and 8 give the designer a new perspective on the possible direction of
potential design modifications.
Overall, the diagnostic and predictive uses for the Causal Quality Model can provide a valu-
able insight into the aspects of the problem and their relationship to the design change op-
tions made available to the designer. As a result, it is possible for the designer to understand
clearly which system features contribute to the overall qualities of the system. Furthermore,
the designer is able to identify which changes to those system features are most likely to ren-
der beneficial improvements in the system qualities, the goals of the optimisation process.
This clarity also provides the designer with a new from of system representation, one which
may prove useful both in decision making and as a communication tool capable of relating
technical concepts to the non-technical stakeholders of the system.
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5. Conclusion and Future work

The design optimisation guidance methodology aims to aid the designer in directing the over-
all system optimisation process. One of the major difficulties of providing such guidance is
the nature by which this optimisation process is advanced. Specifically, the designer is essen-
tially incapable of affecting the qualities directly. Instead, he or she is forced to consider a set
of choices targeting the specific features of the design contributing towards achievement of
desirable system qualities. As a result, since a single choice could affect multiple qualities,
this introduces a requirement for guidance to provide the designer with understanding of the
causal relationships existing in the system.
Achieving this involves the study of assumptions held by the designer and other stakehold-
ers, the relevance of existing knowledge and the accuracy of possible predictions. The fusion
of simulation modelling and the BBNs can serve as tool of such study as its aim is to provide
a tangible link between the way in which the system is structured and its observed levels of
quality. Additionally, by combining the hybrid simulation model with BBN discovery algo-
rithm we managed to obtain a much more repeatable output that is validated against encoded
assumptions and is less prone to human error.
However, the method’s success relies greatly on validity of the model and clarity of the BBN
representation. To this end we have found that the simulation model should be built in an
incremental manner using a variety of information sources and explicit encoding of assump-
tions help by the participants. Consequently, the extracted BBN plays a dual role both as a
guidance tool and a model verification tool as the conditional probabilities it displays can
quickly highlight inconsistencies within the model.
The results presented herein warrant further investigation along four major axis:

• further research is needed to help the designer with choice of quality factors and criteria
that contribute to the nodes of the CQM;

• a taxonomy of simulation primitives needs to be developed to aid the designer with
construction of hybrid simulation models;

• additional research is needed to examine how various BBN discovery algorithms per-
form on the types of simulation output produced by models of systems from different
domains;

• studies should be conducted into the various stochastic methods of optimisation such
as Cross-Entropy (Caserata & Nodar, 2005) that could be implemented based on the
outcomes of BBN use for qualitative applied over a succession of system development
cycles.

Finally, the development of this approach to guidance should be used to construct a fully
fledged decision support and optimisation framework described in Section 3.
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5. Conclusion and Future work

The design optimisation guidance methodology aims to aid the designer in directing the over-
all system optimisation process. One of the major difficulties of providing such guidance is
the nature by which this optimisation process is advanced. Specifically, the designer is essen-
tially incapable of affecting the qualities directly. Instead, he or she is forced to consider a set
of choices targeting the specific features of the design contributing towards achievement of
desirable system qualities. As a result, since a single choice could affect multiple qualities,
this introduces a requirement for guidance to provide the designer with understanding of the
causal relationships existing in the system.
Achieving this involves the study of assumptions held by the designer and other stakehold-
ers, the relevance of existing knowledge and the accuracy of possible predictions. The fusion
of simulation modelling and the BBNs can serve as tool of such study as its aim is to provide
a tangible link between the way in which the system is structured and its observed levels of
quality. Additionally, by combining the hybrid simulation model with BBN discovery algo-
rithm we managed to obtain a much more repeatable output that is validated against encoded
assumptions and is less prone to human error.
However, the method’s success relies greatly on validity of the model and clarity of the BBN
representation. To this end we have found that the simulation model should be built in an
incremental manner using a variety of information sources and explicit encoding of assump-
tions help by the participants. Consequently, the extracted BBN plays a dual role both as a
guidance tool and a model verification tool as the conditional probabilities it displays can
quickly highlight inconsistencies within the model.
The results presented herein warrant further investigation along four major axis:

• further research is needed to help the designer with choice of quality factors and criteria
that contribute to the nodes of the CQM;

• a taxonomy of simulation primitives needs to be developed to aid the designer with
construction of hybrid simulation models;

• additional research is needed to examine how various BBN discovery algorithms per-
form on the types of simulation output produced by models of systems from different
domains;

• studies should be conducted into the various stochastic methods of optimisation such
as Cross-Entropy (Caserata & Nodar, 2005) that could be implemented based on the
outcomes of BBN use for qualitative applied over a succession of system development
cycles.

Finally, the development of this approach to guidance should be used to construct a fully
fledged decision support and optimisation framework described in Section 3.
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outcomes of BBN use for qualitative applied over a succession of system development
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1. Introduction  

Large Equipment System Acceptance (such as reliability and accuracy, etc.) is a complicated 
system engineering. In order to check the performance of large equipment, 
multi-perspective and more-approach tests are adopted to get a variety of test information. 
These information are related to many aspects, such as the information in different phases of 
design, development, pilot, production and application phase, test information of products 
in different levels (systems, subsystems, components) and the history information of 
test-related products. These different but still interrelated information have brought a great 
more reference to analysis and assessment of large-scale equipment, and meanwhile those 
uncertain information would brought more risk to the assessment of decision-making. How 
to integrate these information of multiple sources effectively to make an objective evaluation 
on the performance of large-scale equipments has been a great challenge to the engineering 
researchers. 
For example, in assessing the reliability of weapons systems, the cost of system-level testing 
is often too much which limits the number of test times. In that condition the test 
information of various equipment and subsystems are urged to be fully utilized. Similarly, 
in order to improve the practical accuracy of INS (inertial navigation system), a series of 
checking from the test phase to application phase such as ground calibration tests, 
vehicle-loaded tests, aircraft-loaded tests and missile-loaded tests, are requisite and the 
outcome should function to the error coefficients estimation. In the circumstance of 
sufficient test data, the classical approach of comprehensive assessment to reliability has 
been widely used; while in contrast when test data are insufficient and moreover they 
present multi-stage and multi-level properties, the classical approach is in effectiveness 
challenge. With the development of computer technology and improvement of Bayes 
methods, especially the emergence of MCMC (Markov chain Monte Carlo) methods and 
WinBUGS (Bayesian inference Using Gibbs Sampling) software, the Bayesian network is 
more and more popularized in the application of multi-source information fusion [1~3].  
The Bayesian network is a causal network, which is used as an inference engine for the 
calculation of beliefs or probability of events given the observations of other events in the 
same network. It does not only make good use of model information and sample data, but 
also integrates the unknown parameters in the overall distribution of information. Besides, it 
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1. Introduction  

Large Equipment System Acceptance (such as reliability and accuracy, etc.) is a complicated 
system engineering. In order to check the performance of large equipment, 
multi-perspective and more-approach tests are adopted to get a variety of test information. 
These information are related to many aspects, such as the information in different phases of 
design, development, pilot, production and application phase, test information of products 
in different levels (systems, subsystems, components) and the history information of 
test-related products. These different but still interrelated information have brought a great 
more reference to analysis and assessment of large-scale equipment, and meanwhile those 
uncertain information would brought more risk to the assessment of decision-making. How 
to integrate these information of multiple sources effectively to make an objective evaluation 
on the performance of large-scale equipments has been a great challenge to the engineering 
researchers. 
For example, in assessing the reliability of weapons systems, the cost of system-level testing 
is often too much which limits the number of test times. In that condition the test 
information of various equipment and subsystems are urged to be fully utilized. Similarly, 
in order to improve the practical accuracy of INS (inertial navigation system), a series of 
checking from the test phase to application phase such as ground calibration tests, 
vehicle-loaded tests, aircraft-loaded tests and missile-loaded tests, are requisite and the 
outcome should function to the error coefficients estimation. In the circumstance of 
sufficient test data, the classical approach of comprehensive assessment to reliability has 
been widely used; while in contrast when test data are insufficient and moreover they 
present multi-stage and multi-level properties, the classical approach is in effectiveness 
challenge. With the development of computer technology and improvement of Bayes 
methods, especially the emergence of MCMC (Markov chain Monte Carlo) methods and 
WinBUGS (Bayesian inference Using Gibbs Sampling) software, the Bayesian network is 
more and more popularized in the application of multi-source information fusion [1~3].  
The Bayesian network is a causal network, which is used as an inference engine for the 
calculation of beliefs or probability of events given the observations of other events in the 
same network. It does not only make good use of model information and sample data, but 
also integrates the unknown parameters in the overall distribution of information. Besides, it 
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has overcome defects of traditional static model being incapable of handling emergencies. 
These flexible, easy to adapt to external changes features can make up for the shortage of 
insufficient poor quality samples brought to traditional statistical methods, so it is more 
suitable for prediction and reality reveal to models. The most attractive feature of the 
Bayesian network is given an observation for one node, the statistical information for all 
nodes would be updated. This feature is very valuable in the context of model validation, 
when experimental observations may not be available on the final model output but may be 
available on one or more intermediate quantities. 
This paper presents a new approach of information fusion used Bayesian network and is 
organised as follows. The background of this research, especially for the application in 
reliability assessment and precision evaluation, is introduced in section 1. In section 2, the 
fundamental of Bayesian network is stated and how to establish networks for a typical case 
are then illustrated. In section 3, it is emphasized in utilizing Bayesian networks to integrate 
multi-source testing information obtained from different layers, states and environments, 
where the examples of reliability parameters estimation for weapon system and information 
conversion for inertial navigation system error model are simulated to show the 
effectiveness of the scheme presented. Finally, some conclusions are given in the end. 

 
2. Bayesian networks  

2.1 Bayesian inference 
The basic idea of Bayesian inference is to express the uncertainty of all the unknown 
parameters of the model by probability distributions [4]. This means that an unknown 
parameter is modeled as a random parameter beforehand. are in the text the random 
parameters of our interest is denoted as 1( , ..., )n  Θ , where the index of n is presumed 
finite and the set of variables are observable. Random variables are expressed as 

1(X , ..., X )mX  with finite number of m. The observable variables X j , may consist of 

statistical observations or various experts judgments. 
The observed variables, or the evidence 1( , ..., )mx xx , are modeled by their joint 

distribution, i.e. the likelihood function ( | )f x θ , which can be described as the probability 
to observe the evidence x. Before observations are obtained, the uncertainty about the value 
of the random parameter Θ  is modeled by a prior probability distribution of ( )f θ . Given 
the evidence that the posterior distribution is the conditional distribution of Θ , it would be 
denoted as ( | )f θ x . The evidence x provides additional information about Θ , and the 
posterior distribution is updated by using the Bayes’ rule 
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2.2 Bayesian networks 
In practice, many models under interest are usually complex which are related to the 
multi-layer Bayesian problems. For example, suppose the observable variable Y is 
normally distributed with mean parameter   and standard deviation parameter 

1  as following 
2

1Y | ( , )N                               (3) 
 

where   is also normal distributed with parameters  and 2  
 

2

2| ( , )N    , H                           (4) 
 

and the prior distribution of the random variable   is known as 
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3( , )N                                 (5) 
 

Note that only 1 1 1, , , ,H     are constants. Thus, with the observations 1 , ..., ny y , how 
to get the posterior estimation of   and   is a typical multi-layer Bayesian problem. To 
do this, we have to model the overall uncertainty by postulating the joint distribution of the 
all random variables of the model 
 

( , , ) ( | , ) ( | ) ( )f Y f Y f f                          (6) 
 

in which we have assumed that the appropriate conditional distributions are 
available. 
Actually the joint distribution model described in equation (6) consists of network of 
conditional dependencies between random variables. Such networks are often called 
Bayesian networks. A Bayesian network can be represented as a directed acyclic graph, in 
which elliptic nodes correspond to random variables and rectangular nodes represent 
constants and directed arcs between the nodes describe the dependence between the 
parameters. Moreover, a solid arrow indicates a stochastic dependence while a hollow 
arrow indicates a logical function. As an example the graphical representation of the 
hierarchical model described by equations (3)~(6) is depicted as a Bayesian network in 
Figure 1.  
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Fig. 1. Example of a Bayesian network 

 
2.3 Implementation of the proposed method 
In Bayesian models, where we are interested in the relationships of a large number of 
variables, Bayesian network becomes an appropriate representation. A Bayesian network is a 
graphical model that efficiently encodes the joint probability distribution for a large set of 
variables. However, determining the conditional posterior distributions for the parameters of 
interest is usually not a simple task in Bayesian networks. To obtain an analytic result for the 
conditional posterior distribution the denominator of the Bayes formula, which normalizes 
the conditional posterior distribution to unity, must be evaluated. A proportional result for 
the posterior distribution can be obtained without resolving the denominator, but the 
integral for the numerator is only one dimension less. For analytic result, or at least for a 
good approximation of the result, the integrals have to be determined in a way or another. 
For simple models the integrals can be evaluated using conventional numerical techniques, 
but in most applications the Bayesian network contain tens and hundreds of parameters and 
the analytic evaluation of the integrals by conventional numerical techniques is impossible.   
Therefore, an MCMC [5] approach is used for obtaining the posterior distribution. In 
MCMC methods, Monte Carlo estimates of probability density functions and expected 
values of the desired quantities are obtained using samples generated by a Markov chain 
whose limiting distribution is the distribution of interest. Thus one can generate samples of 
multiple random variables from a complicated joint probability density function without 
explicitly evaluating or inverting the joint cumulative density function. 
Several schemes such as Metropolis-Hastings algorithm, Gibbs sampling, etc. are available 
to carry out MCMC simulations [6]. Gibbs sampling is commonly utilized due to its 
simplicity in the implementation. Let x denote a vector of k random variables 1( , ..., )kx x , 

with a joint density function ( )g x . Then let ix  denote a vector of k-1 variables, without 
the ith variable, and the full conditional density for the ith component is defined as 

( )|i ig x x . To sample quantities from the full conditional density of the ith variable, the 
following relationship is used: 
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Gibbs sampling can then be used to sequentially generate samples from the joint probability 
density function using the full conditional densities, as below: 
 

Step 1: Initialize  0 0 0 0

1 2, , ..., kx x xx , 1j  ; 

Step2: Generate 1 1 1

1 1 2 3( | , , ..., )j j j j

kx g x x x x   , 
1 1

2 2 1 3( | , , ..., )j j j j

kx g x x x x  , 
                … 

1 2 1( | , , ..., )j j j j

k k kx g x x x x


 ; 
Step3: 1j j  ; 
Step4: End if j reaches the maximum number of runs, or else, return to step 2. 
 

Gibbs sampling has been shown to have geometric convergence of order N (number of runs) 
[4]. Exact full conditional densities may not always be available. In such cases, the Gibbs 
sampling procedure is supplementary to the Metropolis-Hastings algorithm. During each 
run, the full conditional density function ( )|i ig x x  is constructed by taking the product 

of terms containing ix  in the joint probability density function. A rejection sampling 

technique is then used to obtain a sample ix  from ( )|i ig x x . A large number of samples 
of all the random variables can be repeatedly generated using these full conditional density 
functions. The marginal density function for any random variable ix  can be obtained by 
collecting the samples of that particular random variable. 

 
3. Testing information fusion using Bayesian networks  

Since Bayesian networks can easily establish the uncertainty relationships among 
parameters and update all the prior distributions of the random variables once new 
observations come out, it is a effective solution to multi-source information fusion. In this 
section, two representative applications of Bayesian networks to weapon system reliability 
evaluation and INS testing information conversion under different circumstance are 
discussed as illustration. Note that the modeling and simulations in this paper are carried 
out using the WinBUGS program, and so all the Bayesian networks presented below are 
depicted in the WinBUGS format. For closer review about the WinBUGS program, see 
Spiegelhalter et al. [7]. 
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whose limiting distribution is the distribution of interest. Thus one can generate samples of 
multiple random variables from a complicated joint probability density function without 
explicitly evaluating or inverting the joint cumulative density function. 
Several schemes such as Metropolis-Hastings algorithm, Gibbs sampling, etc. are available 
to carry out MCMC simulations [6]. Gibbs sampling is commonly utilized due to its 
simplicity in the implementation. Let x denote a vector of k random variables 1( , ..., )kx x , 

with a joint density function ( )g x . Then let ix  denote a vector of k-1 variables, without 
the ith variable, and the full conditional density for the ith component is defined as 

( )|i ig x x . To sample quantities from the full conditional density of the ith variable, the 
following relationship is used: 
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Gibbs sampling can then be used to sequentially generate samples from the joint probability 
density function using the full conditional densities, as below: 
 

Step 1: Initialize  0 0 0 0

1 2, , ..., kx x xx , 1j  ; 
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1 1 2 3( | , , ..., )j j j j

kx g x x x x   , 
1 1

2 2 1 3( | , , ..., )j j j j

kx g x x x x  , 
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1 2 1( | , , ..., )j j j j

k k kx g x x x x


 ; 
Step3: 1j j  ; 
Step4: End if j reaches the maximum number of runs, or else, return to step 2. 
 

Gibbs sampling has been shown to have geometric convergence of order N (number of runs) 
[4]. Exact full conditional densities may not always be available. In such cases, the Gibbs 
sampling procedure is supplementary to the Metropolis-Hastings algorithm. During each 
run, the full conditional density function ( )|i ig x x  is constructed by taking the product 

of terms containing ix  in the joint probability density function. A rejection sampling 

technique is then used to obtain a sample ix  from ( )|i ig x x . A large number of samples 
of all the random variables can be repeatedly generated using these full conditional density 
functions. The marginal density function for any random variable ix  can be obtained by 
collecting the samples of that particular random variable. 

 
3. Testing information fusion using Bayesian networks  

Since Bayesian networks can easily establish the uncertainty relationships among 
parameters and update all the prior distributions of the random variables once new 
observations come out, it is a effective solution to multi-source information fusion. In this 
section, two representative applications of Bayesian networks to weapon system reliability 
evaluation and INS testing information conversion under different circumstance are 
discussed as illustration. Note that the modeling and simulations in this paper are carried 
out using the WinBUGS program, and so all the Bayesian networks presented below are 
depicted in the WinBUGS format. For closer review about the WinBUGS program, see 
Spiegelhalter et al. [7]. 
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3.1 Reliability evaluation of weapon system 
Since a great deal of manpower and material resources are requisite in system-level tests to 
reliability evaluation for such complex weapon system, whereas much more convenience 
would be obtained if in unit-level test case, the engineering practice usually adopts 
reliability information of composition units to analyze the reliability of the entire system. 
These unit-level test information make up for the lack of information on system-level test, 
and reduce the number of tests in the premise of sustaining its confidence effectively. 
Obviously, to evaluate weapon system reliability in Bayes method is a kind of information 
fusion. More clearly, reliability test information about unit and system should be fused into 
the posterior distribution of system reliability first, and based on it the Bayesian statistical 
inference could then be carried out. To facilitate following discussion, suppose the weapon 
system is pass-fail series system. 

 
3.1.1 Reliability analysis of pass-fail unit 
The pass-fail unit likelihood function is  
 

( ) (1 ) ,   0 1n f fL R R R R                          (8) 
  

In the discussion of binomial distribution, the prior distribution of reliability is often in Beta 
distribution, i.e. 
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where a and b are auxiliary parameters, 
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Since these auxiliary parameters reflect the full utilization of prior information, selection of a 
and b are very critical for reliability analysis. Martz et al [8] displayed the empirical Bayesian 
parameters estimation for a and b.  
Suppose there are m groups of tests information, where ( 1, 2, )il i m   denotes the test 

number and iR  represents the point estimation of reliability to each group, therefore  
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When m is small, the sampling error may yield negative value in (11) of ( )a b , so that it is 
amended as 
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Once the auxiliary parameters of prior distribution are determined, using Bayes' rule there 
would be 
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where D is the experimental data, n is the number of tests, f indicates the number of failure. 
It is obviously that the posterior probability density function ( | )R D  for R is still in Beta 
distribution. 
The Bayesian analysis method for unit reliability is deduced in above discussion. The 
following would proceed to system reliability calculation for pass-fail series system. 

 
3.1.2 Series system synthesis 
Assume all the reliability tests of system or units considered is in pass-fail type. The series 
system consists of p units, and denotes i  as the reliability of the constituent units, thus 

the prior distribution of i  is 
1 11( ) ( , ) (1 ) ,   0 1i ia b
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Denote in  as the number of unit tests, ix  as the number of success, so the system 
reliability is 

1
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Assume i  is independent of each other, and prior distribution of ( )i i   is in Beta form. 

if i i  , and ix  are subject to binomial distribution with parameters of in  and i , in 

response the posterior probability density function is Beta distributed, where i ia x  and 
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3.1 Reliability evaluation of weapon system 
Since a great deal of manpower and material resources are requisite in system-level tests to 
reliability evaluation for such complex weapon system, whereas much more convenience 
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and reduce the number of tests in the premise of sustaining its confidence effectively. 
Obviously, to evaluate weapon system reliability in Bayes method is a kind of information 
fusion. More clearly, reliability test information about unit and system should be fused into 
the posterior distribution of system reliability first, and based on it the Bayesian statistical 
inference could then be carried out. To facilitate following discussion, suppose the weapon 
system is pass-fail series system. 

 
3.1.1 Reliability analysis of pass-fail unit 
The pass-fail unit likelihood function is  
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where D is the experimental data, n is the number of tests, f indicates the number of failure. 
It is obviously that the posterior probability density function ( | )R D  for R is still in Beta 
distribution. 
The Bayesian analysis method for unit reliability is deduced in above discussion. The 
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i i ib n x   are the distribution parameters. The posterior probability density function of 
the system’s reliability   is induced as 
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If there are few units in series system, the above formula for the series’ system reliability 
evaluation is feasible; while if the cell number is in great many, the calculations could not be 
sustainable any more. The system encountered in engineering practice used to be composed 
in many units, and the information obtained are comprised of unit reliability test 
information and system reliability information, in this condition the abovementioned 
method is incapable in handling complex tests information. The following would introduce 
the reliability analysis method for this kind of complex system using Bayesian network. 
Assume the distribution of system reliability is also subject to Beta, thus the posterior joint 
probability density function of unit's reliability i  and system reliability   can be 
rewritten as: 
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Since the above form of joint distribution is too complex, Bayesian network of the system 
reliability is established in assistance. In this Bayesian network, MCMC sampling method is 
employed to update the network graph, hence the analysis to posterior distribution of 
reliability could be implemented as soon as Markov chain is stabilized. Take the 
three-numbered pass-fail series as an example, the Bayesian network is developed as below. 
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Fig. 2. Bayesian network of system reliability 
 
In Figure 1, 1 2 3, , ,R R R R  represent the system’s reliability and units’ reliability; 

1 1 2 2 3 3, , , , ,a b a b a b  indicate prior distribution parameters respectively, and X, X1, X2, X3 are 
the units and system test samples respectively. If the unit reliability parameters of prior 
distribution are set to be in normal distribution, experimental data (n and , 1, 2, 3in i   are 

the experimental times; f and , 1, 2, 3if i   are the failure times) of 1 112, 0,n f   

2 2 3 312, 1, 12, 2, 12, 3n f n f n f       are derived. 
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Table 1. Prior and posterior statistical properties of units and system reliability  
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evaluation is feasible; while if the cell number is in great many, the calculations could not be 
sustainable any more. The system encountered in engineering practice used to be composed 
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evaluation is feasible; while if the cell number is in great many, the calculations could not be 
sustainable any more. The system encountered in engineering practice used to be composed 
in many units, and the information obtained are comprised of unit reliability test 
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sustainable any more. The system encountered in engineering practice used to be composed 
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Fig. 3. Sample sequence of system reliability R  
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Fig. 4. Posterior density distribution of units and system reliability  
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Fig. 5. Percentile statistics sequence of the unit and system reliability  
 
Using MCMC method of sampling for 10,000 times in the Bayesian network, and 
implementing statistical analysis to the sample sequence in steady-state Markov chain, the 
prior and posterior statistical characteristics of units and system reliability are computed out 
at last, see Table 1. In the sample sequence of system reliability of Figure 3, the Markov 
chain has been shown fused completely and furthermore reached steady state in sampling 
2,000 times. Figure 4 shows the profile of posterior density distribution estimation of 
reliability which is depicted in consistent with Beta distribution explicitly. 
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through the directed link, therefore the integrated inference about the test information is 
realized. The advantage of this approach is that reliability statistical analysis of the system in 
it would be more accurate. And furthermore, the percentile information such as the upper 
bound of reliability are also obtained through MCMC sampling, in result the system 
reliability analysis is more comprehensive and effective. 

 
3.2 Testing information fusion of INS  
When the tests are implemented under different technical conditions, the error coefficients 
of inertial navigation system may have different statistical characteristics. This paper 
presents a method of multi-source testing information fusion for inertial navigation system 
based on Bayesian network, which might provide a new idea to the precision evaluation 
work. Firstly, the testing information of all sorts is interrelated to each other by 
circumstance-conversion-factor, and then a graphic mapping model is constructed to 
represent the relationship of all variables by using Bayesian network. With testing 
information, the post statistical characteristics of variables such as 
circumstance-conversion-factor can be rapidly inferred by MCMC algorithm applied in 
Bayesian network, and consequently information conversion of inertial navigation system 
error model could be carried out between different testing conditions. 
As the test information are related to the temperature, pressure, humidity and other 
circumstance factors, a standard state for each type of test should be selected beforehand. In 
this condition, all the information would be conversed to be the one in the corresponding 
standard state first, and then conversed in the reference of standard state information. 

 
3.2.1 Inference of circumstance conversion factor 
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deviation i  in calibration tests and vehicle tests to be unknown random variables, where 

K  and 0  are normal distributed, and 21 /i i   is subject to Gamma distribution, in 
which way the established Bayesian network for information fusion is depicted as Figure 6. 
 

For the sake that the tests of INS could not be a great many, there are only 10 groups of 
ground calibration and 5 groups of vehicle-loaded estimates to error factor generated 
through the simulation, see Table 2. Note that a new data generation would accompany a set 
of mean and standard deviation production. 
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Given initial random nodes and set the number of iterations of 20,000 times, Bayesian 
network could get updated by MCMC based on the test data 0  and 1 . Iteration process 
and posterior kernel density estimates of some variables are shown in Figure 7 to 14.   
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Fig. 7. Track of variable K  in iteration       

 
Fig. 8. Track of variable 0  in iteration   

 

    
Fig. 9. Track of variable 1  in iteration       
 

 
Fig. 10. Track of variable 0  in iteration   

 

    
Fig. 11. Posterior distribution estimate of K   Fig. 12. Posterior distribution estimate of 0  

 

    
Fig. 13. Posterior distribution estimate of 1    Fig. 14. Posterior distribution estimate of 0  
 
From the iterative trajectories of variables, it is known that MCMC algorithm converges in 
about 4000 steps. Therefore, abandoning the former 5000 iterations, and utilizing the latter 
15,000 values of samples to infer variables’ posterior statistical characteristics. Compare the 
prior, posterior and the true statistical characteristics of parameters comprehensively, and 
get the results summarized in Table 3, where the true distribution characteristics (mean and 
standard deviation) of 1 , 0  and 1  may be computed out from those of other 
variables. 
Obviously, in the case of 15 groups of observational data, Bayesian network has effectively 
fused the information obtained from calibration tests and vehicle-loaded tests. In 
comparison with prior distribution, the characteristics of the posterior distribution of all 
variables whether mean or standard deviation is much closer to those in real situation. 
Summarized from posterior statistical properties, estimates of the mean for each variable is 
slightly better than that of standard deviation, while the posterior inference to i  (or i ) is 

shown inferior to that of K  and i . Given the limited sample size, accomplish 
system-level test data fusion utilizing Bayesian network is still quite effective despite of the 
errors exist between posterior inference and the true data. 
 
 
 
 
 
 
 
 
 

Method of multi-source testing information fusion based on bayesian networks 149

 
Fig. 7. Track of variable K  in iteration       

 
Fig. 8. Track of variable 0  in iteration   

 

    
Fig. 9. Track of variable 1  in iteration       
 

 
Fig. 10. Track of variable 0  in iteration   

 

    
Fig. 11. Posterior distribution estimate of K   Fig. 12. Posterior distribution estimate of 0  

 

    
Fig. 13. Posterior distribution estimate of 1    Fig. 14. Posterior distribution estimate of 0  
 
From the iterative trajectories of variables, it is known that MCMC algorithm converges in 
about 4000 steps. Therefore, abandoning the former 5000 iterations, and utilizing the latter 
15,000 values of samples to infer variables’ posterior statistical characteristics. Compare the 
prior, posterior and the true statistical characteristics of parameters comprehensively, and 
get the results summarized in Table 3, where the true distribution characteristics (mean and 
standard deviation) of 1 , 0  and 1  may be computed out from those of other 
variables. 
Obviously, in the case of 15 groups of observational data, Bayesian network has effectively 
fused the information obtained from calibration tests and vehicle-loaded tests. In 
comparison with prior distribution, the characteristics of the posterior distribution of all 
variables whether mean or standard deviation is much closer to those in real situation. 
Summarized from posterior statistical properties, estimates of the mean for each variable is 
slightly better than that of standard deviation, while the posterior inference to i  (or i ) is 

shown inferior to that of K  and i . Given the limited sample size, accomplish 
system-level test data fusion utilizing Bayesian network is still quite effective despite of the 
errors exist between posterior inference and the true data. 
 
 
 
 
 
 
 
 
 



Bayesian Network148

 
Fig. 7. Track of variable K  in iteration       

 
Fig. 8. Track of variable 0  in iteration   

 

    
Fig. 9. Track of variable 1  in iteration       
 

 
Fig. 10. Track of variable 0  in iteration   

 

    
Fig. 11. Posterior distribution estimate of K   Fig. 12. Posterior distribution estimate of 0  

 

    
Fig. 13. Posterior distribution estimate of 1    Fig. 14. Posterior distribution estimate of 0  
 
From the iterative trajectories of variables, it is known that MCMC algorithm converges in 
about 4000 steps. Therefore, abandoning the former 5000 iterations, and utilizing the latter 
15,000 values of samples to infer variables’ posterior statistical characteristics. Compare the 
prior, posterior and the true statistical characteristics of parameters comprehensively, and 
get the results summarized in Table 3, where the true distribution characteristics (mean and 
standard deviation) of 1 , 0  and 1  may be computed out from those of other 
variables. 
Obviously, in the case of 15 groups of observational data, Bayesian network has effectively 
fused the information obtained from calibration tests and vehicle-loaded tests. In 
comparison with prior distribution, the characteristics of the posterior distribution of all 
variables whether mean or standard deviation is much closer to those in real situation. 
Summarized from posterior statistical properties, estimates of the mean for each variable is 
slightly better than that of standard deviation, while the posterior inference to i  (or i ) is 

shown inferior to that of K  and i . Given the limited sample size, accomplish 
system-level test data fusion utilizing Bayesian network is still quite effective despite of the 
errors exist between posterior inference and the true data. 
 
 
 
 
 
 
 
 
 

Method of multi-source testing information fusion based on bayesian networks 149

 
Fig. 7. Track of variable K  in iteration       

 
Fig. 8. Track of variable 0  in iteration   

 

    
Fig. 9. Track of variable 1  in iteration       
 

 
Fig. 10. Track of variable 0  in iteration   

 

    
Fig. 11. Posterior distribution estimate of K   Fig. 12. Posterior distribution estimate of 0  

 

    
Fig. 13. Posterior distribution estimate of 1    Fig. 14. Posterior distribution estimate of 0  
 
From the iterative trajectories of variables, it is known that MCMC algorithm converges in 
about 4000 steps. Therefore, abandoning the former 5000 iterations, and utilizing the latter 
15,000 values of samples to infer variables’ posterior statistical characteristics. Compare the 
prior, posterior and the true statistical characteristics of parameters comprehensively, and 
get the results summarized in Table 3, where the true distribution characteristics (mean and 
standard deviation) of 1 , 0  and 1  may be computed out from those of other 
variables. 
Obviously, in the case of 15 groups of observational data, Bayesian network has effectively 
fused the information obtained from calibration tests and vehicle-loaded tests. In 
comparison with prior distribution, the characteristics of the posterior distribution of all 
variables whether mean or standard deviation is much closer to those in real situation. 
Summarized from posterior statistical properties, estimates of the mean for each variable is 
slightly better than that of standard deviation, while the posterior inference to i  (or i ) is 

shown inferior to that of K  and i . Given the limited sample size, accomplish 
system-level test data fusion utilizing Bayesian network is still quite effective despite of the 
errors exist between posterior inference and the true data. 
 
 
 
 
 
 
 
 
 



Bayesian Network150

Table 3. Prior, posterior and true statistical characteristics of random variables 

 
3.2.2 Testing information conversion   
System-level test information fusion does not only purpose to induce posterior statistical 
properties of variables, what’s more important is through the acknowledgement of different 
types of circumstance factors,  the test information about the INS error model are 
transmitted among those tests, which realizes the conversion of different types of testing 
error coefficients. For the sake Bayes method deals with the error coefficient as a random 
variable, so this kind of "conversion" is essentially that of variables’ statistical properties. 
In actual project, the true statistical characteristics of error coefficient may vary with the 
improvement of inertial navigation system manufacturing techniques. Therefore, an 
assumption should be made before converting the error coefficient in different types of tests: 
the variance of the true expectation about this coefficient remained proportional in different 
types of tests, that is to say the statistical characteristics of circumstance factor K  remains 
almost unchanged. 
 

variable 

true distribution prior distribution posterior distribution 

mean standard 
deviation mean standard 

deviation mean standard 
deviation 

2.5% 
percentile 

Median 
percentile 

97.5% 
percentile 

K  1.2 0.1 1 1000 1.2520 0.1025 1.0580 1.2520 1.4470 

0  2 0.05 0 1000 1.9620 0.0387 1.8830 1.9620 2.0390 

1  2.4 0.2089 / / 2.4550 0.1958 2.0840 2.4550 2.8210 

0  0.1004 0.0050 / / 0.1179 0.0315 0.0739 0.1121 0.1953 

1  0.3287 0.0552 / / 0.3772 0.1972 0.1790 0.3306 0.8537 

0  100 10 1 1000 86.020 40.800 26.220 79.540 183.40 

1  10 3.1623 1 1000 11.050 7.9590 1.3740 9.1510 31.270 

 
Fig. 15. Error factors’ conversion from different types of tests in Bayesian network 
 
Still take the case of data fusion between calibration test and vehicle-loaded test 
aforementioned as an example. Suppose the statistical properties of each variable have been 
inferred from the calibration test data and vehicle test data. After that the inertial 
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Median 
percentile 

97.5% 
percentile 

1   / / / / 2.4190 0.4962 1.4930 2.4230 3.3510 

K  / / 1.2520 0.1025 1.2520 0.1028 1.0490 1.2510 1.4510 

0  1.2 0.04 1.9620 0.0387 1.9340 0.0388 1.8590 1.9340 2.0120 
Table 5. Statistical results in use of prior information merely 
 
As indicated from Table 5, Circumstance factor of K  is hardly changed, mean of error 
coefficient 0  differs slightly, so there is a big gap between the posterior statistical 
characteristics and the real states. Although the posterior distribution of the test data is 
slightly "pulled back" to the real state by the novel test data, the effect is still not very 
obvious. That’s because compared to the prior distribution on one hand, the prior 
distribution is more certain (standard deviation is small), and on the other the sample 
information is too limited, so that prior information plays a leading role in the posterior 
statistical inference. The novel test information is greatly weakened by the prior, which 
yields inferior posterior inference of 0 . In the presence of large deviations of posterior 
inference, the statistical results about the conversion value of error factor is not that credible 
in this occasion. 
B. Conversion method 2 
Allowing for the impact of prior information to posterior statistical inference, especially in 
the occasion of small samples, the error coefficient conversion is dealt with improved prior 
information. These improvements include two aspects. At first, in spite the prior 
information of error coefficient may vary from the state of current system due to technical 
progress, the variation is not too much so that the mean of prior distribution could be 
remained. Second, by increasing the standard deviation of the prior distribution, the prior 
information could be "fuzzed up" so that “over- conservative” posterior inference from 
“over-certain” prior characteristic would be avoided; but note that the standard deviation 
should not be set too large, otherwise the system would tend to non-informative prior and 
lose the useful information. 
The statistical inference results from improved prior information are shown in Table 6. 
In contrast to the results in Table 5, the posterior statistical inference in Table 5 is 
significantly closer to the true distribution, so the statistical characteristics of 1   can be 
used as the conversion of error factor from the ground calibration tests to the one in 
vehicle-loaded tests. 
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The error coefficient conversion has been done in two methods from preceding texts 
analysis. Since very few samples are available, the first method takes more advantage of 
prior information so that the impact of test information to posterior inference is very weak; 
while the second method of "fuzzes up" prior information to reduce its impact on posterior 
inference by increasing the standard deviation, in return the impact of test information is got 
increased. In the premise of small but capable of accurately reflecting the true statistical 
characteristics samples, the above examples prove the second method is better in error 
coefficient conversion than the first. However, when large deviations exist between sample 
information and the real distribution, the risk of the using the second method increases in 
accompany; therefore, it is not reasonable to say that the second method is certainly better 
than the first. 

 
4. Conclusions  

MCMC technology has brought a revolutionary breakthrough to the development and 
application of Bayes statistical theory. Especially the emergence and further promotion of 
WinBUGS software, which gets the Bayesian network inference of model parameters out of 
complicated high-dimensional integral calculations, has routinized the analysis and 
application of Bayesian network. This paper has discussed the reliability assessment of 
weapon systems and the conversion of inertial navigation test information, which provides 
model reference and possible solutions to the Bayesian network based multi-source 
information fusion methods. 
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inference by increasing the standard deviation, in return the impact of test information is got 
increased. In the premise of small but capable of accurately reflecting the true statistical 
characteristics samples, the above examples prove the second method is better in error 
coefficient conversion than the first. However, when large deviations exist between sample 
information and the real distribution, the risk of the using the second method increases in 
accompany; therefore, it is not reasonable to say that the second method is certainly better 
than the first. 

 
4. Conclusions  

MCMC technology has brought a revolutionary breakthrough to the development and 
application of Bayes statistical theory. Especially the emergence and further promotion of 
WinBUGS software, which gets the Bayesian network inference of model parameters out of 
complicated high-dimensional integral calculations, has routinized the analysis and 
application of Bayesian network. This paper has discussed the reliability assessment of 
weapon systems and the conversion of inertial navigation test information, which provides 
model reference and possible solutions to the Bayesian network based multi-source 
information fusion methods. 
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1. Introduction     

Constructing Bayesian network models is a complex and time consuming task. It is difficult 
to obtain complete and consistent models but to get the correct and reliable probability data 
for the designed models is much more difficult. Normally, there are two methods to enter 
the probability values into the chance node of a Bayesian network model. The first method 
is to consult an expert for the probability values and enter them into the models. The second 
method is to obtain probability values from statistical or learned data (Druzdzel et al., 2001). 
Both methods use static data, not dynamic data. The second method acts like dynamic data 
but it is actually not. The statistical data from a database need to be loaded and processed 
each time to get the probability values. This works similar to batch processing. Finally, users 
still need to enter probability values into the model by manual feeding the data by hand. It 
is not possible to have real-time processing. The probability values are fed to every node of 
the model and the joint probability distribution is computed at the final stage when the 
model is performing Bayesian updates. The disadvantage of using manually fed data or 
static data is that it cannot be performed in using real-time processing, monitoring, and 
updating.  
In this article, we propose a technique for feeding data into the Bayesian network model 
dynamically. A case study of several factors that have an impact on students for making a 
decision in enrollment is selected as the case for an application implementation of a 
Bayesian network model. The probability values for each node are calculated from student’s 
data and then transferred into the model dynamically. A SMILE web-based application 
provides a user friendly web interface for Bayesian inference.  It provides the feature set of 
Bayesian diagnosis for the user. The SMILE web-based application was developed based on 
SMILE (Structural Modeling, Inference, and Learning Engine) and SMILE.NET. SMILE is a 
reasoning engine that is used for graphical probabilistic models and provides functionality 
to perform diagnosis. SMILE.NET is used for accessing the SMILE library from the web-
based interface. Using SMILE application, users can also perform Bayesian inference in the 
model and they can compute the impact of observing values of a subset of the model 
variables on the probability distribution over the remaining variables based on real-time 
data. Using the other BN software tools for constructing a Bayesian network model, there 
are some limitations such as dependent platform and is unusable on a global basis. Fig. 1 
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to perform diagnosis. SMILE.NET is used for accessing the SMILE library from the web-
based interface. Using SMILE application, users can also perform Bayesian inference in the 
model and they can compute the impact of observing values of a subset of the model 
variables on the probability distribution over the remaining variables based on real-time 
data. Using the other BN software tools for constructing a Bayesian network model, there 
are some limitations such as dependent platform and is unusable on a global basis. Fig. 1 
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shows a generic implementation for dynamic data feed to Bayesian network model and 
SMILE web application. 
 

 
Fig. 1. A Generic implementation for dynamic data feed to BN model and SMILE web 
application 
 
2. Fundamentals 

This section is intended to describe the fundamentals and techniques for implementing a 
Bayesian network model in general. They are the followings: 

 
2.1 Bayesian Network  
Bayesian networks (also called belief networks, Bayesian belief networks, causal 
probabilistic networks, or causal networks) (Pearl, 1988) are acyclic directed graphs in which 
nodes represent random variables and arcs represent direct probabilistic dependencies 
among them. The structure of a Bayesian network is a graphical, qualitative illustration of 
the interactions among the set of variables that it models. The structure of the directed graph 
can mimic the causal structure of the modeled domain, although this is not necessary. When 
the structure is causal, it gives a useful, modular insight into the interactions among the 
variables and allows for prediction of the effects of external manipulation. 
Nodes of a Bayesian network are usually drawn as circles or ovals. The following simple 
Bayesian network, shown in Fig. 2, represents two variables, Curriculum and Enrollment, 
and expresses the fact that they are directly dependent on each other. 
 

 
Fig. 2. An example of Bayesian network 
 
A Bayesian network also represents the quantitative relationships among the modeled 
variables. Numerically, it represents the joint probability distribution among them. This 
distribution is described efficiently by exploring the probabilistic independence among the 

 

modeled variables. Each node is described by a probability distribution conditional on its 
direct predecessors. Nodes with no predecessors are described by prior probability 
distributions. For example, the node Curriculum shown in Fig. 2 will be described by a prior 
probability distribution over its two outcomes: Impact and NoImpact. See Fig. 3 below. 
 

 
Fig. 3. Prior probability distribution for a curriculum node 
 
The enrollment node will be described by a probability distribution over its outcomes 
(Enroll, NotEnroll) conditional on the outcomes of its predecessor (node Curriculum 
outcomes, Impact and NoImpact). See Fig. 4 below. 
 

 
Fig. 4. Conditional probability values for an enrollment node 

 
Both the structure and the numerical parameters of a Bayesian network can be elicited from 
an expert. They can also be derived from data, as the structure of a Bayesian network is 
simply a representation of independencies in the data and the numbers are a representation 
of the joint probability distributions that can be inferred from the data. Finally, both the 
structure and the numerical probabilities can be a mixture of expert knowledge, 
measurements and objective frequency data. 

 
2.2 Bayesian Updating 
Bayesian updating, also referred to as belief updating, or somewhat less precisely as 
probabilistic inference is based on the numerical parameters captured in the model (Cooper, 
1990). The structure of the model which is an explicit statement of the independencies in the 
domain helps in making the algorithms for Bayesian updating more efficient (Dagum & 
Luby, 1997). All algorithms for Bayesian updating are based on a theorem proposed by Rev. 
Thomas Bayes (1702-1761) and is known as Bayes Theorem. 
Belief updating in Bayesian networks is computationally complex. In the worst case, belief 
updating algorithms are NP-hard (Cooper, 1990). There exist several efficient algorithms, 
however, that make belief updating in graphs consisting of tens or hundreds of variables 
tractable. Pearl developed a message-passing scheme that updates the probability 
distributions for each node in a Bayesian network in response to observations of one or 
more variables (Pearl, 1986). Lauritzen and Spiegelhalter, Jensen et al, and Dawid proposed 
an efficient algorithm that first transforms a Bayesian network into a tree where each node 
in the tree corresponds to a subset of variables in the original graph (Lauritzen & 
Spiegelhalter, 1988; Jensen et al., 1990; Dawid, 1992). The algorithm then exploits several 
mathematical properties of this tree to perform probabilistic inference. 
Several approximate algorithms based on stochastic sampling have been developed. Of 
these, best known are probabilistic logic sampling (Henrion, 1988), likelihood sampling 
(Shachter & Peot, 1989; Fung & Chang, 1989), and backward sampling (Fung & del Favero, 
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1994), Adaptive Importance Sampling (AISBN) (Cheng & Druzdzel, 2000), and Approximate 
Posterior Importance Sampling (APIS-BN) (Yuan & Druzdzel, 2003). Approximate belief 
updating in Bayesian networks has also been shown to be worst case NP-hard (Dagum & 
Luby, 1993).  

 
2.3 SMILE and SMILE.NET 
The core reasoning engines of the SMILE web-based application development capability 
consist of SMILE and SMILE.NET. SMILE is a reasoning engine that is used for graphical 
probabilistic models and provides functionality to perform diagnosis. SMILE.NET is used 
for accessing the SMILE library from the web-based interface. This section provides some 
more detailed information about SMILE and SMILE.NET wrapper. 
SMILE (Structural Modeling, Inference, and Learning Engine) is a fully platform 
independent library of functions implementing graphical probabilistic and decision-
theoretic models, such as Bayesian networks, influence diagrams (IDs), and structural 
equation models (Druzdzel, 1999). Its individual functions, defined in the SMILE 
Application Programmer Interface (API), allow creating, editing, saving, and loading 
graphical models, and using them for probabilistic reasoning and decision making under 
uncertainty. SMILE can be embedded in programs that use graphical probabilistic models as 
their reasoning engines. Models developed in SMILE can be equipped with a user interface 
that best suits the user of the resulting application. SMILE is written in C++ in a platform-
independent manner and is fully portable. Model building and the reasoning process are 
under full control of the application program as the SMILE library serves merely as a set of 
tools and structures that facilitates them. The sample source code below is the main function 
of SMILE that contains the core functions of the implemented model SMILE. 
 
int main()  
{   
     CreateNetwork();   
     InfereceWithBayesNet();   
     UpgradeToInfluenceDiagram();   
     InferenceWithInfluenceDiagram();   
     ComputeValueOfInformation();   
     return(DSL_OKAY);  
}; 
 
SMILE.NET is a library of .net classes for reasoning about graphical probabilistic models, 
such as Bayesian networks and influence diagrams. It can be embedded in programs that 
use graphical probabilistic models as a reasoning engine. It is a wrapper library that enables 
access to the SMILE and SMILEXML C++ libraries from .net applications. SMILE.NET is not 
limited to stand-alone applications. It can also be used on the back-end side of a multi-tiered 
application.   
 
2.4 GeNIe 
The GeNIe's name and its uncommon capitalization originate from the name Graphical 
Network Interface, given to the original simple interface to SMILE, the library of functions 

 

for graphical probabilistic and decision-theoretic models (Druzdzel, 1999). GeNIe is a 
development environment for building graphical decision-theoretic models. It is 
implemented in Visual C++ and draws heavily on MFC (Microsoft Foundation Classes). It 
allows for building models of any size and complexity, limited only by the capacity of the 
available memory of the computer. The original interface was designed for SMILE which is 
described in a previous section. It may be seen as an outer shell to SMILE. It provides 
numerous tools for users such as an interface to build Bayesian network models or influence 
diagrams, to learn the causal relationships of a model using various algorithms, and to 
perform model diagnosis. In order to use GeNIe efficiently, the GeNIe software must be 
installed and the user should have some background knowledge about probabilistic 
graphical models and become familiar with the tools provided in GeNIe. Fig. 5 shows the 
main interface of GeNIe program.  
 

 
Fig. 5. The main GeNIe interface 
 
3. Graphical Bayesian Network Model 

3.1 Bayesian network model in GeNIe  
In the first phase, we develop and test the graphical Bayesian network model in GeNIe as 
shown in Fig. 6. The students’ attitude on several factors in an enrollment decision has been 
proposed as a case study for the model. This model contains ten variables or nodes. There 
are nine parent nodes thus there are no predecessor nodes and one child or predecessor 
node. The outcomes of each parent node are identical. It consists of impact and no impact 
values. There are also two outcomes for the child node (the enrollment node), enroll and not 
enroll values. The probability values for each parent node and the values for each state 
combination with an enrollment node are further defined by an expert.   
  

 
Fig. 6. Graphical Bayesian network model in GeNIe 
 
When the specified outcome of each node and their probability values are defined, the belief 
updating is ready. The belief update allows for performing Bayesian inference. It is used to 

Dynamic data feed to bayesian network model and smile web application 159

 

1994), Adaptive Importance Sampling (AISBN) (Cheng & Druzdzel, 2000), and Approximate 
Posterior Importance Sampling (APIS-BN) (Yuan & Druzdzel, 2003). Approximate belief 
updating in Bayesian networks has also been shown to be worst case NP-hard (Dagum & 
Luby, 1993).  

 
2.3 SMILE and SMILE.NET 
The core reasoning engines of the SMILE web-based application development capability 
consist of SMILE and SMILE.NET. SMILE is a reasoning engine that is used for graphical 
probabilistic models and provides functionality to perform diagnosis. SMILE.NET is used 
for accessing the SMILE library from the web-based interface. This section provides some 
more detailed information about SMILE and SMILE.NET wrapper. 
SMILE (Structural Modeling, Inference, and Learning Engine) is a fully platform 
independent library of functions implementing graphical probabilistic and decision-
theoretic models, such as Bayesian networks, influence diagrams (IDs), and structural 
equation models (Druzdzel, 1999). Its individual functions, defined in the SMILE 
Application Programmer Interface (API), allow creating, editing, saving, and loading 
graphical models, and using them for probabilistic reasoning and decision making under 
uncertainty. SMILE can be embedded in programs that use graphical probabilistic models as 
their reasoning engines. Models developed in SMILE can be equipped with a user interface 
that best suits the user of the resulting application. SMILE is written in C++ in a platform-
independent manner and is fully portable. Model building and the reasoning process are 
under full control of the application program as the SMILE library serves merely as a set of 
tools and structures that facilitates them. The sample source code below is the main function 
of SMILE that contains the core functions of the implemented model SMILE. 
 
int main()  
{   
     CreateNetwork();   
     InfereceWithBayesNet();   
     UpgradeToInfluenceDiagram();   
     InferenceWithInfluenceDiagram();   
     ComputeValueOfInformation();   
     return(DSL_OKAY);  
}; 
 
SMILE.NET is a library of .net classes for reasoning about graphical probabilistic models, 
such as Bayesian networks and influence diagrams. It can be embedded in programs that 
use graphical probabilistic models as a reasoning engine. It is a wrapper library that enables 
access to the SMILE and SMILEXML C++ libraries from .net applications. SMILE.NET is not 
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compute the impact of observing values of a subset of the model variables on the probability 
distribution over the remaining variables. Working with this model and performing 
Bayesian inference, we can answer simple questions. For example, the question: "What is the 
chance for the impact for every parent node if the expert judges the prospects for impact to 
be enroll?" The evidence for the enrollment variable is set at the value of “enroll” as shown 
in Fig. 7. We have observed a value of the enrollment variable and ask it to update its 
probability distribution over all parent variables. The result is shown in Fig. 8. 
 

 
Fig. 7. Setting evidence at enroll outcome for an enrolment node 

 

 
Fig. 8. The posterior probability distribution over a curriculum node 
 
Constructing a Bayesian network model in GeNIe is simply done. There are a lot of tools 
provided in GeNIe for working and implementing a model but GeNIe has some limitations. 
Firstly, GeNIe only runs under the Windows operating systems. GeNIe is implemented in 
Visual C++ and draws heavily on the MFC (Microsoft Foundation Classes), which runs only 
on a Windows platform. It does not support cross-platform, web or an Internet-based 
application environment so that there are some limitations for its use on a worldwide basis. 
Secondly, the probability value of each variable node must be entered manually. This means 
that the probability determination method must be done before using GeNIe. The 
probability values can be obtained by asking the experts, statistical methods, or learned data 
from a database. However, the probability values are still put into the model by hand 
because GeNIe itself cannot support real-time or dynamic data. Thirdly, a graphical 
presentation such as pie chart or bar chart in GeNIe is intentionally designed for displaying 
an individual node. It does not present an overview or comparison for similar outcomes of 
all nodes. Lastly, the model in GeNIe is static, not dynamic. The model needs to be loaded, 
have some values changed, and observe the results after updating beliefs one at a time. 

 
3.2 Client/server architecture for SMILE web application  
To overcome these limitations of GeNIe mentioned in 3.1. We designed the SMILE web 
application that works similar to GeNIe. GeNIe is the interface to SMILE for a windows 
platform. The SMILE web application is the interface of SMILE on the web or an Internet-

 

based platform. It means that the SMILE web application can support real-time data 
processing that GeNIe cannot. It also supports a dynamic data feed into the model. See 
Client/Server Architecture of the SMILE web application in Fig. 9. 
 

 
Fig. 9. Client/server architecture of SMILE web              

 
In the client/ server architecture of the SMILE web application, the client web application is 
designed in order to collect data from students through an online questionnaire.   The data 
from the client is sent over the Internet to the server. The server web application or SMILE 
web is designed to handle incoming data, calculate probability values and put them into 
each chance node, construct the Bayesian network model in .xdsl file format, feed the 
calculated probability values into the model, call the core functions of SMILE, read and 
update probability values for each node in database, send all parameters to SMILE, receive 
values from SMILE and visualize the results. Both the client and server web application are 
implemented in the “.NET” environment. Web pages are created by ASP.NET and the code 
behind is developed in visual C#.net. The code behind the web server application contains 
the core functions of SMILE such as CreateNetwork(), InfereceWithBayesNet(), and 
ComputeValueOf Information().  A CreateNetwork function is mainly used for creating the 
Bayesian network model. This function creates chance nodes, adds arcs from one node to 
other nodes, and fills in the conditional probability distribution for all nodes in the model. 
An InfereceWithBayesNet function is used to read the .xdsl file or model, specify the 
clustering algorithm, update the network or update beliefs, set an evidence for each node 
and obtain the returned result values. The clustering algorithm in the second function works 
in two phases: (1) compilation of a directed graph into a junction tree, and (2) probability 
updating in the junction tree. It has been a common practice to compile a network and then 
perform all operations in the compiled version. The clustering algorithm is the fastest 
known exact algorithm for belief updating in Bayesian networks. The clustering algorithm is 
the SMILE web default algorithm and should be sufficient for most applications. When 
networks become very large and complex, the clustering algorithm may not be fast enough. 
In that case, it is suggested that the user choose an approximate algorithm, such as one of 
the stochastic sampling algorithms. The “ComputeValueOf Information” function is used to 
compute an expected value of information for the model. 

 
4. Implementation 

According to the Client/Server Architecture of SMILE Web mentioned in section 3, SMILE 
web is designed to work in a more flexible manner for analyzing and diagnosing reasoning. 
It is designed for worldwide users, who can access the Internet for diagnosing the model. It 
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overcomes platform dependent, limitations on graphical presentation, and the manual data 
entry for a Bayesian network model found in GeNIe. To implement SMILE web, there are 
four main components according to the client/server architecture as follows: 1) Client Web 
Application, 2) SMILE Server Web Application, 3) Probability Calculation Process, and 4) 
SMILE Engine. 
The first part, client web application, is an online questionnaire designed for prospective 
students. They are asked to fill out the questionnaire before downloading an application 
form from the university website. See Fig. 10. 
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The second part, SMILE Server Web Application, is designed for the reasoning aspect of the 
web user interface for SMILE. Users can update beliefs and perform diagnosis through the 
SMILE web application as GeNIe did, See Fig. 11 and Fig. 12. The third part, Probability 
Calculation Process, is actually a probability calculation function in the SMILE web 
application. It receives the data from client web application (online questionnaire) and 
processes the probability values in real-time. Moreover, it is responsible for feeding the 
probability values into the model dynamically. The advantage of this function is that we can 
get real-time data and probability values for the model that GeNIe could not do. The last 
part, the SMILE Engine, receives data from the SMILE web application. SMILE’s functions 
such as CreateNetwork(), InfereceWithBayesNet(), and   ComputeValueOfInformation () are 
called to perform according to its operation. The resulting values are sent back to the SMILE 
web application. The SMILE engine is written in C++ in a platform-independent fashion and 
is fully portable. The web application's interface is defined in terms of a collection of C++ 
classes that form the "body" of the library and can be used within an application program. 
These classes allow building graphical models, editing, saving and loading them, and using 
them for probabilistic reasoning and decision making under uncertainty. 
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Users are allowed to perform diagnosis by setting evidence at one variable or node and 
exploring the probabilistic independencies among the modeled variables. See the sample 
variables, Public/Private University, Facilities, and International Opportunity, in Fig. 13. 
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The Clear Evidence option is also provided for canceling the diagnosis and going back to 
use the original values in the calculation. Users can set and clear the evidence at every node 
in the model in order to perform diagnosis. The graphical representation of SMILE web is 
shown in Fig. 14, 15, and 16.    
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5. Conclusion 

GeNIe, Graphical Network Interface, is designed for a windows environment. It works well 
on a windows platform. It cannot be run on a web or Internet-based platform. That is why 
there is some limitation for its use on a worldwide basis. Another thing is that it does not 
support is real-time data processing. To overcome the limitations of GeNIe, the SMILE web 
application was designed and implemented on a client/server architecture mentioned in 
section 3. GeNIe is an outer shell of SMILE.  SMILE web is also the outer shell of SMILE. The 
difference is that the SMILE web application is basically constructed in a web-based 
environment.  SMILE web calls and submits parameters to the core functions of SMILE 
directly. After processing, SMILE returns all computed values back to SMILE web. SMILE 
web represents the Bayesian network model on a website. It is the model that users, who 
access the Internet, can utilize to perform diagnosis. They can update the probability 
distributions for each variable in a Bayesian networks in response to observations of one or 
more variables. SMILE web also provides a function to handle dynamic data, compute 
probability values in real-time, and enter them into the model. This article presents the first 
step for developing SMILE web application. The next step is to enhance the efficiency of 
SMILE web by improving the SMILE web interface, including more functions, and 
increasing the flexibility for model creation. The final phase for SMILE web development 
will be to enable it to handle influence diagrams and structural equation models. Users can 
use SMILE web for choosing a decision alternative that has the highest expected gain or 
utility.  
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1. Introduction  

Also known in literature as belief networks, causal networks or probabilistic networks, 
Bayesian networks (BN) can be seen as models that codify the probabilistic relationships 
between the variables that represent a given domain (Chen, 2001); being one of the most 
prominent when considering the easiness of knowledge interpretation achieved. These 
models possess as components a qualitative (representing the dependencies between the 
nodes) and a quantitative (conditional probability tables of these nodes) structure, 
evaluating, in probabilistic terms, these dependencies (Pearl, 1988). Together, these 
components provide an efficient representation of the joint probability distribution of the 
variables of a given domain (Russel and Norvig, 2003). 
 
An abundance of papers in literature study BNs and the many aspects and characteristics of 
their inherent architecture. The development of these studies have led the BNs to be known 
in many areas out of their original scope, and their application and capabilities are still being 
passed on to many other areas and domains. BNs are more known and popularised by the 
name of Bayesian networks.  

 
The wide study and evolution of BNs has led not only to a spread in their usability, but also, 
perhaps most importantly, to their development and improvement. Their features (e.g. 
graphical modelling, representation, inference, analysis, diagnosis, etc.) have been carefully 
studied, and provided us with both enhanced quality and performance. The studies 
heretofore are, however, still a fraction of what can still be accomplished; for, as it holds true 
similarly as in many other models, there is plenty of room for improvements, whether it is 
on particular aspects, discovering new applications, creating new hybrid systems or models 
with its theoretical principles, etc. 

 
The fact remains that BNs are now widely used in the most varied areas of study, and their 
use has spread such that nowadays they are not only limited to researchers, but also used by 
regular users, perhaps even unaware of the theory and mathematics behind them. Free and 
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commercial versions of programs implementing their algorithms are easily available and 
accessible. 

 
This paper is mainly focused on the inference and representation of BNs. The main 
objectives are as follows: (i) present a time analysis approach for BNs based on Markovian 
models by using a graphical representation to model the networks’ attributes and 
transitions; (ii) allow to directly model the effect of inferences in all the attributes of the 
network within their state space and instances of time; and (iii) to make possible for 
analyses of inferences considering the order that they are applied. 

 
In section 2, some concepts of probabilistic networks are presented. The theoretical model 
proposed here is presented in section 3. The description of the model is target of section 4. 
Section 5 shows a case study application. In section 6, the final remarks are presented. 

 
2. Probabilistic networks 

A probabilistic network is composed of several nodes, with each node representing a 
variable (i.e. an attribute of the domain); arcs connecting them and whose direction implies 
in the relation of dependency between the variables; and probability tables for each node. 
 
One of the major advantages of BNs is their semantics, which facilitates, given the inherent 
causal representation of these networks, the understanding and the decision making process 
for the users of these models [2]. This is basically because the relations between the variables 
of the domain can be visualised graphically, besides providing an inference mechanism that 
allows quantifying, in probabilistic terms, the effect of these relations. 

 
We will consider here the notation for the probability of an event b given the evidence of a as 

)|( abP , where Aa  and Bb , and A, B are variables of the BN. To calculate the 
posterior probability, the Bayes’ Rule (1) is used. 

 

 



'

)'()'|(
)()|()|(

b
bPbaP

bPbaPabP  (1) 

 
The analysis of BN presented here excludes the initial activity of creation of the BN 
graphical structure, assuming it has been previously made. This step is, however, of extreme 
importance, being when the independence relations are discovered (whether automatically 
or with the help of a domain expert).  
 
The learning of the network’s model is also complemented by the learning its parameters 
(i.e. the associated probabilities of the attributes), thus creating the structure representation 
(qualitative and quantitative). We will abstain to further detail this aspect here, but there are 
many papers in literature that study the learning of graphical representation of the PN and 
its details, among them (Cooper and Herskovitz, 1992), (Li et al., 2004), (Santana et al., 2007), 
(Spirtes et al., 1994) and (Zheng and Kwoh, 2004). 
 

 

It can, then, be seen that BN represent a time variant model, representing the relations 
between the variables of a domain. Such relations are thus modelled in an architecture 
composed of nodes and directed arcs, and the direction of these arcs represent a relation of 
cause and effect; which, by definition implies on a relation of time, however brief it might 
be. 

 
3. Background and theoretical model  

In most works presented in literature, time analysis is made by using time series models. 
However, techniques such as dynamic Bayesian networks (DBN) (Murphy, 2002), hidden 
Markov models (HMM) (Rabiner and Juang ,1986) or Kalman filters (Kamlman, 1960) are 
more appropriate when there is a need to study the dependencies between variables, adding 
also a probabilistic reasoning. Hidden Markov models and Kalman filters can also be 
considered as particular cases of dynamic Bayesian networks (Nilsson, 1998). 
 
The model presented here differs from the application of temporal or dynamic Bayesian 
networks, in which the time constraints are seen differently. While we observe each directed 
arc as the representation of a given instance of time t; in a DBN, the full network structure is 
considered, remaining unchanged for each t, which is held separately. 

 
The data model for a time series can be represented as a structure formed by a time scale 
with a number of k cases, where tk ,,2,1  ; a number of j attributes pj ,,2,1  , 
usually divided into i discrete objects (or time intervals) which repeat throughout the 
studied period of time. Figure 1 presents the time series model according to the data cube 
representation (Dillon and Goldstein ,1984). 

 

 
Fig. 1. Data cube structure. 
 
A classical initial problem when working with BNs in the time would be the existing need to 
built conditional probability tables for each discrete unit of time analysed. Thus, a stationary 
random process is often assumed. 
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In the work described here, the time analysis and transition preceding from the BN are 
modeled into a discrete time Markov chain. Providing with means to compute, for example, 
the effect of a given inference after n units of time or how many units of time would take to 
achieve desirable probabilistic states for the attributes. 

 
The approach presented uses the qualitative and quantitative data of the BN by modelling, 
for a given variable, a Markovian time transition matrix according to a first-order process; 
but also intrinsically considering the other variables of the domain, which might also 
influence in the behaviour of this attribute. This is because a BN can be seen as an array of 
attributes that might influence on one another over time. 

 
To exemplify the model, a simple example of a BN can be considered, composed by only 
two variables: Grade and Study; where the grade obtained on a given test depends on the 
amount of study applied. It is also assumed that the tests are taken on a monthly time scale. 
It is considered as possible values for the attributes the following: Study (Hard, Medium, 
Little); and Grade (Excellent, Good, Regular). 

 

 
Fig. 2. Bayesian network for variables Grade and Study. 

 
In this sense, the BN would also present the values of initial and conditional (for Grade only, 
given that it is the only attribute that possesses a parent attribute, that is, a dependence 
relation of the Grade given the Study) probabilities. The dependency model and the 
probability tables would represent all the data the BN could offer us. 

 
Following the Markovian modeling, what we are seeking to obtain is the time instant that, 
given an inference, a determined probability configuration of an attribute would happen 
(e.g. considering our example, given that we study Hard, when we would obtain a grade 
Excellent with probability of 70%, Good with 25% and Regular with 5%). 

 
Given that what we seek is in fact the new configuration of a determined attribute, what we 
end up needing is to set up the Markovian transition matrix of this attribute. This is done by 
mapping the transition probabilities for the states of the attribute onto the matrix, based on 
the conditional probabilities that it possesses given its dependencies with the other 
attributes (e.g. also considering the example, we must map the transition probabilities of 
Grade for: Excellent and pass to Good, Excellent to Regular, Excellent and achieving Excellent 
again etc). That is, we would have to compute the transition probabilities for the states of a 
given variable, which Markovianly speaking we can anagously see as the transition 
probability to achieve a state 1tN  based on tN . Hence we seek to find the probability 

xyxtyt psNsNP  )|( 1 ; thus creating a Markov transition matrix, according to the 

model in Table 1. 
 
 

Study Grade 

 

Grade\Grade  Excellent Good Regular  

Excellent 









 

EEp  EGp  ERp  




 Good GEp  GGp  GRp  

Regular REp  RGp  RRp  

Table 1. Model of the Markov transition matrix to be mounted 
 
However, considering only the factor of study in relation to the grade is not enough to 
verify the relation of the variable Grade with itself and to make the transition between its 
states, as the Markov transition matrix would immediately converge to the stationary state. 
So, we must also consider the value of the attribute Grade at a previous point of time, acting 
together with the variable Study and thus obtaining the transition relations for the variable 
Grade. 

 
For such, the first record in the existing historical database is ignored so that we can insert in 
the analysis, analogously to a 1st order Markovian process, the Previous Grade obtained. 
Tables 2 and 3 present the marginal and conditional (Study, Grade and the Grade in the 
previous period) probabilities of the Current Grade considering the Study and the Previous 
Grade (Grade-1). 

 
Study  Grade Grade Grade-1 

Hard (Ha) 0,133  Excellent (E) 0,210 0,333 
Medium 

(Me) 0,534  Good (G) 0,467 0,333 

Little (Li) 0,333  Regular (R) 0,323 0,333 

Table 2. Initial probabilities of the Bayesian network. 
 

StudyG-
1\Grade E G R 

Ha E 0,934 0,033 0,033 
HaG 0,333 0,333 0,333 
Ha R 0,333 0,333 0,333 
Me E 0,491 0,491 0,018 
MeG 0,033 0,934 0,033 
Me R 0,018 0,491 0,491 
Li E 0,333 0,333 0,333 
LiG 0,018 0,491 0,491 
Li R 0,033 0,033 0,934 

Table 3. Conditional probabilities of the Bayesian network – P(Grade | StudyGrade-1). 
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The calculations for the Markov transition matrix would follow: 
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Generalizing, the Markovian transition matrix (Table 4) will be computed by mapping the 
transition probabilities of the states of a given variable; that is, the transition probability to 
achieve 1t+N  based on tN , being xyxtyt psNsNP  )|( 1 . 
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where s represents the observed variable and its respective states; Pa is the variable that 
represents the parents of variable s; m is the number of states the attribute can assume; and n 
is the number of possible states and/or combinations that the parents of this attribute can 
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Consisting the denominator of the equation only as a normalized function (α), we have: 
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Calculating from (4), we obtained the Markov transition matrix (represented by the letter P), 
presenting the transition probabilities for the states of the variable studied. For the 
considered example, we would have (Table 5):  

 
 
 

 

Grade\Grade  Excellent Good Regular  
Excellent 
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
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0.497 0.378 0.125 


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 Good 0.068 0.707 0.225 

Regular 0.065 0.318 0.618 

Table 5. Markov transition matrix obtained. 
 
Furthermore, to find the probability vector at a given time n, we need only to calculate the 

nth power of the probability matrix )(nP , as described by the Equations of Chapman - 
Kolmogorov (Bolch et al., 1988).  
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where )(nP  is the transition matrix in the step n; and thus nn PP )( . 
 
Thus, following on the example, if the unit of time is discretized in months and if we wanted 
to obtain the probabilities for the grades occurrence three months from now, we would have 
to find the power P 3  of the matrix (Table 6). 

 
Grade\Grade  Excellent Good Regular  

Excellent 








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 Good 0.1085 0.5561 0.3359 

Regular 0.1071 0.4976 0.3974 

Table 6. States transition matrix in the step n  3. 
 
The analysis presented (Tables 5 and 6), considered the behavior of the domain, given the 
available data, in time without any inference being made. Such analysis, however, can also 
be made, thus providing make the analysis in time given the evidence of a determined state 
of a variable, being able, as well, to consider its impact in a given time step. As example, 
considering as fact that the level of Study applied to make the test was Medium, we would 
have (Table 7): 
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Regular 0.018 0.491 0.491 

Table 7. Transition matrix considering the inference made - Study: Medium. 
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0.497 0.378 0.125 




 Good 0.068 0.707 0.225 

Regular 0.065 0.318 0.618 

Table 5. Markov transition matrix obtained. 
 
Furthermore, to find the probability vector at a given time n, we need only to calculate the 

nth power of the probability matrix )(nP , as described by the Equations of Chapman - 
Kolmogorov (Bolch et al., 1988).  

 
 )()()( nmmn PPP   (5) 
 
where )(nP  is the transition matrix in the step n; and thus nn PP )( . 
 
Thus, following on the example, if the unit of time is discretized in months and if we wanted 
to obtain the probabilities for the grades occurrence three months from now, we would have 
to find the power P 3  of the matrix (Table 6). 

 
Grade\Grade  Excellent Good Regular  

Excellent 









 

0.1878 0.5274 0.2851 




 Good 0.1085 0.5561 0.3359 

Regular 0.1071 0.4976 0.3974 

Table 6. States transition matrix in the step n  3. 
 
The analysis presented (Tables 5 and 6), considered the behavior of the domain, given the 
available data, in time without any inference being made. Such analysis, however, can also 
be made, thus providing make the analysis in time given the evidence of a determined state 
of a variable, being able, as well, to consider its impact in a given time step. As example, 
considering as fact that the level of Study applied to make the test was Medium, we would 
have (Table 7): 

 
Grade\Grade  Excellent Good Regular  

Excellent 









 

0.491 0.491 0.018 




 Good 0.033 0.934 0.033 

Regular 0.018 0.491 0.491 

Table 7. Transition matrix considering the inference made - Study: Medium. 
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Thus, considering the inference made, we would have in a step n  3 the following matrix 
(Table 8). 

Grade\Grade  Excellent Good Regular  
Excellent 









 

0.150 0.805 0.045 




 Good 0.054 0.892 0.054 

Regular 0.045 0.805 0.150 

Table 8. Transition matrix in the step n  3 considering the inference made - Study: 
Medium. 
 
To go back from the Markovian transition matrix to the marginal probabilities of the 
variable we apply (6). 
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From (6), the probabilities for each state of the attribute Grade in a time period 3n  given 
the inference of Medium Study can be found. The probabilities for the attribute Grade 
considering the example given here are as follow: Excellent 0.083, Good 0.834 and Regular 
0.083. 

 
4. Model description  

In order to keep track of the whole network, and allow to directly model the effect of 
inferences in all the attributes of the network – and not just one at a time, as it was initially 
specified in [4] – we will first ascertain the diagram representation, to which we will map 
the BN. 
 
We take a simple example of a BN (Fig. 3), for sake of simplicity, from which we will explain 
and build our model. The BN consists of six binary variables ] , , , , ,[ FEDCBAX  . 

 

 
Fig. 3. Bayesian network example. 
 

 

In Fig. 3 we see the existence of five arcs ( 1a  to 5a ) connecting the six variables of the BN, 

considering   as the set of all r arcs in a BN, whereas ],,,[ 21 raaa   and each arcs 
connects two nodes of the network. Notably, each arc of   can represent a different time 
instant in the domain’s transition timeline, from which an event (cause) inferred in the 
network will take to present an impact (effects) in the node directly connected to it.  

 
We insert here the definition of eras. While this concept might be familiar to some, and has 
been applied in the literature of quantum networks (Tucci, 1998), we use it here with some 
different considerations, pending toward the analysis of each node. 

 
The set of eras E, where  1,2,K ,n , could be specified by removing successive layers of 
nodes [16], either internally (staring from the root nodes) or externally (starting from the leaf 
nodes). Considering the network in Fig. 3, by removing each layer of root nodes one after 
the other, we would have the eras as depicted in Fig. 4a. Similarly, by removing the layers of 
external nodes, the schemata would be as shown in Fig. 4b. 

 

 
       (a)              (b) 

Fig. 4. (a) BN separated by eras considering root nodes removal; (b) BN separated by eras 
considering external nodes removal. 
 
In the model proposed here, the eras can also be built starting from either the root or leaf 
nodes. For each era, separated space instants are drawn for each of the nodes held therein. 
For each of these spaces, a sub-network is placed, consisting of the node and its parents. 
From the BN graphical structure in Fig. 3, a temporal structure for the theoretical model 
presented here is built, as presented in Fig. 5. 
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Fig. 5. Diagram structure for the BN. 

 
In the diagram shown in Fig. 5 we separate the nodes of the network according to their 
dependencies and order of transitions. To visualize the network in this manner is useful 
when we consider that, for the Markovian time analysis that is induced, the transition 
matrix is calculated based on the individual node and the other nodes it is directly 
correlated.  

 
The criteria for the subnets differs, however, for the one of a Markov blanket (Lauritzen , 
1996), which, for any node in a BN, represents the set of nodes comprising the parents, the 
children, and the parents of the children of the node of interest (Chang et al., 2000); 
consisting here of a given node and its directly related parents as root nodes. To account for 
the diagnosis type of evidence analysis, however, which involves the backward flow in the 
active trail of the inference, the consideration of all correlated nodes involved would be 
necessary for the calculation of the transition matrix (thus making use of the entire Markov 
blanket space). 

 
As described previously, the model presented here focuses on the analysis and inference 
method of the BN. The former is applied here by building a corresponding time specific 
model characterized by the transition of successive eras, from which the latter will take 
place by following classical search parameters (Pearl, 1988) for the inference calculation 
processing, defined by (4). 

 
According to the probability rules of which BNs are based, and together with their graphical 
structure, it can be easily seen the reason for which an order of occurrence for multiple 
evidences in a BN cannot be defined. We can, however, make assumptions here to account 
the impact of such ordering, and to consider the evidences as being simultaneous or 
successive. 
 
As it was stated, we can see the more than intrinsic relation between both, that is, that causal 
influence determines temporal relationship - as cause regularly precedes its contiguous 

 

effect (Hume, 1975). Thus the temporal order is determined by the causal order (Carrier, 
2003). Again, considering every arc in   as a time transition instant. 

 
The idea that the order of occurrence for multiple evidences cannot be defined in BNs 
presents as a faculty toward simultaneity, in which mutual evidences in the system are tied 
together. Such need for ordering might be irrelevant though, as the single probabilistic effect 
of each evidence can be differentiated by the path of causal arcs and the probability values.  

 
So, while their evidence is made simultaneously, their effect can be seen as successive. The 
exception might be for the inferences made on the parent nodes of the given variable. In fact, 
unless the events are bound to the same space, their simultaneity in a given frame do not 
imply a simultaneity in another. Hence their grouping in subnets, for states that are 
simultaneous in experience stand in interaction with one another and are mutually tied 
together (Kant, 1787).  

 
But what if, disregarding their causality order of the BN structure, a temporal analysis: as to 
an evidence ae  is made, and only after n units of time an evidence be  is considered? 

 
Taking the example of Fig. 5, and the evidence )|( bBcCeEP  , being ae  and 

be  as )( cC   and )( bB  , respectively, and 2n . In this example, the influence of 

evidence ae  over C is continuous long before be  is applied. A successive application of (4) 
would account on such matters of differently temporal instantiation of inferences (7). 

 

 

P(a |e1,K ,en )   P(et | a)P(et )

t

n

  (7) 

 
It is important to notice that such assumption is only possible on some domain analysis. In 
the sense that, considering a model in which ae  would bring to an ultimate absorbing state 

(e.g. death, destruction, a deadlock in the system, etc.), no size of n or evidence be  would 
cause any change of state. 

 
The model presented here can also address such matter of evidence ordering; using (3) for 
building the transition matrix and thereon applying inferences according to the order of 
evidences te  and their given time instant t. The transition model for our curretn example 
(Fig. 3 and 5) can be seen as described in Fig. 6. 

 
 

Markovian approach to time transition inference on bayesian networks 177

 

 
Fig. 5. Diagram structure for the BN. 

 
In the diagram shown in Fig. 5 we separate the nodes of the network according to their 
dependencies and order of transitions. To visualize the network in this manner is useful 
when we consider that, for the Markovian time analysis that is induced, the transition 
matrix is calculated based on the individual node and the other nodes it is directly 
correlated.  

 
The criteria for the subnets differs, however, for the one of a Markov blanket (Lauritzen , 
1996), which, for any node in a BN, represents the set of nodes comprising the parents, the 
children, and the parents of the children of the node of interest (Chang et al., 2000); 
consisting here of a given node and its directly related parents as root nodes. To account for 
the diagnosis type of evidence analysis, however, which involves the backward flow in the 
active trail of the inference, the consideration of all correlated nodes involved would be 
necessary for the calculation of the transition matrix (thus making use of the entire Markov 
blanket space). 

 
As described previously, the model presented here focuses on the analysis and inference 
method of the BN. The former is applied here by building a corresponding time specific 
model characterized by the transition of successive eras, from which the latter will take 
place by following classical search parameters (Pearl, 1988) for the inference calculation 
processing, defined by (4). 

 
According to the probability rules of which BNs are based, and together with their graphical 
structure, it can be easily seen the reason for which an order of occurrence for multiple 
evidences in a BN cannot be defined. We can, however, make assumptions here to account 
the impact of such ordering, and to consider the evidences as being simultaneous or 
successive. 
 
As it was stated, we can see the more than intrinsic relation between both, that is, that causal 
influence determines temporal relationship - as cause regularly precedes its contiguous 

 

effect (Hume, 1975). Thus the temporal order is determined by the causal order (Carrier, 
2003). Again, considering every arc in   as a time transition instant. 

 
The idea that the order of occurrence for multiple evidences cannot be defined in BNs 
presents as a faculty toward simultaneity, in which mutual evidences in the system are tied 
together. Such need for ordering might be irrelevant though, as the single probabilistic effect 
of each evidence can be differentiated by the path of causal arcs and the probability values.  

 
So, while their evidence is made simultaneously, their effect can be seen as successive. The 
exception might be for the inferences made on the parent nodes of the given variable. In fact, 
unless the events are bound to the same space, their simultaneity in a given frame do not 
imply a simultaneity in another. Hence their grouping in subnets, for states that are 
simultaneous in experience stand in interaction with one another and are mutually tied 
together (Kant, 1787).  

 
But what if, disregarding their causality order of the BN structure, a temporal analysis: as to 
an evidence ae  is made, and only after n units of time an evidence be  is considered? 

 
Taking the example of Fig. 5, and the evidence )|( bBcCeEP  , being ae  and 

be  as )( cC   and )( bB  , respectively, and 2n . In this example, the influence of 

evidence ae  over C is continuous long before be  is applied. A successive application of (4) 
would account on such matters of differently temporal instantiation of inferences (7). 

 

 

P(a |e1,K ,en )   P(et | a)P(et )

t

n

  (7) 

 
It is important to notice that such assumption is only possible on some domain analysis. In 
the sense that, considering a model in which ae  would bring to an ultimate absorbing state 

(e.g. death, destruction, a deadlock in the system, etc.), no size of n or evidence be  would 
cause any change of state. 

 
The model presented here can also address such matter of evidence ordering; using (3) for 
building the transition matrix and thereon applying inferences according to the order of 
evidences te  and their given time instant t. The transition model for our curretn example 
(Fig. 3 and 5) can be seen as described in Fig. 6. 

 
 



Bayesian Network176

 

 
Fig. 5. Diagram structure for the BN. 

 
In the diagram shown in Fig. 5 we separate the nodes of the network according to their 
dependencies and order of transitions. To visualize the network in this manner is useful 
when we consider that, for the Markovian time analysis that is induced, the transition 
matrix is calculated based on the individual node and the other nodes it is directly 
correlated.  

 
The criteria for the subnets differs, however, for the one of a Markov blanket (Lauritzen , 
1996), which, for any node in a BN, represents the set of nodes comprising the parents, the 
children, and the parents of the children of the node of interest (Chang et al., 2000); 
consisting here of a given node and its directly related parents as root nodes. To account for 
the diagnosis type of evidence analysis, however, which involves the backward flow in the 
active trail of the inference, the consideration of all correlated nodes involved would be 
necessary for the calculation of the transition matrix (thus making use of the entire Markov 
blanket space). 

 
As described previously, the model presented here focuses on the analysis and inference 
method of the BN. The former is applied here by building a corresponding time specific 
model characterized by the transition of successive eras, from which the latter will take 
place by following classical search parameters (Pearl, 1988) for the inference calculation 
processing, defined by (4). 

 
According to the probability rules of which BNs are based, and together with their graphical 
structure, it can be easily seen the reason for which an order of occurrence for multiple 
evidences in a BN cannot be defined. We can, however, make assumptions here to account 
the impact of such ordering, and to consider the evidences as being simultaneous or 
successive. 
 
As it was stated, we can see the more than intrinsic relation between both, that is, that causal 
influence determines temporal relationship - as cause regularly precedes its contiguous 

 

effect (Hume, 1975). Thus the temporal order is determined by the causal order (Carrier, 
2003). Again, considering every arc in   as a time transition instant. 

 
The idea that the order of occurrence for multiple evidences cannot be defined in BNs 
presents as a faculty toward simultaneity, in which mutual evidences in the system are tied 
together. Such need for ordering might be irrelevant though, as the single probabilistic effect 
of each evidence can be differentiated by the path of causal arcs and the probability values.  

 
So, while their evidence is made simultaneously, their effect can be seen as successive. The 
exception might be for the inferences made on the parent nodes of the given variable. In fact, 
unless the events are bound to the same space, their simultaneity in a given frame do not 
imply a simultaneity in another. Hence their grouping in subnets, for states that are 
simultaneous in experience stand in interaction with one another and are mutually tied 
together (Kant, 1787).  

 
But what if, disregarding their causality order of the BN structure, a temporal analysis: as to 
an evidence ae  is made, and only after n units of time an evidence be  is considered? 

 
Taking the example of Fig. 5, and the evidence )|( bBcCeEP  , being ae  and 

be  as )( cC   and )( bB  , respectively, and 2n . In this example, the influence of 

evidence ae  over C is continuous long before be  is applied. A successive application of (4) 
would account on such matters of differently temporal instantiation of inferences (7). 

 

 

P(a |e1,K ,en )   P(et | a)P(et )

t

n

  (7) 

 
It is important to notice that such assumption is only possible on some domain analysis. In 
the sense that, considering a model in which ae  would bring to an ultimate absorbing state 

(e.g. death, destruction, a deadlock in the system, etc.), no size of n or evidence be  would 
cause any change of state. 

 
The model presented here can also address such matter of evidence ordering; using (3) for 
building the transition matrix and thereon applying inferences according to the order of 
evidences te  and their given time instant t. The transition model for our curretn example 
(Fig. 3 and 5) can be seen as described in Fig. 6. 

 
 

Markovian approach to time transition inference on bayesian networks 177

 

 
Fig. 5. Diagram structure for the BN. 

 
In the diagram shown in Fig. 5 we separate the nodes of the network according to their 
dependencies and order of transitions. To visualize the network in this manner is useful 
when we consider that, for the Markovian time analysis that is induced, the transition 
matrix is calculated based on the individual node and the other nodes it is directly 
correlated.  

 
The criteria for the subnets differs, however, for the one of a Markov blanket (Lauritzen , 
1996), which, for any node in a BN, represents the set of nodes comprising the parents, the 
children, and the parents of the children of the node of interest (Chang et al., 2000); 
consisting here of a given node and its directly related parents as root nodes. To account for 
the diagnosis type of evidence analysis, however, which involves the backward flow in the 
active trail of the inference, the consideration of all correlated nodes involved would be 
necessary for the calculation of the transition matrix (thus making use of the entire Markov 
blanket space). 

 
As described previously, the model presented here focuses on the analysis and inference 
method of the BN. The former is applied here by building a corresponding time specific 
model characterized by the transition of successive eras, from which the latter will take 
place by following classical search parameters (Pearl, 1988) for the inference calculation 
processing, defined by (4). 

 
According to the probability rules of which BNs are based, and together with their graphical 
structure, it can be easily seen the reason for which an order of occurrence for multiple 
evidences in a BN cannot be defined. We can, however, make assumptions here to account 
the impact of such ordering, and to consider the evidences as being simultaneous or 
successive. 
 
As it was stated, we can see the more than intrinsic relation between both, that is, that causal 
influence determines temporal relationship - as cause regularly precedes its contiguous 

 

effect (Hume, 1975). Thus the temporal order is determined by the causal order (Carrier, 
2003). Again, considering every arc in   as a time transition instant. 

 
The idea that the order of occurrence for multiple evidences cannot be defined in BNs 
presents as a faculty toward simultaneity, in which mutual evidences in the system are tied 
together. Such need for ordering might be irrelevant though, as the single probabilistic effect 
of each evidence can be differentiated by the path of causal arcs and the probability values.  

 
So, while their evidence is made simultaneously, their effect can be seen as successive. The 
exception might be for the inferences made on the parent nodes of the given variable. In fact, 
unless the events are bound to the same space, their simultaneity in a given frame do not 
imply a simultaneity in another. Hence their grouping in subnets, for states that are 
simultaneous in experience stand in interaction with one another and are mutually tied 
together (Kant, 1787).  

 
But what if, disregarding their causality order of the BN structure, a temporal analysis: as to 
an evidence ae  is made, and only after n units of time an evidence be  is considered? 

 
Taking the example of Fig. 5, and the evidence )|( bBcCeEP  , being ae  and 

be  as )( cC   and )( bB  , respectively, and 2n . In this example, the influence of 

evidence ae  over C is continuous long before be  is applied. A successive application of (4) 
would account on such matters of differently temporal instantiation of inferences (7). 

 

 

P(a |e1,K ,en )   P(et | a)P(et )

t

n

  (7) 
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Fig. 6. Time transition model. 

 
We are thus able to calculate the probabilities of the attributes in their time transitions, 
visualising the impact of the inferences as they progress. It is also elastic enough to allow the 
insertion of a new evidence at any time frame, visualising the influence of the evidences 
according to the order that they occur. 

 
5. Case study application  

An example of application of the proposed model in a case study in the area of power 
systems is presented next, ratifying the applicability of the method.  
 
The analysis presented is part of a study made in (Rocha et al, 2006), to establish 
prospections for the consumption of energy in a given region. One of the most desired 
aspects for power suppliers is the acquisition/sale of energy for a future demand. However, 
power consumption forecast is characterized not only by the variables of the power system 
itself, but also related to socio-economic and climatic factors.  

 
Since the methods for load forecast use only the consumption data, it was necessary to offer 
means to analyze the correlations. Hence the use of Bayesian networks to codify the 
probabilistic relations of the variables and to make inferences on the conditions of the power 
system from the historical consumption and its correlation with the climatic and socio-
economic data. 

 
We present an application of the model for the power suppliers to project and correlate 
these parameters, studying the progression of their behaviour through time. 
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The data used in the work referred to a study of correlations for the consumption of energy 
of the city of Oriximiná - Pará and the climatic factors, established in a monthly time scale. 

 
The database is composed by ten variables, with eleven arcs connecting them in the BN 
(Figure 7). The attributes denote the observed types of power consumption (residential, 
commercial, industrial and public) and climatic factors (temperature, relative humidity and 
pluviometric rate). 

 

 
Fig. 7. Bayesian network correlating the Power consumption and the climatic factors 
 
The analysis considered for example intends to study the changes occurred in the 
probabilities of the variable of commercial consumption (commercial), given an inference in 
the increase of the pluviometric rate, assuming this constant increment in a period of six 
months. The attribute of pluviometric rate (pluv_r), used to infer in the BN model, is a 
continuous variable by nature; its values, however, are presented as discretized in five 
states, according to the frequency of their values, which vary from a value of 1.479 to a 
maximum of 315.292 mm; the variable commercial, which represents the power 
consumption (in MW) in the commercial sector, had its values discretized in five states as 
well, varying from 126,918 to 219,649. The discretized states are displayed in Table 9. 
 

Pluv_r  Commercial 
 40832.       497.1    047,148918,126   

 42243.     408.32    840,160047,148   

 154.88     422.43    684,174840,160   

 583.161    154.88    908,195684,174   

 292.315583.161    649,219908,195   

Table 9. Discretized states of the variables pluv_r and commercial 
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The progression of the commercial consumption given the established hypothesis is 
computed according with the Equation (4), thus obtaining the Markovian transition matrix 
for the observed variable, as presented in Table 10. The discretized states (range of values), 
pointed in Table 9, are, for simplification, represented by labels from 1C  to 5C , according to 
the increasing values of its states. 
 

  1C  2C  3C  4C  5C   

1C  









 

0.371 0.371 0.086 0.086 0.086 









 

2C  0.319 0.191 0.391 0.049 0.049 

3C  0.049 0.238 0.427 0.143 0.143 

4C  0.078 0.078 0.205 0.360 0.278 

5C  0.116 0.116 0.116 0.301 0.351 

Table 10. Markovian transition matrix for the variable of power consumption 
 

Its equivalent obtained after the sixth iteration, that is, the Markovian matrix representing 
the transition probabilities after a six months period, is presented in the following table. 
 

  
1C  2C  3C  4C  5C   

1C  









 

0.181 0.205 0.266 0.176 0.171 









 

2C  0.179 0.203 0.265 0.177 0.172 

3C  0.177 0.201 0.264 0.181 0.175 

4C  0.175 0.199 0.262 0.184 0.177 

5C  0.176 0.199 0.262 0.183 0.177 

Table 11. Markovian transition matrix after the transition of six time units 
 
Applying Equation (6), the marginal probabilities for the given analysis can be obtained 
again, identifying the following distributions for the commercial variable: 1776.01 C ; 

C2  0.2014 ; 2638.03 C ; 1802.04 C ; and 1744.05 C . Resulting in an update in the 
probabilities of the events and a presents the evidence of a higher consumption in the 
intermediate state, which ranges the values from 160,840 to 174,684 MW. 

 
6. Remarks on the presented work  

This work described a Markovian approach to represent the variables in a probabilistic 
network and their behavior throughout time, providing with a method for visualising and 
capturing their correlations. 

P 6  

P   

 

The use of a Markovian model introduces advantages from its mathematical basis: the 
assumption that the present state depends only of its previous state and, adding to it, the 
fact that the Markovian models possess relatively simple solutions compared to its 
computational effort and to the mathematical complexity involved; which stimulates and 
facilitates its use. 

 
A Markovian approach for time transition is shown, highlighting the use of the network’s 
structure, that alone expresses the relations of dependence and causality among the 
variables; and the probabilities associated to them, which serve as a basis for the creation of 
the Markovian transition matrix. Thus providing means for the study of the probabilistic 
transitions of the observed events, considering or not inferences, throughout the time.  

 
The model also provides for the analysis of inferences considering the order in time that that 
they are applied in the network. This fact allows extending the interpretability of the 
probabilistic networks and adjusting them even further for applications of the real world. 
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Applying Equation (6), the marginal probabilities for the given analysis can be obtained 
again, identifying the following distributions for the commercial variable: 1776.01 C ; 

C2  0.2014 ; 2638.03 C ; 1802.04 C ; and 1744.05 C . Resulting in an update in the 
probabilities of the events and a presents the evidence of a higher consumption in the 
intermediate state, which ranges the values from 160,840 to 174,684 MW. 

 
6. Remarks on the presented work  

This work described a Markovian approach to represent the variables in a probabilistic 
network and their behavior throughout time, providing with a method for visualising and 
capturing their correlations. 

P 6  

P   

 

The use of a Markovian model introduces advantages from its mathematical basis: the 
assumption that the present state depends only of its previous state and, adding to it, the 
fact that the Markovian models possess relatively simple solutions compared to its 
computational effort and to the mathematical complexity involved; which stimulates and 
facilitates its use. 

 
A Markovian approach for time transition is shown, highlighting the use of the network’s 
structure, that alone expresses the relations of dependence and causality among the 
variables; and the probabilities associated to them, which serve as a basis for the creation of 
the Markovian transition matrix. Thus providing means for the study of the probabilistic 
transitions of the observed events, considering or not inferences, throughout the time.  

 
The model also provides for the analysis of inferences considering the order in time that that 
they are applied in the network. This fact allows extending the interpretability of the 
probabilistic networks and adjusting them even further for applications of the real world. 
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1. Introduction    

A Bayesian network (BN) is a representation of a joint probability distribution over a set of 
random variables (Friedman, 2004). A BN includes two components: (i) a directed acyclic 
graph (DAG) with vertices representing variables and edges indicating conditional 
dependence relations, and (ii) a set of conditional distributions for each variable, given its 
parents in the graph. A dynamic Bayesian network (DBN), an extension of BN, describes 
how variables influence each other over time. Mathematically, a DBN is a discrete time 
approximation of a stochastic differential equation or as a Markov chain model with 
possibly many states. DBN analysis has been considered as a powerful method to analyze 
and interpret heterogeneous, fluctuating time course data for many systems including 
biomedical data (Dean and Kanazawa, 1988; Friedman, et al., 2000; Korb and Nicholson, 
2004). Compared to static Bayesian networks, DBN captures time varying parameters and 
predicts a time course of biological progression (e.g., disease). DBNs also permit temporal 
cycles between variables allowing the user to interpret connections as temporal causation—
a more clinically relevant definition of causation for many clinicians. A key advantage of 
DBNs over static Bayesian network analysis is that the relationships described in DBNs 
always have an unambiguous direction of causality.   
 
DBNs have been used to analyze and interprete various data in different systems including 
clinical data (Li, et al., 2007; Neapolitan, 2003; Peelen, et al., 2010; Watt and Bui, 2008). Most 
medical/clinical inference data are dynamic dataset. However, investigators in the field 
largely depended upon multiple static comparisons to determine which clinical or 
experimental variables may represent potential targets for prediction or prevention of 
deleterious outcomes in patients. However, a clinical event (e.g., sepsis) is typically a 
complex, heterogeneous, and dynamic process. Multiple factors may influence its outcome.  
This static comparison approach has led to numerous failed clinical trials which targeted 
single inflammatory mediators in patients without careful consideration of their clinical 
states in specific clinical courses (Remick, 2003). DBNs provide a means by which these 
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This static comparison approach has led to numerous failed clinical trials which targeted 
single inflammatory mediators in patients without careful consideration of their clinical 
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dynamic and often noisy datasets can be analyzed and interpreted to predict the impact of a 
complete network of clinical and experimental variables in an individual patient at any 
given time point. This then provides a clinician or researcher the ability to diagnose a 
disease state and intervene before overt clinical evidence is present.  
 
DBNs have been applied to analyze gene expression data (Dojer, et al., 2006; Husmeier, 
2003; Imoto, et al., 2006; Kim, et al., 2003; Ong, et al., 2002; Pe'er, et al., 2001; Rau, et al., 2010; 
Yu, et al., 2004; Zou and Conzen, 2005). DBNs have generated insights that could not be 
obtained from static Bayesian analysis. Unlike BNs which are acyclic, DBNs allow for cycles 
and more closely reflect the biological realities. In addition, DBNs can improve the ability to 
predict causal relationships based on the temporal nature of the data. For example, Ong et al. 
used DBNs to model regulatory pathways among 169 genes in E. coli to physiological 
changes that affect tryptophan metabolism (Ong, et al., 2002). Kim et al. applied DBNs to 
study a 45-gene subnetwork of the cell cycle system in Saccharomyces cerevisiae, a species of 
budding yeast (Kim, et al., 2003). More recently, Rau et al. introduced an iterative empirical 
Bayesian procedure with a Kalman filter that estimates the posterior distributions of DBN 
parameters (Rau, et al., 2010). This empirical method consumes considerably less 
computational time and was used to analyze human T-cell activation data with 58 genes 
over 10 time points (Rangel, et al., 2004). However, in general DBNs have not been widely 
used for gene expression data analysis. Its general usefulness in modeling reliable pathways 
and predicting testable hypotheses remain to be demonstrated (Xia, et al., 2004). 
 
miniTUBA is a web-based dynamic Bayesian network analysis and Gibbs simpling 
prediction system (http://www.miniTUBA.org), with the goal of learning and simulating 
biomedical networks using temporal data from experimental and clinical investigations 
(Xiang, et al., 2007).  The miniTUBA modelling system allows clinical and biomedical 
researchers to perform complex medical/clinical inference and prediction. This system is 
designed for easy data management, and the results are displayed in a way that is easily 
interpretable by a clinical or biomedical investigator. The miniTUBA implementation does 
not require a local installation or significant data manipulation. Using synthetic data and 
laboratory research data, our previous publication (Xiang, et al., 2007) demonstrates that 
miniTUBA accurately identifies regulatory network structures from temporal data.  
 
This chapter will describe many updated features of the miniTUBA system, and provide 
general instructions and pitfalls involved in miniTUBA DBN modeling. The study of host-
pathogen interactions is critical to understand microbial pathogenesis and host immune 
responses against pathogen infections. To our knowledge, dynamic Bayesian network 
analysis has not been applied to study host-pathogen interactions using microarray gene 
expression data. In this chapter, we will report how to apply miniTUBA DBN analysis to 
understand the immune networks in murine macropahges responded to different Bruccella 
infections. 

 

 

 

2. miniTUBA design and implementation 

2.1 Overall miniTUBA system design  
The miniTUBA software allows users to continuously update their data, fill out missing 
data, choose different analysis settings (e.g., data discretization, Markov lags and prior 
topology), perform DBN, and visualize results (Fig. 1). miniTUBA can also make temporal 
predictions using Gibbs sampling to suggest interventions based on an automated learning 
process pipeline using all data provided. Different graphic supports are provided (Fig. 1).  
 
miniTUBA currently runs on two Dell Poweredge 2580 servers running the Redhat Linux 
operating system (Redhat Enterprise Linux ES 4) and Apache HTTP Server. Data are stored 
in miniTUBA using a MySQL database and the interface is constructed using a variety of 
scripts including PHP and Perl.  
 

 
Fig. 1. miniTUBA system design.  
 
The detailed tutorial for running miniTUBA is available at:  
http://www.minituba.org/docs/tutorial.php. We provide a miniTUBA Sandbox Demo 
(http://www.minituba.org/sandbox/index.php). This Sandbox Demo is developed for first 
time users to get familiar with the system by exploring the features using built-in user 
account and some simple data.  
 
miniTUBA is a project-oriented web-based system. One or more projects can be created by a 
registered user. Currently, each project needs to go through an internal review process. This 
review process ensures that the computational resource is properly used since an approved 
project can run analyses that take up to 144 hrs —representing a significant computational 
investment. Once approved, a user can submit/update data, set up DBN settings and run 
each analysis. For each project, a user can run multiple analyses and these analyses will be 
stored in miniTUBA for later use.  
 
By June 14 2010, miniTUBA has 66 registered users and hosted 82 projects including 32 
testing projects. 
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2.2 miniTUBA DBN parameter selections  
Optimal DBN parameter selections are critical to successful DBN analysis. Different DBN 
parameters can be set in miniTUBA to specify how the data are pre-processed and how 
constraints are set on the DBN learning algorithm. The DBN settings for each analysis will 
be stored in the miniTUBA database and can be reused for future analyses. Different DBN 
settings may result in different results. Default DBN settings follow the best practices 
described elsewhere (Yu, et al., 2004), but can be changed by the user if desired.   
 
Depending on the purpose of a particular DBN simulation, in many cases only parts of 
experimental data and/or variables may be used (Fig. 2). A subset of the available experiment 
units has different meanings in different use cases. For microarray experiments, this may mean 
inclusion of selected microarray chips. In a clinical setting, it may mean analysis of only some 
of the patients. Certain variables can be excluded in a particular analysis. Those variables 
included in a study can be set as parents only (i.e., they do not act as children) or children only 
(i.e., they cannot be parents) (Fig. 2).  For example, a drug treatment is usually considered as 
the start point of an experiment and hence can only have children, and a survival status is 
usually the final outcome of an event and hence cannot have any other child variable.  
 
In many cases, not all required data points have experimental data. For example, most 
clinical data are not gathered at a consistent sampling interval. Therefore, a data fitting 
method is needed to fill in predicted data for these missing time points. Spline fitting is a 
general method of generating new data points within the range of a discrete set of known 
data points. Such a spline fitting approach has been shown by Yu et al to yield good 
behavior for reasonably smooth temporal data (Yu, et al., 2004). miniTUBA uses the R 
function splinefun (Forsythe GE, et al., 1977) to interpolate missing data across time.   
 
Discretization is the process of transferring continuous variables into discrete counterparts. 
For efficient learning, the experimental data are discretized into a finite number of bins. Two 
basic discretization methods are equal interval method and equal number of variables (or 
quantile) method. The miniTUBA discretization allows 2 to 10 bins of interval discretization 
or 2 to 10 bins of quantile discretization. Alternatively, the users can make 2 to 10 
customized bins. For example, an assignment of “2, 5” represents three bins with values <2, 
2-5, and >5, respectively.  
 
One advantage of DBN analysis is that structural priors can be easily defined and enforced. In 
some cases, a user may know that some edges between variables must or must not be present.  
These constraints can be included in the analysis in miniTUBA as structural priors (Fig. 2).  
 
For DBN execution, a miniTUBA user can specify the time of DBN execution ranging from 1 
minute to 144 hours. To speed up the searching process, a DBN execution job can be 
performed in parallel by using 1-16 analysis instances, each to be run on a separate node of 
the backend cluster. 
 
Since the identification of the highest-scoring Bayesian network model for a given set of data 
is known to be NP-complete (Chickering, 1996), heuristic rather than exhaustive search 
strategies are used. Two optimization algorithms are available in miniTUBA for users to 

 

 

choose to learn the underlying DBN: simulated annealing and greedy learning. Simulated 
annealing is a learning process based on successive update steps (either random or 
deterministic). The update step length is proportional to an arbitrarily set parameter which 
can play the role of a temperature. In analogy with the annealing of metals, the temperature 
is made high in the early stages of the process for faster minimisation or learning, is then 
reduced for greater stability (Ispolatov and Maslov, 2008). The greedy random algorithm 
makes the locally optimal choice at each stage with the hope of finding the global optimum 
(Diniz-Filho, et al., 2005). Simulated annealing was found to consistently find the highest 
scoring Bayesian network models while greedy random algorithm does not (Hartemink, et 
al., 2002). Therefore, the simulated annealing approach is set as the default. 
 

 
Fig. 2. An example setting for a miniTUBA DBN analysis. This example contains four nodes 
(A-D) and data of three experiments (i.e., three experimental units). Different nodes can 
have different settings.  
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Markov lag is the time interval (or lag) between the start of an event and its effect. For 
example, for a project with hourly data sets, Markov lag 1 implies that perturbations made 
now will have a measurable effect in one hour, while a Markov lag of 2 means that the effect 
will be observable after two hours. Depending on the nature of the experimental units and 
purpose of the experiment, a user may need to try different Markov lags to find out the 
optimal Markov lag.  This time interval or lag can be easily changed in miniTUBA to 
examine influential relationships at different time intervals of interest. Although not used 
here, it is also possible to create models that cover a range of Markov lags.  These more 
complete models are not included in miniTUBA as the results can be difficult to interpret 
mechanistically.  
 
miniTUBA uses a modified version of the software package BANJO 
(http://www.cs.duke.edu/~amink/software/banjo/) developed under the direction of Dr. 
Alexander J. Hartemink at Duke University for dynamic Bayesian network learning for 
DBN learning (Smith, et al., 2006). DBN analysis does not require as much time as static BN 
requires due to its time restriction. However, generally BDN still requires much 
computationl power. In miniTUBA, parallel computation is implemented for DBN 
execution. The learning jobs are distributed to a 44 node cluster of Apple G5 computers. In 
parallel jobs, each processor begins network learning from either a random DBN topology 
or uses a different random seed when learning with a stochastic method such as simulated 
annealing. Due to the embarrassingly parallel nature of network structure learning, this 
approach results in a nearly linear decrease in computing time as additional nodes are 
added. Because initial network learning can take hours to days to complete, miniTUBA 
alerts registered users by email when a job completes. 

 
2.3 Temporal predictions based on Gibbs sampling in miniTUBA 
It is possible to predict the values of future time points given a DBN, conditional 
probabilities generated from experimental data, and initial values. A prediction module was 
written that combines a Gibbs sampler to sample future values and a bootstrapping step to 
de-discretize the predictions. To perform the Gibbs sampling prediction, the data are first 
discretized (e.g. low, medium, high) and a conditional probability table was generated for 
each variable. The associated observations for each condition are also recorded. Gibbs 
sampling is then used to predict future states for each variable by sampling from the 
conditional probability distribution (Korb and Nicholson, 2004). Bootstrapping is used to 
de-discretize the states to continuous numerical values by sampling from the associated 
observations of the predicted states. In prediction mode, miniTUBA repeats this process of 
sampling and bootstrapping 10,000 times. For numerical variables, the mean and the 
standard error calculated from the 10,000 predictions are plotted along with the initial 
values. In miniTUBA, a probability table is provided for variables with nominal values and 
a probability curve is shown for every such variable.  
 
This feature can suggest interventions based on an automated learning process pipeline 
using all data provided. This is very useful in a clinical setting. Based on previous data, a 
doctor may suggest some interventions to stop a disease trend. Similar cases may occur in 
laboratory research.    
 

 

 

2.4 miniTUBA output and visualization  
The top scoring and consensus networks generated by the DBN learning process are 
visualized using Graphviz (http://www.graphviz.org/) (Gansner and North, 2000). The top 
10 scoring network graphs are shown in the results page. A consensus network among the 
top 10 scoring networks can be generated to show edges that are present in all 10 networks, 
indicating relationships that are present with high confidence. A simple edge confidence is 
calculated based on the frequency of the edge present among the top 10 scoring networks. 
While other metrics for edge confidence are possible, such as p-values and probability of 
conservation, we have found from user studies that these more quantitative metrics tend to 
overwhelm most non-computational users and end up making the result less useful.    
 
Once a node in a miniTUBA top network is clicked, a conditional probability table 
calculated based on the input dataset is displayed, together with proposed causal 
relationships associated with the node. To assess how much better or worse a network is 
than the others among the top 10 scoring networks, a plot of the Bayes score distribution for 
these networks can also be displayed in the results page. To simply and intuitively interpret 
the relationships predicted by the DBN engine, a module is developed to allow user to 
generate 2D/3D scatter plots by clicking on a variable node with 1 or 2 other variable nodes 
as parents. The R “plot” command and the LiveGraphics3D package (http://www.vis.uni-
stuttgart.de/~kraus/LiveGraphics3D/) are used to draw 2D and 3D plots respectively. The 
3D scatter plot can be rotated or zoomed in/out for users to find better angle or resolution.  

 
3. Application of miniTUBA in analysis of macrophage 
responses to Brucella infections 

Brucella is a facultative intracellular Gram-negative bacterium that causes a zoonotic disease 
called brucellosis in swine, cattle, wild life, other animals and “undulant fever” in humans. 
(Schurig, et al., 2002). Human brucellosis remains the most common zoonotic disease 
worldwide with more than 500,000 new cases annually (Pappas, et al., 2006). B. suis cause 
brucellosis mainly in swine and humans (Pappas, et al., 2006). The interaction between 
macrophages and B. suis is critical for the establishment of a chronic Brucella infection.  
Smooth virulent B. Suis, which contains intact lipopolysaccharide (LPS), prevents 
macrophage cell death. However, rough and attenuated strain B. suis strain VTRS1, which is 
deficient in the O antigen of LPS due to a wboA gene mutation (Winter, et al., 1996), was able 
to induce strong programmed cell death of infected macrophages. To further investigate the 
mechanism of VTRS1-induced cytotoxicity in infected macrophages, microarrays were used 
to analyze temporal transcriptional responses of murine macrophage-like J774.A1 cell line 
following infection with strain 1330 or VTRS1.  
 
In this section, we demonstrate the application of miniTUBA dynamic Bayesian network 
analysis in analyzing the immune network in macrophages infected with Brucella suis live 
virulent strain 1330 or attenuated vaccine candidate strain VTRS1 (Winter, et al., 1996). The 
results indicate that miniTUBA can be used to predict novel targets in a programmed cell 
death pathway.  
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parallel jobs, each processor begins network learning from either a random DBN topology 
or uses a different random seed when learning with a stochastic method such as simulated 
annealing. Due to the embarrassingly parallel nature of network structure learning, this 
approach results in a nearly linear decrease in computing time as additional nodes are 
added. Because initial network learning can take hours to days to complete, miniTUBA 
alerts registered users by email when a job completes. 

 
2.3 Temporal predictions based on Gibbs sampling in miniTUBA 
It is possible to predict the values of future time points given a DBN, conditional 
probabilities generated from experimental data, and initial values. A prediction module was 
written that combines a Gibbs sampler to sample future values and a bootstrapping step to 
de-discretize the predictions. To perform the Gibbs sampling prediction, the data are first 
discretized (e.g. low, medium, high) and a conditional probability table was generated for 
each variable. The associated observations for each condition are also recorded. Gibbs 
sampling is then used to predict future states for each variable by sampling from the 
conditional probability distribution (Korb and Nicholson, 2004). Bootstrapping is used to 
de-discretize the states to continuous numerical values by sampling from the associated 
observations of the predicted states. In prediction mode, miniTUBA repeats this process of 
sampling and bootstrapping 10,000 times. For numerical variables, the mean and the 
standard error calculated from the 10,000 predictions are plotted along with the initial 
values. In miniTUBA, a probability table is provided for variables with nominal values and 
a probability curve is shown for every such variable.  
 
This feature can suggest interventions based on an automated learning process pipeline 
using all data provided. This is very useful in a clinical setting. Based on previous data, a 
doctor may suggest some interventions to stop a disease trend. Similar cases may occur in 
laboratory research.    
 

 

 

2.4 miniTUBA output and visualization  
The top scoring and consensus networks generated by the DBN learning process are 
visualized using Graphviz (http://www.graphviz.org/) (Gansner and North, 2000). The top 
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top 10 scoring networks can be generated to show edges that are present in all 10 networks, 
indicating relationships that are present with high confidence. A simple edge confidence is 
calculated based on the frequency of the edge present among the top 10 scoring networks. 
While other metrics for edge confidence are possible, such as p-values and probability of 
conservation, we have found from user studies that these more quantitative metrics tend to 
overwhelm most non-computational users and end up making the result less useful.    
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calculated based on the input dataset is displayed, together with proposed causal 
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these networks can also be displayed in the results page. To simply and intuitively interpret 
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as parents. The R “plot” command and the LiveGraphics3D package (http://www.vis.uni-
stuttgart.de/~kraus/LiveGraphics3D/) are used to draw 2D and 3D plots respectively. The 
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to induce strong programmed cell death of infected macrophages. To further investigate the 
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to analyze temporal transcriptional responses of murine macrophage-like J774.A1 cell line 
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In this section, we demonstrate the application of miniTUBA dynamic Bayesian network 
analysis in analyzing the immune network in macrophages infected with Brucella suis live 
virulent strain 1330 or attenuated vaccine candidate strain VTRS1 (Winter, et al., 1996). The 
results indicate that miniTUBA can be used to predict novel targets in a programmed cell 
death pathway.  
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3.1 Microarray experimental design  
This study contained a DNA microarray experiment using the Affymetrix 430 2.0 array 
technology. In total, 42 microarray chips were included with seven time points. The basic 
protocol is as follows: J774.A1 mouse macrophages were plated in T75 at 8 x 106 cells per 
flask one day prior to infection, and then infected with B. suis S1330 or VTRS1 at a MOI of 
200:1. Total RNAs were isolated by TRIzol and further purified using Qiagen RNeasy Mini 
Kit (Qiagen, Valencia, CA) at 0 h, 1 h, 2 h, 4 h, 8 h, 24 h, and 48 h post infection. The RNA 
samples were stored at -80 oC until an Agilent 2100 BioAnalyzer (Agilent Technologies, Palo 
Alto, CA) was used to assess the concentrations and quality of RNA samples. Total RNA (20 
μg) per sample was used for hybridization with Affymetrix mouse GeneChip 430 2.0 array. 
Preparation of cDNA, hybridization, quality controls and scanning of the GeneChip 430 2.0 
arrays were performed according to the manufacturer's protocol (Affymetrix, Santa Clara, 
CA) (He, et al., 2006).  
 
The data has been deposited in the GEO datbase with the accession number GSE21117. 
 

 
Fig. 3. Microarray data analysis workflow.  

 
3.2 Data preprocessing prior to miniTUBA DNB analysis  
For the probe sets that passed the Present/Absent filtering criterion, Robust Multi-array 
Average (RMA) normalization procedure was performed (Irizarry, et al., 2003). The log2 
based gene expression values that have been background adjusted, normalized, and 
summarized were collected in the process. LIMMA (Linear Models for Microarray Data) 
with a false discovery rate (FDR) adjustment was further used to analyze up- or down-

 

 

regulated genes (Smyth, 2005). The moderated F-statistic obtained from LIMMA was used 
to determine any effects of strain, time, or possible interaction between strain and time. Cell 
death-associated genes were determined using the Gene Ontology (GO) annotation 
(Ashburner, et al., 2000). Those genes that are related to cell death and significantly 
regulated were used for Bayesian network analysis with an internally developed software 
program miniTUBA (Xiang, et al., 2007). The microarray data analysis workflow and 
relevant results are shown in Fig. 3. 

 
3.3 miniTUBA DBN analysis of macrophage responses to Brucella infections   
A miniTUBA DBN analysis was performed to analyze the immune network with a key 
purpose to determine why strain 1330 prevents programmed cell death of infected 
macrophages, while strain VTRS1 induced a cell death. The simulation used those genes that 
significantly regulated and belong to different cell death pathways (Fig. 3). 
 

 
Fig. 4. Conserved network among top 10 DBN results. Four genes were screened out after 
the conservation. Ninety two edges were screened out for top 1 scoring network. 
 
To perform miniTUBA analysis, the transcriptional data of those genes associated with cell 
death were extracted and formatted into miniTUBA input data format. The time points 0 h, 
1 h, 2 h, 4 h, and 8 h post infection were used for the simulation. The Markov lag is set as 1 
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hour. Since the time points 3 h, 5 h, 6 h, and 7 h were missing, spline fitting was used to fill 
in the missing data. We did not use 24 h and 48 h since it would require filling in too many 
missing time points between 8 h and 24 h and between 24 h and 48 h. Using so many 
missing data would make the DBN analysis not reliable. The setting of quantile 3 bins was 
used for variable data discretization. It means that the gene expression values of each gene 
are seperated into three bins (low, medium, and high), and each bin contains one third of 
values. The two manually generated variables are “Brucella_Rough” (i.e., rough or smooth 
Brucella strain) and “Macrophage_Death” (i.e., live or dead macrophages). These two 
variables were used to represent the bacterium strains and the cell death phenotypes. The 
variable “Brucella_Rough” was set to have no parent, meaning no other variable pointing to 
this variable. The variable “Macrophage_Death” was set to have no child, meaning this 
variable cannot point to any other variable. In total, 16 instance runs were performed using 
16 nodes. Each run took one hour. In total 16 hours of execution time was  used.  
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Our further experiments verified these predictions. A high level of proinflammatory 
response was induced by VTRS1 but not by its parent virulent strain S1330. The important 
roles of TNF-α and Nfkbia in VTRS1-induced macrophage death were further confirmed by 
individual inhibition studies (data not shown). While Casp1 plays an important role in 
Casp1-dependent proinflammtory pyroposis (Bergsbaken, et al., 2009), an inhibition study 
using a Casp1 inhbitor (Z-WEHD-FMK) indicated that Casp1 did not play an obvious role in 
the VTRS1-induced macrophage cell death (data not shown). We previously found that 
rough attenuated vaccine strain RB51 and a wboA mutant RA1 induced Casp2-mediated cell 
death (Chen and He, 2009). In this study, miniTUBA also predicted a critical role of Casp2 in 
the rough attenuated B. suis strain VTRS1-induced macrophage cell death, which was later 
experimentally verified (data to be published).  
 
These studies further demonstrate that the miniTUBA DBN analysis was able to predict 
important factors in a biological pathway using high throughput microarray gene 
expression data, which successfully guide the experimental evaluations.   

 
3.5 Demonstration of Gibbs sampling prediction:  
While the prediction of future events is not designed or important for this microarrray 
study, we can use the same data sets to demonstrate how miniTUBA performs prediction 
and display predictive results (Fig. 8).  In this demostration,  we showed that using the data 
from early time points, the results in time points 5 h and 6 h post infection could be 
predicted with an apparent success. More detailed verification of this method is described in 
the original miniTUBA publication (Xiang, et al., 2007). 
 

 
Fig. 8. Predicted results for Casp12 for the 5th and 6th time points. The round points 
without error ranges are the values from previously known time points and the diamond 
shaped points with error ranges are the predicted values and their associated standard 
errors. The 8th point was not used for prediction.  
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In this chapter, we have introduced in details the miniTUBA system, and how to apply the 
miniTUBA dynamic Bayesian network (DBN) approach to analyze a typical use case in the 
areas of host-pathogen interactions using high throughput microarray data.  
 
The DBNs are powerful to model the stochastic evoluation of a set of random variables over 
time. Since the biological processes and various measurement errors are stochastic in nature, 
DBN has been considered as a suitable technique to study biological networks and 
pathways. Bayesian networks (BNs) and DBNs are based on a multinomial distribution. This 
distribution is very flexible, and each node has a different parameterization. Therefore, it is 
very feasible to use DBNs to model the dynamics of biological systems and responses to 
parameter perturbations.  However, although a few applications for both Bayesian network 
and DBNs to modeling gene expression data have been discussed and reported, their 
usefullness remains to be shown with more well-understood pathways (Xia, et al., 2004). 
Programmed cell death (i.e., apoptosis) pathways are well studied and important for all 
plant and animal organisms. We first demonstrated in this report how the DBN analysis can 
be used to predict crucial genes for a cell death pathway, which led to correct experimental 
verification.  
 
Two major challenges in DBN analysis for biological network modeling exist. First, 
continuous gene expression data has to be descretized, leading to the loss of information. 
The descretization simplifies the computation and stablizes the predicated results. However, 
current equal quantile and interval descretization methods do not often reflect the biological 
realities. The customized descretization method is too time consuming and may not 
correlate with the unknown truth either. Therefore, alternative approaches will need to be 
explored to improve the descretization and minimize loss of information. How to find 
reliable ways to model continuous data remains to be a major challenge in the DBN and 
other modeling studies. Second, it is a big challenge to identify the correct time steps (i.e., 
Markov lags) for a DBN modeling. By default, we require all variables have the same time 
step size. However, it might be possible to allow a mixture of different time step sizes. The 
time scale likely differ between variables. To identify the relevant time scale, we may allow 
different discretization schemes. While more finely discretized variables offer slower 
changes, it might be difficult to determine how many are appropriate. The generation of 
very large sizes of discretizations is also time consuming. One solution is to allow mixtures 
of time steps in the learning step. However, it is in practice very difficult because the current 
step depends on a range of past experiences. If the previous time steps are not multiplies of 
each other, a complex splining function is usually needed to dynamically interpolate the 
missing data. Alternatively, we can explicitly search for an optimum informative time step. 
A DBN search will favor small time steps because it means more data to be used. However, 
if the data represents only more interpolated data, it would not help. While DBN analysis 
can be improved in different directions, the two areas of DBN research with the largest 
impact are probably the discretization and correct time step setting. 
 
Besides addressing the above challenges, dynamic Bayesian networks can further be 
improved through different directions: (i) those strong links (or edges) are conserved among 
top networks and can be detected by consensus analysis (Fig. 4). (ii) cross-species 
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verification.  
 
Two major challenges in DBN analysis for biological network modeling exist. First, 
continuous gene expression data has to be descretized, leading to the loss of information. 
The descretization simplifies the computation and stablizes the predicated results. However, 
current equal quantile and interval descretization methods do not often reflect the biological 
realities. The customized descretization method is too time consuming and may not 
correlate with the unknown truth either. Therefore, alternative approaches will need to be 
explored to improve the descretization and minimize loss of information. How to find 
reliable ways to model continuous data remains to be a major challenge in the DBN and 
other modeling studies. Second, it is a big challenge to identify the correct time steps (i.e., 
Markov lags) for a DBN modeling. By default, we require all variables have the same time 
step size. However, it might be possible to allow a mixture of different time step sizes. The 
time scale likely differ between variables. To identify the relevant time scale, we may allow 
different discretization schemes. While more finely discretized variables offer slower 
changes, it might be difficult to determine how many are appropriate. The generation of 
very large sizes of discretizations is also time consuming. One solution is to allow mixtures 
of time steps in the learning step. However, it is in practice very difficult because the current 
step depends on a range of past experiences. If the previous time steps are not multiplies of 
each other, a complex splining function is usually needed to dynamically interpolate the 
missing data. Alternatively, we can explicitly search for an optimum informative time step. 
A DBN search will favor small time steps because it means more data to be used. However, 
if the data represents only more interpolated data, it would not help. While DBN analysis 
can be improved in different directions, the two areas of DBN research with the largest 
impact are probably the discretization and correct time step setting. 
 
Besides addressing the above challenges, dynamic Bayesian networks can further be 
improved through different directions: (i) those strong links (or edges) are conserved among 
top networks and can be detected by consensus analysis (Fig. 4). (ii) cross-species 
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comparison may further help to reveal the conserved core network across different species 
(Gholami and Fellenberg, 2010). (iii) it is possible to learn dynamic regulatory networks by 
incorporating multiple data types (e.g., functional classification, shared motif motifs, 
protein-DNA binding, protein-protein interaction) (Bernard and Hartemink, 2005). (iv) 
incorporation with additional quantitative measurements (Xia, et al., 2004). (v) integration of 
DBN gene expression data analysis with literature-based network discovery (Ozgur, et al, 
2010). (vi) Dynamic Bayesian network expansion for identification of new pathway elements 
as shown in a similar approach with static Bayesian network (Hodges, et al, 2010). Finally, 
all these new directions will need to be integrated in a proper way for accurate 
reconstruction and prediction of biological and medical networks. Such a network analysis 
approach is likely appliable for study of other networks (e.g., social networks).  
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1. Introduction 

This chapter deals with fault spreading (fault tree) in infocommunication networks (e.g. 
computer network, wired or wireless telecommunication network). The probabilistic 
approach of fault trees is in the focus, where faults can occur in the inner part of the 
network, spread step by step and can appear at the front end (observable directly by end 
users) of the network. The probabilities of the different inner faults and conditional 
probabilities of the steps of spreading are given. At the front end of the network many 
different errors caused by inner faults can occur; some of them may be serious, others may 
be not. Serious errors cause large damages in the operation of the network, e.g. material 
damage (an equipment breaks down), economical cost, human resource loss (expert should 
prepare it); less significant errors cause only little damages, inconveniences. There is not 
easy to decide which error is serious and which is not, and how much is significant. The task 
is to analyse the inner causes of errors at front end, and investigate the relative effects of 
these causes.  
 
For this problem a method has been developed by joining the Analytic Network Process and 
the extended Bayesian Network. The generalized Bayesian Network with vector extension 
has been outlined in a previous work (Szűcs & Sallai, 2008). In this chapter the usefulness, 
correctness of the new elaborated method will be demonstrated by a numerical example. 
 
The chapter is organized as follows: in section 2 an introduction about Analytic Network 
Process is given, section 3 summarizes the Bayesian Network and shows its generalization 
(Vector Bayesian Network, VBN). In section 4 a new concept for solving complex multi-
criteria engineering decision problems is presented by combining the Analytic Network 
Process and VBN. Section 5 describes an example in the area of fault analysis in 
infocommunication networks. Section 6 summarizes the results and draws the conclusions. 
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2. Analytic Network Process 

2.1. Multi Criteria Decision Analysis Methods 
Analytic Hierarchy Process (AHP) is a well-known and one of the most comprehensive 
procedures in Multi Criteria Decision Analysis (MCDA) area. The AHP – has been 
introduced by Thomas L. Saaty (Saaty, 1980) – for decision-making is a theory of relative 
measurement based on paired comparisons used to derive normalized absolute scales of 
numbers whose elements are then used as priorities. 
 
The Analytic Network Process (ANP) (Saaty, 2001) is the generalization of AHP for decision 
making with dependence and feedback allowing inclusion of all the factors and criteria. 
ANP has been proposed as a suitable MCDA tool to evaluate the alternatives during the 
conceptual planning and design in many areas, e.g. in economical problems, in engineering. 
The ANP (Saaty, 2005) provides a way to input judgments and measurements to derive ratio 
scale priorities for the distribution of influence among the factors and groups of factors in 
the decision. Both the AHP and the ANP derive ratio scale priorities by making paired 
comparisons of elements on a common property or criterion. Even though the ANP is a new 
method, there are many validation examples of the Analytic Network Process (Whitaker, 
2007). 

 
2.2. Steps of ANP Procedure 
An Analytic Network Model of a problem may consist of a single network (or a number of 
networks), where a network is structured of clusters (i.e. groups of nodes), nodes (any 
aspect of the problem, e.g. alternative, attribute) and links (connection between nodes). The 
stages of creating of an ANP model are the following: 

a) Selection of logical groupings of nodes and clusters, which would best describe the 
problem. 

b) Building a cluster first, and then creating the nodes within it. 
c) Examination of influences. 
d) Creating connections between nodes. 
e) Clusters are linked automatically when nodes are linked. 
f) Pair-wise comparison judgments on nodes and clusters. 

 
After pair-wise comparison judgments the algorithms in ANP take calculations and at the 
end give the decision: which is the best alternative for the problem. The algorithms solve the 
problem by supermatrices. There are three supermatrices associated with each network: the 
Unweighted Supermatrix, the Weighted Supermatrix and the Limit Supermatrix.  
 
The unweighted supermatrix contains the local priorities derived from the pair-wise 
comparisons throughout the network. A component is defined as a block determined by a 
cluster name/identity at the rows and a cluster name/identity at the columns in a 
supermatrix. The weighted supermatrix is obtained by multiplying all the elements in a 
component of the unweighted supermatrix by the corresponding cluster weight. Cluster 
weights come from cluster comparisons. If there are only two clusters, then cluster 
comparisons cannot be executed, in this case the weighted and unweighted supermatrices 
are the same. The limit supermatrix is obtained by raising the weighted supermatrix to 

 

powers by multiplying it many times itself. When the column of numbers is the same for 
every column, the limit matrix has been reached and the matrix multiplication process is 
halted. The priorities, as outputs of ANP for all the nodes can be read from any column, 
because the columns of the limit supermatrix are all the same. 
 
AHP – as special case of ANP – can be used for many decision situations; its application area 
is wide: economy, business, engineering management and other areas, where the problems 
lead to multi criteria decision making. This can be applied in solving the technological 
decision problems as well, e.g. in network selection procedure for an integrated 
cellular/wireless local area network (WLAN) system to guarantee mobile users being 
always best connected. AHP helps to decide the relative weights of evaluative criteria set 
according to user preferences, network condition and service applications (Wei et al., 2007). 
Not only AHP, but ANP can help to take important decisions in 
network/telecommunication technology (Lee et al., 2009; Büyüközkan, 2007) 0or in media 
informatics (Chang, 2007). ANP can be applied in managerial practices as well (Chen, 2007; 
Wu & Lee, 2007). ANP in a little while becomes classical method, many publications deal 
with improvement, refinement (Saaty, 2007), further development (Yu & Cheng, 2007; Yu & 
Tzeng, 2006; Levy & Taji, 2007), supplement – e.g. with fuzzy (Dağdeviren et al., 2008; 
Promentilla et al., 2008) or with integer linear programming (Demirtas & Üstün, 2008) – of 
this. 

 
3. Vector Bayesian Network 

3.1. Bayesian Network Model 
A Bayesian Network (BN) is a probabilistic graphical model for representing causal 
relationship among variables (Judea, 1982; Speigelhalter et al., 1993). This is a very 
important research topic in artificial intelligence and decision support area (Liu et al., 2009; 
Cheon et al., 2009; Correa et al., 2009). It consists of a set of nodes and directed arcs. The 
nodes represent variables and the arcs represent the directed causal influences between 
linked nodes. The arc starts from the parent node (A) to the child node (B). The child node is 
dependent on its parent node, but it is conditionally independent of others. The condition 
probability P(A|B) – showing how a given parent node A can influence the probability 
distribution over its child node B – is calculated using Bayes’ Theorem: 
 

)(
)&()|(

Bp
BApBAp 

                                                           (1) 
 

)(*)|()(*)|(
)(*)|()|(

ApABpApABp
ApABpBAp




                              (2) 
 
BNs can be used for investigation of system in reliability analysis of engineering, there are 
some works (Wilson & Huzurbazar, 2007; Huang et al., 2006; Kohda & Cui, 2007) deal with 
it, but these do not handle with other aspects (e.g. financial costs) of the system.  
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3.2. Extension of Bayesian Network 
In a Bayesian Network dependencies are generally complicated, so some preliminary 
formulas are required to handle the probabilities and variables. In Fig. 1. can be seen two 
typical types of BN pattern (part of graph), which can be used for building large networks. 
A such situation can be seen in Fig. 1/a, where more than one parent nodes have the same 
child node. In this case the conditional probability is: 
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If aggregated conditional probabilities (e.g. p(Y|1X) instead of p(Y|1X,  2X)) are given, this 
can be written more generally: Let us denote {Sj} the partition of the event space (S), (i.e. 
USj=S, ∩Sj=0), the conditional probabilities can be formalized as: 
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4. Combination of ANP and VBN Methods 

The problem described in the introduction can be solved by joining Analytic Network 
Process and extended Bayesian Network such way, that the weights, the results of ANP will 
give the input of VBN (as can be seen in Fig. 2.). Bayesian Network (and VBN also) can get 
inputs in many points, but in our combination VBN adopts the weights, as inputs in leafs of 
the graph; and these weights are organized in vector format.  
 
Our joint method is able to analyse the reasons and spreading of faults in 
infocommunication network by the following way. At first step the network (human) expert 
defines the different types of the front end faults, and the criteria (features) which influence 
the importance (at the given goal) of the fault type. E.g. if the aim is to minimize the total 
cost, the criteria should involve the cost of fault repairing, the scope of the fault, the length 
of the repairing time. The network expert may declare other criteria for another aim. Then 
the expert compares the fault types with each other (pair-wise comparison with all), and the 
criteria (pair-wise comparison as well in order to get the criterion relative ratios). After the 
expert judgements the ANP method calculates the weights of the fault types, at case of 
economic aim this gives the total costs for each fault type.  
 
At the next step the network expert draws the inner structure of the infocommunication 
network by nodes and directed edges such way, that the edges should be in the directions of 
the front end of the network. The expert describes the possible paths of the fault spreading 
with these directed edges. The arising of faults is modelled in the nodes (included inner 
nodes and front end nodes), the expert should give the probability of fault arising in every 
node. The nodes, where the directed edges “only come from”, are fault sources, the other 
nodes can be considered as fault spreading nodes. The probabilities of fault arising at fault 
sources are unconditional ones, and probabilities of fault arising at nodes of fault spreading 
are conditional probabilities. The graph worked out by the above mentioned way will be the 
structure of the VBN model, furthermore the unconditional and conditional probabilities 
will be the parameters of VBN.  
 
The serial of relative weights of fault types calculated by ANP method can be written as a 
vector, this vector will be the input of VBN at the front end nodes. This vector is a 
consequence, and the reasons of the consequence are the questions, so the expert users 
would like to know the origins. The VBN method gives the contribution of the given node to 
the different types of front end faults for every node in the graph (representing e.g. 
infocommunication network) as most important result of the joint procedure.  
 
 

 

 
 

Fig. 2. Block of the Solution Procedure by ANP and VBN Methods 
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5. Case Study 

5.1. Example for Fault Spreading 
There are three errors occur at the front end of the network: i) breakdown event at an 
average user, ii) malfunction at an average user, iii) error at administrator site. These errors 
are considered as alternatives (A1, A2, A3) in ANP. The relative significance of them 
depends on many points of views, these criteria are in our example: priority of user, scope of 
the error, cost of reparation, time of restore (F1,…, F4).  
 

 
Fig. 3. Nodes in Two Clusters for ANP Procedure 
 
The Fig. 3. shows the structure of the ANP model with two clusters (Faults and Criteria) and 
a connection between the clusters. This connection means that there are relationships 
between every node in cluster Faults and every node in cluster Criteria, but there is no inner-
relationship in a cluster. The clusters contain the following nodes: 
A1: breakdown event at an average user,  
A2: malfunction at an average user,  
A3: error at administrator site, 
F1: priority of user 
F2: scope of the error,  
F3: cost of reparation,  
F4: time of restore. 

 
5.2. Numerical Example for ANP 
A network expert can compare the features of errors based on these criteria. E.g. the ‘scope 
of the error’ feature of A1 alternative is twice larger important than feature of A2 alternative 
(see Table 2). The expert should execute all pair-wise comparisons in each criterion. The 
following matrices (Table 1-4) contain a possible judgment of expert’s opinions. 
 

   A1   A2 A3 

A1 1,00000 1,00000 0,25000 

A2 1,00000 1,00000 0,25000 

A3 4,00000 4,00000  1,00000 
Table 1. Comparisons based on Priority of User 
 

 

 A1 A2 A3 

A1 1,00000 2,00000 0,16667 

A2 0,50000 1,00000 0,12500 

A3 6,00000 8,00000 1,00000 
Table 2. Comparisons based on Scope of the Error 
 

   A1   A2 A3 

A1 1,00000 6,00000 0,33333 

A2 0,16667 1,00000 0,11111 

A3 3,00000 9,00000  1,00000 
Table 3. Comparisons based on Cost of Reparation 
 

   A1   A2 A3 

A1 1,00000 0,33333 0,16667 

A2 3,00000 1,00000 0,25000 

A3 6,00000 4,00000  1,00000 
Table 4. Comparisons based on Time of Restore 
 

   F1   F2 F3 F4 

F1 1,00000 2,00000 0,25000 1,00000  

F2 0,50000 1,00000 0,16667 0,50000  

F3 4,00000 6,00000  1,00000 3,00000  

F4 1,00000 2,00000 0,33333 1,00000 
Table 5. Comparisons of Faults from the Viewpoint of A1 
 

   F1   F2 F3 F4 

F1 1,00000 2,00000 0,33333   1,00000  

F2 0,50000 1,00000 0,20000  0,50000  

F3 3,00000 5,00000  1,00000 3,00000  

F4 1,00000 2,00000 0,33333 1,00000 
Table 6. Comparisons of Faults from the Viewpoint of A2 
 

   F1   F2 F3 F4 

F1 1,00000 2,00000 0,40000 1,00000  

F2 0,50000 1,00000 0,20000  0,50000  

F3 2,50000 5,00000  1,00000 2,50000  

F4 1,00000 2,00000 0,40000 1,00000 
Table 7. Comparisons of Faults from the Viewpoint of A3 
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Having a comparison matrix the priority vector can be computed, which is the normalized 
eigenvector of the matrix, e.g. eigenvector of F1 (priority of user) matrix are: 0.166667, 
0.166667, 0.666667. The other eigenvectors are also calculated by SuperDecisions software 
(realization of ANP theory helping by Thomas Saaty) and written to the corresponding cells 
of the supermatrix. This unweighted supermatrix (containing 4 components: Crit.-Crit., 
Crit.-Faults, Faults-Crit., Faults-Faults) can be seen in Fig. 4., and because of only two 
clusters this matrix is equivalent to weighted supermatrix.  
 

 
Fig. 4. Unweighted and Weighted Supermatrix 
 
The Limit supermatrix is calculated based on ANP theory and the matrix can be seen in 
Fig.5. In the last 3 rows can be seen the importance values of alternatives in the supermatrix, 
these can be normalized in its cluster, thus the final results are: A1: 20.81%, A2: 11.24%, A3: 
67.95%.  
 

 
Fig. 5. Limit Supermatrix 

 

5.3. Calculations in VBN 
The example is continued with the relative weights, which are equal the importance 
multiplied by the probabilities. The fault spreading and probabilities can be seen in the 
Fig.6., where A is the link defect, B is the node breakdown, C is the fault in central part, and 
D1-D3 are the front end errors (D1: breakdown event at an average user, D2: malfunction at 
an average user, D3: error at administrator site). Di probabilities can be calculated: 0.0639, 
0.0213, 0.0229, so the weight vector in D node is dw=[ 0.013298, 0.002394, 0.015561].  
  

 
Fig. 6. Fault Spreading Example in an Infocommunication Network 

 
5.4. Numerical Results 
Fig. 6. shows the unconditional (at node A and B) and conditional (at node C and D) 
probabilities of faults. In VBN the parent vector weights can be determined by the formulas 
shown above. The weight vectors, as final results at A, B, C node are aw=[ 0.001769, 
0.000742, 0.005118],  bw=[ 0.001293, 0.000499, 0.003428], cw=[0.003057, 0.001213, 0.008320] 
respectively. These values represent the aggregated information about the average effect of 
faults at the front end. For example aw1 shows that inner link defect causes average 0.1769% 
damage in ‘breakdown event at an average user’ provided the damage of once occurrence of 
this front end error is 20.81% of total damage of the system. 
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6. Conclusion 

The ANP has been applied to a large variety of decisions: marketing, medical, political, 
military, social, prediction and many others. ANP is able to take analysis of benefits, 
opportunities, costs, and risks (BOCR) (Wijnmalen, 2007). 
 
Bayesian Networks are applied in query languages in scientific area of information retrieval 
(Cheng & Yang, 1999)0, in environmental modelling (Uusitalo, 2007). There are some 
improvements or combined versions of BN, e.g. combination with fuzzy (Li & Kao, 2005), 
and many authors deal with further development. 
 
There are some complex (decisional and engineering) problems, where neither ANP nor BN 
could help to solve alone. Some of these problems are usually such sophisticated, which 
involve human opinions with uncertainty, causal relationships, and uncertainties in the 
occurrence of events. These tasks can be solved by the proposed method constructed by 
combination of ANP and extended version of Bayesian Networks, i.e. by joining these two 
methods in cascade. Vector Bayesian Networks (VBN) is a generalized BN, which able to 
handle not only the probabilities, but any numerical value attached to nodes. This extension 
is able to calculate spreading of effects in any network. The combined method is particularly 
useful to investigate fault spreading problem in infocommunication networks.  
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1. Introduction

Industrial processes are more and more complex and include a lot of sensors giving measure-
ments of some attributes of the system. A study of these measurements can allow to decide
on the correct working conditions of the process. If the process is not in normal working con-
ditions, it signifies that a fault has occurred in the process. If no fault has occurred, thus the
process is in the fault-free case. An important research field is on the Fault Detection and Di-
agnosis (FDD) (Isermann (2006)). The goal of a FDD scheme is to detect, the earliest possible,
when a fault occurs in the process. Once the fault has been detected, the other important step
is the diagnosis. The diagnosis can be seen as the decision of which fault has appeared in the
process, what are the characteristics of this fault, what are the root causes of the fault.
One can distinguish three principal categories of methods for the FDD (Chiang et al. (2001)):
the knowledge-based approach, the model-based approach and the data-driven approach.
The knowledge-based category represents methods based on qualitative models (FMECA -
Failures Modes Effects and Critically Analysis; Fault Trees; Decision Trees; Risk Analysis)
(Dhillon (2005); Stamatis (2003)). For the model-based methods, an analytical model of the
process is constructed based on the physical relations governing the process (Patton et al.
(2000)). The model gives the normal (fault free) value of each sensor or variable of the system
for each sample instant, then residuals are generated (residuals are the differences between
measurements and the corresponding reference values estimated with the model of the fault-
free system). If the system is fault free, residuals are almost nil, and so their evaluations allow
to detect and diagnose a fault. Theoretically, the best methods are the analytical ones, but the
major drawback of this family of techniques is that a detailed model of the process is required
in order to monitor it efficiently. Obtaining an effective detailed model can be very difficult,
time consuming and expensive, particularly for large-scale systems with many variables. The
last category of methods are the process history (or data-driven) methods (Venkatasubrama-
nian et al. (2003)). These techniques are based on rigorous statistical developments of process
data. In literature, we can find many different data-driven techniques for FDD. For the fault
detection of industrial processes many methods have been submitted: univariate statistical
process control (Shewhart charts) (Montgomery (1997)), multivariate statistical process con-
trol (T2 and Q charts) (Westerhuis et al. (2000)), and some Principal Component Analysis
(PCA) based techniques (Jackson (1985)). Kano et al. (2002) make comparisons between these
different techniques. For the fault diagnosis techniques we can cite the book of Chiang et al.
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in order to monitor it efficiently. Obtaining an effective detailed model can be very difficult,
time consuming and expensive, particularly for large-scale systems with many variables. The
last category of methods are the process history (or data-driven) methods (Venkatasubrama-
nian et al. (2003)). These techniques are based on rigorous statistical developments of process
data. In literature, we can find many different data-driven techniques for FDD. For the fault
detection of industrial processes many methods have been submitted: univariate statistical
process control (Shewhart charts) (Montgomery (1997)), multivariate statistical process con-
trol (T2 and Q charts) (Westerhuis et al. (2000)), and some Principal Component Analysis
(PCA) based techniques (Jackson (1985)). Kano et al. (2002) make comparisons between these
different techniques. For the fault diagnosis techniques we can cite the book of Chiang et al.
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(2001) which presents a lot of them (PCA based techniques, Fisher Discriminant Analysis, PLS
based techniques, etc).
The purpose of this article is to present application of a promising tool for the Fault Detection
and Diagnosis: the Bayesian network. The aim of the paper is to demonstrate that some FDD
techniques can be modeled very simply in a Bayesian network, with very good performances.
The article is structured in the following manner. In section 2, we introduce different notions
(theoretical and practical) about Bayesian network. The section 3 presents how to model mul-
tivariate control charts in a Bayesian network, in order to make an effective way for the fault
detection by the Bayesian network. In the same way, section 4 presents the modeling of dis-
criminant analysis by Bayesian network for fault diagnosis of systems. The section 5 presents
an evaluation of the proposed method for detection and diagnosis of faults on the benchmark
Tennessee Eastman Problem. Finally, we conclude on this method and present some perspec-
tives.

2. Bayesian network

A Bayesian Network (BN) (Pearl (1988)) is a probabilistic graphical model where each vari-
able is a node. Edges of the graph represent dependences between linked nodes. A formal
definition of Bayesian network (Jensen (1996)) is a couple {G, P} where:

{G} is a directed acyclic graph, whose nodes are random variables X = {X1, X2, . . . , Xn}
and whose missing edges represent conditional independences between the variables,

{P} is a set of conditional probability distributions (one for each variable): P =
{p(X1|pa(X1)), . . . , p(Xn|pa(Xn))} where p(Xi|pa(Xi)) is a table defined by p(Xi =

xj
i |pa(Xi)) with xj

i ∈ Dom(Xi) = x1
i , x2

i , ..., xni
i where Dom(Xi) is the set of modalities of

variable Xi and ni is the number of these modalities. The joint probability should read
like the following equation:

p(x) =
n

∏
i=1

(Xi|pa(Xi)) (1)

with x = (xj1
1 , xj2

2 , ..., xjn
n ).

Theoretically, variables X1, X2, . . . , Xn can be discrete or continuous. However, in practice, for
exact computation, only the discrete and the Gaussian case can be treated. Such a network
is often called Conditional Gaussian Network (CGN). In this context, to ensure availability
of exact computation methods, discrete variables are not allowed to have continuous parents
(see Lauritzen & Jensen (2001); Madsen (2008)).
In concrete terms, the conditional probability distribution is described for each node by his
Conditional Probability Table (CPT). In a CGN, three cases of CPT can be found. The first one
is for a discrete variable with discrete parents. For example, we take the case of two discrete
variables A and B of respective dimensions a and b (with a1, a2, . . . , aa the different modalities
of A, and b1, b2, . . . , bb the different modalities of B). If A is parent of B, then the CPT of B is
represented in table 1.
As we can see, the goal of the CPT is to condense the information about the relations of B with
his parents. We can denote that the dimension of this CPT (number of conditional probabil-
ities) is a × b. In general the dimension of the CPT of a discrete node (dimension a) with p

parents (discrete) Y1, Y2, . . . , Yp (dimension y1, y2, . . . , yp) is a ×
p

∏
i=1

yi.

B
A b1 b2 . . . bb
a1 P(b1|a1) P(b2|a1) . . . P(bb|a1)
a2 P(b1|a2) P(b2|a2) . . . P(bb|a2)
...

...
...

. . .
...

aa P(b1|aa) P(b2|aa) . . . P(bb|aa)

Table 1. CPT of a discrete node with discrete parents

The second case of CPT is for a continuous variable with discrete parents. Assuming that B is
a Gaussian variable, and that A is a discrete parent of B with a modalities, the CPT of B can
be represented as in the table 2 where P(B|a1) ∼ N (µa1 , Σa1 ) indicates that B conditioned to
A = ai follows a multivariate normal density function with parameters µai and Σai .

A B
a1 P(B|a1) ∼ N (µa1 , Σa1 )
a2 P(B|a2) ∼ N (µa2 , Σa2 )
...

...
aa P(B|aa) ∼ N (µaa , Σaa )

Table 2. CPT of a Gaussian node with discrete parents

The third case occurs when a continuous node B has a continuous parent A. In this case, we
obtain a linear regression and we can write, for a fixed value a of A, that B follows a Gaussian
distribution P(B|A = a) ∼ N (µB + β × a; ΣB) where β is the regression coefficient. The
three different cases of CPT enumerated can evidently be combined for different cases where
a continuous variable has several discrete parents and several continuous (Gaussian) parents.
The classical use of a Bayesian network (or Conditional Gaussian Network) is to enter ev-
idence in the network (an evidence is the observation of the values of a set of variables).
Therefore, the information given by the evidence is propagated in the network in order to up-
date the knowledge and obtain a posteriori probabilities on the non-observed variables. This
propagation mechanism is called inference. As its name suggests, in a Bayesian network, the
inference is based on the Bayes rule. A lot of inference algorithms (exact or approximate) have
been developed, but one of the more exploited is the junction tree algorithm (Jensen et al.
(1990)).
Bayesian network classifiers are particular BN (Friedman et al. (1997)). They always have a
discrete node C coding the k different classes of the system. Thus, other variables X1, . . . , Xp
represent the p descriptors (variables) of the system.
A famous Bayesian classifier is the Naïve Bayesian Network (NBN), also named Bayes clas-
sifier (Langley et al. (1992)). This Bayesian classifier makes the strong assumption that the
descriptors of the system are class conditionally independent. Assuming the hypothesis of
normality of each descriptor, the NBN is equivalent to the classification rule of the diago-
nal quadratic discriminant analysis. But, in practice, this assumption of independence and
non-correlated variables is not realistic. In order to deal with correlated variables, several
approaches have been developed. We can cite the Tree Augmented Naïve Bayesian networks
(TAN) (Friedman et al. (1997)). These BNs are based on a NBN but a tree is added between the
descriptors. An other interesting approach is the Kononenko one (Kononenko (1991)), which
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is often called Conditional Gaussian Network (CGN). In this context, to ensure availability
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In concrete terms, the conditional probability distribution is described for each node by his
Conditional Probability Table (CPT). In a CGN, three cases of CPT can be found. The first one
is for a discrete variable with discrete parents. For example, we take the case of two discrete
variables A and B of respective dimensions a and b (with a1, a2, . . . , aa the different modalities
of A, and b1, b2, . . . , bb the different modalities of B). If A is parent of B, then the CPT of B is
represented in table 1.
As we can see, the goal of the CPT is to condense the information about the relations of B with
his parents. We can denote that the dimension of this CPT (number of conditional probabil-
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The second case of CPT is for a continuous variable with discrete parents. Assuming that B is
a Gaussian variable, and that A is a discrete parent of B with a modalities, the CPT of B can
be represented as in the table 2 where P(B|a1) ∼ N (µa1 , Σa1 ) indicates that B conditioned to
A = ai follows a multivariate normal density function with parameters µai and Σai .
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The third case occurs when a continuous node B has a continuous parent A. In this case, we
obtain a linear regression and we can write, for a fixed value a of A, that B follows a Gaussian
distribution P(B|A = a) ∼ N (µB + β × a; ΣB) where β is the regression coefficient. The
three different cases of CPT enumerated can evidently be combined for different cases where
a continuous variable has several discrete parents and several continuous (Gaussian) parents.
The classical use of a Bayesian network (or Conditional Gaussian Network) is to enter ev-
idence in the network (an evidence is the observation of the values of a set of variables).
Therefore, the information given by the evidence is propagated in the network in order to up-
date the knowledge and obtain a posteriori probabilities on the non-observed variables. This
propagation mechanism is called inference. As its name suggests, in a Bayesian network, the
inference is based on the Bayes rule. A lot of inference algorithms (exact or approximate) have
been developed, but one of the more exploited is the junction tree algorithm (Jensen et al.
(1990)).
Bayesian network classifiers are particular BN (Friedman et al. (1997)). They always have a
discrete node C coding the k different classes of the system. Thus, other variables X1, . . . , Xp
represent the p descriptors (variables) of the system.
A famous Bayesian classifier is the Naïve Bayesian Network (NBN), also named Bayes clas-
sifier (Langley et al. (1992)). This Bayesian classifier makes the strong assumption that the
descriptors of the system are class conditionally independent. Assuming the hypothesis of
normality of each descriptor, the NBN is equivalent to the classification rule of the diago-
nal quadratic discriminant analysis. But, in practice, this assumption of independence and
non-correlated variables is not realistic. In order to deal with correlated variables, several
approaches have been developed. We can cite the Tree Augmented Naïve Bayesian networks
(TAN) (Friedman et al. (1997)). These BNs are based on a NBN but a tree is added between the
descriptors. An other interesting approach is the Kononenko one (Kononenko (1991)), which
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(2001) which presents a lot of them (PCA based techniques, Fisher Discriminant Analysis, PLS
based techniques, etc).
The purpose of this article is to present application of a promising tool for the Fault Detection
and Diagnosis: the Bayesian network. The aim of the paper is to demonstrate that some FDD
techniques can be modeled very simply in a Bayesian network, with very good performances.
The article is structured in the following manner. In section 2, we introduce different notions
(theoretical and practical) about Bayesian network. The section 3 presents how to model mul-
tivariate control charts in a Bayesian network, in order to make an effective way for the fault
detection by the Bayesian network. In the same way, section 4 presents the modeling of dis-
criminant analysis by Bayesian network for fault diagnosis of systems. The section 5 presents
an evaluation of the proposed method for detection and diagnosis of faults on the benchmark
Tennessee Eastman Problem. Finally, we conclude on this method and present some perspec-
tives.

2. Bayesian network

A Bayesian Network (BN) (Pearl (1988)) is a probabilistic graphical model where each vari-
able is a node. Edges of the graph represent dependences between linked nodes. A formal
definition of Bayesian network (Jensen (1996)) is a couple {G, P} where:

{G} is a directed acyclic graph, whose nodes are random variables X = {X1, X2, . . . , Xn}
and whose missing edges represent conditional independences between the variables,

{P} is a set of conditional probability distributions (one for each variable): P =
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Theoretically, variables X1, X2, . . . , Xn can be discrete or continuous. However, in practice, for
exact computation, only the discrete and the Gaussian case can be treated. Such a network
is often called Conditional Gaussian Network (CGN). In this context, to ensure availability
of exact computation methods, discrete variables are not allowed to have continuous parents
(see Lauritzen & Jensen (2001); Madsen (2008)).
In concrete terms, the conditional probability distribution is described for each node by his
Conditional Probability Table (CPT). In a CGN, three cases of CPT can be found. The first one
is for a discrete variable with discrete parents. For example, we take the case of two discrete
variables A and B of respective dimensions a and b (with a1, a2, . . . , aa the different modalities
of A, and b1, b2, . . . , bb the different modalities of B). If A is parent of B, then the CPT of B is
represented in table 1.
As we can see, the goal of the CPT is to condense the information about the relations of B with
his parents. We can denote that the dimension of this CPT (number of conditional probabil-
ities) is a × b. In general the dimension of the CPT of a discrete node (dimension a) with p
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The second case of CPT is for a continuous variable with discrete parents. Assuming that B is
a Gaussian variable, and that A is a discrete parent of B with a modalities, the CPT of B can
be represented as in the table 2 where P(B|a1) ∼ N (µa1 , Σa1 ) indicates that B conditioned to
A = ai follows a multivariate normal density function with parameters µai and Σai .
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The third case occurs when a continuous node B has a continuous parent A. In this case, we
obtain a linear regression and we can write, for a fixed value a of A, that B follows a Gaussian
distribution P(B|A = a) ∼ N (µB + β × a; ΣB) where β is the regression coefficient. The
three different cases of CPT enumerated can evidently be combined for different cases where
a continuous variable has several discrete parents and several continuous (Gaussian) parents.
The classical use of a Bayesian network (or Conditional Gaussian Network) is to enter ev-
idence in the network (an evidence is the observation of the values of a set of variables).
Therefore, the information given by the evidence is propagated in the network in order to up-
date the knowledge and obtain a posteriori probabilities on the non-observed variables. This
propagation mechanism is called inference. As its name suggests, in a Bayesian network, the
inference is based on the Bayes rule. A lot of inference algorithms (exact or approximate) have
been developed, but one of the more exploited is the junction tree algorithm (Jensen et al.
(1990)).
Bayesian network classifiers are particular BN (Friedman et al. (1997)). They always have a
discrete node C coding the k different classes of the system. Thus, other variables X1, . . . , Xp
represent the p descriptors (variables) of the system.
A famous Bayesian classifier is the Naïve Bayesian Network (NBN), also named Bayes clas-
sifier (Langley et al. (1992)). This Bayesian classifier makes the strong assumption that the
descriptors of the system are class conditionally independent. Assuming the hypothesis of
normality of each descriptor, the NBN is equivalent to the classification rule of the diago-
nal quadratic discriminant analysis. But, in practice, this assumption of independence and
non-correlated variables is not realistic. In order to deal with correlated variables, several
approaches have been developed. We can cite the Tree Augmented Naïve Bayesian networks
(TAN) (Friedman et al. (1997)). These BNs are based on a NBN but a tree is added between the
descriptors. An other interesting approach is the Kononenko one (Kononenko (1991)), which
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The article is structured in the following manner. In section 2, we introduce different notions
(theoretical and practical) about Bayesian network. The section 3 presents how to model mul-
tivariate control charts in a Bayesian network, in order to make an effective way for the fault
detection by the Bayesian network. In the same way, section 4 presents the modeling of dis-
criminant analysis by Bayesian network for fault diagnosis of systems. The section 5 presents
an evaluation of the proposed method for detection and diagnosis of faults on the benchmark
Tennessee Eastman Problem. Finally, we conclude on this method and present some perspec-
tives.

2. Bayesian network

A Bayesian Network (BN) (Pearl (1988)) is a probabilistic graphical model where each vari-
able is a node. Edges of the graph represent dependences between linked nodes. A formal
definition of Bayesian network (Jensen (1996)) is a couple {G, P} where:

{G} is a directed acyclic graph, whose nodes are random variables X = {X1, X2, . . . , Xn}
and whose missing edges represent conditional independences between the variables,

{P} is a set of conditional probability distributions (one for each variable): P =
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Theoretically, variables X1, X2, . . . , Xn can be discrete or continuous. However, in practice, for
exact computation, only the discrete and the Gaussian case can be treated. Such a network
is often called Conditional Gaussian Network (CGN). In this context, to ensure availability
of exact computation methods, discrete variables are not allowed to have continuous parents
(see Lauritzen & Jensen (2001); Madsen (2008)).
In concrete terms, the conditional probability distribution is described for each node by his
Conditional Probability Table (CPT). In a CGN, three cases of CPT can be found. The first one
is for a discrete variable with discrete parents. For example, we take the case of two discrete
variables A and B of respective dimensions a and b (with a1, a2, . . . , aa the different modalities
of A, and b1, b2, . . . , bb the different modalities of B). If A is parent of B, then the CPT of B is
represented in table 1.
As we can see, the goal of the CPT is to condense the information about the relations of B with
his parents. We can denote that the dimension of this CPT (number of conditional probabil-
ities) is a × b. In general the dimension of the CPT of a discrete node (dimension a) with p
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The second case of CPT is for a continuous variable with discrete parents. Assuming that B is
a Gaussian variable, and that A is a discrete parent of B with a modalities, the CPT of B can
be represented as in the table 2 where P(B|a1) ∼ N (µa1 , Σa1 ) indicates that B conditioned to
A = ai follows a multivariate normal density function with parameters µai and Σai .
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The third case occurs when a continuous node B has a continuous parent A. In this case, we
obtain a linear regression and we can write, for a fixed value a of A, that B follows a Gaussian
distribution P(B|A = a) ∼ N (µB + β × a; ΣB) where β is the regression coefficient. The
three different cases of CPT enumerated can evidently be combined for different cases where
a continuous variable has several discrete parents and several continuous (Gaussian) parents.
The classical use of a Bayesian network (or Conditional Gaussian Network) is to enter ev-
idence in the network (an evidence is the observation of the values of a set of variables).
Therefore, the information given by the evidence is propagated in the network in order to up-
date the knowledge and obtain a posteriori probabilities on the non-observed variables. This
propagation mechanism is called inference. As its name suggests, in a Bayesian network, the
inference is based on the Bayes rule. A lot of inference algorithms (exact or approximate) have
been developed, but one of the more exploited is the junction tree algorithm (Jensen et al.
(1990)).
Bayesian network classifiers are particular BN (Friedman et al. (1997)). They always have a
discrete node C coding the k different classes of the system. Thus, other variables X1, . . . , Xp
represent the p descriptors (variables) of the system.
A famous Bayesian classifier is the Naïve Bayesian Network (NBN), also named Bayes clas-
sifier (Langley et al. (1992)). This Bayesian classifier makes the strong assumption that the
descriptors of the system are class conditionally independent. Assuming the hypothesis of
normality of each descriptor, the NBN is equivalent to the classification rule of the diago-
nal quadratic discriminant analysis. But, in practice, this assumption of independence and
non-correlated variables is not realistic. In order to deal with correlated variables, several
approaches have been developed. We can cite the Tree Augmented Naïve Bayesian networks
(TAN) (Friedman et al. (1997)). These BNs are based on a NBN but a tree is added between the
descriptors. An other interesting approach is the Kononenko one (Kononenko (1991)), which
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represents some variables in one node. As in (Perez et al. (2006)) the assumption we will make
is that this variable follows a normal multivariate distribution (conditionally to the class) and
we will refer to this kind of BN as Condensed Semi Naïve Bayesian Network (CSNBN).
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
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



Fig. 1. Different bayesian network classifiers: NBN (a), TAN (b) and CSNBN (c).

3. Fault detection with Bayesian network

In previous work (Verron et al. (2007b)), we have demonstrated that a T2 control chart
Hotelling (1947) could be modeled with a Bayesian network. For that, we use two nodes:
a Gaussian multivariate node X representing the data and a bimodal node E representing
the state of the process. The bimodal node E has the following modalities: IC for "in control"
and OC for "out-of-control". Assuming that µ and Σ are respectively the mean vector and the
variance-covariance matrix of the process, we can monitor the process with the following rule:
if P(IC|x) < P(IC) then the process is out-of-control. This Bayesian network is represented
on the Figure 2, where the conditional probabilities tables of each node are given.
In Figure 2, we can observe that a coefficient c is implicated in the modeling of the control chart
by Bayesian network. This coefficient is the root (different of 1) of the following equation:

1 − c +
pc
CL

ln(c) = 0 (2)

where p is the dimension (number of variables) of the system to monitor, and CL is the control
limit of the equivalent T2 control chart. The demonstration of the computation of c is given in
A. In numerous cases, CL is equal to χ2

α,p, the quantile at the value α of the distribution of the

X

E



E
IC OC

P(IC) P(OC)

E X

IC X ∼ N(µ, Σ)
OC X ∼ N(µ, c × Σ)

Fig. 2. T2 control chart in a Bayesian network

χ2 with p degrees of freedom (Montgomery (1997)). α allows us to tune the false alarm rate of
the control chart.
The application of this network to a two variables process is given in figure 3.
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Fig. 3. Detection area of the Bayesian network

A particular interest of the modeling of control chart in a Bayesian network is that a MEWMA
control chart (Lowry et al. (1992)) can also be modeled in the same way. The principle of
the MEWMA control chart is to take into account the process evolution in weighting past
observations extracted from the process. The MEWMA variable yt is computed recursively,
for each sample, by the equation 3 where the initialization is given by y0 = µ.

yt = λxt + (1 − λ)yt−1 (3)

In the same way that the T2 control chart, we can also monitor the process with a MEWMA
control chart modeled by the Bayesian network of the figure 2.
We can precise that performances of the MEWMA control chart are function of λ. Indeed, a
small λ allows a performing detection of small magnitude shifts, but a higher λ will be more
adapted for large magnitude shifts. So, the choice of λ will be function of the magnitude shift
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3. Fault detection with Bayesian network

In previous work (Verron et al. (2007b)), we have demonstrated that a T2 control chart
Hotelling (1947) could be modeled with a Bayesian network. For that, we use two nodes:
a Gaussian multivariate node X representing the data and a bimodal node E representing
the state of the process. The bimodal node E has the following modalities: IC for "in control"
and OC for "out-of-control". Assuming that µ and Σ are respectively the mean vector and the
variance-covariance matrix of the process, we can monitor the process with the following rule:
if P(IC|x) < P(IC) then the process is out-of-control. This Bayesian network is represented
on the Figure 2, where the conditional probabilities tables of each node are given.
In Figure 2, we can observe that a coefficient c is implicated in the modeling of the control chart
by Bayesian network. This coefficient is the root (different of 1) of the following equation:
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where p is the dimension (number of variables) of the system to monitor, and CL is the control
limit of the equivalent T2 control chart. The demonstration of the computation of c is given in
A. In numerous cases, CL is equal to χ2
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χ2 with p degrees of freedom (Montgomery (1997)). α allows us to tune the false alarm rate of
the control chart.
The application of this network to a two variables process is given in figure 3.
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A particular interest of the modeling of control chart in a Bayesian network is that a MEWMA
control chart (Lowry et al. (1992)) can also be modeled in the same way. The principle of
the MEWMA control chart is to take into account the process evolution in weighting past
observations extracted from the process. The MEWMA variable yt is computed recursively,
for each sample, by the equation 3 where the initialization is given by y0 = µ.

yt = λxt + (1 − λ)yt−1 (3)

In the same way that the T2 control chart, we can also monitor the process with a MEWMA
control chart modeled by the Bayesian network of the figure 2.
We can precise that performances of the MEWMA control chart are function of λ. Indeed, a
small λ allows a performing detection of small magnitude shifts, but a higher λ will be more
adapted for large magnitude shifts. So, the choice of λ will be function of the magnitude shift
that one wants to detect. A particular case of the MEWMA control chart is the case where
λ = 1. In this case, the MEWMA chart is equivalent to the T2 control chart.
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A particular interest of the modeling of control chart in a Bayesian network is that a MEWMA
control chart (Lowry et al. (1992)) can also be modeled in the same way. The principle of
the MEWMA control chart is to take into account the process evolution in weighting past
observations extracted from the process. The MEWMA variable yt is computed recursively,
for each sample, by the equation 3 where the initialization is given by y0 = µ.
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In the same way that the T2 control chart, we can also monitor the process with a MEWMA
control chart modeled by the Bayesian network of the figure 2.
We can precise that performances of the MEWMA control chart are function of λ. Indeed, a
small λ allows a performing detection of small magnitude shifts, but a higher λ will be more
adapted for large magnitude shifts. So, the choice of λ will be function of the magnitude shift
that one wants to detect. A particular case of the MEWMA control chart is the case where
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4. Bayesian network for fault diagnosis

Once a problem (fault) has been detected in the evolution of the process by the mean of a
detection method, we need to identify (diagnosis) the belonging class of this fault. Thereby,
the diagnosis problem can be viewed as the task to correctly classify this fault in one of the
predefined fault classes. The classification task needs the construction of a classifier (a function
allocating a class to the observations described by the variables of the system). Two types of
classification exist: unsupervised classification which objective is to identify the number and
the composition of each class present in the data structure; supervised classification where the
number of classes and the belonging class of each observation is known in a learning sample
and whose objective is to class new observations to one of the existing classes. For example,
given a learning sample of a bivariate system with three different known faults as illustrated
in the figure 5, we can easily use supervised classification to classify a new faulty observation.
A feature selection can be used in order to select only the most informative variables of the
problem (Verron et al. (2008)). In this study, we will use the Bayesian network as a supervised
classification tool.
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In the context of the diagnosis of industrial systems, Bayesian networks and Conditional
Gaussian Networks have been already used and they give convenient results compared to

other classification tools like support vector machines, neural networks or k-nearest neigh-
borhoods (Pernkopf (2005); Perzyk et al. (2005); Tiplica et al. (2006); Verron et al. (2007a;c)).
As the performances of the CGN have been previously demonstrated (Verron et al. (2007a;c)),
we choose this classifier in this article which is equivalent to a Discriminant Analysis (DA).
Therefore, we name the class node DA, and the observation node X (a normal multivariate
node). The figure 6 presents the CGN equivalent to a discriminant analysis, with the prob-
ability tables associated to each node. To simplify, the a priori probability of each class Fi is
fixed to p(Fi) =

1
k , where k is the number of known faults. The node X follows the different

normal probability densities (N ) conditionally to the class of DA, where µi is the mean vector
of the fault Fi, Σi is the covariance matrix of the fault Fi. µi and Σi are estimated on the fault
database by Maximum Likelihood Estimation (MLE) (Duda et al. (2001)). In the mere example
of the figure 5, the CGN gives the different areas of classification of the figure 7.
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5. Application to the TEP

Now, we are going to study an application of the Bayesian network approach on a benchmark
problem: the Tennessee Eastman Process (figure 8).
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Once a problem (fault) has been detected in the evolution of the process by the mean of a
detection method, we need to identify (diagnosis) the belonging class of this fault. Thereby,
the diagnosis problem can be viewed as the task to correctly classify this fault in one of the
predefined fault classes. The classification task needs the construction of a classifier (a function
allocating a class to the observations described by the variables of the system). Two types of
classification exist: unsupervised classification which objective is to identify the number and
the composition of each class present in the data structure; supervised classification where the
number of classes and the belonging class of each observation is known in a learning sample
and whose objective is to class new observations to one of the existing classes. For example,
given a learning sample of a bivariate system with three different known faults as illustrated
in the figure 5, we can easily use supervised classification to classify a new faulty observation.
A feature selection can be used in order to select only the most informative variables of the
problem (Verron et al. (2008)). In this study, we will use the Bayesian network as a supervised
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4. Bayesian network for fault diagnosis

Once a problem (fault) has been detected in the evolution of the process by the mean of a
detection method, we need to identify (diagnosis) the belonging class of this fault. Thereby,
the diagnosis problem can be viewed as the task to correctly classify this fault in one of the
predefined fault classes. The classification task needs the construction of a classifier (a function
allocating a class to the observations described by the variables of the system). Two types of
classification exist: unsupervised classification which objective is to identify the number and
the composition of each class present in the data structure; supervised classification where the
number of classes and the belonging class of each observation is known in a learning sample
and whose objective is to class new observations to one of the existing classes. For example,
given a learning sample of a bivariate system with three different known faults as illustrated
in the figure 5, we can easily use supervised classification to classify a new faulty observation.
A feature selection can be used in order to select only the most informative variables of the
problem (Verron et al. (2008)). In this study, we will use the Bayesian network as a supervised
classification tool.
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5. Application to the TEP

Now, we are going to study an application of the Bayesian network approach on a benchmark
problem: the Tennessee Eastman Process (figure 8).
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Fig. 8. Process flowsheet of the TEP

5.1 Presentation of the TEP
We have tested our approach on the Tennessee Eastman Process. The Tennessee Eastman Pro-
cess (TEP) is a chemical process. It is not a real process but a simulation of a process that was
created by the Eastman Chemical Company to provide a realistic industrial process in order
to evaluate process control and monitoring methods. The article of Downs & Vogel (1993)
entirely describes this process. The authors also give the Fortran code of the simulation of
the process. Ricker (1996) has implemented the simulation on Matlab. The TEP is composed
of five major operation units: a reactor, a condenser, a compressor, a stripper and a separa-
tor. Four gaseous reactants A, C, D, E and an inert one B are fed to the reactor where the
liquid products F, G and H are formed. This process has 12 input variables and 41 output
variables. The TEP has 20 types of identified faults. This process is ideal to test monitoring
methods. However, it is also a benchmark problem for control techniques because it is open-
loop unstable. A lot of articles present the TEP and test their approaches on it. For example,
in fault detection, we can cite Kano et al. (2002) and Kruger et al. (2004). Some fault diag-
nosis techniques have also been tested on the TEP (Chiang et al. (2001; 2004); Kulkarni et al.
(2005); Maurya et al. (2007)) with the plant-wide control structure recommended in Lyman &
Georgakis (1995).
As indicated in the table 3, each type of fault is composed of 2 datasets: a training sample
and a testing sample, containing respectively 480 and 800 observations. We precise that in the
next part of this paper all computations have been made on Matlab with the BNT (BayesNet
Toolbox) developed by Murphy (2001).

5.2 Detection
In order to test the performances of the Bayesian network approach for the detection, we set
an acceptable false alarm for the detection of 0.01 (1%). As the detection is modeled with

Class Train
data Test data

Fault
free 480 800

Fault 1 480 800
Fault 2 480 800

. . . . . . . . .
Fault k 480 800

. . . . . . . . .
Fault 20 480 800

Table 3. Data of the TEP

two control chart, the local false alarm rate is set to 0.005. The table 4 presents the results of
the Bayesian network dedicated to the detection, composed of the modeling of the T2 and
MEWMA control charts.

Fault First detection instant Detection rate
1 3 99.75
2 13 98.5
3 34 35
4 1 100
5 1 100
6 1 100
7 1 100
8 18 97.75
9 7 15.88

10 18 97
11 7 90.88
12 2 99.88
13 37 95.5
14 1 100
15 146 30.5
16 9 99
17 20 97.5
18 57 92.38
19 2 96.5
20 65 91.88

Mean 22.15 91.38
Table 4. Detection results

In table 4, we can affirm that faults F3, F9 and F15 are very difficult to detect. Chiang et al.
(Chiang et al. (2004)), using PCA (Principal Component Analysis) based method, on the same
data, have made the same conclusions on these 3 faults. However, without these 3 faults, the
mean detection rate of the other faults is more than 97.44% and proves the efficiency of the
Bayesian network for the fault detection task.
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5.3 Diagnosis
Always on the same data, we have applied the method proposed in section 4. After the learn-
ing of the parameters of the Bayesian network, we have presented 16 000 observations to the
network (800 observations of each 20 faults). The network has given probabilities of each ob-
servation to come from each known faults. The decision of the fault has been taken for the
fault with the maximum a posteriori probability. Results of the 16 000 observations are given
in the table 6 of appendix B. A more readable table of results is given in table 5.

Fault Diagnosis rate
1 97,5
2 98,12
3 22
4 82,37
5 98
6 100
7 100
8 97
9 22,62
10 86,87
11 75,5
12 98,25
13 76,12
14 98,75
15 23,5
16 80,62
17 85
18 68,5
19 96,12
20 87,37

Mean 79.71
Table 5. Diagnosis results

In the table 5, we can observe that, like for the fault detection, the faults F3, F9 and F15 are
difficult to diagnose. Indeed, these three faults are very similar to the fault free conditions,
and so they are difficult to detect and difficult to diagnose. However, for the other faults, we
can notice that a lot of observations are correctly classified, and without the 3 difficult faults
(F3, F9 and F15), the mean diagnosis rate increase to 90%.

6. Conclusion

In this chapter, we have studied the application of Bayesian networks (and more particularly
of Conditional Gaussian networks) for the fault detection and diagnosis. The fault detection
is made by a modeling of multivariate control charts (T2 and MEWMA) with Bayesian net-
work. On the same way, the fault diagnosis is similar to a supervised classification task. A
Bayesian network is able to discriminate between different faults of a system. For that, we
have modeled a discriminant analysis directly in the Bayesian network. The performances of
the proposed approach are evaluated on the benchmark problem of the Tennessee Eastman

Process, demonstrating that fault detection and fault diagnosis can be made with Bayesian
network. Outlooks of this work are on the use a Bayesian network as a causal model of a
process, in order to realize fault isolation of the different variables implicated in a fault.

A. Coefficient c demonstration

This appendix presents the demonstration of the equation 2.
As in the case of the T2 control chart (Montgomery (1997)), we will fix a threshold (Control
Limit CL for the control chart) on the a posteriori probabilities allowing to take decisions on
the process: if, for a given observation x, the a posteriori probability to be allocated to Fi
(P(Fi|x)) is greater than the a priori probability to be allocated to Fi (P(Fi)), then this observa-
tion is allocated to Fi. This rule can be rewritten as: x ∈ Fi if P(Fi|x) > P(Fi), or equivalently
x ∈ Fi if P(Fi|x) < P(Fi). The objective of the following developments is to define c in order
to obtain the equivalence between the CGN and the multivariate T2 control chart.
We want to keep the following decision rule:

x ∈ Fi i f T2 < CL (4)

with this decision rule:
x ∈ Fi i f P(Fi|x) > P(Fi) (5)

We develop the second decision rule:

P(Fi|x) > P(Fi)

P(Fi|x) > (P(Fi))(P(Fi|x) + P(Fi|x))
P(Fi|x) > P(Fi)P(Fi|x) + P(Fi)P(Fi|x)

P(Fi|x)− P(Fi)P(Fi|x) > P(Fi)P(Fi|x)
P(Fi|x)(1 − P(Fi) > P(Fi)P(Fi|x)

P(Fi|x)P(Fi) > P(Fi)P(Fi|x)

P(Fi|x) >
P(Fi)

P(Fi)
P(Fi|x)

However, the Bayes law gives:

P(Fi|x) =
P(Fi)P(x|Fi)

P(x)
(6)

and

P(Fi|x) =
P(Fi)P(x|Fi)

P(x)
(7)

As a consequence, we obtain:

P(Fi)P(x|Fi)

P(x)
> (

P(Fi)

P(Fi)
)

P(Fi)P(x|Fi)

P(x)

(
P(Fi)

P(Fi)
)P(x|Fi) > (

P(Fi)

P(Fi)
)P(x|Fi)

P(x|Fi) > P(x|Fi) (8)
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(P(Fi|x)) is greater than the a priori probability to be allocated to Fi (P(Fi)), then this observa-
tion is allocated to Fi. This rule can be rewritten as: x ∈ Fi if P(Fi|x) > P(Fi), or equivalently
x ∈ Fi if P(Fi|x) < P(Fi). The objective of the following developments is to define c in order
to obtain the equivalence between the CGN and the multivariate T2 control chart.
We want to keep the following decision rule:

x ∈ Fi i f T2 < CL (4)

with this decision rule:
x ∈ Fi i f P(Fi|x) > P(Fi) (5)

We develop the second decision rule:

P(Fi|x) > P(Fi)

P(Fi|x) > (P(Fi))(P(Fi|x) + P(Fi|x))
P(Fi|x) > P(Fi)P(Fi|x) + P(Fi)P(Fi|x)

P(Fi|x)− P(Fi)P(Fi|x) > P(Fi)P(Fi|x)
P(Fi|x)(1 − P(Fi) > P(Fi)P(Fi|x)

P(Fi|x)P(Fi) > P(Fi)P(Fi|x)

P(Fi|x) >
P(Fi)

P(Fi)
P(Fi|x)

However, the Bayes law gives:

P(Fi|x) =
P(Fi)P(x|Fi)

P(x)
(6)

and

P(Fi|x) =
P(Fi)P(x|Fi)

P(x)
(7)

As a consequence, we obtain:

P(Fi)P(x|Fi)

P(x)
> (

P(Fi)

P(Fi)
)

P(Fi)P(x|Fi)

P(x)

(
P(Fi)

P(Fi)
)P(x|Fi) > (

P(Fi)

P(Fi)
)P(x|Fi)

P(x|Fi) > P(x|Fi) (8)
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In the case of a discriminant analysis with k classes Ci, the conditional probabilities are com-
puted with the following equation 9, where φ represents the probability density function of
the multivariate Gaussian distribution of the class.

P(x|Ci) =
φ(x|Ci)

k
∑

j=1
P(Cj)φ(x|Cj)

(9)

Equation 8 can be written as:

φ(x|Fi) > φ(x|Fi) (10)

We recall that the probability density function of a multivariate Gaussian distribution of di-
mension p, of parameters µ and Σ, of an observation x is given by:

φ(x) =
e−

1
2 (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2
(11)

If the law parameters are µ and c × Σ, then the density function becomes:

φ(x) =
e−

1
2c (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2cp/2 (12)

In identifying the expression (x−µ)TΣ−1(x−µ) as the T2 of the observation x, we can write:

φ(x|Fi) > φ(x|Fi)

e−
T2
2

(2π)p/2|Σ|1/2
>

e−
T2
2c

(2π)p/2|Σ|1/2cp/2

e−
T2
2 >

e−
T2
2c

cp/2

−T2

2
> −T2

2c
− p ln(c)

2

T2 <
T2

c
+ p ln(c)

T2 <
p ln(c)
1 − 1

c
(13)

However, we search the value(s) of c allowing the equivalence with the control chart decision
rule: x ∈ Fi i f T2 < CL. So, we obtain the following equation for c:

p ln(c)
1 − 1

c
= LC (14)

Or, equivalently:

1 − c +
pc
LC

ln(c) = 0 (15)
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In the case of a discriminant analysis with k classes Ci, the conditional probabilities are com-
puted with the following equation 9, where φ represents the probability density function of
the multivariate Gaussian distribution of the class.

P(x|Ci) =
φ(x|Ci)

k
∑

j=1
P(Cj)φ(x|Cj)

(9)

Equation 8 can be written as:

φ(x|Fi) > φ(x|Fi) (10)

We recall that the probability density function of a multivariate Gaussian distribution of di-
mension p, of parameters µ and Σ, of an observation x is given by:

φ(x) =
e−

1
2 (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2
(11)

If the law parameters are µ and c × Σ, then the density function becomes:

φ(x) =
e−

1
2c (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2cp/2 (12)

In identifying the expression (x−µ)TΣ−1(x−µ) as the T2 of the observation x, we can write:

φ(x|Fi) > φ(x|Fi)

e−
T2
2

(2π)p/2|Σ|1/2
>

e−
T2
2c

(2π)p/2|Σ|1/2cp/2

e−
T2
2 >

e−
T2
2c

cp/2

−T2

2
> −T2

2c
− p ln(c)

2

T2 <
T2

c
+ p ln(c)

T2 <
p ln(c)
1 − 1

c
(13)

However, we search the value(s) of c allowing the equivalence with the control chart decision
rule: x ∈ Fi i f T2 < CL. So, we obtain the following equation for c:

p ln(c)
1 − 1

c
= LC (14)

Or, equivalently:

1 − c +
pc
LC

ln(c) = 0 (15)
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In the case of a discriminant analysis with k classes Ci, the conditional probabilities are com-
puted with the following equation 9, where φ represents the probability density function of
the multivariate Gaussian distribution of the class.

P(x|Ci) =
φ(x|Ci)

k
∑

j=1
P(Cj)φ(x|Cj)

(9)

Equation 8 can be written as:

φ(x|Fi) > φ(x|Fi) (10)

We recall that the probability density function of a multivariate Gaussian distribution of di-
mension p, of parameters µ and Σ, of an observation x is given by:

φ(x) =
e−

1
2 (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2
(11)

If the law parameters are µ and c × Σ, then the density function becomes:

φ(x) =
e−

1
2c (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2cp/2 (12)

In identifying the expression (x−µ)TΣ−1(x−µ) as the T2 of the observation x, we can write:

φ(x|Fi) > φ(x|Fi)

e−
T2
2

(2π)p/2|Σ|1/2
>

e−
T2
2c

(2π)p/2|Σ|1/2cp/2

e−
T2
2 >

e−
T2
2c

cp/2

−T2

2
> −T2

2c
− p ln(c)

2

T2 <
T2

c
+ p ln(c)

T2 <
p ln(c)
1 − 1

c
(13)

However, we search the value(s) of c allowing the equivalence with the control chart decision
rule: x ∈ Fi i f T2 < CL. So, we obtain the following equation for c:

p ln(c)
1 − 1

c
= LC (14)

Or, equivalently:

1 − c +
pc
LC

ln(c) = 0 (15)

B
.

Fa
ul

td
ia

gn
os

is
de

ta
ile

d
re

su
lts

F1
F2

F3
F4

F5
F6

F7
F8

F9
F1

0
F1

1
F1

2
F1

3
F1

4
F1

5
F1

6
F1

7
F1

8
F1

9
F2

0
F1

78
0

0
0

0
0

0
0

2
0

0
0

0
0

0
0

0
0

0
0

0
F2

0
78

5
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
F3

0
0

17
6

0
0

0
0

2
20

1
8

18
0

16
0

11
8

15
1

38
6

17
F4

0
0

0
65

9
0

0
0

0
0

0
27

0
0

0
0

0
0

0
0

0
F5

0
0

0
0

78
4

0
0

0
0

0
0

3
0

0
0

0
0

0
0

0
F6

0
0

0
0

0
80

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
F7

0
0

0
0

0
0

80
0

0
0

0
0

0
0

0
0

0
0

0
0

0
F8

18
5

1
0

0
0

0
77

6
0

4
0

1
10

9
0

1
26

0
0

0
0

F9
0

8
17

1
0

0
0

0
11

18
1

25
24

1
4

0
23

3
15

7
13

9
34

F1
0

0
0

48
0

0
0

0
0

40
69

5
9

0
0

0
64

48
0

3
5

6
F1

1
0

0
43

14
1

0
0

0
3

42
5

60
4

0
2

1
43

2
30

3
2

3
F1

2
0

0
0

0
16

0
0

4
0

6
0

78
6

41
0

4
10

0
16

8
0

23
F1

3
0

0
0

0
0

0
0

2
0

3
0

1
60

9
0

3
4

0
0

0
3

F1
4

0
0

17
0

0
0

0
0

10
3

28
0

0
79

0
20

4
71

0
0

1
F1

5
0

1
21

5
0

0
0

0
0

22
1

12
34

0
11

0
18

8
6

9
9

2
7

F1
6

0
1

85
0

0
0

0
0

39
35

5
0

2
0

82
64

5
1

10
4

3
F1

7
1

0
7

0
0

0
0

0
6

3
42

0
0

9
1

3
68

0
0

1
2

F1
8

0
0

0
0

0
0

0
0

0
0

0
8

5
0

0
0

0
54

8
1

0
F1

9
1

0
32

0
0

0
0

0
54

1
7

0
1

0
38

16
1

1
76

9
2

F2
0

0
0

5
0

0
0

0
0

6
0

2
0

0
0

5
6

0
7

1
69

9
Ta

bl
e

6.
C

on
fu

si
on

m
at

ri
x

Monitoring of complex processes with Bayesian networks 225

In the case of a discriminant analysis with k classes Ci, the conditional probabilities are com-
puted with the following equation 9, where φ represents the probability density function of
the multivariate Gaussian distribution of the class.

P(x|Ci) =
φ(x|Ci)

k
∑

j=1
P(Cj)φ(x|Cj)

(9)

Equation 8 can be written as:

φ(x|Fi) > φ(x|Fi) (10)

We recall that the probability density function of a multivariate Gaussian distribution of di-
mension p, of parameters µ and Σ, of an observation x is given by:

φ(x) =
e−

1
2 (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2
(11)

If the law parameters are µ and c × Σ, then the density function becomes:

φ(x) =
e−

1
2c (x−µ)T Σ−1(x−µ)

(2π)p/2|Σ|1/2cp/2 (12)

In identifying the expression (x−µ)TΣ−1(x−µ) as the T2 of the observation x, we can write:

φ(x|Fi) > φ(x|Fi)

e−
T2
2

(2π)p/2|Σ|1/2
>

e−
T2
2c

(2π)p/2|Σ|1/2cp/2

e−
T2
2 >

e−
T2
2c

cp/2

−T2

2
> −T2

2c
− p ln(c)

2

T2 <
T2

c
+ p ln(c)

T2 <
p ln(c)
1 − 1

c
(13)

However, we search the value(s) of c allowing the equivalence with the control chart decision
rule: x ∈ Fi i f T2 < CL. So, we obtain the following equation for c:

p ln(c)
1 − 1

c
= LC (14)

Or, equivalently:

1 − c +
pc
LC

ln(c) = 0 (15)
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1. Introduction

The increasing use of Internet has dramatically contributed to the growing number of threats
that inhabit within it. Seeking for a better protection, Computer Security and, specifically,
Network Intrusion Detection Systems (NIDS) have risen to become a topic of research and
concern in order to fight these threats.
More accurately, a NIDS is a type of computer software that is able to distinguish legitimate
network users from malicious ones. Moreover, due to the rising complexity and volume of the
attacks, NIDS are performed in an automated manner, so the NIDS software monitors system
usage to identify behaviour breaking the security policy. Generally, NIDS are categorised
based in their scope: misuse network detectors and anomaly detectors. On the one hand,
misuse detection systems deal with menaces already known in beforehand. Basically, these
systems manage a comprehensive attack base and their work consists of invigilating at all
incoming traffic to detect any sequence that appears in that knowledge base.
On the other hand, anomaly detection systems are more ambitious and try to discover new
unknown threats (the so-called zero-day attacks). To this extent, these systems model be-
nign or legitimate system usage in order to thereafter obtain a certainty measure of potential
deviations from that normal profile. Each deviation that is found significant enough will be
considered anomalous and notified to a human operator. Research in network anomaly detec-
tion has applied several well-known Artificial Intelligence paradigms such as finite automata
(Vigna et al., 2000), neural networks (Mukkamala et al., 2005), genetic algorithms (Kim et al.,
2005), fuzzy logic (Chavan et al., 2004), support-vector machines (Mukkamala et al., 2005) or
diverse data-mining-based approaches (Lazarevic et al., 2003).
Actually, these solutions, both misuse and anomaly, perform better or worse against a net-
work attack. Misuse detection systems are overwhelmed since they cannot face menaces that
have not been previously described in their rule base but they overcome very fast the ones
that have. Unfortunately, anomaly detection itself may not be considered as the the perfect
solution, as well. In this way, it is much less exact than misuse detectors with well-known
attacks and, despite they do find zero-day threads, sometimes they also produce false posi-
tives (i.e. select as a menace what is perfectly right). Summarizing, each approach is clearly
surpassed when it comes to the other’s area of expertise and the goal is, thus, to find the way
to integrate both system’s benefits while reducing their weaknesses.
In this way, Bayesian networks (Pearl & Russell, 2000) represent the sort of tool that can help
us to achieve this integration. Specifically, they are probabilistic models very helpful when
facing problems that require predicting the outcome of a system consisting of a high number
of interrelated variables. After a training period, the Bayesian network learns the behaviour of

14
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Network Intrusion Detection Systems (NIDS) have risen to become a topic of research and
concern in order to fight these threats.
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In this way, Bayesian networks (Pearl & Russell, 2000) represent the sort of tool that can help
us to achieve this integration. Specifically, they are probabilistic models very helpful when
facing problems that require predicting the outcome of a system consisting of a high number
of interrelated variables. After a training period, the Bayesian network learns the behaviour of
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the model and, thereafter it is able to foresee its outcome. In this way, successful applications
of Bayesian networks include for instance email classification for spam detection (Yang et al.,
2006), failure detection in industrial production lines (Masruroh & Poh, 2007) (Liu & Li, 2007),
weather forecasting (Abramson et al., 1996) (Cofiño et al., 2002), intrusion detection over IP
networks (Krügel et al., 2003) (Faour et al., 2006) or reconstruction of traffic accidents (Davis &
Pei, 2003) (Davis, 2006). In all cases, the respective target problem is modelled as a constella-
tion of interconnected variables whose output is always the result of the prediction (e.g. spam
found, failure detected, intrusion noticed and so on). Therefore, we can model a NIDS as a
constellation of variables controlling the type of the traffic, information on packet headers,
packet payload or their temporal relationships (i.e. to check whether they form a coordinated
attack). If we connect this representation to an attack variable, we will be able, after a proper
training, to predict when do incoming packets represent a menace to the system.
Given this background, we present ESIDE-Depian (Intelligent Security Environment for
Detection and Prevention of Network Intrusions), the first inherently unified misuse and
anomaly detector. Besides, we focus on the integration of anomaly and misuse and show
how this goal can be achieved by using a Bayesian network. In addition, we test this inte-
gration with real network attacks and show ESIDE-Depian’s efficiency both as misuse and as
anomaly detection.
The remainder of the chapter is organised as follows. follows. Section 2 illustrates the dif-
ferences between misuse and anomaly detections systems. Section 3 details the concept of a
Bayesian network and describes the used in ESIDE-Depian. Section 4 describes how ESIDE-
Depian integrates misuse and anomaly prevention. Section 5 presents the experiments to
evaluate this integration and discuses their results. Section 6 concentrates on the problems
appeared and the solution designed to solve them. Section 7 discusses related work and,
finally, section 8 concludes and outlines the avenues of future work.

2. Misuse versus Anomaly Detection

Currently, misuse detection is the most extended approach for intrusion prevention, mainly
due to its efficiency and easy administration (Bringas et al., 2009). Its philosophy is quite sim-
ple: based on a rule base that models a high number of network attacks, the system compares
incoming traffic with the registered patterns to identify any of these attacks. Hence, it does not
produce any false positive (since it always finds exactly what is registered) but it cannot detect
any new threat. Further, any slightly-modified attack will pass unnoticed. Finally, the knowl-
edge base itself poses one of the biggest problems to misuse detection: as it grows, the time to
search on it increases as well and, finally, it may require too long to be used on real-time.
Anomaly detection systems, on the contrary, start not from malicious but from legitimate be-
haviour in order to model what it is allowed to do. Any deviation from this conduct will
be seen as a potential menace. Unfortunately, this methodology is a two-sided sword since,
though it allows to discover new unknown risks, it also produces false positives (i.e. pack-
ets or situations marked as attack when they are not). In fact, minimising false positives is
one of the pending challenges of this approach (Kruegel, 2002). Moreover, misuse detection
presents a constant throughput since its knowledge base does not grow uncontrollably but
gets adapted to new situations or behaviours. Again, an advantage is also source of problems
because it is theoretically possible to make use of this continuous learning to little by little
modify the knowledge so it ends seeing attacks as proper traffic (in NIDS jargon, this phe-
nomenon is known as session creeping). In other words, its knowledge tends to be unstable.
Finally, anomaly detection, unlike misuse, demands high maintenance efforts (and costs).

In summary, both alternatives present notable disadvantages that demand a new approach
for network intrusion prevention.

3. Bayesian-network-based intrusion detection

3.1 Background
Reverend Thomas Bayes pioneered with his work the research on cause-consequence rela-
tionships. The most important fruit of that investigation, known as the “Bayes’ theorem”
(Bayes, 1763) in his honour, is the basis of the so-called Bayesian inference, a statistical infer-
ence method that allows, upon a number of observations, to obtain or update (if the system is
already working) the probability that a hypothesis may be true. In this way, Bayes’ theorem
adjusts the probabilities as new informations on evidences appear.
According to its classical formulation, given two events A and B, the conditional probability
P(A|B) that A occurs if B occurs can be obtained if we know the probability that A occurs,
P(A), the probability that B occurs, P(B), and the conditional probability of B given A, P(B|A)
(as shown in equation 1):

P(A|B) =
P(B|A) · P(A)

P(B)
(1)

More accurately, Bayesian Networks (Pearl & Russell, 2000) are defined as graphical prob-
abilistic models for multivariate analysis. Specifically, they are directed acyclic graphs that
have an associated probability distribution function (Castillo et al., 1996). Nodes within the
directed graph represent problem variables (they can be either a premise or a conclusion) and
the edges represent conditional dependencies between such variables. Moreover, the proba-
bility function illustrates the strength of these relationships in the graph (Castillo et al., 1996)
(Figure 1).

Fig. 1. Example of a Bayesian Network.

Formally, let a Bayesian Network B be defined as a pair, B = (D, P), where D is a directed
acyclic graph; P = {p(x1|Ψ2), ..., p(xn |Ψn)} is the set composed of n conditional probability
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attack). If we connect this representation to an attack variable, we will be able, after a proper
training, to predict when do incoming packets represent a menace to the system.
Given this background, we present ESIDE-Depian (Intelligent Security Environment for
Detection and Prevention of Network Intrusions), the first inherently unified misuse and
anomaly detector. Besides, we focus on the integration of anomaly and misuse and show
how this goal can be achieved by using a Bayesian network. In addition, we test this inte-
gration with real network attacks and show ESIDE-Depian’s efficiency both as misuse and as
anomaly detection.
The remainder of the chapter is organised as follows. follows. Section 2 illustrates the dif-
ferences between misuse and anomaly detections systems. Section 3 details the concept of a
Bayesian network and describes the used in ESIDE-Depian. Section 4 describes how ESIDE-
Depian integrates misuse and anomaly prevention. Section 5 presents the experiments to
evaluate this integration and discuses their results. Section 6 concentrates on the problems
appeared and the solution designed to solve them. Section 7 discusses related work and,
finally, section 8 concludes and outlines the avenues of future work.
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ple: based on a rule base that models a high number of network attacks, the system compares
incoming traffic with the registered patterns to identify any of these attacks. Hence, it does not
produce any false positive (since it always finds exactly what is registered) but it cannot detect
any new threat. Further, any slightly-modified attack will pass unnoticed. Finally, the knowl-
edge base itself poses one of the biggest problems to misuse detection: as it grows, the time to
search on it increases as well and, finally, it may require too long to be used on real-time.
Anomaly detection systems, on the contrary, start not from malicious but from legitimate be-
haviour in order to model what it is allowed to do. Any deviation from this conduct will
be seen as a potential menace. Unfortunately, this methodology is a two-sided sword since,
though it allows to discover new unknown risks, it also produces false positives (i.e. pack-
ets or situations marked as attack when they are not). In fact, minimising false positives is
one of the pending challenges of this approach (Kruegel, 2002). Moreover, misuse detection
presents a constant throughput since its knowledge base does not grow uncontrollably but
gets adapted to new situations or behaviours. Again, an advantage is also source of problems
because it is theoretically possible to make use of this continuous learning to little by little
modify the knowledge so it ends seeing attacks as proper traffic (in NIDS jargon, this phe-
nomenon is known as session creeping). In other words, its knowledge tends to be unstable.
Finally, anomaly detection, unlike misuse, demands high maintenance efforts (and costs).

In summary, both alternatives present notable disadvantages that demand a new approach
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tionships. The most important fruit of that investigation, known as the “Bayes’ theorem”
(Bayes, 1763) in his honour, is the basis of the so-called Bayesian inference, a statistical infer-
ence method that allows, upon a number of observations, to obtain or update (if the system is
already working) the probability that a hypothesis may be true. In this way, Bayes’ theorem
adjusts the probabilities as new informations on evidences appear.
According to its classical formulation, given two events A and B, the conditional probability
P(A|B) that A occurs if B occurs can be obtained if we know the probability that A occurs,
P(A), the probability that B occurs, P(B), and the conditional probability of B given A, P(B|A)
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More accurately, Bayesian Networks (Pearl & Russell, 2000) are defined as graphical prob-
abilistic models for multivariate analysis. Specifically, they are directed acyclic graphs that
have an associated probability distribution function (Castillo et al., 1996). Nodes within the
directed graph represent problem variables (they can be either a premise or a conclusion) and
the edges represent conditional dependencies between such variables. Moreover, the proba-
bility function illustrates the strength of these relationships in the graph (Castillo et al., 1996)
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the model and, thereafter it is able to foresee its outcome. In this way, successful applications
of Bayesian networks include for instance email classification for spam detection (Yang et al.,
2006), failure detection in industrial production lines (Masruroh & Poh, 2007) (Liu & Li, 2007),
weather forecasting (Abramson et al., 1996) (Cofiño et al., 2002), intrusion detection over IP
networks (Krügel et al., 2003) (Faour et al., 2006) or reconstruction of traffic accidents (Davis &
Pei, 2003) (Davis, 2006). In all cases, the respective target problem is modelled as a constella-
tion of interconnected variables whose output is always the result of the prediction (e.g. spam
found, failure detected, intrusion noticed and so on). Therefore, we can model a NIDS as a
constellation of variables controlling the type of the traffic, information on packet headers,
packet payload or their temporal relationships (i.e. to check whether they form a coordinated
attack). If we connect this representation to an attack variable, we will be able, after a proper
training, to predict when do incoming packets represent a menace to the system.
Given this background, we present ESIDE-Depian (Intelligent Security Environment for
Detection and Prevention of Network Intrusions), the first inherently unified misuse and
anomaly detector. Besides, we focus on the integration of anomaly and misuse and show
how this goal can be achieved by using a Bayesian network. In addition, we test this inte-
gration with real network attacks and show ESIDE-Depian’s efficiency both as misuse and as
anomaly detection.
The remainder of the chapter is organised as follows. follows. Section 2 illustrates the dif-
ferences between misuse and anomaly detections systems. Section 3 details the concept of a
Bayesian network and describes the used in ESIDE-Depian. Section 4 describes how ESIDE-
Depian integrates misuse and anomaly prevention. Section 5 presents the experiments to
evaluate this integration and discuses their results. Section 6 concentrates on the problems
appeared and the solution designed to solve them. Section 7 discusses related work and,
finally, section 8 concludes and outlines the avenues of future work.

2. Misuse versus Anomaly Detection

Currently, misuse detection is the most extended approach for intrusion prevention, mainly
due to its efficiency and easy administration (Bringas et al., 2009). Its philosophy is quite sim-
ple: based on a rule base that models a high number of network attacks, the system compares
incoming traffic with the registered patterns to identify any of these attacks. Hence, it does not
produce any false positive (since it always finds exactly what is registered) but it cannot detect
any new threat. Further, any slightly-modified attack will pass unnoticed. Finally, the knowl-
edge base itself poses one of the biggest problems to misuse detection: as it grows, the time to
search on it increases as well and, finally, it may require too long to be used on real-time.
Anomaly detection systems, on the contrary, start not from malicious but from legitimate be-
haviour in order to model what it is allowed to do. Any deviation from this conduct will
be seen as a potential menace. Unfortunately, this methodology is a two-sided sword since,
though it allows to discover new unknown risks, it also produces false positives (i.e. pack-
ets or situations marked as attack when they are not). In fact, minimising false positives is
one of the pending challenges of this approach (Kruegel, 2002). Moreover, misuse detection
presents a constant throughput since its knowledge base does not grow uncontrollably but
gets adapted to new situations or behaviours. Again, an advantage is also source of problems
because it is theoretically possible to make use of this continuous learning to little by little
modify the knowledge so it ends seeing attacks as proper traffic (in NIDS jargon, this phe-
nomenon is known as session creeping). In other words, its knowledge tends to be unstable.
Finally, anomaly detection, unlike misuse, demands high maintenance efforts (and costs).
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(Bayes, 1763) in his honour, is the basis of the so-called Bayesian inference, a statistical infer-
ence method that allows, upon a number of observations, to obtain or update (if the system is
already working) the probability that a hypothesis may be true. In this way, Bayes’ theorem
adjusts the probabilities as new informations on evidences appear.
According to its classical formulation, given two events A and B, the conditional probability
P(A|B) that A occurs if B occurs can be obtained if we know the probability that A occurs,
P(A), the probability that B occurs, P(B), and the conditional probability of B given A, P(B|A)
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More accurately, Bayesian Networks (Pearl & Russell, 2000) are defined as graphical prob-
abilistic models for multivariate analysis. Specifically, they are directed acyclic graphs that
have an associated probability distribution function (Castillo et al., 1996). Nodes within the
directed graph represent problem variables (they can be either a premise or a conclusion) and
the edges represent conditional dependencies between such variables. Moreover, the proba-
bility function illustrates the strength of these relationships in the graph (Castillo et al., 1996)
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the model and, thereafter it is able to foresee its outcome. In this way, successful applications
of Bayesian networks include for instance email classification for spam detection (Yang et al.,
2006), failure detection in industrial production lines (Masruroh & Poh, 2007) (Liu & Li, 2007),
weather forecasting (Abramson et al., 1996) (Cofiño et al., 2002), intrusion detection over IP
networks (Krügel et al., 2003) (Faour et al., 2006) or reconstruction of traffic accidents (Davis &
Pei, 2003) (Davis, 2006). In all cases, the respective target problem is modelled as a constella-
tion of interconnected variables whose output is always the result of the prediction (e.g. spam
found, failure detected, intrusion noticed and so on). Therefore, we can model a NIDS as a
constellation of variables controlling the type of the traffic, information on packet headers,
packet payload or their temporal relationships (i.e. to check whether they form a coordinated
attack). If we connect this representation to an attack variable, we will be able, after a proper
training, to predict when do incoming packets represent a menace to the system.
Given this background, we present ESIDE-Depian (Intelligent Security Environment for
Detection and Prevention of Network Intrusions), the first inherently unified misuse and
anomaly detector. Besides, we focus on the integration of anomaly and misuse and show
how this goal can be achieved by using a Bayesian network. In addition, we test this inte-
gration with real network attacks and show ESIDE-Depian’s efficiency both as misuse and as
anomaly detection.
The remainder of the chapter is organised as follows. follows. Section 2 illustrates the dif-
ferences between misuse and anomaly detections systems. Section 3 details the concept of a
Bayesian network and describes the used in ESIDE-Depian. Section 4 describes how ESIDE-
Depian integrates misuse and anomaly prevention. Section 5 presents the experiments to
evaluate this integration and discuses their results. Section 6 concentrates on the problems
appeared and the solution designed to solve them. Section 7 discusses related work and,
finally, section 8 concludes and outlines the avenues of future work.

2. Misuse versus Anomaly Detection

Currently, misuse detection is the most extended approach for intrusion prevention, mainly
due to its efficiency and easy administration (Bringas et al., 2009). Its philosophy is quite sim-
ple: based on a rule base that models a high number of network attacks, the system compares
incoming traffic with the registered patterns to identify any of these attacks. Hence, it does not
produce any false positive (since it always finds exactly what is registered) but it cannot detect
any new threat. Further, any slightly-modified attack will pass unnoticed. Finally, the knowl-
edge base itself poses one of the biggest problems to misuse detection: as it grows, the time to
search on it increases as well and, finally, it may require too long to be used on real-time.
Anomaly detection systems, on the contrary, start not from malicious but from legitimate be-
haviour in order to model what it is allowed to do. Any deviation from this conduct will
be seen as a potential menace. Unfortunately, this methodology is a two-sided sword since,
though it allows to discover new unknown risks, it also produces false positives (i.e. pack-
ets or situations marked as attack when they are not). In fact, minimising false positives is
one of the pending challenges of this approach (Kruegel, 2002). Moreover, misuse detection
presents a constant throughput since its knowledge base does not grow uncontrollably but
gets adapted to new situations or behaviours. Again, an advantage is also source of problems
because it is theoretically possible to make use of this continuous learning to little by little
modify the knowledge so it ends seeing attacks as proper traffic (in NIDS jargon, this phe-
nomenon is known as session creeping). In other words, its knowledge tends to be unstable.
Finally, anomaly detection, unlike misuse, demands high maintenance efforts (and costs).

In summary, both alternatives present notable disadvantages that demand a new approach
for network intrusion prevention.

3. Bayesian-network-based intrusion detection

3.1 Background
Reverend Thomas Bayes pioneered with his work the research on cause-consequence rela-
tionships. The most important fruit of that investigation, known as the “Bayes’ theorem”
(Bayes, 1763) in his honour, is the basis of the so-called Bayesian inference, a statistical infer-
ence method that allows, upon a number of observations, to obtain or update (if the system is
already working) the probability that a hypothesis may be true. In this way, Bayes’ theorem
adjusts the probabilities as new informations on evidences appear.
According to its classical formulation, given two events A and B, the conditional probability
P(A|B) that A occurs if B occurs can be obtained if we know the probability that A occurs,
P(A), the probability that B occurs, P(B), and the conditional probability of B given A, P(B|A)
(as shown in equation 1):

P(A|B) =
P(B|A) · P(A)

P(B)
(1)

More accurately, Bayesian Networks (Pearl & Russell, 2000) are defined as graphical prob-
abilistic models for multivariate analysis. Specifically, they are directed acyclic graphs that
have an associated probability distribution function (Castillo et al., 1996). Nodes within the
directed graph represent problem variables (they can be either a premise or a conclusion) and
the edges represent conditional dependencies between such variables. Moreover, the proba-
bility function illustrates the strength of these relationships in the graph (Castillo et al., 1996)
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functions (one for each variable); and Ψi is the set of parent nodes of the node Xi in D. The set
P is defined as the joint probability density function (Castillo et al., 1996) (equation 2)

P(x) =
n

∏
i=1

p(xi |Ψi) (2)

The most important capability of Bayesian Networks is their ability to determine the probabil-
ity that a certain hypothesis is true (e.g., the probability of an e-mail to be spam or legitimate)
given a historical dataset.

3.2 Bayesian Network Obtaining Process
The obtaining of the knowledge model in an automated manner can be achieved in an unsu-
pervised or supervised way.
Typically, unsupervised learning approaches don not take into consideration expert knowl-
edge about well-known attacks. They achieve their own decisions based on several mathe-
matical representations of distance between observations from the target system, revealing
themselves as ideal for performing Anomaly Detection.
On the other hand, supervised learning models do use expert knowledge in their making of
decisions, in the line of Misuse Detection paradigm, but usually present high-cost adminis-
trative requirements. Therefore, both approaches present important advantages and several
shortcomings. Being both ESIDE-Depian, it is necessary to set a balanced solution that enables
to manage in an uniform way both kinds of knowledge.
Therefore, ESIDE-Depian uses not only Snort information gathering capabilities, but also
Snort’s decision-based labelling of network traffic. Thereby, the learning processes inside
ESIDE-Depian can be considered as automatically-supervised Bayesian learning, divided into
the following phases. Please note that this sequence only applies for the standard generation
process followed by the Packet Header Parameter Analysis experts (see Figure 2).
We have divided the network traffic according to its type (TCP-IP, UDP-IP and ICMP-IP) and
created three Bayesian networks (experts) to analyse their respective packet headers (which is
an strategy already proven successful in this area (Alípio et al., 2003)). Moreover, in order to
cover all possible kind of menaces, we also have to take into account the payload (i.e. body)
of the packet and the potential temporal dependencies between packets. Therefore, we have
added 2 further experts, the protocol payload and the connection tracking one, respectively. In
each case, the Bayesian network is composed of several variables depending on the protocol
and the expert; the value to induce is always the probability that the analysed packet is part
of an attack.
Moreover, the creation and setting-up of each Bayesian network comprises the following
phases:

• Traffic sample obtaining. First we need to stablish the information source in order to
gather the sample. This set usually includes normal traffic (typically gathered from the
network by sniffing, arp poisoning or so), as well as malicious traffic generated by the
well-known arsenal of hacking tools (e.g. MetaSploit 1).

• Structural Learning.

The next step is devoted to define the operational model ESIDE-Depian should work
within. With this goal in mind, we have to provide logical support for knowledge ex-
tracted from network traffic information. Packet parameters need to be related into a

1 Metasploit: Exploit research. http://www.metasploit.org

Fig. 2. ESIDE-Depian general architecture integrating misuse and anomaly detection.

Bayesian structure of nodes and edges, in order to ease the later conclusion inference
over this mentioned structure.

In particular, the PC-Algorithm (Spirtes et al., 2001) is used here to achieve the structure
of causal and/or correlative relationships among given variables from data. In other
words, the PC-Algorithm uses the traffic sample data to define the Bayesian model,
representing the whole set of dependence and independence relationships among de-
tection parameters.

• Parametric Learning. The knowledge model fixed so far is a qualitative one. Therefore,
the following step is to apply parametric learning in order to obtain the quantitative
model representing the strength of the collection of previously learned relationships,
before the exploitation phase began.

Specifically, ESIDE-Depian implements maximum likelihood estimate (Kjærulff & Mad-
sen, 2008) to achieve this goal. This method completes the Bayesian model obtained in
the previous step by defining the quantitative description of the set of edges between
parameters. This is, structural learning finds the structure of probability distribution
functions among detection parameters, and parametric learning fills this structure with
proper conditional probability values.
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over this mentioned structure.

In particular, the PC-Algorithm (Spirtes et al., 2001) is used here to achieve the structure
of causal and/or correlative relationships among given variables from data. In other
words, the PC-Algorithm uses the traffic sample data to define the Bayesian model,
representing the whole set of dependence and independence relationships among de-
tection parameters.

• Parametric Learning. The knowledge model fixed so far is a qualitative one. Therefore,
the following step is to apply parametric learning in order to obtain the quantitative
model representing the strength of the collection of previously learned relationships,
before the exploitation phase began.

Specifically, ESIDE-Depian implements maximum likelihood estimate (Kjærulff & Mad-
sen, 2008) to achieve this goal. This method completes the Bayesian model obtained in
the previous step by defining the quantitative description of the set of edges between
parameters. This is, structural learning finds the structure of probability distribution
functions among detection parameters, and parametric learning fills this structure with
proper conditional probability values.
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functions (one for each variable); and Ψi is the set of parent nodes of the node Xi in D. The set
P is defined as the joint probability density function (Castillo et al., 1996) (equation 2)

P(x) =
n

∏
i=1

p(xi |Ψi) (2)

The most important capability of Bayesian Networks is their ability to determine the probabil-
ity that a certain hypothesis is true (e.g., the probability of an e-mail to be spam or legitimate)
given a historical dataset.

3.2 Bayesian Network Obtaining Process
The obtaining of the knowledge model in an automated manner can be achieved in an unsu-
pervised or supervised way.
Typically, unsupervised learning approaches don not take into consideration expert knowl-
edge about well-known attacks. They achieve their own decisions based on several mathe-
matical representations of distance between observations from the target system, revealing
themselves as ideal for performing Anomaly Detection.
On the other hand, supervised learning models do use expert knowledge in their making of
decisions, in the line of Misuse Detection paradigm, but usually present high-cost adminis-
trative requirements. Therefore, both approaches present important advantages and several
shortcomings. Being both ESIDE-Depian, it is necessary to set a balanced solution that enables
to manage in an uniform way both kinds of knowledge.
Therefore, ESIDE-Depian uses not only Snort information gathering capabilities, but also
Snort’s decision-based labelling of network traffic. Thereby, the learning processes inside
ESIDE-Depian can be considered as automatically-supervised Bayesian learning, divided into
the following phases. Please note that this sequence only applies for the standard generation
process followed by the Packet Header Parameter Analysis experts (see Figure 2).
We have divided the network traffic according to its type (TCP-IP, UDP-IP and ICMP-IP) and
created three Bayesian networks (experts) to analyse their respective packet headers (which is
an strategy already proven successful in this area (Alípio et al., 2003)). Moreover, in order to
cover all possible kind of menaces, we also have to take into account the payload (i.e. body)
of the packet and the potential temporal dependencies between packets. Therefore, we have
added 2 further experts, the protocol payload and the connection tracking one, respectively. In
each case, the Bayesian network is composed of several variables depending on the protocol
and the expert; the value to induce is always the probability that the analysed packet is part
of an attack.
Moreover, the creation and setting-up of each Bayesian network comprises the following
phases:

• Traffic sample obtaining. First we need to stablish the information source in order to
gather the sample. This set usually includes normal traffic (typically gathered from the
network by sniffing, arp poisoning or so), as well as malicious traffic generated by the
well-known arsenal of hacking tools (e.g. MetaSploit 1).

• Structural Learning.

The next step is devoted to define the operational model ESIDE-Depian should work
within. With this goal in mind, we have to provide logical support for knowledge ex-
tracted from network traffic information. Packet parameters need to be related into a
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over this mentioned structure.

In particular, the PC-Algorithm (Spirtes et al., 2001) is used here to achieve the structure
of causal and/or correlative relationships among given variables from data. In other
words, the PC-Algorithm uses the traffic sample data to define the Bayesian model,
representing the whole set of dependence and independence relationships among de-
tection parameters.

• Parametric Learning. The knowledge model fixed so far is a qualitative one. Therefore,
the following step is to apply parametric learning in order to obtain the quantitative
model representing the strength of the collection of previously learned relationships,
before the exploitation phase began.

Specifically, ESIDE-Depian implements maximum likelihood estimate (Kjærulff & Mad-
sen, 2008) to achieve this goal. This method completes the Bayesian model obtained in
the previous step by defining the quantitative description of the set of edges between
parameters. This is, structural learning finds the structure of probability distribution
functions among detection parameters, and parametric learning fills this structure with
proper conditional probability values.
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trative requirements. Therefore, both approaches present important advantages and several
shortcomings. Being both ESIDE-Depian, it is necessary to set a balanced solution that enables
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the following phases. Please note that this sequence only applies for the standard generation
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We have divided the network traffic according to its type (TCP-IP, UDP-IP and ICMP-IP) and
created three Bayesian networks (experts) to analyse their respective packet headers (which is
an strategy already proven successful in this area (Alípio et al., 2003)). Moreover, in order to
cover all possible kind of menaces, we also have to take into account the payload (i.e. body)
of the packet and the potential temporal dependencies between packets. Therefore, we have
added 2 further experts, the protocol payload and the connection tracking one, respectively. In
each case, the Bayesian network is composed of several variables depending on the protocol
and the expert; the value to induce is always the probability that the analysed packet is part
of an attack.
Moreover, the creation and setting-up of each Bayesian network comprises the following
phases:

• Traffic sample obtaining. First we need to stablish the information source in order to
gather the sample. This set usually includes normal traffic (typically gathered from the
network by sniffing, arp poisoning or so), as well as malicious traffic generated by the
well-known arsenal of hacking tools (e.g. MetaSploit 1).

• Structural Learning.

The next step is devoted to define the operational model ESIDE-Depian should work
within. With this goal in mind, we have to provide logical support for knowledge ex-
tracted from network traffic information. Packet parameters need to be related into a
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Bayesian structure of nodes and edges, in order to ease the later conclusion inference
over this mentioned structure.

In particular, the PC-Algorithm (Spirtes et al., 2001) is used here to achieve the structure
of causal and/or correlative relationships among given variables from data. In other
words, the PC-Algorithm uses the traffic sample data to define the Bayesian model,
representing the whole set of dependence and independence relationships among de-
tection parameters.

• Parametric Learning. The knowledge model fixed so far is a qualitative one. Therefore,
the following step is to apply parametric learning in order to obtain the quantitative
model representing the strength of the collection of previously learned relationships,
before the exploitation phase began.

Specifically, ESIDE-Depian implements maximum likelihood estimate (Kjærulff & Mad-
sen, 2008) to achieve this goal. This method completes the Bayesian model obtained in
the previous step by defining the quantitative description of the set of edges between
parameters. This is, structural learning finds the structure of probability distribution
functions among detection parameters, and parametric learning fills this structure with
proper conditional probability values.
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• Bayesian Inference. Next, every packet capture from the target communication infras-
tructure needs one value for the posterior probability of a badness variable, (i.e. the
Snort 2 label), given the set of observable packet detection parameters.

Hence, we need an inference engine based on Bayesian evidence propagation. More
accurately, we use the Lauritzen and Spiegelhalter method for conclusion inference over
junction trees, provided it is slightly more efficient than any other in terms of response
time (Castillo et al., 1996). Thereby, already working in real time, incoming packets are
analysed by this method (with the basis of observable detection parameters obtained
from each network packet) to define the later probability of the attack variable.

The continuous probability value produced here represents the certainty that an evi-
dence is good or bad. Generally, a threshold-based alarm mechanism can be added
in order to get a balance between false positive and negative rates, depending on the
context.

• Adaptation. Usually, the system operation does not keep a static on-going way, but
usually presents more or less important deviations as a result of service installation or
reconfiguration, deployment of new equipment, and so on.

In order to keep the knowledge representation model updated with potential variations
in the normal behaviour of the target system, ESIDE-Depian uses the general sequen-
tial/ incremental maximum likelihood estimates (Castillo et al., 1996) (in a continuous
or periodical way) in order to achieve continuous adaptation of the model to potential
changes in the normal behaviour of traffic.

3.3 Connection Tracking and Payload Analysis Bayesian Experts Knowledge Model Gener-
ation

The Connection Tracking expert attends to potential temporal influence among network
events within TCP-based protocols (Estevez-Tapiador et al., 2003), and, therefore, it requires
an structure that allows to include the concept of time (predecessor, successor) in its model.
Similarly, the Payload Analysis expert, devoted to packet payload analysis, needs to model
state transitions among symbols and tokens in the payload (following the strategy proposed
in (Kruegel & Vigna, 2003).
Generally, Markov models are used in such contexts due to their capability to represent prob-
lems based on stochastic state transitions. Nevertheless, the Bayesian concept is even more
suited since it not only includes representation of time (in an inherent manner), but also pro-
vides generalization of the classical Markov models adding features for complex characteri-
zation of states.
Specifically, the Dynamic Bayesian Network (DBN) concept is commonly recognized as a su-
perset of Hidden Markov Models (Ghahramani, 1998), and, among other capabilities, it can
represent dependence and independence relationships between parameters within one com-
mon state (i.e. in the traditional static Bayesian style), and also within different chronological
states.
Therefore, ESIDE-Depian implements a fixed twonode DBN structure to emulate the Markov-
Chain Model (with at least the same representational power and also the possibility to be
extended in the future with further features) because full-exploded use of Bayesian concepts
can remove several restrictions of Markov-based designs. For instance, it is not necessary

2 A well-known misuse detector. Available at: http://www.snort.org

to establish the first-instance structural learning process used by the packet header analysis
experts since the structure is clear in beforehand.
Moreover, according to (Estevez-Tapiador et al., 2003; Kruegel & Vigna, 2003), the introduction
of an artificial parameter may ease this kind of analysis. Respectively, the Connection Tracking
expert defines an artificial detection parameter, named TCP-h-flags (which is based on an
arithmetical combination of TCP flags) and the Payload Analysis expert uses the symbol and
token (thus, in fact, there are two Payload Analysis experts: one for token analysis and another
for symbol analysis).
Finally, traffic behaviour (and so TCP flags temporal transition patterns) as well as payload
protocol lexical and syntactical patterns may differ substantially depending on the sort of ser-
vice provided from each specific equipment (i.e. from each different IP address and from each
specific TCP destination port). To this end, ESIDE-Depian uses a multi-instance schema, with
several Dynamic Bayesian Networks, one for each combination of TCP destination address
and port. Afterwards, in the exploitation phase, Bayesian inference can be performed from
real-time incoming network packets.
In this case, the a-priori fixed structure suggests the application of the expectation and max-
imization algorithm (Murphy, 2001), in order to calculate not the posterior probability of at-
tack, but the probability which a single packet fits the learned model with.

3.4 Naive Bayesian Network of the Expert Modules
Having different Bayesian modules is a twofold strategy. On the one hand, the more specific
expertise of each module allows them to deliver more accurate verdicts but, on the other hand,
there must be a way to solve possible conflicting decisions. In other words, an unique measure
must emerge from the diverse judgements.
To this end, ESIDE-Depian presents a two-tiered schema where the first layer comprises the
expert modules (TCP-IP, UDP-IP, ICMP-IP, Connection Tracking and Protocol Payload) and
the second layer includes only one class parameter: the most conservative response of the
experts (in order to prioritize the absence of false negatives in front of false positives). Both
layers form, in fact, a naive Bayesian network.
Such a Naive classifier (Castillo et al., 1996) has already been proposed in network intrusion
detection, mostly for anomaly detection (Amor et al., 2004). This approach provides a good
balance between representative power and performance, and also affords interesting flexibil-
ity capabilities which allow, for instance, ESIDE-Depian’s dynamical enabling and disabling
of expert modules. Figure 3 details the individual knowledge models and how do they fit to
conform the general one.

4. Integration of Misuse and Anomaly Detection

The internal design of ESIDE-Depian is principally determined by its dual nature. Being both
a misuse and anomaly detection system requires answering to sometimes clashing needs and
demands. In other words, it must be able to simultaneously offer efficient response against
both well-known and zero-day attacks. The Bayesian network, according to the ability to ex-
trapolate its knowledge and apply it to not-previously seen cases, is the ideal tool for these
zero-day attacks. Still, we have to integrate detection of already registered threads and pro-
vide an efficient methodology to update and to continuously adapt to changes. ESIDE-Depian
achieves this objectives in two ways. First, it incorporates Snort to the training of the Bayesian
network. Second, already in working-time, Snort’s opinion is passed to the experts so they
can take this additional information into account.
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• Bayesian Inference. Next, every packet capture from the target communication infras-
tructure needs one value for the posterior probability of a badness variable, (i.e. the
Snort 2 label), given the set of observable packet detection parameters.

Hence, we need an inference engine based on Bayesian evidence propagation. More
accurately, we use the Lauritzen and Spiegelhalter method for conclusion inference over
junction trees, provided it is slightly more efficient than any other in terms of response
time (Castillo et al., 1996). Thereby, already working in real time, incoming packets are
analysed by this method (with the basis of observable detection parameters obtained
from each network packet) to define the later probability of the attack variable.

The continuous probability value produced here represents the certainty that an evi-
dence is good or bad. Generally, a threshold-based alarm mechanism can be added
in order to get a balance between false positive and negative rates, depending on the
context.

• Adaptation. Usually, the system operation does not keep a static on-going way, but
usually presents more or less important deviations as a result of service installation or
reconfiguration, deployment of new equipment, and so on.

In order to keep the knowledge representation model updated with potential variations
in the normal behaviour of the target system, ESIDE-Depian uses the general sequen-
tial/ incremental maximum likelihood estimates (Castillo et al., 1996) (in a continuous
or periodical way) in order to achieve continuous adaptation of the model to potential
changes in the normal behaviour of traffic.

3.3 Connection Tracking and Payload Analysis Bayesian Experts Knowledge Model Gener-
ation

The Connection Tracking expert attends to potential temporal influence among network
events within TCP-based protocols (Estevez-Tapiador et al., 2003), and, therefore, it requires
an structure that allows to include the concept of time (predecessor, successor) in its model.
Similarly, the Payload Analysis expert, devoted to packet payload analysis, needs to model
state transitions among symbols and tokens in the payload (following the strategy proposed
in (Kruegel & Vigna, 2003).
Generally, Markov models are used in such contexts due to their capability to represent prob-
lems based on stochastic state transitions. Nevertheless, the Bayesian concept is even more
suited since it not only includes representation of time (in an inherent manner), but also pro-
vides generalization of the classical Markov models adding features for complex characteri-
zation of states.
Specifically, the Dynamic Bayesian Network (DBN) concept is commonly recognized as a su-
perset of Hidden Markov Models (Ghahramani, 1998), and, among other capabilities, it can
represent dependence and independence relationships between parameters within one com-
mon state (i.e. in the traditional static Bayesian style), and also within different chronological
states.
Therefore, ESIDE-Depian implements a fixed twonode DBN structure to emulate the Markov-
Chain Model (with at least the same representational power and also the possibility to be
extended in the future with further features) because full-exploded use of Bayesian concepts
can remove several restrictions of Markov-based designs. For instance, it is not necessary
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to establish the first-instance structural learning process used by the packet header analysis
experts since the structure is clear in beforehand.
Moreover, according to (Estevez-Tapiador et al., 2003; Kruegel & Vigna, 2003), the introduction
of an artificial parameter may ease this kind of analysis. Respectively, the Connection Tracking
expert defines an artificial detection parameter, named TCP-h-flags (which is based on an
arithmetical combination of TCP flags) and the Payload Analysis expert uses the symbol and
token (thus, in fact, there are two Payload Analysis experts: one for token analysis and another
for symbol analysis).
Finally, traffic behaviour (and so TCP flags temporal transition patterns) as well as payload
protocol lexical and syntactical patterns may differ substantially depending on the sort of ser-
vice provided from each specific equipment (i.e. from each different IP address and from each
specific TCP destination port). To this end, ESIDE-Depian uses a multi-instance schema, with
several Dynamic Bayesian Networks, one for each combination of TCP destination address
and port. Afterwards, in the exploitation phase, Bayesian inference can be performed from
real-time incoming network packets.
In this case, the a-priori fixed structure suggests the application of the expectation and max-
imization algorithm (Murphy, 2001), in order to calculate not the posterior probability of at-
tack, but the probability which a single packet fits the learned model with.

3.4 Naive Bayesian Network of the Expert Modules
Having different Bayesian modules is a twofold strategy. On the one hand, the more specific
expertise of each module allows them to deliver more accurate verdicts but, on the other hand,
there must be a way to solve possible conflicting decisions. In other words, an unique measure
must emerge from the diverse judgements.
To this end, ESIDE-Depian presents a two-tiered schema where the first layer comprises the
expert modules (TCP-IP, UDP-IP, ICMP-IP, Connection Tracking and Protocol Payload) and
the second layer includes only one class parameter: the most conservative response of the
experts (in order to prioritize the absence of false negatives in front of false positives). Both
layers form, in fact, a naive Bayesian network.
Such a Naive classifier (Castillo et al., 1996) has already been proposed in network intrusion
detection, mostly for anomaly detection (Amor et al., 2004). This approach provides a good
balance between representative power and performance, and also affords interesting flexibil-
ity capabilities which allow, for instance, ESIDE-Depian’s dynamical enabling and disabling
of expert modules. Figure 3 details the individual knowledge models and how do they fit to
conform the general one.

4. Integration of Misuse and Anomaly Detection

The internal design of ESIDE-Depian is principally determined by its dual nature. Being both
a misuse and anomaly detection system requires answering to sometimes clashing needs and
demands. In other words, it must be able to simultaneously offer efficient response against
both well-known and zero-day attacks. The Bayesian network, according to the ability to ex-
trapolate its knowledge and apply it to not-previously seen cases, is the ideal tool for these
zero-day attacks. Still, we have to integrate detection of already registered threads and pro-
vide an efficient methodology to update and to continuously adapt to changes. ESIDE-Depian
achieves this objectives in two ways. First, it incorporates Snort to the training of the Bayesian
network. Second, already in working-time, Snort’s opinion is passed to the experts so they
can take this additional information into account.



Bayesian Network234

• Bayesian Inference. Next, every packet capture from the target communication infras-
tructure needs one value for the posterior probability of a badness variable, (i.e. the
Snort 2 label), given the set of observable packet detection parameters.

Hence, we need an inference engine based on Bayesian evidence propagation. More
accurately, we use the Lauritzen and Spiegelhalter method for conclusion inference over
junction trees, provided it is slightly more efficient than any other in terms of response
time (Castillo et al., 1996). Thereby, already working in real time, incoming packets are
analysed by this method (with the basis of observable detection parameters obtained
from each network packet) to define the later probability of the attack variable.

The continuous probability value produced here represents the certainty that an evi-
dence is good or bad. Generally, a threshold-based alarm mechanism can be added
in order to get a balance between false positive and negative rates, depending on the
context.

• Adaptation. Usually, the system operation does not keep a static on-going way, but
usually presents more or less important deviations as a result of service installation or
reconfiguration, deployment of new equipment, and so on.

In order to keep the knowledge representation model updated with potential variations
in the normal behaviour of the target system, ESIDE-Depian uses the general sequen-
tial/ incremental maximum likelihood estimates (Castillo et al., 1996) (in a continuous
or periodical way) in order to achieve continuous adaptation of the model to potential
changes in the normal behaviour of traffic.

3.3 Connection Tracking and Payload Analysis Bayesian Experts Knowledge Model Gener-
ation

The Connection Tracking expert attends to potential temporal influence among network
events within TCP-based protocols (Estevez-Tapiador et al., 2003), and, therefore, it requires
an structure that allows to include the concept of time (predecessor, successor) in its model.
Similarly, the Payload Analysis expert, devoted to packet payload analysis, needs to model
state transitions among symbols and tokens in the payload (following the strategy proposed
in (Kruegel & Vigna, 2003).
Generally, Markov models are used in such contexts due to their capability to represent prob-
lems based on stochastic state transitions. Nevertheless, the Bayesian concept is even more
suited since it not only includes representation of time (in an inherent manner), but also pro-
vides generalization of the classical Markov models adding features for complex characteri-
zation of states.
Specifically, the Dynamic Bayesian Network (DBN) concept is commonly recognized as a su-
perset of Hidden Markov Models (Ghahramani, 1998), and, among other capabilities, it can
represent dependence and independence relationships between parameters within one com-
mon state (i.e. in the traditional static Bayesian style), and also within different chronological
states.
Therefore, ESIDE-Depian implements a fixed twonode DBN structure to emulate the Markov-
Chain Model (with at least the same representational power and also the possibility to be
extended in the future with further features) because full-exploded use of Bayesian concepts
can remove several restrictions of Markov-based designs. For instance, it is not necessary
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to establish the first-instance structural learning process used by the packet header analysis
experts since the structure is clear in beforehand.
Moreover, according to (Estevez-Tapiador et al., 2003; Kruegel & Vigna, 2003), the introduction
of an artificial parameter may ease this kind of analysis. Respectively, the Connection Tracking
expert defines an artificial detection parameter, named TCP-h-flags (which is based on an
arithmetical combination of TCP flags) and the Payload Analysis expert uses the symbol and
token (thus, in fact, there are two Payload Analysis experts: one for token analysis and another
for symbol analysis).
Finally, traffic behaviour (and so TCP flags temporal transition patterns) as well as payload
protocol lexical and syntactical patterns may differ substantially depending on the sort of ser-
vice provided from each specific equipment (i.e. from each different IP address and from each
specific TCP destination port). To this end, ESIDE-Depian uses a multi-instance schema, with
several Dynamic Bayesian Networks, one for each combination of TCP destination address
and port. Afterwards, in the exploitation phase, Bayesian inference can be performed from
real-time incoming network packets.
In this case, the a-priori fixed structure suggests the application of the expectation and max-
imization algorithm (Murphy, 2001), in order to calculate not the posterior probability of at-
tack, but the probability which a single packet fits the learned model with.

3.4 Naive Bayesian Network of the Expert Modules
Having different Bayesian modules is a twofold strategy. On the one hand, the more specific
expertise of each module allows them to deliver more accurate verdicts but, on the other hand,
there must be a way to solve possible conflicting decisions. In other words, an unique measure
must emerge from the diverse judgements.
To this end, ESIDE-Depian presents a two-tiered schema where the first layer comprises the
expert modules (TCP-IP, UDP-IP, ICMP-IP, Connection Tracking and Protocol Payload) and
the second layer includes only one class parameter: the most conservative response of the
experts (in order to prioritize the absence of false negatives in front of false positives). Both
layers form, in fact, a naive Bayesian network.
Such a Naive classifier (Castillo et al., 1996) has already been proposed in network intrusion
detection, mostly for anomaly detection (Amor et al., 2004). This approach provides a good
balance between representative power and performance, and also affords interesting flexibil-
ity capabilities which allow, for instance, ESIDE-Depian’s dynamical enabling and disabling
of expert modules. Figure 3 details the individual knowledge models and how do they fit to
conform the general one.

4. Integration of Misuse and Anomaly Detection

The internal design of ESIDE-Depian is principally determined by its dual nature. Being both
a misuse and anomaly detection system requires answering to sometimes clashing needs and
demands. In other words, it must be able to simultaneously offer efficient response against
both well-known and zero-day attacks. The Bayesian network, according to the ability to ex-
trapolate its knowledge and apply it to not-previously seen cases, is the ideal tool for these
zero-day attacks. Still, we have to integrate detection of already registered threads and pro-
vide an efficient methodology to update and to continuously adapt to changes. ESIDE-Depian
achieves this objectives in two ways. First, it incorporates Snort to the training of the Bayesian
network. Second, already in working-time, Snort’s opinion is passed to the experts so they
can take this additional information into account.
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• Bayesian Inference. Next, every packet capture from the target communication infras-
tructure needs one value for the posterior probability of a badness variable, (i.e. the
Snort 2 label), given the set of observable packet detection parameters.

Hence, we need an inference engine based on Bayesian evidence propagation. More
accurately, we use the Lauritzen and Spiegelhalter method for conclusion inference over
junction trees, provided it is slightly more efficient than any other in terms of response
time (Castillo et al., 1996). Thereby, already working in real time, incoming packets are
analysed by this method (with the basis of observable detection parameters obtained
from each network packet) to define the later probability of the attack variable.

The continuous probability value produced here represents the certainty that an evi-
dence is good or bad. Generally, a threshold-based alarm mechanism can be added
in order to get a balance between false positive and negative rates, depending on the
context.

• Adaptation. Usually, the system operation does not keep a static on-going way, but
usually presents more or less important deviations as a result of service installation or
reconfiguration, deployment of new equipment, and so on.

In order to keep the knowledge representation model updated with potential variations
in the normal behaviour of the target system, ESIDE-Depian uses the general sequen-
tial/ incremental maximum likelihood estimates (Castillo et al., 1996) (in a continuous
or periodical way) in order to achieve continuous adaptation of the model to potential
changes in the normal behaviour of traffic.

3.3 Connection Tracking and Payload Analysis Bayesian Experts Knowledge Model Gener-
ation

The Connection Tracking expert attends to potential temporal influence among network
events within TCP-based protocols (Estevez-Tapiador et al., 2003), and, therefore, it requires
an structure that allows to include the concept of time (predecessor, successor) in its model.
Similarly, the Payload Analysis expert, devoted to packet payload analysis, needs to model
state transitions among symbols and tokens in the payload (following the strategy proposed
in (Kruegel & Vigna, 2003).
Generally, Markov models are used in such contexts due to their capability to represent prob-
lems based on stochastic state transitions. Nevertheless, the Bayesian concept is even more
suited since it not only includes representation of time (in an inherent manner), but also pro-
vides generalization of the classical Markov models adding features for complex characteri-
zation of states.
Specifically, the Dynamic Bayesian Network (DBN) concept is commonly recognized as a su-
perset of Hidden Markov Models (Ghahramani, 1998), and, among other capabilities, it can
represent dependence and independence relationships between parameters within one com-
mon state (i.e. in the traditional static Bayesian style), and also within different chronological
states.
Therefore, ESIDE-Depian implements a fixed twonode DBN structure to emulate the Markov-
Chain Model (with at least the same representational power and also the possibility to be
extended in the future with further features) because full-exploded use of Bayesian concepts
can remove several restrictions of Markov-based designs. For instance, it is not necessary
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to establish the first-instance structural learning process used by the packet header analysis
experts since the structure is clear in beforehand.
Moreover, according to (Estevez-Tapiador et al., 2003; Kruegel & Vigna, 2003), the introduction
of an artificial parameter may ease this kind of analysis. Respectively, the Connection Tracking
expert defines an artificial detection parameter, named TCP-h-flags (which is based on an
arithmetical combination of TCP flags) and the Payload Analysis expert uses the symbol and
token (thus, in fact, there are two Payload Analysis experts: one for token analysis and another
for symbol analysis).
Finally, traffic behaviour (and so TCP flags temporal transition patterns) as well as payload
protocol lexical and syntactical patterns may differ substantially depending on the sort of ser-
vice provided from each specific equipment (i.e. from each different IP address and from each
specific TCP destination port). To this end, ESIDE-Depian uses a multi-instance schema, with
several Dynamic Bayesian Networks, one for each combination of TCP destination address
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4.1 Snort-driven Automated Learning
The obtaining of the knowledge model in an automated manner can be achieved in an unsu-
pervised or supervised way. In the training phase, Snort provides information regarding the
legitimacy or malice of the network packets. Specifically, Snort’s main decision about a packet
is added to the set of detection parameters, receiving the name of attack variable. In this way,
it is possible to obtain a complete sample of evidences, including, in the formal aspect of the
sample, both protocol fields as well as Snort labelling information.
Therefore, it combines knowledge about normal behaviour and also knowledge about well-
known attacks, or, in other words, information necessary for misuse detection and for
anomaly detection.

4.2 Snort-labelled Network Traffic
Initial designs of ESIDE-Depian considered including Snort’s opinion at the same level as
experts’ verdict in the naive Bayesian network but experiments showed that it biased the
result too much. Therefore, we chose an strategy similar to the one used in the Bayesian
network training (described in the previous section). Hence, already in real time, every packet
gets Snort’s opinion added as the badness variable mentioned before. In this way, experts
know again the decision of Snort in beforehand and can act in consequence according to their
knowledge model. Figure 2 illustrates how Snort is integrated within the different modules
that conform ESIDE-Depian.

5. Evaluation and results

In order to asses the performance of ESIDE-Depian both as misuse and as anomaly detector,
we have performed different kinds of experiments. Since Snort analyses only superficially
the body of each packet, we have been forced to divide these tests into header-based and
packet-body-based attacks in order to evaluate all of them more efficiently.

5.1 Header Parameter Analysis
Three are the Bayesian experts involved in this series of tests (though this does not mean that
only one expert deals with the analysis; the naive Bayesian network considers all of them
before obtaining the final verdict): TCP-IP, UDP-IP and ICMP-IP experts. The methodology
applied intends to, first, demonstrate that the initial reference knowledge has been acquired,
and second, that this reference knowledge has been superseded and exceed. In other words,
we initially test the misuse detection capability and then, the anomaly detection ability.
The acquisition of the initial reference knowledge is performed already in the training phase.
The BN is fed with a traffic sample basically based on the attack-detection rules battery pro-
vided by Snort. Therefore, the training acquaints the BN with either kind of traffic simul-
taneously, good and bad. Still, due to the disparity in the amount of packets belonging to
one or another (see Table 1), traces containing attacks have to be fed several times (in the so-
called presentation cycles) in order to let the BN learn to evaluate them properly. Table 1)
summarises the results of testing the initial (Snort) reference knowledge acquisition. To this
end, the BN was fed with a new sample traffic merging normal one extracted from a one hour
capture at the University of Deusto and also malicious packets (crafted with the tool PackIt).

Traffic type TCP UDP ICPM

Reference knowledge
699,560/42 5,130/11 1,432/95

good/bad traffic ratio
Presentation cycles required 2943 2 2

Snort’s hits 38 0 450

Analysed packets 100,000 10,000 5,000
Attacks detected by Snort 5 1 600

Attacks detected
5 (100%) 1 (100%) 600 (100%)

by ESIDE-Depian

Table 1. Misuse Detection Tests Analysing Packets Headers.

ESIDE-Depian shows the same performance as Snort in these tree different traffic sorts. The
high number of presentation cycles required by the TCPIP expert to grasp the initial reference
knowledge is due to the very high good/bad traffic ratio, much lower in the cases of UDP
and ICMP. Therefore, we can conclude that gaining the reference knowledge was completed
successfully. Regarding going beyond this reference knowledge (i.e. the ability of ESIDE-
Depian to find zero-day attacks) we have created artificial anomalies along to the proposal of
Lee et al. (2001). In this way, table 2 shows some of the TCP-IP packets that we inserted in the
traffic (crafted to this end again with PackIt).
Snort was not able to detect any of them, whereas ESIDE-Depian achieved a 100% of success.
Table 2 shows 15 packets labelled as potential negatives, this is, packets marked as positive
(i.e., attack) by ESIDE-Depian but not by Snort. All of them correspond to the artificial anoma-
lies we inserted and ESIDE-Depian was able to find the 100% of them. Table 3 shows some of
the modified packets for the UDP-IP traffic tests
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sample, both protocol fields as well as Snort labelling information.
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experts’ verdict in the naive Bayesian network but experiments showed that it biased the
result too much. Therefore, we chose an strategy similar to the one used in the Bayesian
network training (described in the previous section). Hence, already in real time, every packet
gets Snort’s opinion added as the badness variable mentioned before. In this way, experts
know again the decision of Snort in beforehand and can act in consequence according to their
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Snort was not able to detect any of them, whereas ESIDE-Depian achieved a 100% of success.
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high number of presentation cycles required by the TCPIP expert to grasp the initial reference
knowledge is due to the very high good/bad traffic ratio, much lower in the cases of UDP
and ICMP. Therefore, we can conclude that gaining the reference knowledge was completed
successfully. Regarding going beyond this reference knowledge (i.e. the ability of ESIDE-
Depian to find zero-day attacks) we have created artificial anomalies along to the proposal of
Lee et al. (2001). In this way, table 2 shows some of the TCP-IP packets that we inserted in the
traffic (crafted to this end again with PackIt).
Snort was not able to detect any of them, whereas ESIDE-Depian achieved a 100% of success.
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(i.e., attack) by ESIDE-Depian but not by Snort. All of them correspond to the artificial anoma-
lies we inserted and ESIDE-Depian was able to find the 100% of them. Table 3 shows some of
the modified packets for the UDP-IP traffic tests
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Examples of Anomalies

packit -nnn -s 10.12.206.2
-d 10.10.10.100 -F SFP -D 1023

packit -nnn -s 10.12.206.2
-d 10.10.10.100 -F A -q 1958810375

packit -nnn -s 10.12.206.2
-d 10.10.10.100 -F SAF

Anomaly detection results

Potential false positives (anomalous packets) 15
Anomaly detection rate 100%

Table 2. Anomaly Detection Tests for TCP-IP Traffic.

Examples of Anomalies

packit -t udp -s 127.0.0.1
-d 10.10.10.2 -o 0x10 -n 1
-T ttl -S 13352 -D 21763

packit -t udp -s 127.0.0.1
-d 10.10.10.2 -o 0x10 -n 0
-T ttl -S 13353 -D 21763

packit -t udp -s 127.0.0.1
-d 10.10.10.2 -o 0x50 -n 0
-T ttl -S 13352 -D 21763

Anomaly detection results

Potential false positives (anomalous packets) 2
Anomaly detection rate 100%

Table 3. Anomaly Detection Tests for UDP-IP Traffic.

Again, in UDP-IP traffic Snort did not discover any anomaly, as expected. The 2 false positives
reflected in table 3 belong again to the artificial anomalies fed by us (and crafted with PackIt).
Table tbl:table4 summarises the results obtained with ICMP-IP traffic. Similarly to the previ-
ous cases, Snort failed to detect any of the attacks, whereas the 45 false positives that appear
in table 4 are exactly the anomalies introduced by us in the traffic sample.

5.2 Connection Tracking and Payload Analysis
With the goal of evaluating these analysis capabilities of ESIDE-Depian in mind, we have
followed a different strategy than in the case of header parameters: Snort is mainly focused
on the analysis of the latter and covers the payload inspection by applying a set of regular
expressions that do not provide any useful information to the Bayesian network (basically
because it presents a different morpho-syntactical structure).
Moreover, the dynamic nature of the data these experts focus on, forces this change. There-
fore, we have generated a brand new traffic sample to be used in the training phase. Then,
only for test purposes, we have created yet another different one with some of its packet se-
quences modified by means of the tool NetDude (since PackIt only allows to change packets,
not sequences).
Table 5 summarises the results achieved by ESIDE-Depian for the tests focused on the connec-
tion tracking and payload analysis.

Examples of Anomalies

packit -i eth0 -t icmp -n 666
-s 3.3.3.3 -d 10.10.10.2

packit -i eth0 -t icmp -K 0
-s 3.3.3.3 -d 10.10.10.2

packit -i eth0 -t icmp -K 17
-C 0 -d 10.10.10.2

Anomaly detection results

Potential false positives (anomalous packets) 45
Anomaly detection rate 100%

Table 4. Anomaly Detection Tests for ICMP-IP Traffic.

Analysis Type Connection Tracking Payload Analysis

Analysed network packets 226,428 2,676
Attacks contained in sample 29 158
ESIDE-Depian hits 29 158

Table 5. Connection Tracking and Payload Analysis Results.

6. Problems and solutions

This section gives account of the main problems that emerged during the design and test
phase. More accurately, they were:

• Integration of Snort: The first difficulty we faced was to find an effective way of inte-
grating Snort in the system.

Our first attempt placed the verdict of Snort at the same level as those of the Bayesian
experts in the Naive classifier. This strategy failed to capture the real possibilities of
Bayesian networks since it simply added the information generated by Snort at the end
of the process, more as a graft than a real integrated part of the model.

The key aspect in this situation was letting the Bayesian network absorb Snort’s knowl-
edge to be able to actually replace it. Therefore, in the next prototype we recast the role
of Snort as a kind of advisor, both in training and in working time.

In this way, the Bayesian experts use Snort’s opinion on the badness of incoming packets
in the learning procedure and afterwards (as described in section 4) and manage to
exceed Snort’s knowledge (Penya & Bringas, 2008).

• Different parameter nature: The next challenge consisted on the different nature of
the parameters that ESIDE-Depian has to control. Whereas TCP, UDP and ICMP are
static and refer exclusively to one packet (more accurately to its header), the connection
tracking and payload analysis experts are dynamic and require the introduction of the
time notion.

In this way, the connection tracking expert checks if packets belong to an organised
sequence of an attack (Estevez-Tapiador et al., 2003), so time is needed to represent
predecessor and successor events. In a similar vein, the payload analysis expert must
model state transitions between symbols and tokens that appear on it.
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reflected in table 3 belong again to the artificial anomalies fed by us (and crafted with PackIt).
Table tbl:table4 summarises the results obtained with ICMP-IP traffic. Similarly to the previ-
ous cases, Snort failed to detect any of the attacks, whereas the 45 false positives that appear
in table 4 are exactly the anomalies introduced by us in the traffic sample.

5.2 Connection Tracking and Payload Analysis
With the goal of evaluating these analysis capabilities of ESIDE-Depian in mind, we have
followed a different strategy than in the case of header parameters: Snort is mainly focused
on the analysis of the latter and covers the payload inspection by applying a set of regular
expressions that do not provide any useful information to the Bayesian network (basically
because it presents a different morpho-syntactical structure).
Moreover, the dynamic nature of the data these experts focus on, forces this change. There-
fore, we have generated a brand new traffic sample to be used in the training phase. Then,
only for test purposes, we have created yet another different one with some of its packet se-
quences modified by means of the tool NetDude (since PackIt only allows to change packets,
not sequences).
Table 5 summarises the results achieved by ESIDE-Depian for the tests focused on the connec-
tion tracking and payload analysis.

Examples of Anomalies

packit -i eth0 -t icmp -n 666
-s 3.3.3.3 -d 10.10.10.2

packit -i eth0 -t icmp -K 0
-s 3.3.3.3 -d 10.10.10.2

packit -i eth0 -t icmp -K 17
-C 0 -d 10.10.10.2

Anomaly detection results

Potential false positives (anomalous packets) 45
Anomaly detection rate 100%

Table 4. Anomaly Detection Tests for ICMP-IP Traffic.

Analysis Type Connection Tracking Payload Analysis

Analysed network packets 226,428 2,676
Attacks contained in sample 29 158
ESIDE-Depian hits 29 158

Table 5. Connection Tracking and Payload Analysis Results.

6. Problems and solutions

This section gives account of the main problems that emerged during the design and test
phase. More accurately, they were:

• Integration of Snort: The first difficulty we faced was to find an effective way of inte-
grating Snort in the system.

Our first attempt placed the verdict of Snort at the same level as those of the Bayesian
experts in the Naive classifier. This strategy failed to capture the real possibilities of
Bayesian networks since it simply added the information generated by Snort at the end
of the process, more as a graft than a real integrated part of the model.

The key aspect in this situation was letting the Bayesian network absorb Snort’s knowl-
edge to be able to actually replace it. Therefore, in the next prototype we recast the role
of Snort as a kind of advisor, both in training and in working time.

In this way, the Bayesian experts use Snort’s opinion on the badness of incoming packets
in the learning procedure and afterwards (as described in section 4) and manage to
exceed Snort’s knowledge (Penya & Bringas, 2008).

• Different parameter nature: The next challenge consisted on the different nature of
the parameters that ESIDE-Depian has to control. Whereas TCP, UDP and ICMP are
static and refer exclusively to one packet (more accurately to its header), the connection
tracking and payload analysis experts are dynamic and require the introduction of the
time notion.

In this way, the connection tracking expert checks if packets belong to an organised
sequence of an attack (Estevez-Tapiador et al., 2003), so time is needed to represent
predecessor and successor events. In a similar vein, the payload analysis expert must
model state transitions between symbols and tokens that appear on it.
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Examples of Anomalies

packit -nnn -s 10.12.206.2
-d 10.10.10.100 -F SFP -D 1023

packit -nnn -s 10.12.206.2
-d 10.10.10.100 -F A -q 1958810375

packit -nnn -s 10.12.206.2
-d 10.10.10.100 -F SAF

Anomaly detection results

Potential false positives (anomalous packets) 15
Anomaly detection rate 100%

Table 2. Anomaly Detection Tests for TCP-IP Traffic.

Examples of Anomalies
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-d 10.10.10.2 -o 0x10 -n 1
-T ttl -S 13352 -D 21763

packit -t udp -s 127.0.0.1
-d 10.10.10.2 -o 0x10 -n 0
-T ttl -S 13353 -D 21763

packit -t udp -s 127.0.0.1
-d 10.10.10.2 -o 0x50 -n 0
-T ttl -S 13352 -D 21763

Anomaly detection results

Potential false positives (anomalous packets) 2
Anomaly detection rate 100%

Table 3. Anomaly Detection Tests for UDP-IP Traffic.

Again, in UDP-IP traffic Snort did not discover any anomaly, as expected. The 2 false positives
reflected in table 3 belong again to the artificial anomalies fed by us (and crafted with PackIt).
Table tbl:table4 summarises the results obtained with ICMP-IP traffic. Similarly to the previ-
ous cases, Snort failed to detect any of the attacks, whereas the 45 false positives that appear
in table 4 are exactly the anomalies introduced by us in the traffic sample.

5.2 Connection Tracking and Payload Analysis
With the goal of evaluating these analysis capabilities of ESIDE-Depian in mind, we have
followed a different strategy than in the case of header parameters: Snort is mainly focused
on the analysis of the latter and covers the payload inspection by applying a set of regular
expressions that do not provide any useful information to the Bayesian network (basically
because it presents a different morpho-syntactical structure).
Moreover, the dynamic nature of the data these experts focus on, forces this change. There-
fore, we have generated a brand new traffic sample to be used in the training phase. Then,
only for test purposes, we have created yet another different one with some of its packet se-
quences modified by means of the tool NetDude (since PackIt only allows to change packets,
not sequences).
Table 5 summarises the results achieved by ESIDE-Depian for the tests focused on the connec-
tion tracking and payload analysis.

Examples of Anomalies

packit -i eth0 -t icmp -n 666
-s 3.3.3.3 -d 10.10.10.2

packit -i eth0 -t icmp -K 0
-s 3.3.3.3 -d 10.10.10.2

packit -i eth0 -t icmp -K 17
-C 0 -d 10.10.10.2

Anomaly detection results

Potential false positives (anomalous packets) 45
Anomaly detection rate 100%

Table 4. Anomaly Detection Tests for ICMP-IP Traffic.

Analysis Type Connection Tracking Payload Analysis

Analysed network packets 226,428 2,676
Attacks contained in sample 29 158
ESIDE-Depian hits 29 158

Table 5. Connection Tracking and Payload Analysis Results.

6. Problems and solutions

This section gives account of the main problems that emerged during the design and test
phase. More accurately, they were:

• Integration of Snort: The first difficulty we faced was to find an effective way of inte-
grating Snort in the system.

Our first attempt placed the verdict of Snort at the same level as those of the Bayesian
experts in the Naive classifier. This strategy failed to capture the real possibilities of
Bayesian networks since it simply added the information generated by Snort at the end
of the process, more as a graft than a real integrated part of the model.

The key aspect in this situation was letting the Bayesian network absorb Snort’s knowl-
edge to be able to actually replace it. Therefore, in the next prototype we recast the role
of Snort as a kind of advisor, both in training and in working time.

In this way, the Bayesian experts use Snort’s opinion on the badness of incoming packets
in the learning procedure and afterwards (as described in section 4) and manage to
exceed Snort’s knowledge (Penya & Bringas, 2008).

• Different parameter nature: The next challenge consisted on the different nature of
the parameters that ESIDE-Depian has to control. Whereas TCP, UDP and ICMP are
static and refer exclusively to one packet (more accurately to its header), the connection
tracking and payload analysis experts are dynamic and require the introduction of the
time notion.

In this way, the connection tracking expert checks if packets belong to an organised
sequence of an attack (Estevez-Tapiador et al., 2003), so time is needed to represent
predecessor and successor events. In a similar vein, the payload analysis expert must
model state transitions between symbols and tokens that appear on it.
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Therefore, in the same way that different tests had to be performed, we had to pre-
pare an special traffic sample tailored to the kind of traffic those expert should focus to
inspect

• Disparity between good and bad traffic amount: Another problem to tackle was the
composition of the traffic sample used to train the first group of experts (TCP, UDP,
ICMP).

In order to help the acquisition of the initial reference knowledge in the training phase,
the BN is fed with a traffic sample basically based on the attack-detection rules battery
provided by Snort. Therefore, the training acquaints the BN with either kind of traffic
simultaneously, good and bad.

Nevertheless, due to the disparity in the amount of packets belonging to one or another,
traces containing attacks have to be fed several times (in the so-called presentation cy-
cles) in order to let the BN learn to evaluate them properly.

• Task parallelisation: Bayesian networks require many computational resources.
Hence, several of the tasks to be performed were designed in a parallel way to acceler-
ate it. For instance, the structural learning was devoted concurrently in 60 computers.
In this way, the traffic sample (about 900.000 packets) was divided in blocks of 10.000
of packets that were processed with the PC-Algorithm. In addition, already on real-
time, each expert was placed in a different machine not only to divide the amount of
resources consumed but also to prevent from having a single point of failure.

• False positives and false negatives: Finally, we coped with a usual problem related to
anomaly detection systems: false positives (i.e. packets marked as potentially danger-
ous when they are harmless). In fact, minimising false positives is one of the pending
challenges of this approach (Lundin, 2004).

Nevertheless, the double nature of ESIDE-Depian as anomaly and misuse detector re-
duces the presence of false positives to a minimum. False negatives, on the contrary,
did threaten the system and, in this way, in the experiments accomplished in ESIDE-
Depian, security was prioritized above comfort, so quantitative alarm-thresholds were
set upon the production of the minimum false negatives, in spite of the false positive
rates.

It is possible to find application domains, e.g., anti-virus software, in which false posi-
tive numbers are the target to be optimized, in order not to saturate the final user or the
system administrator. Also in these cases ESIDE-Depian is able to manage the detection
problem, simply by the specific setting up of the mentioned thresholds.

7. Related Work

Different approaches to develop network misuse detectors include expert systems (Alípio
et al., 2003), intent-specification languages (Doyle et al., 2001), intelligent agent systems
(Helmer et al., 2003) or rule-induction systems (Kantzavelou & Katsikas, 1997) (in (Kabiri &
Ghorbani, 2005) the reader can obtain a detailed analysis of related work in this area).
Research in network anomaly detection has applied several well-known Artificial Intelligence
paradigms such as support-vector machines (Mukkamala et al., 2005) or diverse data-mining-
based approaches Lazarevic et al. (2003). Still, there is only one attempt to bring these two
strands of work together.

More specifically, in Valdes & Skinner (2000), they achieve to combine anomaly and misuse but
its analysis of network packets is too superficial to yield any good results in real life. In par-
ticular, despite the brilliant main contribution about integrating misuse-based and anomaly-
based detection in one inherently unified and compact knowledge representation model, this
work presents several shortcomings that prevent it from being applied in real scenarios: on
the one hand, this approach only considers 7 detection parameters
Popular protocols as UDP connection-less protocol or the very-very problematic ICMP proto-
col are not taken into consideration. On the other hand, Bayesian Networks’ full capabilities
are not really used. Thus, one of the most important topics provided by the Bayesian ap-
proach, the structural learning concept, is not definitively applied. Instead, they propose the
Naive approach, which assumes the (unrealistic) hypothesis that there is no statistical depen-
dence among the collection of detection parameters.
Finally, time notion does not play any role in the analysis model, even under the focus
achieved over the TCP target protocol, which is, of course, connection-oriented and, so,
chronological dependence among events is sure to appear.

8. Conclusions

As the use of Internet grows beyond all boundaries, the number of menaces rises to become
subject of concern and increasing research. Against this, Network Intrusion Detection Systems
(NIDS) monitor local networks to separate legitimate from dangerous behaviours. According
to their capabilities and goals, NIDS are divided into misuse detection systems (which aim
to detect well-known attacks) and anomaly detection systems (which aim to detect zero-day
attacks). So far, no system to our knowledge combines advantages of both without any of
their disadvantages. Moreover, the use of historical data for analysis or sequential adaptation
is usually ignored, missing in this way the possibility of anticipating the behaviour of the
target system.
ESIDE-Depian, a Bayesian-networks-based misuse and anomaly detection system. In another
work, we detailed the composition of the Bayesian network, its training methodology and
showed general performance results. Here we have focused on evaluating the integration
of misuse and anomaly detection. To this end, we have adopted Snort (a well-known mis-
use detector) as misuse detector trainer so the Bayesian Network of five experts is able to
react against both misuse and anomalies. The Bayesian experts are devoted to the analysis
of different network protocol aspects and obtain the common knowledge model by means of
separated Snort-driven automated learning process
Since ESIDE-Depian has passed the experiments brilliantly, it is possible to conclude that
ESIDE-Depian using of Bayesian Networking concepts allows to confirm an excellent basis
for paradigm unifying Network Intrusion Detection, providing not only stable Misuse De-
tection but also effective Anomaly Detection capabilities, with one only flexible knowledge
representation model and a well-proofed inference and adaptation bunch of methods.
On the other hand, the Bayesian approach also enables to implement powerful features over
it, such as Dynamic-Bayesian-Network-based full representation of time, in order to accom-
plish totally-characterised connection tracking and low level chronological event correlation,
or explanation tracking of the inferred cause-effect reasoning processes. Furthermore, con-
trary to other approaches such as Neural Networks, Bayesian networks allow administrative
managing of inner information structures, so specific relationships among packet detection
parameters and final conclusion can be explained, in a white-box manner. Moreover, it is
not only possible to recover reasoning information, but also to act on both Bayesian network
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Therefore, in the same way that different tests had to be performed, we had to pre-
pare an special traffic sample tailored to the kind of traffic those expert should focus to
inspect

• Disparity between good and bad traffic amount: Another problem to tackle was the
composition of the traffic sample used to train the first group of experts (TCP, UDP,
ICMP).

In order to help the acquisition of the initial reference knowledge in the training phase,
the BN is fed with a traffic sample basically based on the attack-detection rules battery
provided by Snort. Therefore, the training acquaints the BN with either kind of traffic
simultaneously, good and bad.

Nevertheless, due to the disparity in the amount of packets belonging to one or another,
traces containing attacks have to be fed several times (in the so-called presentation cy-
cles) in order to let the BN learn to evaluate them properly.

• Task parallelisation: Bayesian networks require many computational resources.
Hence, several of the tasks to be performed were designed in a parallel way to acceler-
ate it. For instance, the structural learning was devoted concurrently in 60 computers.
In this way, the traffic sample (about 900.000 packets) was divided in blocks of 10.000
of packets that were processed with the PC-Algorithm. In addition, already on real-
time, each expert was placed in a different machine not only to divide the amount of
resources consumed but also to prevent from having a single point of failure.

• False positives and false negatives: Finally, we coped with a usual problem related to
anomaly detection systems: false positives (i.e. packets marked as potentially danger-
ous when they are harmless). In fact, minimising false positives is one of the pending
challenges of this approach (Lundin, 2004).

Nevertheless, the double nature of ESIDE-Depian as anomaly and misuse detector re-
duces the presence of false positives to a minimum. False negatives, on the contrary,
did threaten the system and, in this way, in the experiments accomplished in ESIDE-
Depian, security was prioritized above comfort, so quantitative alarm-thresholds were
set upon the production of the minimum false negatives, in spite of the false positive
rates.

It is possible to find application domains, e.g., anti-virus software, in which false posi-
tive numbers are the target to be optimized, in order not to saturate the final user or the
system administrator. Also in these cases ESIDE-Depian is able to manage the detection
problem, simply by the specific setting up of the mentioned thresholds.

7. Related Work

Different approaches to develop network misuse detectors include expert systems (Alípio
et al., 2003), intent-specification languages (Doyle et al., 2001), intelligent agent systems
(Helmer et al., 2003) or rule-induction systems (Kantzavelou & Katsikas, 1997) (in (Kabiri &
Ghorbani, 2005) the reader can obtain a detailed analysis of related work in this area).
Research in network anomaly detection has applied several well-known Artificial Intelligence
paradigms such as support-vector machines (Mukkamala et al., 2005) or diverse data-mining-
based approaches Lazarevic et al. (2003). Still, there is only one attempt to bring these two
strands of work together.

More specifically, in Valdes & Skinner (2000), they achieve to combine anomaly and misuse but
its analysis of network packets is too superficial to yield any good results in real life. In par-
ticular, despite the brilliant main contribution about integrating misuse-based and anomaly-
based detection in one inherently unified and compact knowledge representation model, this
work presents several shortcomings that prevent it from being applied in real scenarios: on
the one hand, this approach only considers 7 detection parameters
Popular protocols as UDP connection-less protocol or the very-very problematic ICMP proto-
col are not taken into consideration. On the other hand, Bayesian Networks’ full capabilities
are not really used. Thus, one of the most important topics provided by the Bayesian ap-
proach, the structural learning concept, is not definitively applied. Instead, they propose the
Naive approach, which assumes the (unrealistic) hypothesis that there is no statistical depen-
dence among the collection of detection parameters.
Finally, time notion does not play any role in the analysis model, even under the focus
achieved over the TCP target protocol, which is, of course, connection-oriented and, so,
chronological dependence among events is sure to appear.

8. Conclusions

As the use of Internet grows beyond all boundaries, the number of menaces rises to become
subject of concern and increasing research. Against this, Network Intrusion Detection Systems
(NIDS) monitor local networks to separate legitimate from dangerous behaviours. According
to their capabilities and goals, NIDS are divided into misuse detection systems (which aim
to detect well-known attacks) and anomaly detection systems (which aim to detect zero-day
attacks). So far, no system to our knowledge combines advantages of both without any of
their disadvantages. Moreover, the use of historical data for analysis or sequential adaptation
is usually ignored, missing in this way the possibility of anticipating the behaviour of the
target system.
ESIDE-Depian, a Bayesian-networks-based misuse and anomaly detection system. In another
work, we detailed the composition of the Bayesian network, its training methodology and
showed general performance results. Here we have focused on evaluating the integration
of misuse and anomaly detection. To this end, we have adopted Snort (a well-known mis-
use detector) as misuse detector trainer so the Bayesian Network of five experts is able to
react against both misuse and anomalies. The Bayesian experts are devoted to the analysis
of different network protocol aspects and obtain the common knowledge model by means of
separated Snort-driven automated learning process
Since ESIDE-Depian has passed the experiments brilliantly, it is possible to conclude that
ESIDE-Depian using of Bayesian Networking concepts allows to confirm an excellent basis
for paradigm unifying Network Intrusion Detection, providing not only stable Misuse De-
tection but also effective Anomaly Detection capabilities, with one only flexible knowledge
representation model and a well-proofed inference and adaptation bunch of methods.
On the other hand, the Bayesian approach also enables to implement powerful features over
it, such as Dynamic-Bayesian-Network-based full representation of time, in order to accom-
plish totally-characterised connection tracking and low level chronological event correlation,
or explanation tracking of the inferred cause-effect reasoning processes. Furthermore, con-
trary to other approaches such as Neural Networks, Bayesian networks allow administrative
managing of inner information structures, so specific relationships among packet detection
parameters and final conclusion can be explained, in a white-box manner. Moreover, it is
not only possible to recover reasoning information, but also to act on both Bayesian network
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Therefore, in the same way that different tests had to be performed, we had to pre-
pare an special traffic sample tailored to the kind of traffic those expert should focus to
inspect

• Disparity between good and bad traffic amount: Another problem to tackle was the
composition of the traffic sample used to train the first group of experts (TCP, UDP,
ICMP).

In order to help the acquisition of the initial reference knowledge in the training phase,
the BN is fed with a traffic sample basically based on the attack-detection rules battery
provided by Snort. Therefore, the training acquaints the BN with either kind of traffic
simultaneously, good and bad.

Nevertheless, due to the disparity in the amount of packets belonging to one or another,
traces containing attacks have to be fed several times (in the so-called presentation cy-
cles) in order to let the BN learn to evaluate them properly.

• Task parallelisation: Bayesian networks require many computational resources.
Hence, several of the tasks to be performed were designed in a parallel way to acceler-
ate it. For instance, the structural learning was devoted concurrently in 60 computers.
In this way, the traffic sample (about 900.000 packets) was divided in blocks of 10.000
of packets that were processed with the PC-Algorithm. In addition, already on real-
time, each expert was placed in a different machine not only to divide the amount of
resources consumed but also to prevent from having a single point of failure.

• False positives and false negatives: Finally, we coped with a usual problem related to
anomaly detection systems: false positives (i.e. packets marked as potentially danger-
ous when they are harmless). In fact, minimising false positives is one of the pending
challenges of this approach (Lundin, 2004).

Nevertheless, the double nature of ESIDE-Depian as anomaly and misuse detector re-
duces the presence of false positives to a minimum. False negatives, on the contrary,
did threaten the system and, in this way, in the experiments accomplished in ESIDE-
Depian, security was prioritized above comfort, so quantitative alarm-thresholds were
set upon the production of the minimum false negatives, in spite of the false positive
rates.

It is possible to find application domains, e.g., anti-virus software, in which false posi-
tive numbers are the target to be optimized, in order not to saturate the final user or the
system administrator. Also in these cases ESIDE-Depian is able to manage the detection
problem, simply by the specific setting up of the mentioned thresholds.

7. Related Work

Different approaches to develop network misuse detectors include expert systems (Alípio
et al., 2003), intent-specification languages (Doyle et al., 2001), intelligent agent systems
(Helmer et al., 2003) or rule-induction systems (Kantzavelou & Katsikas, 1997) (in (Kabiri &
Ghorbani, 2005) the reader can obtain a detailed analysis of related work in this area).
Research in network anomaly detection has applied several well-known Artificial Intelligence
paradigms such as support-vector machines (Mukkamala et al., 2005) or diverse data-mining-
based approaches Lazarevic et al. (2003). Still, there is only one attempt to bring these two
strands of work together.

More specifically, in Valdes & Skinner (2000), they achieve to combine anomaly and misuse but
its analysis of network packets is too superficial to yield any good results in real life. In par-
ticular, despite the brilliant main contribution about integrating misuse-based and anomaly-
based detection in one inherently unified and compact knowledge representation model, this
work presents several shortcomings that prevent it from being applied in real scenarios: on
the one hand, this approach only considers 7 detection parameters
Popular protocols as UDP connection-less protocol or the very-very problematic ICMP proto-
col are not taken into consideration. On the other hand, Bayesian Networks’ full capabilities
are not really used. Thus, one of the most important topics provided by the Bayesian ap-
proach, the structural learning concept, is not definitively applied. Instead, they propose the
Naive approach, which assumes the (unrealistic) hypothesis that there is no statistical depen-
dence among the collection of detection parameters.
Finally, time notion does not play any role in the analysis model, even under the focus
achieved over the TCP target protocol, which is, of course, connection-oriented and, so,
chronological dependence among events is sure to appear.

8. Conclusions

As the use of Internet grows beyond all boundaries, the number of menaces rises to become
subject of concern and increasing research. Against this, Network Intrusion Detection Systems
(NIDS) monitor local networks to separate legitimate from dangerous behaviours. According
to their capabilities and goals, NIDS are divided into misuse detection systems (which aim
to detect well-known attacks) and anomaly detection systems (which aim to detect zero-day
attacks). So far, no system to our knowledge combines advantages of both without any of
their disadvantages. Moreover, the use of historical data for analysis or sequential adaptation
is usually ignored, missing in this way the possibility of anticipating the behaviour of the
target system.
ESIDE-Depian, a Bayesian-networks-based misuse and anomaly detection system. In another
work, we detailed the composition of the Bayesian network, its training methodology and
showed general performance results. Here we have focused on evaluating the integration
of misuse and anomaly detection. To this end, we have adopted Snort (a well-known mis-
use detector) as misuse detector trainer so the Bayesian Network of five experts is able to
react against both misuse and anomalies. The Bayesian experts are devoted to the analysis
of different network protocol aspects and obtain the common knowledge model by means of
separated Snort-driven automated learning process
Since ESIDE-Depian has passed the experiments brilliantly, it is possible to conclude that
ESIDE-Depian using of Bayesian Networking concepts allows to confirm an excellent basis
for paradigm unifying Network Intrusion Detection, providing not only stable Misuse De-
tection but also effective Anomaly Detection capabilities, with one only flexible knowledge
representation model and a well-proofed inference and adaptation bunch of methods.
On the other hand, the Bayesian approach also enables to implement powerful features over
it, such as Dynamic-Bayesian-Network-based full representation of time, in order to accom-
plish totally-characterised connection tracking and low level chronological event correlation,
or explanation tracking of the inferred cause-effect reasoning processes. Furthermore, con-
trary to other approaches such as Neural Networks, Bayesian networks allow administrative
managing of inner information structures, so specific relationships among packet detection
parameters and final conclusion can be explained, in a white-box manner. Moreover, it is
not only possible to recover reasoning information, but also to act on both Bayesian network

Bayesian Networks for Network Intrusion Detection 241

Therefore, in the same way that different tests had to be performed, we had to pre-
pare an special traffic sample tailored to the kind of traffic those expert should focus to
inspect

• Disparity between good and bad traffic amount: Another problem to tackle was the
composition of the traffic sample used to train the first group of experts (TCP, UDP,
ICMP).

In order to help the acquisition of the initial reference knowledge in the training phase,
the BN is fed with a traffic sample basically based on the attack-detection rules battery
provided by Snort. Therefore, the training acquaints the BN with either kind of traffic
simultaneously, good and bad.

Nevertheless, due to the disparity in the amount of packets belonging to one or another,
traces containing attacks have to be fed several times (in the so-called presentation cy-
cles) in order to let the BN learn to evaluate them properly.

• Task parallelisation: Bayesian networks require many computational resources.
Hence, several of the tasks to be performed were designed in a parallel way to acceler-
ate it. For instance, the structural learning was devoted concurrently in 60 computers.
In this way, the traffic sample (about 900.000 packets) was divided in blocks of 10.000
of packets that were processed with the PC-Algorithm. In addition, already on real-
time, each expert was placed in a different machine not only to divide the amount of
resources consumed but also to prevent from having a single point of failure.

• False positives and false negatives: Finally, we coped with a usual problem related to
anomaly detection systems: false positives (i.e. packets marked as potentially danger-
ous when they are harmless). In fact, minimising false positives is one of the pending
challenges of this approach (Lundin, 2004).

Nevertheless, the double nature of ESIDE-Depian as anomaly and misuse detector re-
duces the presence of false positives to a minimum. False negatives, on the contrary,
did threaten the system and, in this way, in the experiments accomplished in ESIDE-
Depian, security was prioritized above comfort, so quantitative alarm-thresholds were
set upon the production of the minimum false negatives, in spite of the false positive
rates.

It is possible to find application domains, e.g., anti-virus software, in which false posi-
tive numbers are the target to be optimized, in order not to saturate the final user or the
system administrator. Also in these cases ESIDE-Depian is able to manage the detection
problem, simply by the specific setting up of the mentioned thresholds.

7. Related Work

Different approaches to develop network misuse detectors include expert systems (Alípio
et al., 2003), intent-specification languages (Doyle et al., 2001), intelligent agent systems
(Helmer et al., 2003) or rule-induction systems (Kantzavelou & Katsikas, 1997) (in (Kabiri &
Ghorbani, 2005) the reader can obtain a detailed analysis of related work in this area).
Research in network anomaly detection has applied several well-known Artificial Intelligence
paradigms such as support-vector machines (Mukkamala et al., 2005) or diverse data-mining-
based approaches Lazarevic et al. (2003). Still, there is only one attempt to bring these two
strands of work together.

More specifically, in Valdes & Skinner (2000), they achieve to combine anomaly and misuse but
its analysis of network packets is too superficial to yield any good results in real life. In par-
ticular, despite the brilliant main contribution about integrating misuse-based and anomaly-
based detection in one inherently unified and compact knowledge representation model, this
work presents several shortcomings that prevent it from being applied in real scenarios: on
the one hand, this approach only considers 7 detection parameters
Popular protocols as UDP connection-less protocol or the very-very problematic ICMP proto-
col are not taken into consideration. On the other hand, Bayesian Networks’ full capabilities
are not really used. Thus, one of the most important topics provided by the Bayesian ap-
proach, the structural learning concept, is not definitively applied. Instead, they propose the
Naive approach, which assumes the (unrealistic) hypothesis that there is no statistical depen-
dence among the collection of detection parameters.
Finally, time notion does not play any role in the analysis model, even under the focus
achieved over the TCP target protocol, which is, of course, connection-oriented and, so,
chronological dependence among events is sure to appear.

8. Conclusions

As the use of Internet grows beyond all boundaries, the number of menaces rises to become
subject of concern and increasing research. Against this, Network Intrusion Detection Systems
(NIDS) monitor local networks to separate legitimate from dangerous behaviours. According
to their capabilities and goals, NIDS are divided into misuse detection systems (which aim
to detect well-known attacks) and anomaly detection systems (which aim to detect zero-day
attacks). So far, no system to our knowledge combines advantages of both without any of
their disadvantages. Moreover, the use of historical data for analysis or sequential adaptation
is usually ignored, missing in this way the possibility of anticipating the behaviour of the
target system.
ESIDE-Depian, a Bayesian-networks-based misuse and anomaly detection system. In another
work, we detailed the composition of the Bayesian network, its training methodology and
showed general performance results. Here we have focused on evaluating the integration
of misuse and anomaly detection. To this end, we have adopted Snort (a well-known mis-
use detector) as misuse detector trainer so the Bayesian Network of five experts is able to
react against both misuse and anomalies. The Bayesian experts are devoted to the analysis
of different network protocol aspects and obtain the common knowledge model by means of
separated Snort-driven automated learning process
Since ESIDE-Depian has passed the experiments brilliantly, it is possible to conclude that
ESIDE-Depian using of Bayesian Networking concepts allows to confirm an excellent basis
for paradigm unifying Network Intrusion Detection, providing not only stable Misuse De-
tection but also effective Anomaly Detection capabilities, with one only flexible knowledge
representation model and a well-proofed inference and adaptation bunch of methods.
On the other hand, the Bayesian approach also enables to implement powerful features over
it, such as Dynamic-Bayesian-Network-based full representation of time, in order to accom-
plish totally-characterised connection tracking and low level chronological event correlation,
or explanation tracking of the inferred cause-effect reasoning processes. Furthermore, con-
trary to other approaches such as Neural Networks, Bayesian networks allow administrative
managing of inner information structures, so specific relationships among packet detection
parameters and final conclusion can be explained, in a white-box manner. Moreover, it is
not only possible to recover reasoning information, but also to act on both Bayesian network
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structures and conditional probability parameters, in order to adjust the whole behaviour of
the Network Intrusion Detection System to special needs or configurations.
Besides, dynamic regulation of knowledge representation model can be accomplished by us-
ing the sensibility analysis proposed by Castillo et al. (1996), so as to avoid denial of service at-
tacks, automatically enabling or disabling expert modules by means of one combined heuristic
measure which considers specific throughputs and representative features. In addition, it is
also possible to perform model optimization, to obtain the minimal set of representative pa-
rameters, and also the minimal set of edges among them, with the subsequent increase of the
general performance.
Moreover, approximate evidence propagation methods can also be applied, in order to im-
prove inference and adaptation time of response. Current expert models only consider exact
inference, but it is possible to find methods which provide fast responses, with only a small
and affordable loss of accuracy.
In addition, Bayesian knowledge representation models present one further interesting capa-
bility in current Intrusion Detection state of art, the possibility to provide an ad-hoc method
for IDS evaluation. Bayesian concept provides simulation of learned knowledge correspond-
ing samples, so it is an ideal environment for artificial anomaly generation.
At last, also unifying of Host and Network Intrusion Detection paradigms can be accom-
plished at low level through the Dynamic Bayesian Network concept. Specifically, both sorts
of event (i.e., basically, operating system syscalls and network packets) can be characterized
in one single representation model, with a dynamic approach that can obtain, for example, the
posterior probability of an exploitation of one specific host service due to one specific network
packet (e.g. an Unix exec syscall from a shellcode inside a packet payload). Besides, not only
inference can be afforded, but even prediction of next event, due
Future work will focus on further research on exploiting the aforementioned omni-directional
inference capability of Bayesian networks to the prediction of the next event, as well as on
comparing ESIDE-Depian to other cutting-edge intrusion detection systems.
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the Network Intrusion Detection System to special needs or configurations.
Besides, dynamic regulation of knowledge representation model can be accomplished by us-
ing the sensibility analysis proposed by Castillo et al. (1996), so as to avoid denial of service at-
tacks, automatically enabling or disabling expert modules by means of one combined heuristic
measure which considers specific throughputs and representative features. In addition, it is
also possible to perform model optimization, to obtain the minimal set of representative pa-
rameters, and also the minimal set of edges among them, with the subsequent increase of the
general performance.
Moreover, approximate evidence propagation methods can also be applied, in order to im-
prove inference and adaptation time of response. Current expert models only consider exact
inference, but it is possible to find methods which provide fast responses, with only a small
and affordable loss of accuracy.
In addition, Bayesian knowledge representation models present one further interesting capa-
bility in current Intrusion Detection state of art, the possibility to provide an ad-hoc method
for IDS evaluation. Bayesian concept provides simulation of learned knowledge correspond-
ing samples, so it is an ideal environment for artificial anomaly generation.
At last, also unifying of Host and Network Intrusion Detection paradigms can be accom-
plished at low level through the Dynamic Bayesian Network concept. Specifically, both sorts
of event (i.e., basically, operating system syscalls and network packets) can be characterized
in one single representation model, with a dynamic approach that can obtain, for example, the
posterior probability of an exploitation of one specific host service due to one specific network
packet (e.g. an Unix exec syscall from a shellcode inside a packet payload). Besides, not only
inference can be afforded, but even prediction of next event, due
Future work will focus on further research on exploiting the aforementioned omni-directional
inference capability of Bayesian networks to the prediction of the next event, as well as on
comparing ESIDE-Depian to other cutting-edge intrusion detection systems.
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structures and conditional probability parameters, in order to adjust the whole behaviour of
the Network Intrusion Detection System to special needs or configurations.
Besides, dynamic regulation of knowledge representation model can be accomplished by us-
ing the sensibility analysis proposed by Castillo et al. (1996), so as to avoid denial of service at-
tacks, automatically enabling or disabling expert modules by means of one combined heuristic
measure which considers specific throughputs and representative features. In addition, it is
also possible to perform model optimization, to obtain the minimal set of representative pa-
rameters, and also the minimal set of edges among them, with the subsequent increase of the
general performance.
Moreover, approximate evidence propagation methods can also be applied, in order to im-
prove inference and adaptation time of response. Current expert models only consider exact
inference, but it is possible to find methods which provide fast responses, with only a small
and affordable loss of accuracy.
In addition, Bayesian knowledge representation models present one further interesting capa-
bility in current Intrusion Detection state of art, the possibility to provide an ad-hoc method
for IDS evaluation. Bayesian concept provides simulation of learned knowledge correspond-
ing samples, so it is an ideal environment for artificial anomaly generation.
At last, also unifying of Host and Network Intrusion Detection paradigms can be accom-
plished at low level through the Dynamic Bayesian Network concept. Specifically, both sorts
of event (i.e., basically, operating system syscalls and network packets) can be characterized
in one single representation model, with a dynamic approach that can obtain, for example, the
posterior probability of an exploitation of one specific host service due to one specific network
packet (e.g. an Unix exec syscall from a shellcode inside a packet payload). Besides, not only
inference can be afforded, but even prediction of next event, due
Future work will focus on further research on exploiting the aforementioned omni-directional
inference capability of Bayesian networks to the prediction of the next event, as well as on
comparing ESIDE-Depian to other cutting-edge intrusion detection systems.
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structures and conditional probability parameters, in order to adjust the whole behaviour of
the Network Intrusion Detection System to special needs or configurations.
Besides, dynamic regulation of knowledge representation model can be accomplished by us-
ing the sensibility analysis proposed by Castillo et al. (1996), so as to avoid denial of service at-
tacks, automatically enabling or disabling expert modules by means of one combined heuristic
measure which considers specific throughputs and representative features. In addition, it is
also possible to perform model optimization, to obtain the minimal set of representative pa-
rameters, and also the minimal set of edges among them, with the subsequent increase of the
general performance.
Moreover, approximate evidence propagation methods can also be applied, in order to im-
prove inference and adaptation time of response. Current expert models only consider exact
inference, but it is possible to find methods which provide fast responses, with only a small
and affordable loss of accuracy.
In addition, Bayesian knowledge representation models present one further interesting capa-
bility in current Intrusion Detection state of art, the possibility to provide an ad-hoc method
for IDS evaluation. Bayesian concept provides simulation of learned knowledge correspond-
ing samples, so it is an ideal environment for artificial anomaly generation.
At last, also unifying of Host and Network Intrusion Detection paradigms can be accom-
plished at low level through the Dynamic Bayesian Network concept. Specifically, both sorts
of event (i.e., basically, operating system syscalls and network packets) can be characterized
in one single representation model, with a dynamic approach that can obtain, for example, the
posterior probability of an exploitation of one specific host service due to one specific network
packet (e.g. an Unix exec syscall from a shellcode inside a packet payload). Besides, not only
inference can be afforded, but even prediction of next event, due
Future work will focus on further research on exploiting the aforementioned omni-directional
inference capability of Bayesian networks to the prediction of the next event, as well as on
comparing ESIDE-Depian to other cutting-edge intrusion detection systems.
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The increasingly spread of information through digital media raises new realities in the 
world's present scenario and, thus, new technologies have been emerging in order to 
streamline the process of disseminating information and providing quality access to such 
information by the population. The Next Generation Network (NGN) holds tremendous 
potential, with a promise to merge the transmission of data, voice, video and other media 
into a single network; unfortunately, several developing countries do not have the necessary 
infra-structure to implement NGN technology. The main concern in these networks is not 
the backbone or the transport layer, but in the last mile itself. Last mile has become a 
popular keyword to indicate the technology which connects the End User to the Network 
backbone. 
 
In most of North America and Western Europe, Internet penetration is very high and nearly 
every citizen has access to the Internet. However, this is not true in many parts of the 
developing world, where only a small percent of the population has access, even if the 
bandwidth is significantly low and the cost is a substantial fraction of the user’s income 
(Ambrosi et al., 2005). According to (IWS, 2009), more than 70% of the population of the 
developing countries does not have access to Internet due to lack of infrastructure ; 
furthermore, in  countries like China, India and Brazil, with continental dimensions, the 
construction of a new telecommunications network, like optic fiber, becomes costly and 
impractical. In this context, new alternative technologies that can offer trade-off between 
performance and costs must be sought. 
 
There are several approaches to deliver service to the end user (Xiao et al., 2007). An 
alternative with less time and cost would be to use a combination of existing infrastructures 
such as electrical grids or telephone networks, based on copper loops, which are widely 
available to end users in most developing countries (Papagianni et al., 2009). For areas 
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where the network has low penetration, wireless network can be a better solution; it, 
however, requires a basic infrastructure (base stations, antennas, etc.). 
 
Telephone access networks were originally built for analog voice communication, carrying 
voice-band signals up to 4 KHz in the frequency bandwidth, and not for digital data 
communication. We considered here a large capillarity broadband network because it uses a 
combination of the existing copper infrastructure and digital subscriber line transmission 
technologies, thus enabling a universal broadband access at a fraction of the cost and in a 
fraction of the time required for others access networks.  
 
DSL remains the dominant access technology with 65% of the worldwide subscribers for 
broadband, compared with 33% of fiber optics connection. It is in the developing countries 
that the number of DSL connections for last mile really stands out, such as in India, 
representing 83% of broadband connections; and China, which continues to grow, reaching 
93,549,000 subscribers (Point Topic, 2009). 
 
The DSL (Digital Subscriber Line) is considered as the dominant broadband access 
technology, not only in Europe but also in Latin America and developing countries like 
India (Olsen et al., 2006) (Arena et al., 2006) (Faudon et al., 2006). In Latin America, DSL 
technology accounts for 77% of all broadband access. At the end of 2005 there were nearly 
5,300,000 subscribers of ADSL (Asymmetric Digital Subscriber Line) in Latin America 
(Arena et al., 2006). 
 
Particularly, Brazil was marked by a major growth in broadband access. In 2005, 52.1% of 
home users had dial-up, 41.2% broadband and 6.7% both forms of access. By 2008, the 
statistics had changed considerably; Broadband access rose to 58% against 31% of dial-up 
access; whereas the DSL access accounts for 23% of the total broadband access (CETIC, 
2008). 
 
It is now a fact that the broadband access has been changing the user’s needs, which was 
initially only for accessing websites. Now, users are keen to use services such as video, voice 
and data separately, one at a time. Customers enjoy the convenience of receiving all three 
services they need today from one service provider, increasing demand for triple play 
services. Thus, telephone companies (Telcos) offer triple play by providing television service 
using IP (i.e. Internet Protocol Television - IPTV) in order to compete more effectively with 
cable television companies that have entered the voice and Internet access markets. 
Therefore, it is imperative to study the computer applications in such infrastructures that 
were not designed with this goal. 
 
The last mile network maintenance is another important factor as it is currently performed 
with a mixture of help systems, manual testing by technicians, and automated tests that are 
developed for plain-old telephone service (POTS) lines, which ignore DSL frequencies above 
4 kHz. Provisioning is based on rough estimates of the loop length and does not account for 
individual loop characteristics. There will be more complications in the maintenance when 
the DSLs start supporting triple-play services: the Internet, Voice-over-Internet Protocols 
(VoIPs), and Internet Protocol TVs (IPTVs). 
 

 

It is important to use a test system that can accurately identify and inform the source of a 
problem in the network; whether this problem comes from the Internet service provider 
(ISP), the telephone central office (CO), the outside plant, the modem, or the user’s PC. DSL 
testing is not only limited to measuring electrical parameters on the copper pair but also to 
include the comparative analysis of extracted data with previously known limits as well as 
comparing  assigned configuration with discovered configurations (Kerpez & Kinney, 2008). 
 
The convergence between existing and emerging broadband technologies has been regarded 
as a major challenge, especially with respect to supporting multimedia content in these 
technologies. This is because new applications, such as IPTV, require high bandwidths, 
which are usually not available due to long distances of DSL links, noise, data congestion, 
lack of protocols implemented for this new need, among others. 
 
The IP Protocol is considered as the standard protocol for communication among different 
network types. Unfortunately, the IP network presents issues on the provision of end-to-end 
QoS. For this matter, some services use the transport protocol TCP (Transmission Control 
Protocol), which has been considered as the main communication protocol. However, for 
networks with high packet loss, this protocol is flawed, for it enables the congestion control 
unnecessarily, since some applications can tolerate losses in communication. 
 
It is then observed that the current data communication, which primarily uses the TCP/IP, 
is appropriate for applications such as HTTP traffic; for it maintains compatibility with 
existing networks (routers, gateways, etc.), and controls the flow and congestion. However, 
for present day applications, referred to as triple play with flows that are sensitive to QoS, 
TCP/IP is inefficient. 
 
The division of the TCP/IP into layers facilitates the implementation of new applications. 
This feature, however, has become a negative aspect, since TCP/IP does not implement 
means for interaction between its layers. New applications require minimum levels of QoS 
for their operation, and this requires a greater interaction between its layers, in order to 
maintain these minimum levels for specific applications over others. 
 
The Crosslayer model aims to implement an interaction between the layers of the protocol, 
providing more quality of service to the user, who is less interested on the technology 
details, but demands more in terms of quality. Using this technique, it is possible to, for 
example, adjust in real time the performance parameters of the application layer, such as 
throughput and jitter, given that the transport layer provides information about lost packets, 
allowing an adaptation of the application that is being used and the characteristics of the 
environment in which the transmission is carried out. 
 
It is therefore essential to investigate the transmission technologies (last mile, and protocols 
used) in order to achieve a better strategy to expand telecommunications services in regions 
with little infrastructure available to the typical end user among the various possible 
scenarios. These inferences of possible scenarios, as a rule, are performed using a 
combination of prototyping and modeling for performance evaluation. 
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The main motivation of this work is the need to provide a high quality service to users, by 
ensuring that objectives of the network service level will be maintained; the need to 
correlate events from the lower layers of management, in order to determine strategies in 
the upper layers (crosslayer); the need to increase the sophistication required for diagnosis, 
given the greater complexity of the system; and the need to quickly detect network failures 
and, if possible, provide automatic recovery. In order to achieve these objectives, we apply a 
hybrid model, combining the qualities of genetic algorithms (GA) for space search with a 
Bayesian probability model for inference. 
 
The correlation of events and attributes is important to analyse the behavior and 
functionality of applications, and reduce costs with respect to the network maintenance, 
improve availability and performance of its services. Raw data are interpreted and 
analyzed, taking into account a set of predetermined criteria, or defined dynamically 
according to the management process. 
 
The tests were implemented over the backbone of the Brazilian Telecommunications System 
(Telebrás) and based on specific standards of DSL communication. 

 
2. Test Bed Architecture 

In order to evaluate the triple play communication in a DSL network, a standard model 
must be used, such as the ones suggested by (Papagianni et al., 2009) (Kerpez & Kinney, 
2008) and (Sadri et al., 2007) (Figure 1), which define the sequence of connected elements: 
 

 
Fig. 1. Example of a Standard Test Bed 
 

The architecture to be used will include the following items: 
1. xDSL Modems, including ADSL, ADSL2, ADSL2+;  
2. DSLAM (Digital Subscriber Line Access Multiplexer); 
3. Simulator of cables for the European standard; 
4. Protocols analyzer. 

 

 

3. DSL Loop Length 

With the recent rapid growth of high-speed DSL access subscriptions, there is a high 
demand in the telecommunication industry for equipment to accurately predict DSL access 
performance over a telephone subscriber line (also referred to as a local loop). 
 
The subscriber line is a metallic twisted-pair network link between the customer and the 
telephone Central Office (CO). While some of the existing DSL analysis equipment is 
already capable of assessing the performance rate, it requires two-point operation (sending 
test signals from one end of the loop and measuring the signals at the other end) involving 
the dispatch of a service vehicle. This leads to expensive testing processes and it is therefore 
an undesirable solution for DSL access providers. 
 
The use of DSL technology to transmit data at high speed enables quick service delivery, 
mainly due to the fact that there is an external network and cabling with twisted copper 
pair, with wide coverage in almost all areas and niche markets. This network is not 
homogeneous, co-existing with new systems and old networks of 30, 40, 50 years ago.  
 
Particular items that can prevent the use of the service are: loop losses, bridge taps, specific 
noises of twisted pair links, long loops (distances from the central office to the user), among 
others, which can slow down the service. Usually the specifications are given for wiring 24 
or 26 AWG (American Wire Gauge) over distances of 2090m (Telebras, 1997); it is, however, 
unknown exactly which parts are with each type of cable and their distances, making 
necessary for an extra effort to measure it. Such items are shown more specifically in the 
following section. 

 
4. DSL Copper Impairments 

As DSL uses relatively high spectrum frequencies, its signal is susceptible to external noise 
sources. Thus, the understanding about the behavior of different kinds of noise and their 
effects on network performance are extremely useful on the design of well established DSL 
systems (ADSL, ADSL2+) as well as those of upcoming generations (VDSL, VDSL2). During 
the past years, crosstalk has been considered the major impairment to DSL services. 
However, other types of noise have gained importance, such as radio frequency interference 
(RFI), impulsive noise (IN), repetitive electrical impulse noise (REIN), and isolated burst of 
electrical noise (IBEN) among others (Wallace et al., 2005) (Stolle, 2002). 
 
Fundamental loop transmission impairments may not cause the highest number of DSL 
trouble calls; however, they can be very difficult to fix, and so, they result in a high  DSL 
maintenance cost. Figure 2 illustrates the DSL copper impairments (Kerpez et al., 2003)(Starr 
et al., 2003), which are mainly loop and bridged tap loss, crosstalk, electromagnetic 
interference (EMI) radio ingress, impulse noise, harmonic distortion, and background noise. 
 
Noise on phone lines normally occurs because of imperfect balance of the twisted pair. 
There are many types of noises that couple through imperfect balance into phone lines, the 
most common of which are crosstalk noise, radio noise and impulse noise. 
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Crosstalk is caused by electromagnetic radiation of other phone lines in close proximity, in 
practice, within the same cable. Such coupling increases with frequency and can be caused 
by signals traveling in the opposite direction, called near-end crosstalk (NEXT), and by 
signals traveling in the same direction, called far-end crosstalk (FEXT). 
 
Radio noise is the remnant of wireless transmission signals coupling into phone lines, 
particularly AM radio broadcasts and amateur (HAM) operator transmissions. 
 
Impulse noise is a nonstationary crosstalk from temporary electromagnetic events (such as 
the ringing of phones on lines sharing the same binder, and atmospheric electrical surges) 
that can be narrowband or wideband and that occurs randomly. Impulse noises can be tens 
of millivolts in amplitude and can last as long as hundreds of microseconds (Cioffi, 
1999)(Starr, 1999). 
 

 
Fig. 2. DSL Copper Impairments (Kerpez & Kinney, 2008) 
 
DSLs are generally provisioned to withstand a worst-case level of crosstalk; however, 
provisioning systems are approximate, and some older cables have poor crosstalk isolation. 
Moreover, after several DSLs are activated, some small percentage will actually exceed 
fundamental worst-case crosstalk engineering rules—however, this small percentage can 
translate into a high number of troubles. 
 
In spite of conducting several investigations about the impact of non-stationary noise in DSL 
systems, just few studies have been conducted addressing their impact in terms of 
experimental analysis. This may be credited to the inaccessibility to a proper infrastructure 
to handle practical experiments. 

 
5. Planning Methodology and Performance Results 

This work implements, through crosslayer techniques, strategies for planning and 
evaluating the performance of ADSL2+ networks, which implement minimum levels of QoS 
for Triple Play applications. This approach will be achieved through a set of techniques such 
as: data measurement, modeling, optimization, simulation, etc. So this will enable creating 
an information framework that will guide the implementation of triple play applications 
and/or infrastructure for broadband networks. 
 
 

 

The strategy and methodology to be used in the tests are divided into the following topics: 
 Definition of architecture and equipment ; 
 Definition of variables to be analyzed; 
 Implementation of the testbed; 
 Set up of equipments and preparation for the tests; 
 Empirical tests; 
 Analysis of the results; 
 Correlation study using Bayesian networks. 

 
With the performance measures and the help of a domain specialist, conjectures can be 
taken about the behavior and functionality of applications. This study, however, is not 
complete without considering factors such as the influence and correlation of all the 
attributes involved. 
 
The correlation of events is important to reduce costs with respect to the network 
maintenance, improve availability and performance of network services. Raw data are 
interpreted and analyzed, taking into account a set of predetermined criteria, or defined 
dynamically according to the management process. 
 
Among the computational intelligence techniques available for correlation analysis and 
uncertainty, we implement for this analysis the algorithm of Bayesian networks. Known for 
their models as components with a qualitative (representing the dependencies between the 
nodes) and quantitative (conditional probability tables – CPTs of the nodes) structures, 
evaluating, in probabilistic terms, these dependencies (Korb & Nicholson, 2003)(Chen, 2001). 
Together, these components provide an efficient representation of the joint probability 
distribution of the variables in a given field. 
 
Bayesian networks are probabilistic graphical models for knowledge representation and 
reasoning in domains with uncertainty. Its unified nature makes it possible to compare 
different scenarios about the data, and the intuitive nature of its graphical formalism makes 
it one of the best analytical methods available for decision making (Rocha et al., 2007). 
 
With Bayesian networks, the behavior of the attributes can be studied; propagating and 
evaluating hypothesis given certain evidences. Thus, from the Bayesian networks, one could 
predict how the triple play flow will behave in last mile networks or what are the physical 
characteristics that the network should have to meet this new need. This should provide a 
quantified indication in order to enable telecommunications companies invest safely, given 
the user’s need for quality and efficiency in the service provision. 

 
5.1 Definition of architecture and equipment 
The test was implemented in the Laboratory of Technological Innovation in 
Telecommunications (LABIT), with a scenario consisting of modems, DSLAM, 
telecommunication cables, noise generator, and computers. 
 
The generation of noise is made by the DSL 5500, a noise generator from Spirent 
Communications, in the operating range of ADSL2+ (4.3125 kHz to 2.208 MHz). A protocol 
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signals traveling in the same direction, called far-end crosstalk (FEXT). 
 
Radio noise is the remnant of wireless transmission signals coupling into phone lines, 
particularly AM radio broadcasts and amateur (HAM) operator transmissions. 
 
Impulse noise is a nonstationary crosstalk from temporary electromagnetic events (such as 
the ringing of phones on lines sharing the same binder, and atmospheric electrical surges) 
that can be narrowband or wideband and that occurs randomly. Impulse noises can be tens 
of millivolts in amplitude and can last as long as hundreds of microseconds (Cioffi, 
1999)(Starr, 1999). 
 

 
Fig. 2. DSL Copper Impairments (Kerpez & Kinney, 2008) 
 
DSLs are generally provisioned to withstand a worst-case level of crosstalk; however, 
provisioning systems are approximate, and some older cables have poor crosstalk isolation. 
Moreover, after several DSLs are activated, some small percentage will actually exceed 
fundamental worst-case crosstalk engineering rules—however, this small percentage can 
translate into a high number of troubles. 
 
In spite of conducting several investigations about the impact of non-stationary noise in DSL 
systems, just few studies have been conducted addressing their impact in terms of 
experimental analysis. This may be credited to the inaccessibility to a proper infrastructure 
to handle practical experiments. 

 
5. Planning Methodology and Performance Results 

This work implements, through crosslayer techniques, strategies for planning and 
evaluating the performance of ADSL2+ networks, which implement minimum levels of QoS 
for Triple Play applications. This approach will be achieved through a set of techniques such 
as: data measurement, modeling, optimization, simulation, etc. So this will enable creating 
an information framework that will guide the implementation of triple play applications 
and/or infrastructure for broadband networks. 
 
 

 

The strategy and methodology to be used in the tests are divided into the following topics: 
 Definition of architecture and equipment ; 
 Definition of variables to be analyzed; 
 Implementation of the testbed; 
 Set up of equipments and preparation for the tests; 
 Empirical tests; 
 Analysis of the results; 
 Correlation study using Bayesian networks. 

 
With the performance measures and the help of a domain specialist, conjectures can be 
taken about the behavior and functionality of applications. This study, however, is not 
complete without considering factors such as the influence and correlation of all the 
attributes involved. 
 
The correlation of events is important to reduce costs with respect to the network 
maintenance, improve availability and performance of network services. Raw data are 
interpreted and analyzed, taking into account a set of predetermined criteria, or defined 
dynamically according to the management process. 
 
Among the computational intelligence techniques available for correlation analysis and 
uncertainty, we implement for this analysis the algorithm of Bayesian networks. Known for 
their models as components with a qualitative (representing the dependencies between the 
nodes) and quantitative (conditional probability tables – CPTs of the nodes) structures, 
evaluating, in probabilistic terms, these dependencies (Korb & Nicholson, 2003)(Chen, 2001). 
Together, these components provide an efficient representation of the joint probability 
distribution of the variables in a given field. 
 
Bayesian networks are probabilistic graphical models for knowledge representation and 
reasoning in domains with uncertainty. Its unified nature makes it possible to compare 
different scenarios about the data, and the intuitive nature of its graphical formalism makes 
it one of the best analytical methods available for decision making (Rocha et al., 2007). 
 
With Bayesian networks, the behavior of the attributes can be studied; propagating and 
evaluating hypothesis given certain evidences. Thus, from the Bayesian networks, one could 
predict how the triple play flow will behave in last mile networks or what are the physical 
characteristics that the network should have to meet this new need. This should provide a 
quantified indication in order to enable telecommunications companies invest safely, given 
the user’s need for quality and efficiency in the service provision. 

 
5.1 Definition of architecture and equipment 
The test was implemented in the Laboratory of Technological Innovation in 
Telecommunications (LABIT), with a scenario consisting of modems, DSLAM, 
telecommunication cables, noise generator, and computers. 
 
The generation of noise is made by the DSL 5500, a noise generator from Spirent 
Communications, in the operating range of ADSL2+ (4.3125 kHz to 2.208 MHz). A protocol 
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analyzer from RADCOM (Radcom, 2009) was also used to filter the packets that will travel 
in the network, isolating specific flows to generate performance metrics.  
 
DSLAM/EDA (Ethernet DSL Access) is the equipment available in the telephone central 
office, allowing the data communication via a DSL link. The computer connected to the 
DSLAM is responsible for generating video flows to be distributed to the clients via 
multicast. 
 
A Wireline Simulator of ADSL2+ ETSI DLS 410E3 from Spirent Communications was used. 
It reproduces the AC and DC characteristics of twisted pair copper telephony cable using 
passive circuitry (R, L & C). 
 
The methodology applied is conventionally used for benchmarking of high protocol layers, 
considering all types of data that can be transmitted; where the data to be changed are 
specific of the DSL technology, they are the loop length and the applications that are used.  

 
5.2 Definition of variables to be analyzed 
The performance measures obtained for this case study are divided by application:  
 

 Voice flow: Jitter (Jitter_VoIP), loss of IP packets (Loss_VoIP), MOS - Mean Opinion 
Score (MOS_VoIP), number of successful attempts (Attempts_VoIP). 

 Video flow: Jitter (Jitter_Video), vídeo throughput (Throughput_Video) and loss of 
IP packets (Loss_Video). 

 Data flow (FTP): Delay (Delay_FTP), jitter (Jitter_FTP), loss of IP packets 
(FTP_Loss) and throughput (Throughput_FTP). 

 
Where: 
 
Def.1: We call it “throughput” the maximum bit rate, that allows end-to-end IP packet 
transmission without occurring any packet loss during the test (retransmission is not 
provided). 
 
Def.2: The one-way IP packet delay is the time an IP packet (of a certain size) needs to travel 
from source to destination.  
 
Def.3: The IP packet loss is the ratio between the number of lost packets and transmitted 
packets between source and destination over a long period of time.  
 
Def.4: We have repeated the measurements for different loop distances (2500m, 3000m, 
3500m, 4000m and 4500m) and cable type Ø=0.4mm PE. Simulating scenarios without any 
noise (named Case0), level of White Noise W= -140 dBm and 24 DSL (ISDN) Impairment 
(named Case1), level of White Noise W= -130 dBm, and 24 DSL (ISDN) Impairment (called 
Case2) and level of White Noise W= -120 dBm, and 24 DSL (ISDN) Impairment (called 
Case3). All noises recommended for (TR-048, 2002) and (ITU-T, 2005). 
 
All tests, for each loop length, were repeated 10 times, with duration of 120 seconds. 

 

5.3 Empirical Tests 
For the analysis of this last mile technology, a typical scenario for IPTV transmission will be 
used, where services of voice, video and data will be available (Papagianni et al., 2009). 
 
One of the challenges that VoIP carriers deal with early in their network planning is to 
choose the most appropriate voice coding standard in order to provide good voice quality 
and adequate network efficiency. From uncompressed G.711 at 64 kbps to G.726 at 16kbps, 
G.729 at 8kbps and the highly compressed G.723.1 at 5.3 kbps, the VoIP service providers 
can choose the level of voice compression that will be applied to their customers. In this 
particular study the G.711 codec is employed. G.711 is the international standard for 
encoding telephone audio on a 64 kbps channel.  
 
For the voice transmission,  Callgen (VoIP tool developed by the OpenH232 project) 
(OpenH323, 2007) was used. Besides being widely used for testing, Callgen supports the 
G.711 codec (Papagianni et al., 2009). 
 
The video codec H.264 standard, which is being adopted by all major video service 
operators, is utilized in the performance evaluation of triple play service over xDSL access 
network (ITURec.H.264 & ISO/IEC14496-10, 2007). It was jointly developed by ITU Video 
Coding Experts Group (VCEG) and ISO Moving Picture Experts Group (MPEG). H.264 is 
used in fixed and wireless network environment.  
 
H.264 has proven to be more resilient to error prone networks through the use of flexible 
macroblock ordering, slice interleaving and data partitioning. In addition, it attains 
enhanced compression performance; therefore it is a “network-friendly” standard. It is 
capable of providing good video quality at substantially lower bit rates than other 
standards. Compared to MPEG-2 video, it cuts down transmission bit rate by half, while the 
coding gain over H.263 and H. 263+ is in the range of 24% up to 47% (Kamaci & Altunbasak, 
2003). 
 
VLC (VideoLAN Client) (VLC, 2009) was used to generate the video traffic. VLC is a 
multimedia player that supports various video formats and streaming protocols, the RTP 
(Real Time Protocol) was used for the video transmission. The codec H264 was used for the 
video flow, with rate of 1.2 Mbps; for the audio, the AAC was used with rate of 192 Kbps. 
 
IPERF tool (IPERF, 2009) was used to simulate the FTP traffic continuously, aiming to 
occupy the total available bandwidth. This tool is dedicated to the performance analysis of 
networks and widely used in testing (Rao et al., 2009) (Primet et al., 2002). 
 
The tests performed are divided into: tests of the network capacity (Basic Connection); and 
tests of the applications behavior (Network Capacity Services), where the behavior of the 
protocols involved are studied.  

 
5.4 Results Obtained 
The Mean Opinion Score (MOS) is a numerical pattern (proposed by the ITU-T P.800) used 
to measure the quality of voice after the compression and/or transmission. Figure 3 shows 
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analyzer from RADCOM (Radcom, 2009) was also used to filter the packets that will travel 
in the network, isolating specific flows to generate performance metrics.  
 
DSLAM/EDA (Ethernet DSL Access) is the equipment available in the telephone central 
office, allowing the data communication via a DSL link. The computer connected to the 
DSLAM is responsible for generating video flows to be distributed to the clients via 
multicast. 
 
A Wireline Simulator of ADSL2+ ETSI DLS 410E3 from Spirent Communications was used. 
It reproduces the AC and DC characteristics of twisted pair copper telephony cable using 
passive circuitry (R, L & C). 
 
The methodology applied is conventionally used for benchmarking of high protocol layers, 
considering all types of data that can be transmitted; where the data to be changed are 
specific of the DSL technology, they are the loop length and the applications that are used.  

 
5.2 Definition of variables to be analyzed 
The performance measures obtained for this case study are divided by application:  
 

 Voice flow: Jitter (Jitter_VoIP), loss of IP packets (Loss_VoIP), MOS - Mean Opinion 
Score (MOS_VoIP), number of successful attempts (Attempts_VoIP). 

 Video flow: Jitter (Jitter_Video), vídeo throughput (Throughput_Video) and loss of 
IP packets (Loss_Video). 

 Data flow (FTP): Delay (Delay_FTP), jitter (Jitter_FTP), loss of IP packets 
(FTP_Loss) and throughput (Throughput_FTP). 

 
Where: 
 
Def.1: We call it “throughput” the maximum bit rate, that allows end-to-end IP packet 
transmission without occurring any packet loss during the test (retransmission is not 
provided). 
 
Def.2: The one-way IP packet delay is the time an IP packet (of a certain size) needs to travel 
from source to destination.  
 
Def.3: The IP packet loss is the ratio between the number of lost packets and transmitted 
packets between source and destination over a long period of time.  
 
Def.4: We have repeated the measurements for different loop distances (2500m, 3000m, 
3500m, 4000m and 4500m) and cable type Ø=0.4mm PE. Simulating scenarios without any 
noise (named Case0), level of White Noise W= -140 dBm and 24 DSL (ISDN) Impairment 
(named Case1), level of White Noise W= -130 dBm, and 24 DSL (ISDN) Impairment (called 
Case2) and level of White Noise W= -120 dBm, and 24 DSL (ISDN) Impairment (called 
Case3). All noises recommended for (TR-048, 2002) and (ITU-T, 2005). 
 
All tests, for each loop length, were repeated 10 times, with duration of 120 seconds. 

 

5.3 Empirical Tests 
For the analysis of this last mile technology, a typical scenario for IPTV transmission will be 
used, where services of voice, video and data will be available (Papagianni et al., 2009). 
 
One of the challenges that VoIP carriers deal with early in their network planning is to 
choose the most appropriate voice coding standard in order to provide good voice quality 
and adequate network efficiency. From uncompressed G.711 at 64 kbps to G.726 at 16kbps, 
G.729 at 8kbps and the highly compressed G.723.1 at 5.3 kbps, the VoIP service providers 
can choose the level of voice compression that will be applied to their customers. In this 
particular study the G.711 codec is employed. G.711 is the international standard for 
encoding telephone audio on a 64 kbps channel.  
 
For the voice transmission,  Callgen (VoIP tool developed by the OpenH232 project) 
(OpenH323, 2007) was used. Besides being widely used for testing, Callgen supports the 
G.711 codec (Papagianni et al., 2009). 
 
The video codec H.264 standard, which is being adopted by all major video service 
operators, is utilized in the performance evaluation of triple play service over xDSL access 
network (ITURec.H.264 & ISO/IEC14496-10, 2007). It was jointly developed by ITU Video 
Coding Experts Group (VCEG) and ISO Moving Picture Experts Group (MPEG). H.264 is 
used in fixed and wireless network environment.  
 
H.264 has proven to be more resilient to error prone networks through the use of flexible 
macroblock ordering, slice interleaving and data partitioning. In addition, it attains 
enhanced compression performance; therefore it is a “network-friendly” standard. It is 
capable of providing good video quality at substantially lower bit rates than other 
standards. Compared to MPEG-2 video, it cuts down transmission bit rate by half, while the 
coding gain over H.263 and H. 263+ is in the range of 24% up to 47% (Kamaci & Altunbasak, 
2003). 
 
VLC (VideoLAN Client) (VLC, 2009) was used to generate the video traffic. VLC is a 
multimedia player that supports various video formats and streaming protocols, the RTP 
(Real Time Protocol) was used for the video transmission. The codec H264 was used for the 
video flow, with rate of 1.2 Mbps; for the audio, the AAC was used with rate of 192 Kbps. 
 
IPERF tool (IPERF, 2009) was used to simulate the FTP traffic continuously, aiming to 
occupy the total available bandwidth. This tool is dedicated to the performance analysis of 
networks and widely used in testing (Rao et al., 2009) (Primet et al., 2002). 
 
The tests performed are divided into: tests of the network capacity (Basic Connection); and 
tests of the applications behavior (Network Capacity Services), where the behavior of the 
protocols involved are studied.  

 
5.4 Results Obtained 
The Mean Opinion Score (MOS) is a numerical pattern (proposed by the ITU-T P.800) used 
to measure the quality of voice after the compression and/or transmission. Figure 3 shows 
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analyzer from RADCOM (Radcom, 2009) was also used to filter the packets that will travel 
in the network, isolating specific flows to generate performance metrics.  
 
DSLAM/EDA (Ethernet DSL Access) is the equipment available in the telephone central 
office, allowing the data communication via a DSL link. The computer connected to the 
DSLAM is responsible for generating video flows to be distributed to the clients via 
multicast. 
 
A Wireline Simulator of ADSL2+ ETSI DLS 410E3 from Spirent Communications was used. 
It reproduces the AC and DC characteristics of twisted pair copper telephony cable using 
passive circuitry (R, L & C). 
 
The methodology applied is conventionally used for benchmarking of high protocol layers, 
considering all types of data that can be transmitted; where the data to be changed are 
specific of the DSL technology, they are the loop length and the applications that are used.  

 
5.2 Definition of variables to be analyzed 
The performance measures obtained for this case study are divided by application:  
 

 Voice flow: Jitter (Jitter_VoIP), loss of IP packets (Loss_VoIP), MOS - Mean Opinion 
Score (MOS_VoIP), number of successful attempts (Attempts_VoIP). 

 Video flow: Jitter (Jitter_Video), vídeo throughput (Throughput_Video) and loss of 
IP packets (Loss_Video). 

 Data flow (FTP): Delay (Delay_FTP), jitter (Jitter_FTP), loss of IP packets 
(FTP_Loss) and throughput (Throughput_FTP). 

 
Where: 
 
Def.1: We call it “throughput” the maximum bit rate, that allows end-to-end IP packet 
transmission without occurring any packet loss during the test (retransmission is not 
provided). 
 
Def.2: The one-way IP packet delay is the time an IP packet (of a certain size) needs to travel 
from source to destination.  
 
Def.3: The IP packet loss is the ratio between the number of lost packets and transmitted 
packets between source and destination over a long period of time.  
 
Def.4: We have repeated the measurements for different loop distances (2500m, 3000m, 
3500m, 4000m and 4500m) and cable type Ø=0.4mm PE. Simulating scenarios without any 
noise (named Case0), level of White Noise W= -140 dBm and 24 DSL (ISDN) Impairment 
(named Case1), level of White Noise W= -130 dBm, and 24 DSL (ISDN) Impairment (called 
Case2) and level of White Noise W= -120 dBm, and 24 DSL (ISDN) Impairment (called 
Case3). All noises recommended for (TR-048, 2002) and (ITU-T, 2005). 
 
All tests, for each loop length, were repeated 10 times, with duration of 120 seconds. 

 

5.3 Empirical Tests 
For the analysis of this last mile technology, a typical scenario for IPTV transmission will be 
used, where services of voice, video and data will be available (Papagianni et al., 2009). 
 
One of the challenges that VoIP carriers deal with early in their network planning is to 
choose the most appropriate voice coding standard in order to provide good voice quality 
and adequate network efficiency. From uncompressed G.711 at 64 kbps to G.726 at 16kbps, 
G.729 at 8kbps and the highly compressed G.723.1 at 5.3 kbps, the VoIP service providers 
can choose the level of voice compression that will be applied to their customers. In this 
particular study the G.711 codec is employed. G.711 is the international standard for 
encoding telephone audio on a 64 kbps channel.  
 
For the voice transmission,  Callgen (VoIP tool developed by the OpenH232 project) 
(OpenH323, 2007) was used. Besides being widely used for testing, Callgen supports the 
G.711 codec (Papagianni et al., 2009). 
 
The video codec H.264 standard, which is being adopted by all major video service 
operators, is utilized in the performance evaluation of triple play service over xDSL access 
network (ITURec.H.264 & ISO/IEC14496-10, 2007). It was jointly developed by ITU Video 
Coding Experts Group (VCEG) and ISO Moving Picture Experts Group (MPEG). H.264 is 
used in fixed and wireless network environment.  
 
H.264 has proven to be more resilient to error prone networks through the use of flexible 
macroblock ordering, slice interleaving and data partitioning. In addition, it attains 
enhanced compression performance; therefore it is a “network-friendly” standard. It is 
capable of providing good video quality at substantially lower bit rates than other 
standards. Compared to MPEG-2 video, it cuts down transmission bit rate by half, while the 
coding gain over H.263 and H. 263+ is in the range of 24% up to 47% (Kamaci & Altunbasak, 
2003). 
 
VLC (VideoLAN Client) (VLC, 2009) was used to generate the video traffic. VLC is a 
multimedia player that supports various video formats and streaming protocols, the RTP 
(Real Time Protocol) was used for the video transmission. The codec H264 was used for the 
video flow, with rate of 1.2 Mbps; for the audio, the AAC was used with rate of 192 Kbps. 
 
IPERF tool (IPERF, 2009) was used to simulate the FTP traffic continuously, aiming to 
occupy the total available bandwidth. This tool is dedicated to the performance analysis of 
networks and widely used in testing (Rao et al., 2009) (Primet et al., 2002). 
 
The tests performed are divided into: tests of the network capacity (Basic Connection); and 
tests of the applications behavior (Network Capacity Services), where the behavior of the 
protocols involved are studied.  

 
5.4 Results Obtained 
The Mean Opinion Score (MOS) is a numerical pattern (proposed by the ITU-T P.800) used 
to measure the quality of voice after the compression and/or transmission. Figure 3 shows 
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analyzer from RADCOM (Radcom, 2009) was also used to filter the packets that will travel 
in the network, isolating specific flows to generate performance metrics.  
 
DSLAM/EDA (Ethernet DSL Access) is the equipment available in the telephone central 
office, allowing the data communication via a DSL link. The computer connected to the 
DSLAM is responsible for generating video flows to be distributed to the clients via 
multicast. 
 
A Wireline Simulator of ADSL2+ ETSI DLS 410E3 from Spirent Communications was used. 
It reproduces the AC and DC characteristics of twisted pair copper telephony cable using 
passive circuitry (R, L & C). 
 
The methodology applied is conventionally used for benchmarking of high protocol layers, 
considering all types of data that can be transmitted; where the data to be changed are 
specific of the DSL technology, they are the loop length and the applications that are used.  

 
5.2 Definition of variables to be analyzed 
The performance measures obtained for this case study are divided by application:  
 

 Voice flow: Jitter (Jitter_VoIP), loss of IP packets (Loss_VoIP), MOS - Mean Opinion 
Score (MOS_VoIP), number of successful attempts (Attempts_VoIP). 

 Video flow: Jitter (Jitter_Video), vídeo throughput (Throughput_Video) and loss of 
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 Data flow (FTP): Delay (Delay_FTP), jitter (Jitter_FTP), loss of IP packets 
(FTP_Loss) and throughput (Throughput_FTP). 

 
Where: 
 
Def.1: We call it “throughput” the maximum bit rate, that allows end-to-end IP packet 
transmission without occurring any packet loss during the test (retransmission is not 
provided). 
 
Def.2: The one-way IP packet delay is the time an IP packet (of a certain size) needs to travel 
from source to destination.  
 
Def.3: The IP packet loss is the ratio between the number of lost packets and transmitted 
packets between source and destination over a long period of time.  
 
Def.4: We have repeated the measurements for different loop distances (2500m, 3000m, 
3500m, 4000m and 4500m) and cable type Ø=0.4mm PE. Simulating scenarios without any 
noise (named Case0), level of White Noise W= -140 dBm and 24 DSL (ISDN) Impairment 
(named Case1), level of White Noise W= -130 dBm, and 24 DSL (ISDN) Impairment (called 
Case2) and level of White Noise W= -120 dBm, and 24 DSL (ISDN) Impairment (called 
Case3). All noises recommended for (TR-048, 2002) and (ITU-T, 2005). 
 
All tests, for each loop length, were repeated 10 times, with duration of 120 seconds. 

 

5.3 Empirical Tests 
For the analysis of this last mile technology, a typical scenario for IPTV transmission will be 
used, where services of voice, video and data will be available (Papagianni et al., 2009). 
 
One of the challenges that VoIP carriers deal with early in their network planning is to 
choose the most appropriate voice coding standard in order to provide good voice quality 
and adequate network efficiency. From uncompressed G.711 at 64 kbps to G.726 at 16kbps, 
G.729 at 8kbps and the highly compressed G.723.1 at 5.3 kbps, the VoIP service providers 
can choose the level of voice compression that will be applied to their customers. In this 
particular study the G.711 codec is employed. G.711 is the international standard for 
encoding telephone audio on a 64 kbps channel.  
 
For the voice transmission,  Callgen (VoIP tool developed by the OpenH232 project) 
(OpenH323, 2007) was used. Besides being widely used for testing, Callgen supports the 
G.711 codec (Papagianni et al., 2009). 
 
The video codec H.264 standard, which is being adopted by all major video service 
operators, is utilized in the performance evaluation of triple play service over xDSL access 
network (ITURec.H.264 & ISO/IEC14496-10, 2007). It was jointly developed by ITU Video 
Coding Experts Group (VCEG) and ISO Moving Picture Experts Group (MPEG). H.264 is 
used in fixed and wireless network environment.  
 
H.264 has proven to be more resilient to error prone networks through the use of flexible 
macroblock ordering, slice interleaving and data partitioning. In addition, it attains 
enhanced compression performance; therefore it is a “network-friendly” standard. It is 
capable of providing good video quality at substantially lower bit rates than other 
standards. Compared to MPEG-2 video, it cuts down transmission bit rate by half, while the 
coding gain over H.263 and H. 263+ is in the range of 24% up to 47% (Kamaci & Altunbasak, 
2003). 
 
VLC (VideoLAN Client) (VLC, 2009) was used to generate the video traffic. VLC is a 
multimedia player that supports various video formats and streaming protocols, the RTP 
(Real Time Protocol) was used for the video transmission. The codec H264 was used for the 
video flow, with rate of 1.2 Mbps; for the audio, the AAC was used with rate of 192 Kbps. 
 
IPERF tool (IPERF, 2009) was used to simulate the FTP traffic continuously, aiming to 
occupy the total available bandwidth. This tool is dedicated to the performance analysis of 
networks and widely used in testing (Rao et al., 2009) (Primet et al., 2002). 
 
The tests performed are divided into: tests of the network capacity (Basic Connection); and 
tests of the applications behavior (Network Capacity Services), where the behavior of the 
protocols involved are studied.  

 
5.4 Results Obtained 
The Mean Opinion Score (MOS) is a numerical pattern (proposed by the ITU-T P.800) used 
to measure the quality of voice after the compression and/or transmission. Figure 3 shows 
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the behaviour for the quality of the VoIP communication by enlarging loop lengths and 
inserting noise; we considered MOS equals to zero when the connection cannot be made or 
maintained. We can see that the noise of -120 dBm and 24D (case3) has a negative influence 
in the communication; and that the noise impact in the voice communication is higher in 
distances above 4000m, with quality loss up to 69% over a distance of 2500m.  
 

 
Fig. 3. VoIP MOS Behavior. 
 

 
Fig. 4. Triple Play Packet Loss per flow. 
 

 

Packet loss is one of the main aspects that affect the quality of triple play flows, particularly 
for applications not using reliable communication protocols (primarily voice and video). 
Data based applications, which uses reliable protocols that implement retransmissions, 
guarantee the arrival of information with integrity, even at low transmission rates. Figure 4 
shows the behavior of applications considering the packet loss. The results illustrate the 
direct relationship between distance, noise and degradation of flows, especially at distances 
from 3500m to 4500m, which are more susceptible to noise. These distances measures are 
widely used in countries with large geographical area (such as Brazil, India and China) and 
an already established telephony infrastructure, which should now be adapted for digital 
transmission of data. 
 
This fact can be better identified in Tables 1, 2 and Figure 5, which represent the behavior of 
applications (in percentage levels) when compared with a communication without noise. 
The voice application did not suffer packets loss in the entire range of noise, however, for a 
white noise with -130 dBm and 24D (Case2), a growth of 44% was seen in the jitter, which 
directly impacted on the MOS, causing a degradation of 6% in the quality of the 
communication. This impact was even greater when combining the white noise -120 dBm 
and 24D (Case3), which led to a degradation of 40% in the quality of communication, 
sending the MOS from, initially, 4.2 to an average of 2.9. 
 
The video and data applications were barely impacted, with small variations (up to 3%), as 
shown in Table 2; with exception of the data flow, which suffered a drop of 2 Mbps (without 
noise in communication) to about 317 Kbps (white noise of -120 dBm and 24D – Case3), that 
is, a decrease of 600%. 
 

 
Fig. 5. VoIP Behavior for 3500m. 
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inserting noise; we considered MOS equals to zero when the connection cannot be made or 
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3500m+(Case03) 4.55 2.7 1.39 12.01 0.56 0.28 0.317 

Table 1. Video and Data metrics for 3500m. 
 
For the distance of 4000m, it is observed that VoIP and FTP applications do not vary much 
with the insertion of a noise -130 dBm and -120 dBm; this is due to the inability to maintain 
the FTP transfer with these noises, enabling other applications to use all the available 
bandwidth. As the video application has a greater need for bandwidth, it is expected to 
show a greater variation than other applications, as shown in Table 2. 
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When inferences are made in the network (e.g. it is evidenced from the occurrence of a white 
noise of -140 dBm and 24D in the communication), the impacts of these events are 
propagated, as a chain reaction, throughout the network, updating the probability values of 
the remaining nodes, in order to reflect their behavior; thus predicting how the network 
would perform given the occurrence of the instantiated event. 
 

 
Fig. 7. Bayesian network for Triple Play applications over DSL last mile. 
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In the first case study minimum QoS parameters were used; these parameters are those of 
international standards, which define the quality of these applications and  the expected 
performance measures. The objective is to find the maximum loop length and the set of 
noise that will enable us to effectively accomplish the quality in transfer of flows. So, Telcos 
could assess whether their links can support these applications. The results are compared 
with loop samples obtained from the Brazilian telecommunications networks (Telebras, 
1997).  
 
In the second case study, the inverse process is made; a certain loop distance is given as 
input (inferred), and the impact of this evidence is observed in the performance measures of 
the applications, by comparing the estimated results with their standards. 
 
Test Case 1: VoIP Application 
 
According to (Papagianni et al., 2009), a VoIP communication should have a minimum 
quality parameters, without which the VoIP communication is not feasible. Using the G.711 
VoIP protocol, a VoIP communication is seen as feasible if it shows measures such as a 60ms 
jitter, 10% packet loss and up to 150 ms of delay.  G.711 is the standard protocol for 64kbps 
communication, hence its use in the testing analyses. 
 
VoIP communication requires a low bandwidth, but it is very susceptible to communication 
problems like bottlenecks, delays, losses and noise in communication, making it a major 
concern in a triple play communication. Therefore, from the inferences made in the BN, 
which considers and propagates the correlations between all the attributes of the domain, it 
was verified which behavior other applications (video and data) would have to present in 
order to maintain the quality required for voice communication. 
  
Initially, with regard to the physical layer, as shown in Figure 8, the distances that enabled 
these parameters to be maintained were 3000m with white noise of -130 dBm and -24D, 3500 
without any noise, or white noise of -140 dBm and 24D (Case1). 
 
Since the average distance of telephone links, according to standard (Telebras, 1997) is 2090 
m, it is observed that there is a possibility of extending that distance in 66.9%, i.e. 1404 m. 
Allowing smaller investments from Telcos in repeaters (bridge taps) which create new 
interference with communication or the exact definition of the distances necessary to meet 
these needs. 
 
The video application has 88.7% probability of the bandwidth to be between 1.2 Mbps and 
1.4 Mbps, with 99% jitter to be in the range below 20 ms and 87.9% of loss up to 10%. The 
implementation of FTP, which uses the adaptive TCP, has 91.2% chance of presenting 
average delays up to 100ms, 90.7% loss under 10% and flow rate between 1.6 Mbps and 2.4 
Mbps. All levels are acceptable according to international standards (TR-126, 2006). 
 
Test Case 2: Loop length 
 
Here, the inverse analysis will be used, by setting a specific distance and analyzing the 
behavior of the triple play flow for this situation. The distance of 4500m was used, with 

 

white noise -120 dBm and 24D; that is, the influence of a high-intensity noise at a distance 
representing 11% (4 to 4.5 Km) of the existing loops of the telecommunication network 
(Telebras, 1997). 
 
For this distance and noise scenario, it was noticed, from the correlations, that the VoIP 
communication was impossible due to a high competition for the channel and the lack of 
dedicated channels for each application. The TCP/IP protocol defines the dispute over the 
channel was modeled to be fair, in which all applications have the same chance to secure the 
channel; in this scenario, the video application manage to occupy, almost entirely, the 
available bandwidth, even with precariously. 
 
The video application can obtain bandwidths from 400 to 550 Kbps, but will suffer a packet 
loss from 50% to 60% of the total, which is above the maximum stipulated by the TR-126 
standard (TR-126, 2006), which is set to 10%. The use of FTP presents an unstable 
performance, with a throughput rate up to 400kbps and 10% of packet loss. 
 
A solution to this situation is to implement QoS (Quality of Service) on the last mile, which 
would allow to establish routing priority for the packets; so the VoIP flow can be 
transmitted, even if other applications suffer from performance and/or from quality losses. 
The video application would have to be adapted to a new quality of both picture and sound, 
thus achieving the available bandwidth; codecs such as H.264 (Xiao et al., 2007) enable video 
compression with high quality and transmission with bandwidths from 256Kbps to 10Mbps. 
 
Optimal State Configuration Search  
 
Here we present the model used to search for the best strategy for implementing or 
expanding telecommunications services in regions with little infrastructure available to the 
typical end user, providing a high quality service to users by ensuring that objectives of the 
network service level will be maintained and correlating events from lower layers of 
management for determining strategies in the upper layers. 
 
By applying a hybrid model developed using GAs and BNs (Rocha, 2009) we introduce an 
approach for implementing strategies for capacity planning of networks that were not 
originally designed for triple play applications. We show that the use of real measures and 
probabilistic analysis will enable the planning of communication networks, considering 
logical and physical parameters, such as noise, protocols and triple play applications. 
 
The model characterizes the process of discovering scenarios that can lead to achieving a 
specific goal. It is aimed at identifying the best configuration, among the possible values 
(states of nodes in a BN) of variables in the domain, corroborating the achievement of a 
target value for one (or more) variable(s) in the domain in question. 
 
The interaction between these two computational intelligence techniques (GA and BN) 
occurs as follows. As can be seen in Figure 8, the process of scenario discovery starts with 
supplying the BN, generated from the data, and its parameters; then, a GA is applied using 
as fitness function for the individuals (characterizing the possible scenarios available) the 
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implementation of FTP, which uses the adaptive TCP, has 91.2% chance of presenting 
average delays up to 100ms, 90.7% loss under 10% and flow rate between 1.6 Mbps and 2.4 
Mbps. All levels are acceptable according to international standards (TR-126, 2006). 
 
Test Case 2: Loop length 
 
Here, the inverse analysis will be used, by setting a specific distance and analyzing the 
behavior of the triple play flow for this situation. The distance of 4500m was used, with 

 

white noise -120 dBm and 24D; that is, the influence of a high-intensity noise at a distance 
representing 11% (4 to 4.5 Km) of the existing loops of the telecommunication network 
(Telebras, 1997). 
 
For this distance and noise scenario, it was noticed, from the correlations, that the VoIP 
communication was impossible due to a high competition for the channel and the lack of 
dedicated channels for each application. The TCP/IP protocol defines the dispute over the 
channel was modeled to be fair, in which all applications have the same chance to secure the 
channel; in this scenario, the video application manage to occupy, almost entirely, the 
available bandwidth, even with precariously. 
 
The video application can obtain bandwidths from 400 to 550 Kbps, but will suffer a packet 
loss from 50% to 60% of the total, which is above the maximum stipulated by the TR-126 
standard (TR-126, 2006), which is set to 10%. The use of FTP presents an unstable 
performance, with a throughput rate up to 400kbps and 10% of packet loss. 
 
A solution to this situation is to implement QoS (Quality of Service) on the last mile, which 
would allow to establish routing priority for the packets; so the VoIP flow can be 
transmitted, even if other applications suffer from performance and/or from quality losses. 
The video application would have to be adapted to a new quality of both picture and sound, 
thus achieving the available bandwidth; codecs such as H.264 (Xiao et al., 2007) enable video 
compression with high quality and transmission with bandwidths from 256Kbps to 10Mbps. 
 
Optimal State Configuration Search  
 
Here we present the model used to search for the best strategy for implementing or 
expanding telecommunications services in regions with little infrastructure available to the 
typical end user, providing a high quality service to users by ensuring that objectives of the 
network service level will be maintained and correlating events from lower layers of 
management for determining strategies in the upper layers. 
 
By applying a hybrid model developed using GAs and BNs (Rocha, 2009) we introduce an 
approach for implementing strategies for capacity planning of networks that were not 
originally designed for triple play applications. We show that the use of real measures and 
probabilistic analysis will enable the planning of communication networks, considering 
logical and physical parameters, such as noise, protocols and triple play applications. 
 
The model characterizes the process of discovering scenarios that can lead to achieving a 
specific goal. It is aimed at identifying the best configuration, among the possible values 
(states of nodes in a BN) of variables in the domain, corroborating the achievement of a 
target value for one (or more) variable(s) in the domain in question. 
 
The interaction between these two computational intelligence techniques (GA and BN) 
occurs as follows. As can be seen in Figure 8, the process of scenario discovery starts with 
supplying the BN, generated from the data, and its parameters; then, a GA is applied using 
as fitness function for the individuals (characterizing the possible scenarios available) the 



Bayesian Network258
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quality parameters, without which the VoIP communication is not feasible. Using the G.711 
VoIP protocol, a VoIP communication is seen as feasible if it shows measures such as a 60ms 
jitter, 10% packet loss and up to 150 ms of delay.  G.711 is the standard protocol for 64kbps 
communication, hence its use in the testing analyses. 
 
VoIP communication requires a low bandwidth, but it is very susceptible to communication 
problems like bottlenecks, delays, losses and noise in communication, making it a major 
concern in a triple play communication. Therefore, from the inferences made in the BN, 
which considers and propagates the correlations between all the attributes of the domain, it 
was verified which behavior other applications (video and data) would have to present in 
order to maintain the quality required for voice communication. 
  
Initially, with regard to the physical layer, as shown in Figure 8, the distances that enabled 
these parameters to be maintained were 3000m with white noise of -130 dBm and -24D, 3500 
without any noise, or white noise of -140 dBm and 24D (Case1). 
 
Since the average distance of telephone links, according to standard (Telebras, 1997) is 2090 
m, it is observed that there is a possibility of extending that distance in 66.9%, i.e. 1404 m. 
Allowing smaller investments from Telcos in repeaters (bridge taps) which create new 
interference with communication or the exact definition of the distances necessary to meet 
these needs. 
 
The video application has 88.7% probability of the bandwidth to be between 1.2 Mbps and 
1.4 Mbps, with 99% jitter to be in the range below 20 ms and 87.9% of loss up to 10%. The 
implementation of FTP, which uses the adaptive TCP, has 91.2% chance of presenting 
average delays up to 100ms, 90.7% loss under 10% and flow rate between 1.6 Mbps and 2.4 
Mbps. All levels are acceptable according to international standards (TR-126, 2006). 
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expanding telecommunications services in regions with little infrastructure available to the 
typical end user, providing a high quality service to users by ensuring that objectives of the 
network service level will be maintained and correlating events from lower layers of 
management for determining strategies in the upper layers. 
 
By applying a hybrid model developed using GAs and BNs (Rocha, 2009) we introduce an 
approach for implementing strategies for capacity planning of networks that were not 
originally designed for triple play applications. We show that the use of real measures and 
probabilistic analysis will enable the planning of communication networks, considering 
logical and physical parameters, such as noise, protocols and triple play applications. 
 
The model characterizes the process of discovering scenarios that can lead to achieving a 
specific goal. It is aimed at identifying the best configuration, among the possible values 
(states of nodes in a BN) of variables in the domain, corroborating the achievement of a 
target value for one (or more) variable(s) in the domain in question. 
 
The interaction between these two computational intelligence techniques (GA and BN) 
occurs as follows. As can be seen in Figure 8, the process of scenario discovery starts with 
supplying the BN, generated from the data, and its parameters; then, a GA is applied using 
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dedicated channels for each application. The TCP/IP protocol defines the dispute over the 
channel was modeled to be fair, in which all applications have the same chance to secure the 
channel; in this scenario, the video application manage to occupy, almost entirely, the 
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The video application can obtain bandwidths from 400 to 550 Kbps, but will suffer a packet 
loss from 50% to 60% of the total, which is above the maximum stipulated by the TR-126 
standard (TR-126, 2006), which is set to 10%. The use of FTP presents an unstable 
performance, with a throughput rate up to 400kbps and 10% of packet loss. 
 
A solution to this situation is to implement QoS (Quality of Service) on the last mile, which 
would allow to establish routing priority for the packets; so the VoIP flow can be 
transmitted, even if other applications suffer from performance and/or from quality losses. 
The video application would have to be adapted to a new quality of both picture and sound, 
thus achieving the available bandwidth; codecs such as H.264 (Xiao et al., 2007) enable video 
compression with high quality and transmission with bandwidths from 256Kbps to 10Mbps. 
 
Optimal State Configuration Search  
 
Here we present the model used to search for the best strategy for implementing or 
expanding telecommunications services in regions with little infrastructure available to the 
typical end user, providing a high quality service to users by ensuring that objectives of the 
network service level will be maintained and correlating events from lower layers of 
management for determining strategies in the upper layers. 
 
By applying a hybrid model developed using GAs and BNs (Rocha, 2009) we introduce an 
approach for implementing strategies for capacity planning of networks that were not 
originally designed for triple play applications. We show that the use of real measures and 
probabilistic analysis will enable the planning of communication networks, considering 
logical and physical parameters, such as noise, protocols and triple play applications. 
 
The model characterizes the process of discovering scenarios that can lead to achieving a 
specific goal. It is aimed at identifying the best configuration, among the possible values 
(states of nodes in a BN) of variables in the domain, corroborating the achievement of a 
target value for one (or more) variable(s) in the domain in question. 
 
The interaction between these two computational intelligence techniques (GA and BN) 
occurs as follows. As can be seen in Figure 8, the process of scenario discovery starts with 
supplying the BN, generated from the data, and its parameters; then, a GA is applied using 
as fitness function for the individuals (characterizing the possible scenarios available) the 
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actual inference engine of the BN; at the end of its iterations, the optimal scenario to achieve 
a particular goal is obtained. 
 

 
Fig. 8. Representation of the method for discovery of scenarios (Rocha, 2009). 
 
The GA starts with the random generation of an initial population I (where each gene 
corresponds to a node in the BN), consisting of a set of candidate scenarios, which are then 
evaluated by the method of inference of the BN; in order to obtain the fitness of the 
scenarios, the probability of obtaining the target value for the queried variable X, given a 
particular configuration of states (scenario) of the variables of evidence E is calculated. The 
process continues with the selection of individuals, through the method of roulette. Next, 
we apply the operators of crossover, with crossover rate Tc; and mutation, with a mutation 
rate Tm. The process is repeated for n generations. 
 
With this model we can obtain the best scenario that can derive in a specific target (or set of 
targets), as well as pointing the main variables and quantifying their contribution for 
achieving the given goal. 
 
Using the variables obtained from the empirical tests and the BN structure defined, all the 
attributes were discretized in twenty states, according to the frequency of their values. We 
follow to apply the method described earlier to search for the best scenario, based on the 
network attributes, to achieve a desired behaviour for a given attribute. 
 
Here, each of the individuals of the GA represents an inference configuration of the BN, 
generated randomly. Each individual is then, for its classification, submitted to the Bayesian 
inference module in order to verify the probability for the chosen behaviour to manifest; 
obtaining, at the end of the iterations, the best possible scenario of inferences on the BN to 
achieve desired behaviour for the chosen attribute(s). 
 
Instead of a cost function to validate the individuals of the population, a Bayesian inference 
algorithm is implemented; that is, the BN is used as a cost function. This way, each of the 
individuals of the genetic algorithm represents an inference configuration of the BN, 
generated randomly (e.g. evidencing the variables noise with state 18, Jitter_VoIP with state 
1, Loss_VoIP with 7 and Throughput with 4 generates the individual 2-1-7-4). Each 
individual is then, for its classification, submitted to the Bayesian inference module in order 
to verify the probability in which the chosen attribute(s) would be maximized, obtaining, at 

 

the end of the iterations, the best possible configuration of inferences on the BN for the 
maximization of the chosen attribute(s). 
 
At the end of this step (after the genetic algorithm analysis) are obtained only the respective 
states for this maximization (for each attribute). 
 
We point only one simulated scenario, where the loop length that connects the user to the 
CO has 4500m with level of noise W= -140 dBm and 24 DSL (ISDN) impairment; which 
needed a VoIP communication with an acceptable quality (MOS values from 3 to 4). Based 
on these needs, the attributes Noise and MOS_VoIP were defined with states 18 (4500m plus 
White Noise of -140 dBm and 24 DSL (ISDN) impairment) and 7 (MOS from 3 to 4). 
 
Using the technique presented was obtained the results above: 
 

Attribute States 
Jitter_VoIP 378 to 425 ms 
Loss_VoIP 2.5 to 5 % 

Throughput_VoIP 153 to 170 kbps 
Attempts_VoIP 2 

Loss_Video 0 to 8.7 % 
Jitter_Video 28.5 to 30.78 ms 

Throughput_Video 0.547 to 0.675 Mbps 
Jitter_FTP 0 to 0.1 ms 
Loss_FTP 54.6 to 63.7 % 

Delay_FTP 0 to 0.1 ms 
Throughput_FTP 1.6 to 2.02 Mbps 

Table 3. Values of the attributes for the maximization of noise and MOS_VoIP. 
 
The results obtained showed that the inference was possible, but defined some restrictions. 
For the VoIP communication, only 2 of the 4 VoIP calls made can be successfully 
maintained. For this, the video application will have a top available bandwidth of 600Kbps. 
With this, only videos with standard resolution can be transmitted. The FTP application will 
have 1.6 to 2.02 Mbps of available bandwidth, however with a packet loss from 54 to 63%, 
considered very high. The results showed the difficult or, in the worst scenario, 
impossibility of maintaining these applications, unless some kind of QoS (hardware or 
software) or adjustment in the loop is implemented. With this, the diagnosis needed for 
complex systems and quickly detection of network failures can be improved and an 
automatic recovery provided. 

 
6. Final Remarks 

DSL (Digital Subscriber Line) technology enables a universal broadband access at a reduced 
cost and time for implementation required for others access networks since it is considered a 
large capillarity broadband network, using a combination of the existing telephony 
infrastructure and digital subscriber line transmission technologies, which are widely 
available to end users in most developed countries. The environment and the flow to be 
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the end of the iterations, the best possible configuration of inferences on the BN for the 
maximization of the chosen attribute(s). 
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We point only one simulated scenario, where the loop length that connects the user to the 
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Jitter_FTP 0 to 0.1 ms 
Loss_FTP 54.6 to 63.7 % 

Delay_FTP 0 to 0.1 ms 
Throughput_FTP 1.6 to 2.02 Mbps 

Table 3. Values of the attributes for the maximization of noise and MOS_VoIP. 
 
The results obtained showed that the inference was possible, but defined some restrictions. 
For the VoIP communication, only 2 of the 4 VoIP calls made can be successfully 
maintained. For this, the video application will have a top available bandwidth of 600Kbps. 
With this, only videos with standard resolution can be transmitted. The FTP application will 
have 1.6 to 2.02 Mbps of available bandwidth, however with a packet loss from 54 to 63%, 
considered very high. The results showed the difficult or, in the worst scenario, 
impossibility of maintaining these applications, unless some kind of QoS (hardware or 
software) or adjustment in the loop is implemented. With this, the diagnosis needed for 
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6. Final Remarks 

DSL (Digital Subscriber Line) technology enables a universal broadband access at a reduced 
cost and time for implementation required for others access networks since it is considered a 
large capillarity broadband network, using a combination of the existing telephony 
infrastructure and digital subscriber line transmission technologies, which are widely 
available to end users in most developed countries. The environment and the flow to be 
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transmitted must be analyzed and evaluated, given that the data obtained in this stage can 
prove applications to be infeasible or, at the very least, to require for an increased 
investment in infrastructure. 
 
For this reason, the implementation of planning methods to aid in this process, and that take 
into account the current needs of applications (voice, video and data) are of major 
importance.  
 
This paper implemented, with the use of crosslayer techniques, strategies for the planning 
and evaluation of ADSL2+ networks, which implement minimum levels of QoS for Triple 
Play applications. 
 
The main contribution of this work was to apply computational intelligence methods to 
extract patterns in last mile DSL networks, studying the behaviour of Triple Play 
applications on future or already existing networks; especially those with long distances, 
common in countries with wide geographic area. It then becomes possible to establish more 
suitable contracts and/or investments with greater security; and provide government 
managers, in partnership with Telecommunications suppliers with subsidies to better 
formulate government programs for digital/social inclusion; since the expansion in the 
provision of Internet access, particularly when it comes to the Amazon region, which still 
has many areas with no basic communication infrastructure, is an essential factor of 
development. 
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1. Introduction  

The search for new methods, techniques and tools to support the decision-making processes 
is a subject that has aroused major interest in international research; with intelligent systems 
emerging as one of the most robust solutions. 

 
Such studies characterize an area called Data Mining (DM), also known as Knowledge 
Discovery in Database (KDD), which represents a source of mature technologies, largely 
embedded in organizational processes of modern corporations. DM can be understood as an 
interactive and iterative process to identify understandable, valid, new and potentially 
useful patterns from large data sets. 

 
This work presents an analysis to improve the comprehensibility of the patterns discovered 
in the DM process, which is related to the easiness of interpretation by the human being 
(Rezende, 2003). Thus, the use of DM techniques that provide mechanisms of presentation 
and visualization that simplify the analysis of the knowledge obtained can strongly 
contribute to the users to measure the quality of this knowledge. 

 
Among the many DM techniques found in literature, Bayesian networks (BN) comes as one 
of the most prominent, when considering easiness for interpreting knowledge obtained 
from a domain with uncertainty. The reason is that it provides a mechanism for representing 
the causal model of a given dataset (Pearl, 1988), allowing qualitative and quantitative 
analyses from the variables of the domain; thus, providing support to the decision making 
process (Korb & Nicholson, 2003), (Russel & Norvig, 2003). 

 
However, BNs present a restriction to establish the optimal combination of states for given 
variables (discrete or continuous) that would achieve a certain requirement (state of one or 
more variables of the domain). In many real applications, the search for situations which 
would lead to the attainment of certain goals is extremely important. 
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For example, to achieve a certain level of sales, it is necessary to find which set of factors that 
can influence in this progression and, thus, determine which are the conditions (states) of 
these factors that have greater impact on the sales rate obtained. In this work, we present a 
method to solve such problem, by combining the techniques of genetic algorithms (GAs) 
with the BNs, built from the domain's data. In light of these indicatives, we point, as 
contribution of this work, the development of new strategies to extend the power of 
interpretability of BN, implementing a strategy for the discovery of scenarios. 
 
In summary, the model presented here characterizes the process of discovering scenarios 
that can lead to achieving a specific goal; for such, we use a novel hybrid model developed 
using GAs and BNs, that combines the qualities of evolutional algorithms for space search 
with a Bayesian probability model for inference. It is aimed at identifying the best 
configuration, among the possible values (states of nodes in a BN) of variables in the 
domain, corroborating the achievement of a target value for one (or more) variable(s) in the 
domain in question. 
 
The main objectives are twofold: analysis and use of Bayesian methods for knowledge 
extraction, basically with respect to the creation of a method capable of extending the power 
of interpretability of the BN; proposal of a model to measure the causal relationship among 
the variables of a domain, by discovering the values that compose an optimal combination 
(configuration) of states for given variables of this domain. 
 
This work is organized as follows: section 2 presents the main motivations for using BN in 
the data mining process and some related work to this study. In section 3, the method 
proposed for the search of the optimal configuration is presented, aiming at the 
improvement of the BN interpretability. As a case study, the method is applied in the power 
systems domain, as will be presented in section 4. Finally, section 5 presents the final 
remarks of the paper. 

 
2. Bayesian Networks and related work 

A BN represents a probabilistic model of the variables of a given domain, being able to 
represent the qualitative (dependencies), as well as the quantitative (conditional 
probabilities distribution) information. Together, these components propitiate an efficient 
representation of the joint probability distribution of the set of variables Xi = {X1, X2, …, Xn} 
of a given domain (Pearl, 1988).  

 
Moreover, three factors have motivated the use of BN in DM processes (Heckerman, 1997): 
first, the effective manipulation of incomplete datasets; second, the learning of causal 
relationships among the variables of the domain, which facilitates the analysis of the 
domain; third, the BN allow the combination of prior knowledge of the domain with the 
data. 

 
In order to corroborate with the importance and the applicability of BN in the electric sector, 
used as case study here, some related studies presented in literature are shown next. 

 

 

BN is known to offer, given its knowledge representation formalism, a natural mechanism 
for modeling diagnosis. In the power systems domain, there is a massive application on 
fault diagnosis of equipment and operations. 
 
In (Yongli et al., 2006), an application of BN is presented for the diagnosis of possible 
transmission faults in power systems. The main motivation presented for the use of this 
approach is the easiness with which relationships of cause-effect, particularly in domains 
with a high degree of uncertainty, can be modeled. 
 
As a way to decrease the size of the probability tables used in the mentioned problem, a BN 
model is proposed with nodes Noisy-Or and Noisy-And. These nodes can be seen as a 
generalization for the conventional logical connector or and and, respectively. The idea is to 
use them in the networks as elements that can simplify the correlations among the variables 
of the system and their implication with respect to the appearing of transmission faults. 
Instead of directly establishing the relation of cause and effect between two variables, they 
imply to a node Noisy-Or or Noisy-And, whose connections are parameterized with the use 
of probabilities; this way quantifying the impact that each variable has for causing 
transmission faults. 
 
In (Yonggiang et al., 2005), another application of BN in the context of fault diagnosis is 
presented, with emphasis in the possible defects that may occur in the functioning of an 
important class of electric equipment - the transformers. Given the uncertainty of this 
diagnosis, usually due to the complexity for configuring these equipments, it is necessary to 
use a method in order to assist the specialist in the analysis of possible defects. 
 
Several other applications of BN in fault diagnosis are investigated in the literature, as 
presented in (Flores-Loredo et al., 2005). 
 
In (Zhou et al., 2006) BN are used to predict the possibility of faults in the energy 
distribution, considering some climatic aspects. In this case, a BN is modeled to carry out the 
fault predictions (in 7 possible states) from the conditions of wind (in 4 states) and the 
possibility of occurrence of atmospheric discharges (2 states - yes or no).  
 
With respect to the mechanisms for improving the comprehensibility of the patterns 
discovered by the BN, in most of the available literature, the technique of genetic algorithms 
is usually employed only for the process of learning the BN structure (Li et al., 2005), 
(Gamez et al., 2002), (Morales et al., 2004). 
 
Some proposals, however, lean to a hybrid approach of computational intelligence methods 
to optimize and improve the process of knowledge extraction, in its post-processing stage. 
For example, in (Yang, 1997) a Bayesian-Fuzzy method is used to manipulate continuous 
values of evidence in the inference processes. 
 
Although without employing a technique of optimization combined to the inference of BN, 
an interesting method to accomplish these inferences was proposed in (Andersen et al., 
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1989) and is implemented in the Hugin software; allowing to identify the most likely 
configuration of values for the variables of a BN, given one or more evidences. 
 
This method has two basic differences compared to the method proposed here. First, Hugin 
seeks to find the composition of states (configuration) of the variables studied, based on the 
evidence of a given variable. Here, the idea is to attain the states of the studied variables 
(our particular goal) that would allow to achieve a given state on other variable(s) of the BN. 
Another difference is related to the capacity of obtaining the continuous values, and not 
discretized range of values, of the studied variables, to achieve the desired value for the goal 
variable. In the particular case of power systems, this is primordial, given that a variation of 
0.1% in the consumption can represent a considerable financial economy. 

 
3. Optimal State Configuration Search 

The objective of this model is to identify the best configuration, among the possible values of 
the existing variables in the domain, which maximizes a given attribute, identifying initially 
the other variables that present a dependency from it. 

 
In contrast to the way genetic algorithms are used in the majority of the hybrid systems 
proposed in the literature, where they are adopted to optimize the process of learning the 
structure of BN, here, the technique is used for the discovery of the most probable values of 
the variables of a BN, given the value of a key attribute. 
 
The discovery of scenarios that are conducive to achieving a particular goal is of utmost 
importance to support the process of decision making. For example, determine which socio-
economic scenario corroborate with obtaining a target value of total energy consumption, 
defined by the user. 

 
The method developed is aimed at subsidizing decision making users with methods to 
analyze, in advance, the scenarios that can lead to achieving a certain goal; identifying the 
best configuration, among the possible values of variables in the domain, corroborating the 
achievement of a target value for one(or more) variable(s) in the domain in question. For 
this, we used a hybrid method that combines the probabilistic and correlation power of BNs, 
with the ease of GAs for the incorporation of specific knowledge of the problem, in order 
carry out optimization tasks. 

 
The interaction between these two computational intelligence techniques (GA and BN) 
occurs as follows. As can be seen in Figure 1, the process of scenario discovery starts with 
supplying the BN, generated from the data, and its parameters; then, a GA is applied using 
as fitness function for the individuals (scenarios) the actual inference engine of the BN; at 
the end of its iterations, the optimal scenario to achieve a particular goal is obtained. 
 

 

 
Fig. 1. Representation of the method for discovery of scenarios. 
 
In Figure 1, P(X|E) represents the probability of obtaining a particular state of X (target 
variable), given the set of remaining variables in the domain E. Thus, the scenarios 
(configuration of states for variables E) represent the individuals of the GA, which are 
evaluated (fitness function) by the probability of obtaining the goal X. That is, the 
probability P(X|E) of occurrence of each scenario is provided as input to the BN method of 
inference, returning as output the value for this query. As mentioned previously, this value 
is used as fitness function for the individuals (scenarios) of the genetic algorithm (GA). 
 

 
Fig. 2. Algorithm for the process of scenario discovery. 
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BNs and GAs are used in different subsystems that collaborate to reach a solution, i.e., the 
intelligent paradigms are independent, exchange information and perform separate 
functions to generate solutions as shown in Figure 1. Therefore, the method presented here 
can be considered in the category of intercommunicative hybrid methods. Figure 2 shows 
the algorithm for method presented. 
 
The GA starts with the random generation of an initial population I (where each gene 
corresponds to a node in the BN), consisting of a set of candidate scenarios, which are then 
evaluated by the method of inference of the BN; in order to obtain the fitness of the 
scenarios, the probability of obtaining the target value for the queried variable X is 
calculated, given a particular configuration of states (scenario) of the variables of evidence E. 
The process continues with the selection of individuals, through the method of roulette. 
Next, we apply the operators of crossover, with crossover rate Tc; and mutation, with a 
mutation rate Tm. The process is completed following one of the following criteria: 

 establishment of a predetermined number of generations, i.e. define, a priori, a 
number n of iterations; 

 until the algorithm can find an acceptable scenario. The acceptance of the scenario is 
made based on a subjective quality model for evaluation, considering opinions and 
definitions of the domains experts. 

 
One can notice that it is possible to employ any inference method (INFERENCE_MODEL_I) 
for the BN, exact or approximate; the probability is used to evaluate the quality of the 
individuals in the GA. We point that the parameters used to execute GA are defined by the 
user and vary according to the application domain. 
 
In order to show the general interaction process of the GA and the BN inference, consider a 
BN B, generated from a dataset D. Consider also the general inference process over B, 
expressed by a set of query variables X, a set of E variables for inference, and a set of e 
observed states from E, and a set Y representing the remaining variables (not contained in X 
and E). A query P(X|e) can be expressed by: 
 

P(X |e)  P(X,e)   P(X,e,y)
y
  (1) 

 
Where α is a normalization constant, that ensures that the sum for the probability 
distribution of P(X|e) equals 1; and y are possible values for variables in the set Y. 
 
Equation 1 can infer specific queries over X from any set of evidence variables E, 
considering for the calculations the state space of variables Y, (1). The method for discovery 
of scenarios can be viewed as a specialization of this equation, which aims to find which 
values (states) e from the set of variables E maximizes the probability of a given x X . In 
this case, E is formed by all variables of the domain, i.e. Y = . Thus, we can write (1), as 
follows, considering the suitability of a particular individual in the GA that enables 
achieving the target value xi, 
 

 

P(xi |e1,e2,...,en )  P(xi) P(ek | xi)
k1

n

  (2) 

Where: 
 neee ,...,, 21  are the possible evidences;  
 and xi is the event we want to observe. 

 
The chromosomes in the GA are represented by decimal values, characterized by the state 
space for the variables used for inference, as shown in Figure 3, where e1 represents any 
state of E1, e2 represents a certain state of E2 and so forth. 
 

 e1   e2  e3  e4  e5 . . .   em 

Fig. 3. Representation of chromosomes of the genetic algorithm. 
 
To calculate of the fitness, the chromosomes are submitted to the inference module of the 
BN, in order to calculate the probability of the queried variable to attain a given target 
certain value. The higher the probability, the fittest the considered individual will be. It is 
worth to mention that, more than a single query variable can be used for the discovery of 
scenarios. 
 
To illustrate the operation of the method, consider the BN, showed in Figure 4 and its 
respective variables (nodes) and states (Table 1). 
 

 
Fig. 4. Bayesian network to illustrate the discovery of scenarios. 
 

Variable States 
A a1, a2 
B b1, b2, b3, b4 
C c1, c2 
D d1, d2 
E e1, e2, e3, e4 

Table 1. Nodes and states of the BN. 
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In the example, d1 is considered the target value, highlighting that it would be possible to 
choose any variable (or set of variables) of the BN. The GA acts on the inference method of 
the BN (e.g. the exact method Junction Tree) to find the scenario that maximizes the 
probability for d1, to occur. 
 
A possible candidate solution to this simple example could be the set {2,3,1,2}, in which the 
first position (gene) infers state a2 of variable A, b3 of variable B, c1 of C and e2 for E. The 
fitness evaluation, will be given by P(d1|a2,b3,c1,e2). Thus, after application of GA operators 
(selection, crossover and mutation) and at the end of iterations (generations), the best 
configuration (scenario) for variables A, B, C and E, which maximize the probability of d1, 
would be obtained. 

 
4. Case study application 

4.1. Motivation and Context of the Proposed Model 
The analysis described here was originated from the demands of the research project 
“PREDICT - Support Decision Tool for Load Prediction of Electrical Systems”. This project, a 
joint venture between the Government of the State of Pará and the Power Supplier of the 
State of Pará, aims at designing and implementing a decision support system, using 
mathematical and computational intelligence methods, to foresee the demand for energy 
purchase in the future market. 

 
With that in mind, studies are usually made to measure the impact that many other 
variables (temperature, humidity, socio-economic factors etc.) influence over the 
consumption, so that it is possible to foresee scenarios where the operation of the power 
systems are economic, safe and reliable. 

 
So, the consumption forecast and the correlation of some exogenous variables to the power 
system, specifically associated to climatic and socio-economic factors, served as basis for the 
project. In its first phase the project used methods of regression and artificial neural 
networks, to apply the forecasts, and BN to model the mentioned correlations.  

 
However, throughout the development of the project, a series of demands for new 
inferences, necessary for a reliable and safe planning and operation of the power systems, 
were raised by the specialists (managers and engineers). Amongst these  demands we point 
out the creation of indicators that influence the future performance of the power system, 
such as mechanisms that would optimize the consumption, given its relation with socio-
economic and climatic variables. 

 
To assist in these new demands, the BN were elected as models for representing these 
correlations. This proposal was elaborated in order to not only cover this domain of 
application, but also to enable its application in many other areas. 

 
4.2. Description of the Optimization Model 
The case study, proposed by the domain specialists of the power system market, and used 
for the optimization model was to discover under which circumstances the power 

 

consumption would be maximized. For this case, the optimization model was based on a 
few steps that are described as follows. 

 
Firstly, identify which attributes, among those from the database, influence directly the 
power consumption by building the BN structure. 

 
The Government of the State of Pará, from its State Executive Bureau of Budget and 
Finances Planning supplied a database with 15 years of monthly records of the State’s socio-
economic aspects, consisting 35 attributes. 

 
Only the attributes selected by the specialists were used for the generation of the BN, 
according to their impact in the variation of power consumption; they are: number of 
employments in the sectors of the transformation industries and agriculture and cattle 
breeding, and the values of the total turnover and of the dollar. We point out that their 
influence reflects directly not only to the total power consumption in the State, but also to 
the many classes of consumption (residential, industrial, commercial etc). 
 
Given the knowledge that the variables of number of employments in the transformation 
industries (emp_ind), employments in the agriculture and cattle breeding (emp_agro), value 
of the total turnover (val_turn) and the value of the dollar (val_dol) are the main influences in 
the variation of the power consumption, they were used in the next step, which consisted in 
the creation of a BN (Figure 5), using the search and score algorithm K2 (Cooper & 
Herskovitz, 1992). 
 

 
Fig. 5. BN created with the K2. 
 
In the BN, all the attributes were discretized in ten states, according to the frequency of their 
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This way, each of the individuals of the genetic algorithm represents an inference 
configuration of the BN, generated randomly (e.g. evidencing the variables emp_ind with 
state 2, emp_agro with state 1, val_turn with 7 and val_dol with 4 generates the individual 2-1-
7-4). Each individual is then, for its classification, submitted to the Bayesian inference 
module in order to verify the probability in which the power consumption attribute would 
be maximized, obtaining, at the end of the iterations, the best possible configuration of 
inferences on the BN for the maximization of the power consumption. 

 
However, we would have at the end of this step (after the genetic algorithm analysis) only 
the respective states (i.e. band of values) for this maximization, instead of a single value (for 
each attribute), which is what we seek. Following this phase, we make use, again, of a 
genetic algorithm; but this time a traditional genetic algorithm, whose aptitude function we 
obtain from the data. 

 
The function used for the genetic algorithm is obtained from a regression of multiple 
variables made over the attributes of the BN (Dillon & Goldstein, 1984), (Hair et al., 1998). 
The multivariate analysis is however made over the consumption data, but considering only 
the data instances located within the ranges found in the previous step. Thus, we obtain an 
equation (presented below) with a good representativity (approximately 0.9039) over the 
domain.  
 

Y = 258,598,510.5+3,675.6834 1X +4,430.9036 2X + 

+0.4701 3X  - 12,182,208.61 4X  
(3) 

 
where Y  represents the power consumption and 1X , 2X , 3X  and 4X  represent the 
values of the attributes emp_ind, emp_agro, val_turn and val_dol, respectively. 

 
Based on Equation (3), the genetic algorithm is then used, thus obtaining the values, for each 
of the attributes that would maximize the power consumption. It is worth mentioning again 
that the individuals evaluated by the aptitude function (2) are only those within the range of 
values that maximize the value of consumption. Thus, in order to achieve the occurrence of 
the maximum consumption, it is necessary that the values in Table 2 are achieved, for the 
attributes emp_ind, emp_agro, val_turn and val_dol. 
 

Attribute Value 

emp_ind 5.380 

emp_agro 3.357 

val_turn R$ 100.752.576,00 

val_dol R$ 2,861 

Table 2. Values of the attributes for the maximization of the consumption. 
 

 

The genetic algorithms used were, basically, parameterized according to the values in Table 
3. The representation used for the individuals, however, was different. The first genetic 
algorithm used a representation with size based on the number of possible states that the 
variables of the BN could assume; and the second one used a binary representation. Other 
tests specifying different values for the parameters in Table 3 were also made; the results 
obtained, however, did not present any significant alteration. 

 
Parameters Values 

Initial population 50 individuals 

Number of generations 1,000 

Selection Roulette 

Crossover One point 

Crossover rate 98% 

Mutation rate 0.1% 

Elitism Yes 

Table 3. Parameters used in the algorithms. 
 

It is worth mentioning that the optimization model used is restricted not only to the 
discovery of the maximum values of consumption, but can also be used to identify scenarios 
that cause a minimum, average or any other value to be achieved by the power supplier, 
given the variation of the considered economic aspects. 

 
Moreover, it is important to emphasize that although this case study presented a reduced 
search space, the method can be applied for cases with a sparse number of variables, given 
the evolutionary heuristics presented. 

 
5. Final Remarks 

This paper presented a strategy to extend the potentialities of BN, with respect to their 
inference process. It also showed, as a motivation for this strategy, assistance to the 
demands of the electric sector. Among the main contributions of the proposed strategy, we 
can point out the following. 

 
The extension of the power of interpretability of the BN through the discovery of the 
optimal combination of values, represents the possibility of quantifying the causal 
relationships among the socio-economic and electricity consumption variables, and allows 
to achieve a given goal or a key aspect; 
 
The interest of those involved in this Project, in applying the functionalities of the model in 
many other scenarios, not only relative to the power consumption, but also for government 
actions (e.g. discovery of the variables, and their values, that would maximize the 
generation of employment and income), has encouraged the use of the proposed model. 
This interest can further seen by the current use of the model in other Brazilian states, whose 
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algorithm used a representation with size based on the number of possible states that the 
variables of the BN could assume; and the second one used a binary representation. Other 
tests specifying different values for the parameters in Table 3 were also made; the results 
obtained, however, did not present any significant alteration. 

 
Parameters Values 

Initial population 50 individuals 

Number of generations 1,000 

Selection Roulette 

Crossover One point 

Crossover rate 98% 

Mutation rate 0.1% 

Elitism Yes 

Table 3. Parameters used in the algorithms. 
 

It is worth mentioning that the optimization model used is restricted not only to the 
discovery of the maximum values of consumption, but can also be used to identify scenarios 
that cause a minimum, average or any other value to be achieved by the power supplier, 
given the variation of the considered economic aspects. 

 
Moreover, it is important to emphasize that although this case study presented a reduced 
search space, the method can be applied for cases with a sparse number of variables, given 
the evolutionary heuristics presented. 

 
5. Final Remarks 

This paper presented a strategy to extend the potentialities of BN, with respect to their 
inference process. It also showed, as a motivation for this strategy, assistance to the 
demands of the electric sector. Among the main contributions of the proposed strategy, we 
can point out the following. 

 
The extension of the power of interpretability of the BN through the discovery of the 
optimal combination of values, represents the possibility of quantifying the causal 
relationships among the socio-economic and electricity consumption variables, and allows 
to achieve a given goal or a key aspect; 
 
The interest of those involved in this Project, in applying the functionalities of the model in 
many other scenarios, not only relative to the power consumption, but also for government 
actions (e.g. discovery of the variables, and their values, that would maximize the 
generation of employment and income), has encouraged the use of the proposed model. 
This interest can further seen by the current use of the model in other Brazilian states, whose 



Bayesian Network276

 

energy is also provided by the same group of companies of which the power supplier of 
Pará belongs to. 
 
We concludes pointing that by applying the hybrid model presented, the following analyses 
can be implemented: 

1. Identify the variables that have the greatest impact in achieving a target value. This 
feature is particularly useful in situations where a given goal is established, but not 
all states of the variables are known or manageable. Besides being interesting in 
intractable high degree networks; 

2. Find the singular values (when dealing with continuous variable) within the 
discretized ranges (states) of each evidence variables, that most contribute to 
achieving a target value for the queried variable; 

3. Extending the method developed to obtain target values for more than one queries 
variable. This functionality allows to establish a query based on more than one 
goal, considering the isolated importance and impact of each; 

4. Embedding expert knowledge, so that subjective criteria are used to evaluate the 
scenarios. This provides a stopping criterion guided by the degree of interest, 
measured from the belief of key aspects related to the target variable, set a priori by 
the specialist. 
 

Moreover, it is important to point out that the solutions of problems involving the 
combination of techniques that can establish relations of cause and effect (BN) and of 
optimization (e.g. genetic algorithms) are not very well defined in the literature, particularly 
aiming at finding the states of given variables that can establish a desired condition, also 
influenced by these variables. 
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1. Introduction

The use of wireless local area networks (WLANs), as well as the proliferation of the use of
multimedia applications has grown fast in recent years, mainly due to their mobility, easy
configuration and low cost deployment, so they have became an interesting alternative for
industries, enterprises, among others. This technology, usually, supports data traffic gen-
erated by applications such as web browsing. In recent years, however, it has been used
for voice communication, especially in offices (Medepalli et al., year 2004). The VoIP tech-
nology provides the transmission packages of voice over IP protocol, used inside the Inter-
net, reducing significantly the cost of calls when compared with those carried out by pub-
lic switched telephone network (PSTN). However, the VoIP application requires that WLAN
must be able to support rigid QoS specifications for the voice transmission, it has been estab-
lished in ITU-T(International Telecommunication Union) G.114 recommendation and (Zhai
et al., year 2006). Some factors affect the quality of service (QoS) received by the user. The
interference is an example.
Thus, some works focuses on the problem of achieving a high coverage level in terms of
received signal quality (Rodrigues et al., 2000),(Mateus et al., year 2001),(Kamenetsky & Un-
behaun, 2002),(Unbehaun & Kamenetsky, year 2003),(Lee et al., 2002). QoS oriented crite-
rion was considered and performance was studied in (Molina & Alonso, 2004),(Amaldi et al.,
2005),(Prommak et al., 2002),(Bianchi, year 2000),(Heusse et al., 2003),(Lu & Valois, 2006).
Moreover, in (Jaffres-Runser et al., year 2007) is proposed mono-objective and multi-objective
formulations for the wireless local area network planning problem including the coverage,
the interference level and the quality of service (in terms of data throughput per user). Meta-
heuristic methods are explored and the results show the assets of both approaches but mainly
emphasize the benefit of the multi-objective search strategy that offers several alternative so-
lutions. Finally, in (Bosio et al., year 2007) a framework for AP placement was developed with
the maximization of network efficiency.
This chapter presents a strategy to evaluate performance based on hybrid approach that con-
siders measuring and Bayesian inference applied to wireless networks, considering QoS pa-
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rameters as power, jitter, packet loss, delay and PMOS. It differs from the other previous works
developed by the fact that the model take into account a crosslayer vision of networks and the
Bayesian network correlates aspects of the physical environment, on the signal propagation
(power or distance) with aspects of VoIP applications (e.g., jitter and packet loss). Moreover,
in order case studies were carried out considering two indoor environments and two outdoor
environments one of them with important characteristics of the Amazon region (e.g., densely
arboreous environments).

2. Measurement Campaigns

The indoor measurement campaigns were performed in two buildings at Federal University of
Para (UFPA). The first one is a classrooms building, while the second is a building especially
built for research laboratories and teachers’ rooms. The outdoor measurements campaigns
were performed in a square and at a parking lot of a university campus. The main differences
between the aforementioned environments, are the equipments used because in the first ones,
it was used an access point 802.11g Linksys@ WRT54G Router Speed Booster for indoor atten-
dance and at the last, as they were an outdoor attendance, a HotZone Motorola@ equipment
was used. In the next subsections these indoor environments will be presented.

2.1 Classromm Buildings
In this measurement campaign the metrics were collected in the second floor of a building of
the Federal University of Pará. That building is made of bricks and concrete, with lateral glass
windows while the other side there is a corridor along all the building (Fig. 1). In this building
there are only classrooms, that are divided by walls built on bricks.

Fig. 1. Photograph of the building. In clockwise: external side with glass windows, classroom,
corridor and external side with corridor along

2.2 Research Laboratories
The metrics are collected in a two-storey building made of bricks with rooms for Lectures,
Computer and Telecommunication Labs and an anechoic camera, whose height occupies both

the floors. The building has side glass windows with aluminum frames except the anechoic
camera. The rooms are divided by walls built on bricks. The building is still empty and with
no furniture (Fig. 2).

Fig. 2. Photograph of the research laboratories building: corridors of the second and first floor,
and laboratory classroom

In the next subsections the outdoor environments will be presented.

2.3 Marituba’s Square
The metrics were collected in a square. The presence of densely arboreous environment typi-
cally of the Amazon Region was found there. The testbed was done in a real system, because
the Government of the State of Pará has a digital inclusion program. The Marituba city is the
first digital network city of this program (NAVEGAPARA, 2010). Fig. 3 shows a picture of the
square. The scenario is highlighted by the black rectangle and the black circle at the left side
of the rectangle indicates the access point under study.

2.4 Parking Lot
The metrics were collected in a parking lot of a Federal University of Pará. Fig. 4 shows a
picture of the parking lot. The scenario is highlighted by the red line and the blue circle at the
right side of the picture indicates the access point under study.

3. Measurement Methodology

The methodology of measurement was done as described below:

• Measurement points and the access point positioning: some points were marked to
perform the measurements. Their distances from the walls were also measured to the
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In this measurement campaign the metrics were collected in the second floor of a building of
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2.2 Research Laboratories
The metrics are collected in a two-storey building made of bricks with rooms for Lectures,
Computer and Telecommunication Labs and an anechoic camera, whose height occupies both

the floors. The building has side glass windows with aluminum frames except the anechoic
camera. The rooms are divided by walls built on bricks. The building is still empty and with
no furniture (Fig. 2).
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In the next subsections the outdoor environments will be presented.

2.3 Marituba’s Square
The metrics were collected in a square. The presence of densely arboreous environment typi-
cally of the Amazon Region was found there. The testbed was done in a real system, because
the Government of the State of Pará has a digital inclusion program. The Marituba city is the
first digital network city of this program (NAVEGAPARA, 2010). Fig. 3 shows a picture of the
square. The scenario is highlighted by the black rectangle and the black circle at the left side
of the rectangle indicates the access point under study.

2.4 Parking Lot
The metrics were collected in a parking lot of a Federal University of Pará. Fig. 4 shows a
picture of the parking lot. The scenario is highlighted by the red line and the blue circle at the
right side of the picture indicates the access point under study.

3. Measurement Methodology

The methodology of measurement was done as described below:

• Measurement points and the access point positioning: some points were marked to
perform the measurements. Their distances from the walls were also measured to the
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indoor environments and to the outdoor environment the GPS coordinates were col-
lected. Firstly, the network under study was installed.

• Connection of the Network under Study - the architecture of the network under study
(channel 7, central frequency of 2.442GHz) it is shown in Fig. 5, where APS in Fig. 7 is
connected, through a cable to the protocol analyzer ethernet port. The second ethernet
port is connected to a computer. This computer was used as a VoIP receiver, using
CallGen323 (Callgen, 2010) software;

• Traffic Generation at Network under Study - A notebook computer, located in the first
plan in Fig. 5, was used to generate traffic in the WLAN network. Files were transferred
to a server located at the cable network through APS.

• VoIP Transmitter - to transmit the VoIP calls another notebook was used. It was located
on a cart Fig. 6, and it was positioned in the selected measurement points;

• Power Measurement - The cart carries also another notebook. The power measurement
was done in each point, through the Network Stumbler@ software (Netstumbler, 2010).
This notebook was necessary because the Network Stumbler, while in use doesn’t allow
the connection of the computer to any WLAN.

With the methodology and equipments described in the stages, the first phase of the measure-
ment campaign was performed. In this case there was only a transmitter in the environment
in study. During the measurements, the following parameters were stored: received power
(through the Netstumbler software), distance transmitter-receiver, jitter, delay, packet loss and
PMOS (measured by the protocol analyzer). After that first measurement phase, a second one
was performed using the same procedure of the first, but now, with the presence of another
network using the same channel of the network under study, called interference network. The
access point of the interference network was positioned in the second floor in the same di-
rection of the network under study, APT in Fig. 7. The Iperf program (Iperf, 2010) was used
to generate traffic in the inteference network, it is allowed specify the time during which this
traffic is generated. After this second measurement phase, the data were treated and com-
pared to find a parameters variation in the presence of a interference network. The following
section presents the results of those comparisons. The only difference among the procedures
used at the two buildings is the application used to compete traffic with VoIP in the network
under study. In Fig. 8 is showed the layout, the location of the measured points and the loca-
tion of the access points to the classrooms building. After this measurement campaign, data
were treated and the measurements were compared.

Fig. 5. Network under study
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Fig. 6. The cart with notebook running Network NetStumbler (the lower side of the picture)
and the notebook running VoIP calls (the upper side of the picture)

4. Strategy using Bayesian Networks for Planning and Performance Evaluation of
Wireless Networks

The process of knowledge discovery in database (KDD) stands as a technology capable of
widely cooperating in the search of existing knowledge in the data. Therefore, its main ob-
jective is to find valid and potentially useful patterns from the data. The extraction of knowl-
edge from data can be seen as a process with, at least, the following steps: understanding
of the application domain, selection and preparation of the data, data mining, evaluation of
the extracted knowledge and consolidation and the use of the extracted knowledge. Once
in the data mining stage, considering the core of the KDD process, methods and algorithms
are applied for the knowledge extraction from the database. This stage involves the creation
of appropriate models representing patterns and relations identified in the data. The results
of these models, after the evaluation by the analyst, specialist and/or final user are used to
predict the values of attributes defined by the final user based on new data. In this work, the
computational intelligence algorithm used for data mining was based on Bayesian networks.

Fig. 7. Layout of the research laboratories(first and second floor) with the location of the
measurements points and APs

A Bayesian network is composed of several nodes, where each node of the network represents
a variable, that is, an attribute of the database; directed arcs connecting them implies in the
relation of dependency that the variable can possess over the others; and finally probability
tables for each node.The Bayesian networks can be seen as coding models of the probabilistic
relationships between the variables that represent a given domain. These models possess as
components a qualitative representation of the dependencies between the nodes and a quanti-
tative (conditional probability tables of these nodes) structure, that can evaluate, in probabilis-
tic terms, these dependencies. These components together provide an efficient representation
of the joint probability distribution of the variables of a given domain.
One of the major advantages of the Bayesian networks is their semantics, which facilitates,
given the inherent causal representation of these networks, the understanding and the deci-
sion making process for the users of these models. Basically, due to the fact that the relations
between the variables of the domain can be visualized graphically, besides providing an in-
ference mechanism that allows quantifying, in probabilistic terms, the effect of these relations
(Santana et al., year 2007).
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Fig. 8. Layout of the classrooms building with the location of the measurements points and
APs

4.1 Bayesian Inference Results
This section discusses the measurements of the application and physical layers as well as
the results obtained by using Bayesian networks. The study involved treating the measured
data acquired with the novel strategy using any intelligence computational technique, i.e. the
Bayesian network technique (Araújo et al., 2007). In any process of knowledge discovery,
there is a pre-analysis phase of treatment (soft mining) of the data where information that is
not going to contribute to the final result are removed. Hence, the input fields for the Bayesian
network were obtained from the protocol analyzer after the pre-analysis. They worked as
input to the free version Bayesware Discoverer(BDD) commercial software (Discoverer, 2010).

4.1.1 Indoor Environment - Research Lab
According to Fig. 9, the inference results related to distance with the best value are presented.
The probability of throughput lying within 142760.0 to 149180.0 bps is 67.7%. The results for
other metrics are described as follows: in the case of packet loss, the probability of loss ly-
ing within 0 to 0.14% is 60.0%. This value added to the second interval of larger probability
(31.6%) results in the probability of 91.6% of packet loss for lying within 0 to 0.55% (recom-
mended less than 1%). Considering now the jitter, its probability for lying within 0.86 to 2.72
ms is 75.5% (maximum recommended 30 ms). Finally, the PMOS probability values for lying
within 4.0 and 4.9(Good) is 94.1% (the values of PMOS were codified in agreement with ITU-T
Recommendation P.800 (ITU-TP800, 1996)).
Another inference performed is the selection of the lowest throughput in the Fig. 10. The
packet loss for the network with inference of lowest throughput is 32.8% lies within 2.15% to
7.67%. The jitter probability to be greater than 8.4 ms is 35.7% and smaller is 64.3%. The PMOS
has the probability value of 62.7% for lying within 3 and 3.9 (Fair). Finally, the distance metric
presents relevance values for this second inference scenario. Its probability is 48.9% to be
located beyond 19 meters of the access point (distances less than 19 meters can be guaranteed
acceptable QoS parameters for half of times).

4.1.2 Indoor Environment - Classrooms Building
According to Fig. 11, the inference results related to best power. In the case of throughput,
the probability value of 63.3% for lying within 152110 to 152520 bps. Considering now the
packet loss, its probability of loss being equal to zero was 59.4%. The jitter probability value
was 75.1% for lying within 2.2107 ms and 4.3643 ms. PMOS had the probability value of 52.8%
for lying within 3.9386 and 4.1095. Finally, the delay has a 80.9% probability of lying within
74.032 ms and 150.87 ms.

Fig. 9. Bayesian networks with best distance inference applied to ground floor

Fig. 10. Bayesian networks with worst throughput inference applied to ground floor

Another inference performed was the selection of the worst throughput, as shown in Fig. 12.
The packet loss probability value was 47.8% for lying within 1.255% to 3.899%. Considering
now the jitter, its probability for lying within 7.9975 ms to 12.43 ms was 51.7%. PMOS had
the probability value of 43% for lying within 0.2645 and 3.3536. Finally, the delay has a 71.4%
probability of lying within 150.87 ms and 3229.9 ms.

4.1.3 Outdoor Environment - Marituba’s Square
Fig. 13 presents the inference results related to throughput with the best value. In the case of
packet loss, the probability of loss lying within 0 to 0.85% is 44.3%. Considering now the jitter,
its probability for lying within 4.66 to 7.33 ms is 33.2%. Finally, the PMOS has the probability
values for lying within 3.8(Fair) to 4.02(Good) is 48.1% (the values of PMOS were codified in
agreement with ITU-T Recommendation P.800 (ITU-TP800, 1996)).
Another inference performed is the selection of the worst distance in Fig. 14. The packet loss
for the network with inference of worst distance is 51.8% lies within 2.04% to 6.81%. The jitter
probability to be greater than 16.5 ms is 47.8%. The PMOS has the probability value of 51.8%
for lying within 2.45 and 2.92 (Poor). Finally, the throughput metric has probability lying
within 68496 bps and 70774 bps is 51.8%.
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the results obtained by using Bayesian networks. The study involved treating the measured
data acquired with the novel strategy using any intelligence computational technique, i.e. the
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network were obtained from the protocol analyzer after the pre-analysis. They worked as
input to the free version Bayesware Discoverer(BDD) commercial software (Discoverer, 2010).
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Fig. 11. Bayesian networks with best power inference applied to classroom’s building

Fig. 12. Bayesian networks with worst throughput inference applied to classroom’s building.

Through the use of Bayesian networks can be noticed that the QoS parameters applied to
outdoor environment were degraded even in the best situation of the network, i.e. the best
throughput. Referring to the worst case collected, can be seen that the parameters degraded,
but the achieved distances are bigger than the measures at the indoor environment, i.e. 155
meters and 19 meters for the indoor environment . The difference between the equipments
used can be the reason of this, but the densely arboreous environment contributes either. The
use of this computational intelligence aids the decision maker to decide which is the best point
to locate the access point, and how the Qos parameters will behave.

Fig. 13. Bayesian networks with best throughput inference applied to Marituba’s square

Fig. 14. Bayesian networks with worst distance inference applied to Marituba’s square.

4.1.4 Outdoor Environment - University Parking lot
According to Fig. 15, the inference results related to best distance. In the case of packet loss,
the probability of loss being equal to zero was 87.1%. Considering now the jitter, its probability
for lying within 2.66 to 3.33 ms was 61.5%. Finally, the probability that PMOS values would lie
within 3.89 (Fair) to 4.02 (Good) was 39.3% (the values of PMOS were codified in agreement
with ITU-T Recommendation of P.800 (ITU-TP800, 1996))
Another inference performed was the selection of the worst distance, as shown in Fig. 16.
The packet loss for the network with inference of worst distance had a 61.4% probability of
being greater than 5%. The jitter probability value was 77.5% for lying within 15.95 and 34.66
ms. PMOS had the probability value of 76.9% for lying within 0 and 2.48 (Poor). Finally, the
throughput metric has a 75.5% probability of lying within 57297 and 69527 bps.
The use of this computational intelligence aids the decision maker to decide which is the best
point to locate the access point, and how the Qos parameters will behave.
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Fig. 15. Bayesian networks with best distance inference applied to parking lot

Fig. 16. Bayesian networks with worst distance inference applied to parking lot

5. Conclusion

In this chapter a novel WLAN planning and performance evaluation strategy with computa-
tional intelligence approach, i.e., bayesian networks was presented. The measuring technique
was used through an empirical study concerning the behavior of the QoS parameters of an
VoIP application in 802.11g network. This study was performed in two different indoors and
outdoors environments, characterizing two types of scenarios. This was done to establish the
correlation between the behavior of the QoS parameters and the distance.
The main contribution of the Bayesian strategy is the use of computational intelligence to dif-
ferentiate the two environments and to validate the robustness of the methodology proposed
here. Another contribution is about the installation of new hot spots at digital cities, that must
be installed at State of Pará. In addition, due to the large application of wireless LAN, this
strategy can be applied in real engineering design. This methodology will aid the decision
makers where to locate the access point to better attend the public offices, according on the
applications that must be used. It is important to mention that Bayesian network offers an

approach to select several scenarios of QoS. Therefore, it is possible to guarantee a minimum
distance to the AP for VoIP application in an indoor or outdoor WLAN environment.
Finally, in real building there is a very strong trend to find similar scenarios to the presented
ones in this paper, where different networks cohabit and where it is desirable that applications
with rigid parameters of QoS carry out.
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Fig. 15. Bayesian networks with best distance inference applied to parking lot
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5. Conclusion

In this chapter a novel WLAN planning and performance evaluation strategy with computa-
tional intelligence approach, i.e., bayesian networks was presented. The measuring technique
was used through an empirical study concerning the behavior of the QoS parameters of an
VoIP application in 802.11g network. This study was performed in two different indoors and
outdoors environments, characterizing two types of scenarios. This was done to establish the
correlation between the behavior of the QoS parameters and the distance.
The main contribution of the Bayesian strategy is the use of computational intelligence to dif-
ferentiate the two environments and to validate the robustness of the methodology proposed
here. Another contribution is about the installation of new hot spots at digital cities, that must
be installed at State of Pará. In addition, due to the large application of wireless LAN, this
strategy can be applied in real engineering design. This methodology will aid the decision
makers where to locate the access point to better attend the public offices, according on the
applications that must be used. It is important to mention that Bayesian network offers an

approach to select several scenarios of QoS. Therefore, it is possible to guarantee a minimum
distance to the AP for VoIP application in an indoor or outdoor WLAN environment.
Finally, in real building there is a very strong trend to find similar scenarios to the presented
ones in this paper, where different networks cohabit and where it is desirable that applications
with rigid parameters of QoS carry out.
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1. Introduction 

The adoption of innovative technologies in construction is sometimes difficult, due to the 
lack of adequate knowledge to properly estimate and size such systems in the professional 
environment. Moreover, the lack of proper simulation programs for the preliminary design 
of buildings which integrate the new technologies prevents the application of these systems 
to the contemporary construction market, often producing higher costs and less efficient 
buildings. 
Despite the recognized validity of several new technological solutions through extended 
experimentation, and the numerous advances that are being obtained each year, only a 
small percentage of this technology is being applied to the erection of buildings. This can be 
explained by the fact that professional architects prefer to adopt standard techniques that 
they can control rather than try to apply new systems with a high risk of failure, which 
require assistance from technology experts in order to help architects arrive at their design 
choices. 
The best way to overcome these limitations, while fostering wide and fast spread of recently 
developed technologies on the market, would be to provide professional designers with 
friendly and reliable simulation tools to help architects discern the best configuration during 
the conceptual phase of buildings which are to be equipped with these new solutions. In 
particular, Bayesian Networks will be shown to be a suitable tool for developing multi-
criteria decision software programs, given their ease of use and flexibility. In fact, they are 
able to deal with the difficulty underlying even complex phenomena, by means of an 
explicit causal framework that links the variables affecting the system. In addition, they can 
be learned from the same raw data that researchers collect from experiments or advanced 
simulation tools (e.g. finite difference or finite element methods), automatically giving back 
accurate estimations to professionals, who in this way do not need to become involved in 
the use of complex and time consuming simulation programs, like the ones adopted by 
technology developers. In addition, Bayesian Networks based models can implement 
decisional functions which are more suitable and quicker than parametric analyses for 
rough sizing purposes. 
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Even though the Bayesian approach is very powerful, the best methodology to be moulded 
for its implementation needs to be carefully evaluated, because it must take into account 
several variables, mainly related to: 

- how to build the probabilistic framework relative to complex phenomena involving 
hundreds of variables linked by non-linear relationships; 

- how to use raw data coming from experiments or advanced simulation results to 
learn conditional probability tables among variables; 

- how to validate the model under development. 
In this chapter a methodology to build a reliable Bayesian model integrating both 
experimental data and prior knowledge is shown. It is expected to act as a preliminary 
simulation tool that is a lean and fast way to perform rough sizing, leaving the task of more 
accurate and time consuming forecasts to the following design stages.  
Finally, its application to a practical case study for the design of glazed saddlebacked 
roofpond equipped buildings is taken as an example to show how this multi-criteria 
decision Bayesian model may be used to assist designers in the problems dealt with by 
architects during the preliminary stage of design.    

 
2. State of the art   

Despite the great potential and flexibility offered by the use of Bayesian Networks, as 
detailed in the following section 2.1, their application to building design must respond to 
some basic methodological precautions, which will be indicated in subsection 2.2. 

 
2.1 Scientific background on Bayesian Networks  
Bayesian networks can be extracted from the knowledge of experts, using a method called 
causal mapping: it is applied in  the context of an information technology outsourcing 
decision (Nadkarni and Shenoy, 2004). Mathematical models can also be translated into 
qualitative patterns (Lucas, 2005), in order to infer conditional relations and the graphical 
structure of the network. Their application has been tested in  many areas. 
Bayesian Networks are used for the management of areas affected by salinity, and they offer 
the possibility to trade off different kinds of knowledge, like observed data, expert 
knowledge and results from simulations (Sadoddin et al., 2005). It has been demonstrated 
that they are able to evaluate the influence of management actions on different aspects of the 
model framework, such as biophysical, social and economic issues. Bayesian Networks are 
also applied to study the impact of design, manufacturing and operational decisions relative 
to oil drill platforms and to the external environment (Zhu et al., 2003). Other applications 
are known in the field of process monitoring and root cause analysis of complex industrial 
systems (Weidl et al., 2005). A methodology to be applied in the field of software 
architectural design, to obtain decisions regarding the adoption or rejection of the best 
alternative from a web of complex and often uncertain information, has also been proposed 
(Zhang et al., 2005). 
The high flexibility of Bayesian Networks has also been shown by (Van Truong et al., 2009), 
where subjective knowledge, collected by means of questionnaire surveys with experts, was 
collected to build a network quantifying the most likely causes for delays in construction. 
Other research is also being carried out in the field of automatic parameter learning in the 
difficult case of incomplete datasets or sparse data (Wenhui et al., 2009). Bayesian models 

 

 

also have important properties including the possibility to arrive at decisions, which is 
critical in many fields, like maintenance processes (Zhiqiang et al., 2008): the networks can 
be developed from past data about failures and can then be used to obtain decisions, based 
on the probability of occurrence of future damaging events. 
Many attempts have also been made in the field of automatic learning Bayesian Networks, 
whose final purpose would be to provide a machine learning process that finds the 
network's structure and its associated parameters, which best fit any available dataset 
(Lauría et al., 2007). However this cannot work properly when data of different kinds are 
available and they must be put together to develop the final model. 

 
2.2 Advances obtained with respect to the state of the art  
To the authors’ knowledge, there are no systematic analyses concerning the applicability of 
Bayesian Networks to the  preliminary design stage of innovative buildings, although it is 
well known that architects involved in this task must cope with a multi-criteria decision 
making process in order to reason about environmental, cost analysis, structural, aesthetic 
and other issues (Brouchlaghem, 2000). The software programs which are currently 
available on the market are mainly based on the numerical solution of complex analytical 
models. Although accurate and sometimes time-saving, they leave the final choice for the 
optimization of performance to the designer’s intuition. In fact, an interesting first advance 
in this direction was pursued by testing Object Oriented models in the housing construction 
process: the opportunity to visualize and manage together many aspects of this process was 
appreciated (Harish et al., 2008). Indeed, the possibility to reason from uncertain inputs and 
to include long-term consequences for each scenario, makes Bayesian tools suitable for use 
in the early stage of preliminary design, when there is not a complete knowledge of the 
system and its boundary conditions. 
The procedure proposed in this chapter is mainly intended to show how to use Bayesian 
models for building reliable and easy to use simulation tools, which can integrate several 
types of knowledge coming from different sources into a single probabilistic framework. 
In addition, this methodology exploits the tool of Object Oriented Bayesian Networks, 
shortened to OOBNs (Koller et al., 1997), which also helps deal with new technologies which 
have intrinsic complexity (e.g. many variables interacting according to non-linear 
relationships) that is a well known challenge for those involved in modelling. Furthermore, 
they provide an explicit representation of the causal framework that links the variables 
affecting the system, through which a designer can analyze, criticize and then improve the 
preliminary project; in order to apply it, he/she needs only know the performance to be 
obtained and the input data. 
As regards the specific case of roofponds, presented as a demonstration at the end of this 
chapter, current approaches proposed by researchers are suitable for executing parametric 
studies or for verifying thermal performance when boundary conditions are known. 
Instead, the model developed in the following is able to automatically predict the thermal 
behaviour of roofpond buildings using only rough input data, which is typical of the 
preliminary stage of design. This model reasons in a way similar to that adopted by expert 
designers when detailed data about the new construction are not available, and a heuristic 
method must be used to describe the system from a functional point of view, inferring the 
best choice for future design. 
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- how to validate the model under development. 
In this chapter a methodology to build a reliable Bayesian model integrating both 
experimental data and prior knowledge is shown. It is expected to act as a preliminary 
simulation tool that is a lean and fast way to perform rough sizing, leaving the task of more 
accurate and time consuming forecasts to the following design stages.  
Finally, its application to a practical case study for the design of glazed saddlebacked 
roofpond equipped buildings is taken as an example to show how this multi-criteria 
decision Bayesian model may be used to assist designers in the problems dealt with by 
architects during the preliminary stage of design.    

 
2. State of the art   

Despite the great potential and flexibility offered by the use of Bayesian Networks, as 
detailed in the following section 2.1, their application to building design must respond to 
some basic methodological precautions, which will be indicated in subsection 2.2. 

 
2.1 Scientific background on Bayesian Networks  
Bayesian networks can be extracted from the knowledge of experts, using a method called 
causal mapping: it is applied in  the context of an information technology outsourcing 
decision (Nadkarni and Shenoy, 2004). Mathematical models can also be translated into 
qualitative patterns (Lucas, 2005), in order to infer conditional relations and the graphical 
structure of the network. Their application has been tested in  many areas. 
Bayesian Networks are used for the management of areas affected by salinity, and they offer 
the possibility to trade off different kinds of knowledge, like observed data, expert 
knowledge and results from simulations (Sadoddin et al., 2005). It has been demonstrated 
that they are able to evaluate the influence of management actions on different aspects of the 
model framework, such as biophysical, social and economic issues. Bayesian Networks are 
also applied to study the impact of design, manufacturing and operational decisions relative 
to oil drill platforms and to the external environment (Zhu et al., 2003). Other applications 
are known in the field of process monitoring and root cause analysis of complex industrial 
systems (Weidl et al., 2005). A methodology to be applied in the field of software 
architectural design, to obtain decisions regarding the adoption or rejection of the best 
alternative from a web of complex and often uncertain information, has also been proposed 
(Zhang et al., 2005). 
The high flexibility of Bayesian Networks has also been shown by (Van Truong et al., 2009), 
where subjective knowledge, collected by means of questionnaire surveys with experts, was 
collected to build a network quantifying the most likely causes for delays in construction. 
Other research is also being carried out in the field of automatic parameter learning in the 
difficult case of incomplete datasets or sparse data (Wenhui et al., 2009). Bayesian models 

 

 

also have important properties including the possibility to arrive at decisions, which is 
critical in many fields, like maintenance processes (Zhiqiang et al., 2008): the networks can 
be developed from past data about failures and can then be used to obtain decisions, based 
on the probability of occurrence of future damaging events. 
Many attempts have also been made in the field of automatic learning Bayesian Networks, 
whose final purpose would be to provide a machine learning process that finds the 
network's structure and its associated parameters, which best fit any available dataset 
(Lauría et al., 2007). However this cannot work properly when data of different kinds are 
available and they must be put together to develop the final model. 

 
2.2 Advances obtained with respect to the state of the art  
To the authors’ knowledge, there are no systematic analyses concerning the applicability of 
Bayesian Networks to the  preliminary design stage of innovative buildings, although it is 
well known that architects involved in this task must cope with a multi-criteria decision 
making process in order to reason about environmental, cost analysis, structural, aesthetic 
and other issues (Brouchlaghem, 2000). The software programs which are currently 
available on the market are mainly based on the numerical solution of complex analytical 
models. Although accurate and sometimes time-saving, they leave the final choice for the 
optimization of performance to the designer’s intuition. In fact, an interesting first advance 
in this direction was pursued by testing Object Oriented models in the housing construction 
process: the opportunity to visualize and manage together many aspects of this process was 
appreciated (Harish et al., 2008). Indeed, the possibility to reason from uncertain inputs and 
to include long-term consequences for each scenario, makes Bayesian tools suitable for use 
in the early stage of preliminary design, when there is not a complete knowledge of the 
system and its boundary conditions. 
The procedure proposed in this chapter is mainly intended to show how to use Bayesian 
models for building reliable and easy to use simulation tools, which can integrate several 
types of knowledge coming from different sources into a single probabilistic framework. 
In addition, this methodology exploits the tool of Object Oriented Bayesian Networks, 
shortened to OOBNs (Koller et al., 1997), which also helps deal with new technologies which 
have intrinsic complexity (e.g. many variables interacting according to non-linear 
relationships) that is a well known challenge for those involved in modelling. Furthermore, 
they provide an explicit representation of the causal framework that links the variables 
affecting the system, through which a designer can analyze, criticize and then improve the 
preliminary project; in order to apply it, he/she needs only know the performance to be 
obtained and the input data. 
As regards the specific case of roofponds, presented as a demonstration at the end of this 
chapter, current approaches proposed by researchers are suitable for executing parametric 
studies or for verifying thermal performance when boundary conditions are known. 
Instead, the model developed in the following is able to automatically predict the thermal 
behaviour of roofpond buildings using only rough input data, which is typical of the 
preliminary stage of design. This model reasons in a way similar to that adopted by expert 
designers when detailed data about the new construction are not available, and a heuristic 
method must be used to describe the system from a functional point of view, inferring the 
best choice for future design. 
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3. Developing complex Bayesian Network models 

3.1 Brief overview on Bayesian Networks 
The main asset of Bayesian Networks lays in the integration of qualitative physical patterns 
(Boborow, 1984) and computational algorithms elaborated in the field of artificial 
intelligence (Jensen, 2000) in order to create an intelligent support tool. The main utility of 
Bayesian Networks consists in the possibility to combine typical results from macroscopic 
and microscopic analyses (Naticchia et al., 2001). Combining the two approaches, designers 
have the possibility to perform a trial approach also considering very detailed numerical 
results  in order to reach a higher reliability.  
Over the last decade, Bayesian Networks (also called belief bayesian networks or causal 
probabilistic networks) have dominated the field of reasoning under uncertainty, thanks to 
the ability of such expert models to deal with  incomplete or uncertain information (Pearl, 
1988; Korb and Nicholson, 2004).  
Bayesian Networks consist of two parts: a graphical model and an underlying conditional 
probability distribution. The graphical model is represented by a directed acyclic graph 
(DAG), whose nodes represent random variables,  which are linked by arcs, corresponding 
to causal relationships with the previous ones. Each variable may take two or more possible 
states, of both numerical and label types. An arc from a variable A to another variable B 
denotes, in the general case, that A causes B. Using the standard terminology, A is said to be 
a parent of B (which is its child). The strength of that relationship is quantified by 
conditional probability tables (Wonnacott and Wonnacott, 1990), where the probability to 
observe each state of any child variable is given with respect to all combinations of its 
parents’ states; in our example it would be generally billed P(b|a), where A is conditionally 
independent of any variable of the domain that is not its parent, and “a” defines a generic 
state for variable A. The same holds for variable B. Thus we can obtain a conditional 
probability distribution over every domain, where the state of each variable can be 
determined by the knowledge only of the state of its parents, and the joint probability of a 
set of variables E can be computed applying the “chain rule” (Pearl, 1988): 
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Eq. (1) simplifies the computational process considerably, and it is also the first main feature 
of  Bayesian Networks. In other words, the joint probability of any combination of variables 
E is given by the product between the variable En, given any sub-set of variables that 
includes only the parents of En, and any sub-set of variables that are simply ancestors of En, 
given the conditional probabilities of their parents. Thus the complete specification of any 
joint probability distribution does not require an absurdly huge database as is the case when 
every variable is considered to be dependent on the others (Charniak, 1991).  
Secondly, the Bayesian explicit graphical representation also provides a clear understanding 
of the qualitative relationships among variables, allowing the user to reason about their 
causal correlations. 
In addition, every node of a Bayesian Network can be conditioned with new information via 
a flow of information through the network. The probability of a set of “query” nodes is 
computed given the evidence on other nodes for which observations are already available. 
Furthermore, parameter updating is supported for any direction of reasoning: from causes 

 

 

to consequences (“predictive” reasoning) or from consequences to causes (“diagnostic” 
reasoning). This advantage derives from the application of the “Bayes Theorem”: 
 

     
 eP

HPHePeHP 


||                               (2) 

 
where H is the variable with unknown probability distribution; e is the set of variables for 
which evidence has been obtained.   
Finally, Bayesian Networks have the important capability to update it from new evidence: 
this can be formulated by gradually substituting the prior probability distribution P(H) with 
P(H|en), that is the probability distribution of H conditioned upon a set of old evidence en. 
Similarly P(e|H) becomes P(e|en,H), and P(e) becomes P(e|en): 
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3.2 Building the graphical structure 
The three basic reference modules of elementary graphical structures are provided in Fig. 1 
(Pearl, 1988): given the case of Fig. 1-a, the probability of C, given B, is exactly the same as 
the probability of C, given A and B. Therefore A and C are conditionally independent: that 
structure is called a causal chain. The common causes structure in Fig. 1-b is slightly more 
complex: if there is no evidence or information about B, then learning the probability 
distribution of A or C will change the probability distribution of the unknown variable 
between A or C; in the opposite case, when B is given, the knowledge of A or C will not 
change the probability distribution of the other. The last common effects structure in Fig. 1-c, 
represents the situation where an effect has two causes: the parents are marginally 
independent, but become dependent given information about the common effect.   
While building any causal structure to develop a probabilistic model before validation, this 
must be compared with the elementary networks in Fig. 1, in order to verify that any 
conditional independence stated by the causal model really corresponds to the meaning 
assigned by the corresponding basic reference structure. 
 

a)  

b)  c)  
Fig. 1. Elementary networks for conditional independence assumptions. 

 
3.3 Object Oriented Bayesian Networks 
Probabilistic causal networks to model complex physical phenomena are expected to be 
made up of several elementary networks (each of them devoted to modelling a part of the 
whole process), and assembled through the use of Object Oriented Bayesian Networks 
(OOBNs). This functionality is particularly useful to provide a hierarchical description of 
complex technology systems, because it breaks down the whole domain into single units or 
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determined by the knowledge only of the state of its parents, and the joint probability of a 
set of variables E can be computed applying the “chain rule” (Pearl, 1988): 
 

          1121 |...|,..., EPEEPEparentsEPEEPEP nnn               (1) 
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every variable is considered to be dependent on the others (Charniak, 1991).  
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of the qualitative relationships among variables, allowing the user to reason about their 
causal correlations. 
In addition, every node of a Bayesian Network can be conditioned with new information via 
a flow of information through the network. The probability of a set of “query” nodes is 
computed given the evidence on other nodes for which observations are already available. 
Furthermore, parameter updating is supported for any direction of reasoning: from causes 

 

 

to consequences (“predictive” reasoning) or from consequences to causes (“diagnostic” 
reasoning). This advantage derives from the application of the “Bayes Theorem”: 
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where H is the variable with unknown probability distribution; e is the set of variables for 
which evidence has been obtained.   
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3.2 Building the graphical structure 
The three basic reference modules of elementary graphical structures are provided in Fig. 1 
(Pearl, 1988): given the case of Fig. 1-a, the probability of C, given B, is exactly the same as 
the probability of C, given A and B. Therefore A and C are conditionally independent: that 
structure is called a causal chain. The common causes structure in Fig. 1-b is slightly more 
complex: if there is no evidence or information about B, then learning the probability 
distribution of A or C will change the probability distribution of the unknown variable 
between A or C; in the opposite case, when B is given, the knowledge of A or C will not 
change the probability distribution of the other. The last common effects structure in Fig. 1-c, 
represents the situation where an effect has two causes: the parents are marginally 
independent, but become dependent given information about the common effect.   
While building any causal structure to develop a probabilistic model before validation, this 
must be compared with the elementary networks in Fig. 1, in order to verify that any 
conditional independence stated by the causal model really corresponds to the meaning 
assigned by the corresponding basic reference structure. 
 

a)  

b)  c)  
Fig. 1. Elementary networks for conditional independence assumptions. 

 
3.3 Object Oriented Bayesian Networks 
Probabilistic causal networks to model complex physical phenomena are expected to be 
made up of several elementary networks (each of them devoted to modelling a part of the 
whole process), and assembled through the use of Object Oriented Bayesian Networks 
(OOBNs). This functionality is particularly useful to provide a hierarchical description of 
complex technology systems, because it breaks down the whole domain into single units or 
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fragments or elementary networks or more generally “objects”. An object is the fundamental 
unit of an OOBN (Koller et al., 1997), representing either a node or an instantiation of a 
fragment network, which is an abstract description of a network containing both input and 
output nodes. Input nodes are depicted as ellipses with shadow dashed line borders, and 
output nodes are ellipses with shadow bold line borders, that can be shared by several 
networks. Fig. 2 depicts an example of a very simple OOBN, which is not intended to have a 
meaning but must be considered as an example, where the main elements are depicted: 
instances, input and output nodes linking the previous ones, standard nodes. “Node2” and 
“Node3” are output nodes which can transfer information to input nodes (like “node1”) and 
to and from intermediate nodes. 
In practice, input nodes are used to insert information (or evidence) from the user or from 
results of other elementary networks; intermediate nodes are used to perform computations; 
output nodes contain information that can be used directly for design purposes or is sent as 
input to another elementary network performing one of the next tasks. 
 

a)  b)  
Fig. 2. Example of an object with interface variables (a) and of an OOBN (b). 

 
3.4 Conditional probability estimation 
In general there are two different ways of learning probabilities from data: with a known 
structure (where only probability parameters need to be estimated) and with an unknown 
structure (where the probabilistic framework must also be estimated). In the case of 
technology development, qualitative relationships among variables are learnt from expert 
aids, therefore only the conditional probabilities remain unknown. From a mathematical 
point of view, we deal with a domain U={E1, … En} made up of discrete variables, that is 
quantified by a finite collection of discrete physical probabilities, whose structure will be 
called Bs, as in (Heckerman, 1996). Considering the case of learning from a dataset with no 
missing data, that is to say, for each set of observations of the random sample D={C1, .., Cm}  
the states of each variable belonging to U are given, the following theory holds if it is 
assumed that all the parameters are independent. Let us define Bsh as any random sample 
generated by a Bayesian network Bs, and ri the number of states of a generic variable xi; we 
will define the combination of states of a set of variables: 
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where ∏i is the chosen set of variables. Let θijk denote the probability that the generic 
variable is observed to assume one of its states k (xi=k), given ∏i = j for i limited between 1 
and  n, while  j is limited between 1 and  qi and k between 1 and ri. In addition we call: 
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and we suppose that each variable set θij has a Dirichlet distribution: 
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where c is a normalization constant, N’ijk are the multinomial parameters of that 
distribution, limited between 0 and 1, finally ξ is the observed evidence. Eq. (5) can also be 
expressed in its explicit form using the gamma function Г (Evans et al., 1993): 
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Thus, if Nijk is the number of observations in the database D in which xi=k and ∏i=j we are 
able to update that distribution: 
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Eq. (7) is applied to each case belonging to that database. Exploiting the properties of 
Dirichlet distributions, we can compute the probability that xi=k and ∏i=j in the next case to 
be seen in the database Cm+1 (but not observed yet) as: 
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In the case of missing data in the database D, the “EM learning” algorithm can be applied 
(Lauritzen, 1995).  
After learning the probabilities from a database D, it could be necessary to add other 
information from further empirical data. This can be carried out using the “sequential 
updating” method, that is a procedure to modify the network parameters over time in order 
to improve its performance. This method works by modifying the multinomial parameters 
of the Dirichlet distributions under the assumption of parameter independence. With the 
term “experience”, we mean quantitative memory which can be based both on quantitative 
expert judgment and past cases (Spiegelalther and Laurintzen, 1990).  
For the purpose of learning models relative to the preliminary design of buildings, the prior 
parameters in the first version of the network can be set with a particular equivalent sample 
size (by tuning the values N’ijk), after which more data are added using the same procedure, 
starting from the new equivalent sample size and Dirichlet parameters, independently from 
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and we suppose that each variable set θij has a Dirichlet distribution: 
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where c is a normalization constant, N’ijk are the multinomial parameters of that 
distribution, limited between 0 and 1, finally ξ is the observed evidence. Eq. (5) can also be 
expressed in its explicit form using the gamma function Г (Evans et al., 1993): 
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Thus, if Nijk is the number of observations in the database D in which xi=k and ∏i=j we are 
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Eq. (7) is applied to each case belonging to that database. Exploiting the properties of 
Dirichlet distributions, we can compute the probability that xi=k and ∏i=j in the next case to 
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In the case of missing data in the database D, the “EM learning” algorithm can be applied 
(Lauritzen, 1995).  
After learning the probabilities from a database D, it could be necessary to add other 
information from further empirical data. This can be carried out using the “sequential 
updating” method, that is a procedure to modify the network parameters over time in order 
to improve its performance. This method works by modifying the multinomial parameters 
of the Dirichlet distributions under the assumption of parameter independence. With the 
term “experience”, we mean quantitative memory which can be based both on quantitative 
expert judgment and past cases (Spiegelalther and Laurintzen, 1990).  
For the purpose of learning models relative to the preliminary design of buildings, the prior 
parameters in the first version of the network can be set with a particular equivalent sample 
size (by tuning the values N’ijk), after which more data are added using the same procedure, 
starting from the new equivalent sample size and Dirichlet parameters, independently from 
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output nodes are ellipses with shadow bold line borders, that can be shared by several 
networks. Fig. 2 depicts an example of a very simple OOBN, which is not intended to have a 
meaning but must be considered as an example, where the main elements are depicted: 
instances, input and output nodes linking the previous ones, standard nodes. “Node2” and 
“Node3” are output nodes which can transfer information to input nodes (like “node1”) and 
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In practice, input nodes are used to insert information (or evidence) from the user or from 
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output nodes contain information that can be used directly for design purposes or is sent as 
input to another elementary network performing one of the next tasks. 
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quantified by a finite collection of discrete physical probabilities, whose structure will be 
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where c is a normalization constant, N’ijk are the multinomial parameters of that 
distribution, limited between 0 and 1, finally ξ is the observed evidence. Eq. (5) can also be 
expressed in its explicit form using the gamma function Г (Evans et al., 1993): 
 

 
 











 













i

ijk
r

k

N
ijkr

k
k

r

k
k

h
sij

N

N
Bp

1

1

1

1 '

'

'
,| 

                         (6) 

 
Thus, if Nijk is the number of observations in the database D in which xi=k and ∏i=j we are 
able to update that distribution: 
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Eq. (7) is applied to each case belonging to that database. Exploiting the properties of 
Dirichlet distributions, we can compute the probability that xi=k and ∏i=j in the next case to 
be seen in the database Cm+1 (but not observed yet) as: 
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In the case of missing data in the database D, the “EM learning” algorithm can be applied 
(Lauritzen, 1995).  
After learning the probabilities from a database D, it could be necessary to add other 
information from further empirical data. This can be carried out using the “sequential 
updating” method, that is a procedure to modify the network parameters over time in order 
to improve its performance. This method works by modifying the multinomial parameters 
of the Dirichlet distributions under the assumption of parameter independence. With the 
term “experience”, we mean quantitative memory which can be based both on quantitative 
expert judgment and past cases (Spiegelalther and Laurintzen, 1990).  
For the purpose of learning models relative to the preliminary design of buildings, the prior 
parameters in the first version of the network can be set with a particular equivalent sample 
size (by tuning the values N’ijk), after which more data are added using the same procedure, 
starting from the new equivalent sample size and Dirichlet parameters, independently from 
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where c is a normalization constant, N’ijk are the multinomial parameters of that 
distribution, limited between 0 and 1, finally ξ is the observed evidence. Eq. (5) can also be 
expressed in its explicit form using the gamma function Г (Evans et al., 1993): 
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Thus, if Nijk is the number of observations in the database D in which xi=k and ∏i=j we are 
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Eq. (7) is applied to each case belonging to that database. Exploiting the properties of 
Dirichlet distributions, we can compute the probability that xi=k and ∏i=j in the next case to 
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In the case of missing data in the database D, the “EM learning” algorithm can be applied 
(Lauritzen, 1995).  
After learning the probabilities from a database D, it could be necessary to add other 
information from further empirical data. This can be carried out using the “sequential 
updating” method, that is a procedure to modify the network parameters over time in order 
to improve its performance. This method works by modifying the multinomial parameters 
of the Dirichlet distributions under the assumption of parameter independence. With the 
term “experience”, we mean quantitative memory which can be based both on quantitative 
expert judgment and past cases (Spiegelalther and Laurintzen, 1990).  
For the purpose of learning models relative to the preliminary design of buildings, the prior 
parameters in the first version of the network can be set with a particular equivalent sample 
size (by tuning the values N’ijk), after which more data are added using the same procedure, 
starting from the new equivalent sample size and Dirichlet parameters, independently from 
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the numerousness of the first dataset. As regards the equivalent sample size relative to the 
first learning procedure, the larger its size, the greater is the confidence in the previous 
parameter estimates and the slower the change due to adapting to new data. This technique 
is also valid with missing data. 
The procedure described in the next paragraph is intended to provide a generally valid 
method, to find the optimum ratio between the equivalent sample size and the added 
empirical database. As further detailed in 4.1, this procedure requires an iterative adaptation 
of the parameters, until two quality indices of the network are optimized: sensitivity and 
case-based reasoning. 
As an alternative, probabilities can be derived by deterministic relations. As required by the 
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Fig. 3. Overall procedure for developing Bayesian networks for building design. 

 
Entropy can also be computed for probability conditioned to some kind of evidence, having 
in this case P(x|E), where E is the evidence. 
These metrics easily indicate the best solution, because if the varying of parameters through 
adding new data does not produce improvements in the network, it means that a flat point 
has been reached, which is also the best that can be obtained with such a configuration and 
no further improvements are allowed.  
Accuracy will be evaluated by running the produced Bayesian networks (with different 
ratios between theoretical and empirical knowledge) on a set of test cases in order to find 
which one gives back the highest number of correct predictions or inferences (Korb and 
Nicholson, 2004). Input variables will be set both on average and extreme values, in order to 
generate meaningful test case studies, thereby performing a case-based reasoning on a set of 
observations different from the ones previously used for probability learning. 
 

 Case a: RTE = 10/1 Case b: RTE = 1/1 
Probability 
Distribution 

  
LOI 1.54 1.01 

Table 1. Computation of LOI for two variables with different RTE. 

 

 

 

4.2 The case study: glazed saddlebacked roofponds 
As an example of application of the methodology described in subsection 4.1, a model for 
the rough sizing of glazed saddlebacked roofponds will be developed. Roofponds are 
mainly targeted to one and two-storey buildings located at average latitude climates, to 
provide cooling and heating loads necessary for air-conditioning (Marlatt et al, 1984). 
Throughout a normal year and in these specific types of dwellings, with outdoor 
temperatures ranging from 0°C to 46°C, roofponds allow inside temperatures to be 
maintained at between 20°C and 28°C with no conditioning. 
"Roofponds" are a form of high-mass construction systems (Stein and Reynolds, 2000): as 
they require only the roof to be massive, they allow for considerable design freedom below, 
both in walls and fenestration. This strategy uses sliding panels of insulation over bags of 
water; panels slide open on winter days to collect sunlight and open again on summer 
nights to radiate heat to the sky when the ponds are used for cooling. The first roofponds to 
be tested were flat, usually used in warmer, less humid areas.  
 

a)  b)  
Fig. 4. Daytime glazed saddlebacked roofpond behaviour in winter (a) and summer (b). 
 
Recently, a branch of research has concerned experiments on glazed saddlebacked 
roofponds, which are specifically designed for cooler climates (Fernández-González, 2003). 
This system consists of a “ceiling pond” under a pitched roof (to resist snowfalls), 
conventionally insulated on the north side, and with clear insulated glass on the south slope 
to collect solar energy (Fig. 4). For summer periods a movable insulating device is used to 
cover the glazed window and prevent solar gains inside the attic.  
Glazed saddlebacked roofponds have even been tested in Muncie, Indiana, in order to show 
that they are able to shift average internal temperatures closer to the comfort range, 
increasing them during the winter and decreasing them during the summer. The smoothing 
of temperature swings during both seasons is useful not only for reducing HVAC average 
consumption, but also for increasing internal comfort. The most surprising effect is 
registered for the increment in the minimum extreme temperatures during the coldest 
month, which are responsible for the greatest amount of fuel required by the HVAC  system 
(Fernández-González, 2003).  

 
4.3 Analytical models for preliminary probability quantification 
Carrying out step no. 4 of Fig. 3 requires the availability of deterministic relations towards a 
first probability learning. In this paragraph we show how technology developers can work 
out simplified relations even when starting from complex simulation models.  
A finite difference approach was used for accurate transient thermal simulations of 
roofponds (Lord, 1999; Fernandez-Gonzalez, 2004; Fernandez-Gonzalez, 2003). It predicts 
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temperatures ranging from 0°C to 46°C, roofponds allow inside temperatures to be 
maintained at between 20°C and 28°C with no conditioning. 
"Roofponds" are a form of high-mass construction systems (Stein and Reynolds, 2000): as 
they require only the roof to be massive, they allow for considerable design freedom below, 
both in walls and fenestration. This strategy uses sliding panels of insulation over bags of 
water; panels slide open on winter days to collect sunlight and open again on summer 
nights to radiate heat to the sky when the ponds are used for cooling. The first roofponds to 
be tested were flat, usually used in warmer, less humid areas.  
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Fig. 4. Daytime glazed saddlebacked roofpond behaviour in winter (a) and summer (b). 
 
Recently, a branch of research has concerned experiments on glazed saddlebacked 
roofponds, which are specifically designed for cooler climates (Fernández-González, 2003). 
This system consists of a “ceiling pond” under a pitched roof (to resist snowfalls), 
conventionally insulated on the north side, and with clear insulated glass on the south slope 
to collect solar energy (Fig. 4). For summer periods a movable insulating device is used to 
cover the glazed window and prevent solar gains inside the attic.  
Glazed saddlebacked roofponds have even been tested in Muncie, Indiana, in order to show 
that they are able to shift average internal temperatures closer to the comfort range, 
increasing them during the winter and decreasing them during the summer. The smoothing 
of temperature swings during both seasons is useful not only for reducing HVAC average 
consumption, but also for increasing internal comfort. The most surprising effect is 
registered for the increment in the minimum extreme temperatures during the coldest 
month, which are responsible for the greatest amount of fuel required by the HVAC  system 
(Fernández-González, 2003).  

 
4.3 Analytical models for preliminary probability quantification 
Carrying out step no. 4 of Fig. 3 requires the availability of deterministic relations towards a 
first probability learning. In this paragraph we show how technology developers can work 
out simplified relations even when starting from complex simulation models.  
A finite difference approach was used for accurate transient thermal simulations of 
roofponds (Lord, 1999; Fernandez-Gonzalez, 2004; Fernandez-Gonzalez, 2003). It predicts 
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temperature courses inside roofpond equipped buildings, given external climate and 
occupancy schedules as boundary conditions. The finite difference method solves the one-
dimensional unsteady equation of conduction:  
 

2

2

x
T

t
T






                         (12) 

 
where α is the diffusivity and T is temperature varying with time t and position x. The first 
step is the domain subdivision in small elements connected through nodes. Subsequently 
the energy balance given by (Athienitis and Santanouris, 2002) must be solved at all  nodes: 
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where i is the node of interest and j is any other node linked in some way to the previous 
one through a mean having thermal conductance equal to Uij. Qi is the heat generated at the 
level of the node of interest.  
Approximate solutions of the finite difference model above were worked out for the 
preliminary learning of some elementary Bayesian networks. For instance, writing Eq. (13) 
for the nodes representing internal air and roofpond and solving that system of two 
differential equations, the general solutions for internal air and roofpond temperature  
courses are written in the form (Naticchia et al., 2007): 
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where C1, C2 and A are constant terms. Neglecting the time dependent term (the second 
term of the sum), but considering only the long-term behaviour of pond and internal air 
temperatures and eventually rearranging those equations in order to explicitly express the 
two temperatures, the average long-term expected values of internal air and roofpond 
temperatures are obtained. This equation can easily be used for preliminary probability 
learning, which means neglecting the building’s transient behaviour and approximating it 
with its long-term forecast. 
Once the average values are known, the temperature swings must be computed, according 
to (Balcomb et al., 1980). The basic equation for the computation of swings is given by: 
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where ΔT is the temperature gradient, DHC the total diurnal heat capacity, Atot the sum of 
the size of all collection surfaces and qs is the total amount of solar heat gains through south 
oriented windows. These equations have been implemented in the model to estimate 
average temperatures and corresponding swings in both seasons following any choice of 
input parameters. 

 

 

 

4.4 Example of model development 
The Bayesian model for glazed saddlebacked roofponds was built by combining, through 
the OOBNs tool, several networks which simulate the thermal behaviour of roofpond 
equipped buildings with other networks for the estimation of the parameters acting as 
inputs to the previous ones, leading, finally, to one decision network. The model was based 
on the platform provided by the program software Hugin ExpertTM.  
In particular, and referring to Fig. 5, the whole model was organized according to three 
different levels:  
- the first level includes seven elementary networks to compute solar heat gains in both 
seasons, split into attic and main room contributions, besides the needed climatic inputs;  
- the eight second level networks compute the internal average air temperatures and swings 
for both the roofpond building and its benchmark, when operating in heating and cooling 
modes; 
- the third level is made up of one decision model, solving the problem of choosing the best 
combination of input variables to optimize the project, finding the best trade-off between 
benefits pursued in the cold and warm season.  

 
4.4.1 Development of the first level 
Elementary networks no. 4, 5, 6 and 7 estimate solar gains through the attic and south 
oriented windows respectively, in the form of mean values in both seasons for the roofpond 
equipped building and its benchmark. The basic relation implemented is as follows: 
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where I represents irradiation and  SHGC is the solar heat gain coefficient (Athienitis and 
Santanouris, 2002). Networks no. 1, 2 and 3 estimate the input parameters necessary for the 
computation above, such as average sky temperature and emissivity, irradiation and its 
angle of incidence on external windows, according to methods suggested by available 
literature (Balcomb et al, 1980; ASHRAE, 2001), also neglecting non-south oriented window 
contributions for solar gains. These parameters vary according to climate and building 
features. 

 
4.4.2 Development of the second level 
Four elementary networks of level no. 2 were devoted to computing the average internal 
temperatures in the attic and internal rooms of the roofpond building and its benchmark in 
both seasons. In particular, networks no. 8 and 9 (the second depicted in Fig. 6) estimate 
pond and internal temperatures in summer and winter respectively for the roofpond 
equipped building, based on outputs from the first level networks and other user input 
parameters. Winter average long-term internal temperatures were computed according to 
analytical relations put in the form of eq. (14), which has the advantage of being arranged in 
explicit form. It is a function of heat gains (pond, solar and internal) and losses, mainly due 
to envelopes and air ventilation (Lord, 1999).  
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one through a mean having thermal conductance equal to Uij. Qi is the heat generated at the 
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Fig. 5. OOBN representation the whole Bayesian model (a total of 16 networks made up of 
219 variable nodes), where only interface nodes are visible. 
 
The case of network no. 8 regarding summer behaviour was slightly more complicated, 
because the application of thermal balance equations to the main room and attic of the 
roofpond equipped buildings leads to a system with no explicit variables: in this case pond 
temperature is affected not only by its exchange with the interior but also with the sky. 
Hence, an explicit equation built on many statistical observations generated by a system 
including both exchanges between the pond and the interior and between the pond and the 
exterior. This statistical empirical equation was used to estimate pond temperatures in 
function of the sky and external conditions. Thermal exchanges with the sky and the interior 
were inferred from this equation. Validation showed that the model is accurate with an 
error never exceeding 10%, which was considered as acceptable for preliminary learning. 
Similar approaches were used to build networks no. 10 and 11, relative to benchmarks, 
which are simpler given the absence of the roofpond. The other networks are relative to 
temperature oscillation estimation, in accordance with the theory related to eq. (15) 
(Balcomb et al., 1980). 

 

 

 

4.4.3 Development of the third level 
Considering that optimizing design choices for winter periods does not guarantee that the 
same holds for the summer, at this level one large network implementing an objective 
function to be maximized was set up. It considers two contributions: economic savings 
deriving from winter benefits that the roofpond determines with respect to its benchmark 
and from summer benefits. The general form of the objective function is given by: 
 

ch EESEESEES  5.2                      (17) 
 
where expected energy savings (EES) in the cooling mode (EESc) are more important than 
those in the heating mode (EESh), because of the difference in fuel and electricity prices. 
Each term includes energy saving derived from shifting the average temperatures closer to 
the comfort value and reducing the temperature oscillations around the mean; in addition 
climate influence and the whole thermal inertia of the building under development are 
considered. Further details about the model can be found in (Naticchia et al., 2007) 
 

 
Fig. 6. Elementary network no. 9. 

 
4.5 Model refinement and validation 
After having implemented the analytical relations into the networks for the approximate 
relationships in paragraph 4.4, they were subsequently refined using empirical data and by 
monitoring this process through sensitivity analysis and case-based reasoning, according to 
the procedure suggested in paragraph 4.1. This paragraph will show some examples of how 
this could be performed, as it can be applied to any model under development. It has the 
practical advantage of using all the observations which derive from experiments and 
simulations worked out by complex software tools. 
In the particular case of roofponds, the finite difference model described in paragraph 4.3 
and based on eq. (13) was implemented on a wide set of real cases to build numerous 
databases used to implement the sequential updating (paragraph 4.1) on the preliminary 
conditional probability tables, derived from the equations in paragraph 4.4. This sequential 
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updating refines, at each step, the parameters of the Dirichlet distributions underlying the 
networks, until it optimizes the two quality indices described in paragraph 4.1. Defining as 
“theoretical experience” the a priori information inserted through simplified analytical laws 
and “experimental experience” the information deriving from further observations, this 
method allows the optimum ratio to be found between the importance given to the first and 
second samples  with the aim of learning the Dirichlet parameters.  
This procedure must be applied to each elementary network included in the model. For 
instance, let us consider the Bayesian Network no. 6 of level 1 (Fig. 7), relative to the 
computation of the average hourly SHGC value for the attic window of the roofpond 
building in winter for direct and diffuse radiation coming from the exterior.  
After the first learning, based on the use of approximate analytical relationships, a database 
was generated through accurate simulation. Three values of RTE were then tried: RTE = 
10/1; RTE = 3/1; RTE = 1/1. Tab 2 shows LOI values computed in function both of each 
RTE value chosen and of evidence imposed to parent variables. It can be noticed that RTE = 
1/1 gives back the LOI values lower than the initial theoretical model, meaning that entropy 
is getting closer to zero and that probability distributions are more expressive.  
 

 
Fig. 7. Graphical structure of elementary network no. 6. 
 
In addition, Tab. 3 shows that adding empirical evidence with RTE = 1/1 redirects the 
values computed by the network towards the real values. In order to perform this case-
based reasoning it is necessary to divide any dataset into two parts: the first (and bigger) is 
generally used for model learning and the second (smaller) is generally used to compare the 
data provided by the network with the ones recorded by testing or simulation. In this case 
90% of the data were used for model learning and 10% for model validation according to 
case-based reasoning. 
It was evident that adding further experience to this elementary network did not improve 
the output of the network, which means that it reached a flat point, beyond which no 
improvements can be obtained at LOI level. Case-based reasoning must be evaluated on the 
network’s capability to estimate the correct value for output variables: to that end the 
interval or contiguous intervals with the highest probability values must be checked. Fig. 8 
shows how probability propagation algorithms update output variables probability 
according to evidence on input variables: black bars are relative to evidence assignment, 

 

 

while the other probability values are timely and automatically recomputed by the network 
according to those inputs. 
 
Query node Evidence LOI for 

theoretical 
model 

LOI for 
RTE = 
1/10 

LOI for 
RTE = 1/3 

LOI for RTE = 
1/1 

Qauh None 2.4 2.4 2.42 2.43 

Qauh Ta=“0 to 50”, BIA 
= 9000 to 12000 

1.08 0.63 0.88 0.9 

Qauh Ta=“0 to 50”, BIA 
= 3000 to 6000” 

0.99 1.06 1.06 0.87 

Table 2. Sensitivity analysis. 
 
Query Evidence Results from 

theoretical model 
Results from 
RTE = 10/1 

Results from 
RTE = 1/1 

Real 
value 

Qauh Ta=“0 to 50”, 
BIA = 3000 to 
6000” 

70 to 90 (91.6%) 70 to 90 
(92.9%) 

70 to 90 
(97.04%) 

83.8 

Qauh Ta=“0 to 50”, 
BIA = 3000 to 
6000” 

70 to 90 (49.9%) 
90 to 110 (49.9%) 

70 to 90 
(49.9%) 
90 to 110 
(45.4%) 

50 to 70 
(25.2%) 
70 to 90 
(49.09%) 

69.4 

Table 3. Case-based reasoning for accuracy survey. 
 

 
Fig. 8. Example of probability updating for elementary network no. 6. 
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The same procedure was applied for the other networks of the first and second levels. For 
instance, network no. 11 is optimized by assigning RTE = 1/1; networks no. 8 and 10 were 
optimized by assigning RTE = 1/5. In general, this method gives back the amount of 
experimental data which is sufficient to guarantee good estimations and it can be applied 
every time technology developers are able to perform controlled tests or software 
simulations. 

 
5. Applications of the final model 

5.1 Overview of the model’s applicability  
At this level, each sub-network constituting the overall explicit whole network has 
successfully undergone a validation procedure. Three basic practical applications of 
Bayesian reasoning within the architectural design profession are (Naticchia et al., 2007): 

- determination of the best design solution among several possibilities; 
- optimal sizing of building parameters; 
- approximate sizing under conditions of uncertainty. 

In the first case, designers could be supported in the process of discerning the best choice 
among several likely building configurations using the model’s energy efficiency-based 
objective function.  
The second aspect is typical of a rough-sizing process: often, before a designer may size any 
building parameter, the viable choices on the market need to be investigated in terms of 
various issues. This probabilistic model allows bottom-up reasoning, that is to say, querying 
the objective function in order to derive the proper values that yield the highest utility for 
the particular issue being considered.  
Finally, when there is no certain knowledge about some given parameters (e.g. type of 
glazing for south facing windows), the designer should be able to make inferences in the 
case of uncertain distribution over several values and give back a probability distribution 
for the objective function that is useful for carrying out an exploration of the two previously 
mentioned design aspects.  

 
5.2 First application case: choice of the best design solution 
Suppose a designer specifies a glazed, saddleback roofpond application for a one-storey 100 
m2 residence located in Salt Lake City, Utah. All the architectural features have been 
determined except for the total area of the solar attic window. Two available options consist 
in an area equal to either 50% or 35% of the total floor. All the input values were inserted 
into the model: climatic parameters in accordance with Salt Lake City characteristics; “5a 
double clear” type of glass; south facing window area equal to 5 m2; total area of the other 
windows equal to 35 m2. Thermal transmittance of walls and attic respectively equal to 0.035 
W/(m2·K) and 0.02 W/(m2·K); “5/8 in gypsum panel” installed as a ceiling; “4 in thick 
brick” used for walls; 0.3 m deep pond. Fig. 9 depicts some of the results obtained from the 
two assumed cases. It can be noticed from temperature diagrams that in the second case 
(attic window area equal to 35% of the floor) the temperature difference between the 
roofpond building and the benchmark working in heating mode is higher than in the 
second, meaning that it brings higher positive benefits in winter. On the contrary, the 
second case is less advantageous in the summer. Similar remarks could be confirmed for 
temperature swings. Given this ambiguous situation, the use of the objective function (in BN 

 

 

no. 16) with the computation of the expected utility, makes us conclude that the second 
option is better. This is likely to be due to the lower winter losses caused by the smaller area 
of glazing.  
 
a) case no. 1 

Sub-network pond heating Sub-net. benchmark heating Objective Function 

   
Sub-network pond cooling Sub-net. benchmark heating Expected utility 

  

Case no. 1: 
EU = 115.1 

b) case no. 2 
Sub-network pond heating Sub-net. benchmark heating Objective Function 

   
Sub-network pond cooling Sub-net. benchmark heating Expected utility 

  

Case no. 2: 
EU = 127.4 

Fig. 9. Example of selection of the best design option between two possibilities. 

 
5.3 Second application case: optimal sizing of building parameters 
As a second scenario let us assume that a designer is employing a roofpond strategy in a 
passively conditioned building made up of a detached single-family dwelling of 200 m2 in 
Seattle, Washington. The designer is free to determine the area of south-facing glazing. 
Some input parameters include: thermal transmittance of walls equal to 0.04 W/(m2·K), 
while for the attic equal to 0.02 W/(m2·K); area of non-south facing windows equal to 20 m2; 
the glazed window attic area being 0.35 times the floor area; ceiling of “1/2 in gypsum 
panel” type, wall of “4 in thick hollow brick fired clay” type and 0.3 m deep pond on the 
roof. The first case in Fig. 10 depicts the results obtained at the level of the Objective 
Function and the south facing window area, that was left free to vary. The probability 
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Some input parameters include: thermal transmittance of walls equal to 0.04 W/(m2·K), 
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The same procedure was applied for the other networks of the first and second levels. For 
instance, network no. 11 is optimized by assigning RTE = 1/1; networks no. 8 and 10 were 
optimized by assigning RTE = 1/5. In general, this method gives back the amount of 
experimental data which is sufficient to guarantee good estimations and it can be applied 
every time technology developers are able to perform controlled tests or software 
simulations. 

 
5. Applications of the final model 

5.1 Overview of the model’s applicability  
At this level, each sub-network constituting the overall explicit whole network has 
successfully undergone a validation procedure. Three basic practical applications of 
Bayesian reasoning within the architectural design profession are (Naticchia et al., 2007): 

- determination of the best design solution among several possibilities; 
- optimal sizing of building parameters; 
- approximate sizing under conditions of uncertainty. 

In the first case, designers could be supported in the process of discerning the best choice 
among several likely building configurations using the model’s energy efficiency-based 
objective function.  
The second aspect is typical of a rough-sizing process: often, before a designer may size any 
building parameter, the viable choices on the market need to be investigated in terms of 
various issues. This probabilistic model allows bottom-up reasoning, that is to say, querying 
the objective function in order to derive the proper values that yield the highest utility for 
the particular issue being considered.  
Finally, when there is no certain knowledge about some given parameters (e.g. type of 
glazing for south facing windows), the designer should be able to make inferences in the 
case of uncertain distribution over several values and give back a probability distribution 
for the objective function that is useful for carrying out an exploration of the two previously 
mentioned design aspects.  
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distribution relative to the area of south windows considers the first interval as the only one 
not to be chosen, while the others cannot be excluded at this level. 
If the objective function value is maximized by the introduction of evidence in its highest 
interval, the south facing probability distribution changes accordingly: it prompts an 
optimum value between two intervals having approximately the same probability, that can 
be interpreted as being on average 7 m2. Moreover, in order to show how this model is 
sensitive to the choice of the decision variable, the possibility that the total area of non-south 
facing glazing is changed from 20 to 35 m2 is considered, leaving all the other parameters 
unchanged (case no. 2 in Fig. 10). The probabilistic model has the ability to adjust itself: the 
objective function value now suggests that it would be more opportune to increase the south 
facing glazing to between 7 and 12 m2. 
 
Case no. 1 
Objective function 
(O.F.) 

South windows Maximized O. F. Final south windows 

  

Case no. 2 
Objective function 
(O.F.) 

South windows Maximized O. F. Final south windows 

 
 

Fig. 10. Example of optimization of a building parameter. 

 
5.4 Third application case: approximate sizing under conditions of uncertainty 
In the third scenario a designer for a one-storey residence in Seattle, Washington is 
implementing the glazed saddleback roofpond application and needs to determine the most 
appropriate type of glazing for all the building windows, while the one relative to skylights 
of the solar collection space above the roofpond was chosen to be “5a double clear”. For the 
other windows the designer must choose between “5a double clear” and “17c double low-
emission” glazing. In addition to this choice, there is uncertainty regarding the optimum 
area of the south facing glazing, which will be determined after the preliminary design in 
accordance with other needs. 
At this juncture, it will suffice to approximate that there is a 30% probability of choosing  a 
total area of 5.5 m2 and a 70% chance of choosing a total area of 9.5 m2. Fig. 11 depicts the 
likelihood distribution inserted as the variable “area of south windows”, which lets the 
network reason under uncertainty. 
 

 

 

 
Fig. 11. Likelihood distribution inserted in the network 
 
Other decision variables are: floor area of 200 m2; area of non-south facing windows of 20 
m2; ratio of glazed attic surface out of floor equal to 0.35.  
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Case no. 1: 
EU = 257.8 

Fig. 12. Expected utility estimation under conditions of uncertainty for the 1st option 
 
In the case of Fig. 12 all the windows are assigned as the “5a double clear” type. The 
consequent result is an expected utility of 257.8. In the second case (implemented in a way 
similar to the first case) all the building windows were assigned a “17c low emission” glass 
type, which gave back an expected utility of 293.25. The results suggest that the “17c double 
low emission” glazing would work better in terms of thermal performance. This is probably 
due to the thermal transmittance of the glazed windows utilized in the second case, which is 
lower than that found in the first case (2.89 versus 3.25 W/(m2·K)).  

 
6. Conclusion 

Bayesian Networks are a powerful tool to build accurate models for supporting professional 
architects in the preliminary design phase of buildings. Their friendly graphical structure is 
easy to interpret and their learning algorithms are capable of reproducing even non-linear 
relationships relative to complex phenomena, which involve a number of different sub-
processes. This chapter deals with a procedure that research scientists can adopt to develop 
Bayesian networks for modelling the behaviour of new technologies and favouring their fast 
spread into the market, simplifying the task of designers who have to make design choices 
based on estimated building parameters. Developing such models involves discerning 
which kind of knowledge and data must be inserted in order to obtain a reliable network. 
For that purpose, this study suggests breaking down the whole process into sub-processes, 
each simulated by one elementary network, according to the OOBNs approach. Causal 
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relationships among variables in every elementary network are then learnt, starting from 
both simplified analytical relationships and from experimental data or those deriving from 
numerical simulations: the procedure proposed in this chapter suggests how to measure the 
level of quality of the network, which can gradually be tuned by changing the importance of 
subjective relationships, with respect to the data. 
Once the model is built, it has the benefit of performing both predictive and diagnostic 
reasoning, as well as reasoning under conditions of uncertainty. Therefore it is capable of 
supporting architects in several single or combined basic tasks: the determination of the best 
design solution among different available choices; the optimal sizing of building 
parameters; the approximate sizing under conditions of uncertainty. These applications 
include what could realistically be of interest for professional designers, who would use the 
Bayesian models as an expert system to drive them towards fast and accurate designing.  
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During the last decades, “Transport Demand" and “Mobility" has been a continuously de-
veloping branch in the transport literature. This is reflected in the great amount of research
papers published in scientific magazines dealing with trip matrix estimation (see (Doblas &
Benítez, 2005)) and traffic assignment problems (see (Praskher & Bekhor, 2004)). Current traf-
fic models reproduce the mobility using several data inputs, in particular prior trip matrix,
link counts, etc. (see (Yang & Zhou, 1998)) which are data only from a subset of the problem
variables, and its size will depend on the available budget for the study being carried on.
Among the problems faced for solving these models we can emphasize the high number of
possible solutions which is usually solved by choosing the solution where the model results
best fits real data. Nevertheless a model does not have to reproduce only the real data, but
also must reproduce accurately all the variables. To this end, the aim of this paper consists of
presenting two Bayesian network models for traffic estimation, trying to bring a new tool to
the transportation field. The first one deals with the problem of link flows, trip matrix estima-
tion and traffic counting location and in the second one we propose a Bayesian network for
route flow estimation (and hence link flows and OD flows) using data from plate scanning
technique together with a model for optimal plate scanning device location. Since a Gaussian
Bayesian network is used, these models allow us to update the predictions from a small subset
of real data and probability intervals or regions are obtained to get an idea of the associated
uncertainties. In addition dealing with data from the plate scanning approach we improve the
under-specification level of the traffic flow estimation problem.

1. Some background on Bayesian network models

A Bayesian network (see, (Castillo et al., 1999)) is a pair (G,P), where G is a directed
acyclic graph (DAG) defined on a set of nodes X (the random variables), and P =
{p(x1|π1), . . . , p(xn|πn)} is a set of n conditional probability densities (CPD), one for each
variable, and Πi is the set of parents of node Xi in G. The set P defines the associated joint
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probability density of all nodes as

p(x) =
n

∏
i=1

p(xi|πi). (1)

The graph G contains all the qualitative information about the relationships among the vari-
ables, no matter which probability values are assigned to them1. Complementary, the proba-
bilities in P contain the quantitative information, i.e., they complement the qualitative prop-
erties revealed by the graphical structure.

� �
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��

�� ��
��

�

Fig. 1. A traffic network and its associated Bayesian network.

As an example of how a traffic network can be represented by means of G let us consider the
simple traffic network in Figure 1. Assume that we have only the OD pair (1, 3) and two
routes {(1, 2), (3)}. Then, it is clear that the link flows v1, v2 and v3 depend on the OD flow
t, leading to the Bayesian network in the right part of Figure 1, where the arrows go from
parents to sons. Note that link flow va has the t OD flow as a parent, and the t OD flow has
va as son, if link a is contained in at least one path of such a OD pair.
Since a normal model is going to be used, the particular case of Gaussian Bayesian networks
is presented next. A Bayesian network (G,P) is said to be a Gaussian Bayesian network (see
(Castillo et al., 1997a;b)) if and only if the joint probability distribution (JPD) associated with its
variables X is a multivariate normal distribution, N(µ, Σ), i.e., with joint probability density
function:

f (x) = (2π)−n/2|Σ|−1/2 exp
{
−1/2(x − µ)TΣ−1(x − µ)

}
, (2)

where µ is the n-dimensional mean vector, Σ is the n × n covariance matrix, |Σ| is the deter-
minant of Σ, and µT denotes the transpose of µ.
In transportation problems, when some variables are observed, one needs to consider the
other variables conditioned on the observations, and then the remaining variables change
expected values and covariances. The following equations permit updating the mean and the
covariance matrix of the variables when some of them are observed. They illustrate the basic
concepts underlying exact propagation in Gaussian network models (see (Anderson, 1984)).
These updating equations are:

µY|Z=z = µY + ΣYZΣ−1
ZZ(z − µZ), (3)
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where Y and Z are the set of unobserved and observed variables, respectively, which allow
calculating the conditional means and variances given the actual evidence, i.e. they are the
updating equations for the means and variance-covariance matrix of the unobserved vari-
ables and the already deterministic values of observed variables, when the later have been
observed.
Note that instead of using a single process with all the evidences, one can incorporate the
evidences one by one. In this way, one avoids inverting the matrix ΣZZ, which for some
solvers can be a problem because of its size. Note also that the conditional mean µY|Z=z
depends on z but the conditional variance ΣY|Z=z does not.

2. Traffic link count based method for traffic flow prediction

In this section a method for traffic flow prediction using Bayesian networks with data from
traffic counts is presented (see (Castillo, Menéndez & Sánchez-Cambronero, 2008a)).

2.1 Model assumptions
In our Gaussian Bayesian network for traffic flow prediction using data from traffic counts,
we make the following assumptions:

Assumption 1: The vector T with elements tks of OD flows from origin k to destination s,
are multivariate normal N(µT , ΣT) random variables with mean µT and variance-covariance
matrix ΣT .
At this point we have to note that the T random variables are correlated. In particular, at the
beginning and end of vacation periods the traffic increases for all OD pairs and strong weather
conditions reduce traffic flows in all OD pairs. This fact can be formulated as follows:

tks = ζksU + ηks, (5)

where ζks are positive real constants, U is a normal random variable N(µU , σ2
U), and ηks are

independent normal N(0, γ2
ks) random variables. The meanings of these variables are as fol-

lows:
U : A random positive variable that measures the level of total mean flow. This means that

flow varies randomly and deterministically in situations similar to those being analyzed
(weekend period, labor day, beginning or end of a general vacation period, etc.).

ζ : A column matrix which element ζks measures the relative weight of the traffic flow
between origin k to destination s with respect to the total traffic flow (including all OD
pairs).

η : A vector of independent random variables with null mean such that its ks element mea-
sures the variability of the OD pair ks flow with respect to its mean.

Assumption 2: The conditional distribution of each link flow V given the OD flows is the
following normal distribution

vij|T ∼ N


µvij + ∑
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 ,

where vij is the traffic flow in link lij, βijks is the regression coefficient of vij on tks, which is
zero if the link lij does not belong to any path of the OD pair ks, ψ2

ij is its variance and Πij is
the set of parents of link lij.
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As an example of how a traffic network can be represented by means of G let us consider the
simple traffic network in Figure 1. Assume that we have only the OD pair (1, 3) and two
routes {(1, 2), (3)}. Then, it is clear that the link flows v1, v2 and v3 depend on the OD flow
t, leading to the Bayesian network in the right part of Figure 1, where the arrows go from
parents to sons. Note that link flow va has the t OD flow as a parent, and the t OD flow has
va as son, if link a is contained in at least one path of such a OD pair.
Since a normal model is going to be used, the particular case of Gaussian Bayesian networks
is presented next. A Bayesian network (G,P) is said to be a Gaussian Bayesian network (see
(Castillo et al., 1997a;b)) if and only if the joint probability distribution (JPD) associated with its
variables X is a multivariate normal distribution, N(µ, Σ), i.e., with joint probability density
function:
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}
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where µ is the n-dimensional mean vector, Σ is the n × n covariance matrix, |Σ| is the deter-
minant of Σ, and µT denotes the transpose of µ.
In transportation problems, when some variables are observed, one needs to consider the
other variables conditioned on the observations, and then the remaining variables change
expected values and covariances. The following equations permit updating the mean and the
covariance matrix of the variables when some of them are observed. They illustrate the basic
concepts underlying exact propagation in Gaussian network models (see (Anderson, 1984)).
These updating equations are:
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independent normal N(0, γ2
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lows:
U : A random positive variable that measures the level of total mean flow. This means that

flow varies randomly and deterministically in situations similar to those being analyzed
(weekend period, labor day, beginning or end of a general vacation period, etc.).

ζ : A column matrix which element ζks measures the relative weight of the traffic flow
between origin k to destination s with respect to the total traffic flow (including all OD
pairs).

η : A vector of independent random variables with null mean such that its ks element mea-
sures the variability of the OD pair ks flow with respect to its mean.
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routes {(1, 2), (3)}. Then, it is clear that the link flows v1, v2 and v3 depend on the OD flow
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where µ is the n-dimensional mean vector, Σ is the n × n covariance matrix, |Σ| is the deter-
minant of Σ, and µT denotes the transpose of µ.
In transportation problems, when some variables are observed, one needs to consider the
other variables conditioned on the observations, and then the remaining variables change
expected values and covariances. The following equations permit updating the mean and the
covariance matrix of the variables when some of them are observed. They illustrate the basic
concepts underlying exact propagation in Gaussian network models (see (Anderson, 1984)).
These updating equations are:

µY|Z=z = µY + ΣYZΣ−1
ZZ(z − µZ), (3)

ΣY|Z=z = ΣYY − ΣYZΣ−1
ZZΣZY , (4)

1 This allows determining which information is relevant to given variables when the knowledge of other
variables becomes available. As we will see in section 2.3 this fact is the basis of the traffic counts
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where Y and Z are the set of unobserved and observed variables, respectively, which allow
calculating the conditional means and variances given the actual evidence, i.e. they are the
updating equations for the means and variance-covariance matrix of the unobserved vari-
ables and the already deterministic values of observed variables, when the later have been
observed.
Note that instead of using a single process with all the evidences, one can incorporate the
evidences one by one. In this way, one avoids inverting the matrix ΣZZ, which for some
solvers can be a problem because of its size. Note also that the conditional mean µY|Z=z
depends on z but the conditional variance ΣY|Z=z does not.

2. Traffic link count based method for traffic flow prediction

In this section a method for traffic flow prediction using Bayesian networks with data from
traffic counts is presented (see (Castillo, Menéndez & Sánchez-Cambronero, 2008a)).

2.1 Model assumptions
In our Gaussian Bayesian network for traffic flow prediction using data from traffic counts,
we make the following assumptions:

Assumption 1: The vector T with elements tks of OD flows from origin k to destination s,
are multivariate normal N(µT , ΣT) random variables with mean µT and variance-covariance
matrix ΣT .
At this point we have to note that the T random variables are correlated. In particular, at the
beginning and end of vacation periods the traffic increases for all OD pairs and strong weather
conditions reduce traffic flows in all OD pairs. This fact can be formulated as follows:

tks = ζksU + ηks, (5)

where ζks are positive real constants, U is a normal random variable N(µU , σ2
U), and ηks are

independent normal N(0, γ2
ks) random variables. The meanings of these variables are as fol-

lows:
U : A random positive variable that measures the level of total mean flow. This means that

flow varies randomly and deterministically in situations similar to those being analyzed
(weekend period, labor day, beginning or end of a general vacation period, etc.).

ζ : A column matrix which element ζks measures the relative weight of the traffic flow
between origin k to destination s with respect to the total traffic flow (including all OD
pairs).

η : A vector of independent random variables with null mean such that its ks element mea-
sures the variability of the OD pair ks flow with respect to its mean.

Assumption 2: The conditional distribution of each link flow V given the OD flows is the
following normal distribution

vij|T ∼ N


µvij + ∑

k,s∈Πij

βijks(tks − µtks ), ψ2
ij


 ,

where vij is the traffic flow in link lij, βijks is the regression coefficient of vij on tks, which is
zero if the link lij does not belong to any path of the OD pair ks, ψ2

ij is its variance and Πij is
the set of parents of link lij.
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t, leading to the Bayesian network in the right part of Figure 1, where the arrows go from
parents to sons. Note that link flow va has the t OD flow as a parent, and the t OD flow has
va as son, if link a is contained in at least one path of such a OD pair.
Since a normal model is going to be used, the particular case of Gaussian Bayesian networks
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}
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where µ is the n-dimensional mean vector, Σ is the n × n covariance matrix, |Σ| is the deter-
minant of Σ, and µT denotes the transpose of µ.
In transportation problems, when some variables are observed, one needs to consider the
other variables conditioned on the observations, and then the remaining variables change
expected values and covariances. The following equations permit updating the mean and the
covariance matrix of the variables when some of them are observed. They illustrate the basic
concepts underlying exact propagation in Gaussian network models (see (Anderson, 1984)).
These updating equations are:
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ZZ(z − µZ), (3)
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ZZΣZY , (4)
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where Y and Z are the set of unobserved and observed variables, respectively, which allow
calculating the conditional means and variances given the actual evidence, i.e. they are the
updating equations for the means and variance-covariance matrix of the unobserved vari-
ables and the already deterministic values of observed variables, when the later have been
observed.
Note that instead of using a single process with all the evidences, one can incorporate the
evidences one by one. In this way, one avoids inverting the matrix ΣZZ, which for some
solvers can be a problem because of its size. Note also that the conditional mean µY|Z=z
depends on z but the conditional variance ΣY|Z=z does not.

2. Traffic link count based method for traffic flow prediction

In this section a method for traffic flow prediction using Bayesian networks with data from
traffic counts is presented (see (Castillo, Menéndez & Sánchez-Cambronero, 2008a)).

2.1 Model assumptions
In our Gaussian Bayesian network for traffic flow prediction using data from traffic counts,
we make the following assumptions:

Assumption 1: The vector T with elements tks of OD flows from origin k to destination s,
are multivariate normal N(µT , ΣT) random variables with mean µT and variance-covariance
matrix ΣT .
At this point we have to note that the T random variables are correlated. In particular, at the
beginning and end of vacation periods the traffic increases for all OD pairs and strong weather
conditions reduce traffic flows in all OD pairs. This fact can be formulated as follows:

tks = ζksU + ηks, (5)

where ζks are positive real constants, U is a normal random variable N(µU , σ2
U), and ηks are

independent normal N(0, γ2
ks) random variables. The meanings of these variables are as fol-

lows:
U : A random positive variable that measures the level of total mean flow. This means that

flow varies randomly and deterministically in situations similar to those being analyzed
(weekend period, labor day, beginning or end of a general vacation period, etc.).

ζ : A column matrix which element ζks measures the relative weight of the traffic flow
between origin k to destination s with respect to the total traffic flow (including all OD
pairs).

η : A vector of independent random variables with null mean such that its ks element mea-
sures the variability of the OD pair ks flow with respect to its mean.

Assumption 2: The conditional distribution of each link flow V given the OD flows is the
following normal distribution

vij|T ∼ N


µvij + ∑
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βijks(tks − µtks ), ψ2
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
 ,

where vij is the traffic flow in link lij, βijks is the regression coefficient of vij on tks, which is
zero if the link lij does not belong to any path of the OD pair ks, ψ2

ij is its variance and Πij is
the set of parents of link lij.
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Note that this forces our model to satisfy the flow conservation laws. If there are no errors
in measurements, that is, ψ2

ij = 0; ∀lij ∈ A, where A is the set of links, the conservation laws

hold exactly. If errors are allowed (ψ2
ij �= 0) they are statistically satisfied.

Note that this regression relationship, comes from the well known flow equilibrium equation:

vij = ∑
ks

tks

(
∑
r

pks
r δks

ijr

)
, (6)

where tks and are the flows of the OD ks, pks
r is the probability of the user travelling from k to

s to choose the path r, and δks
ijr is the incidence matrix, i.e., it takes value 1 if link lij belongs to

path r of the OD pair ks, and 0, otherwise.
In fact, Equation (6) can be written as

vij = ∑
ks

tks

(
∑
r

pks
r δks

ijr

)
= ∑

ks
βijksµtks + ∑

ks
βijks(tks − µtks ), (7)

and then, it becomes apparent that

E[vij] = µvij = ∑
ks

βijksµtks (8)

βijks = ∑
r

pks
r δks

ijr. (9)

Note that the pks
r depend on the intensities of the traffic flow. Thus, this model is to be assumed

conditional on the pks
r values. If one desires to combine this model with traffic assignment

models, one can obtain the pks
r values from the predicted OD pair flows and iterate until

convergence (this is a particular example of a bi-level method that will be explained in chapter
2.2.2 combined with the WMV assignment model).
Therefore, we can assume that the link flows are given by

V = βT + ε, (10)

where ε = (ε1, ε2, . . . , εn) are mutually independent normal random variables, independent
of de random variables in T, and ε� has mean E[ε�] and variance ψ2

� ; � = 1, 2, . . . , n. These
variables represent the traffic flow that enters or exits the link �ij apart from that going from
the origin to the destination node of such a link. In particular, they can be assumed to be null.

Note also that assumption 1 is reasonable because when there is a general increase or decrease
of flows (the U value), this affects to all ODs, and this effect can be assumed to be proportional,
and the random variables ηks account for random variations over these proportional distribu-
tions of flows.
Therefore, from (5), we have

T =
(
ζ | I

)



U
−−
ηT




and the variance-covariance matrix ΣT of the T variables becomes

ΣT =
(
ζ | I

)
Σ(U,η)




ζT

−−
I


 = σ2

UζζT + Dη, (11)

where the matrices Σ(U,η) and D are diagonal.
Then, we have

(
T
V

)
=




I | 0
− + −
β | I







T
−−

ε




which implies that the mean E[(T, V)] is

E[(T, V)] =




E(U)ζ
−−−−−−−
E(U)βζ + E(ε)


 , (12)

and since the variance-covariance matrix of (T, ε) is

Σ(T,ε) =




ΣT | 0
−− + −−

0 | Dε


 ,

the variance-covariance matrix of (T, V) becomes

Σ(T,V) =




I | 0
− + −
β | I







ΣT | 0
−− + −−

0 | Dε







I | 0
− + −
β | I




T




ΣT | ΣTβT

−−− + −−−−−−
βΣT | βΣTβT + Dε


 . (13)

All these assumptions imply that the joint PDF of (t12, t13, . . . tks, v12, v23, . . . , vij) can be writ-
ten as

f (t12, t13, . . . tks, v12, v23, . . . , vij) = fN(µT ,ΣT)
(t12, t13, . . . tks)∏

ks
fN(µvij + ∑

ks∈Πij
βijks(tks−µtks ),ψ

2
ij)(Vks)

, (14)

and can be used to predict traffic flows when information from traffic counts becomes avail-
able. The idea consists of using the joint distribution of OD pairs and link traffic flows condi-
tioned on the available information. In fact, since the remaining variables (those not known)
are random, the most informative item we can get is its conditional joint distribution, and this
is what the Bayesian network methodology supplies.
Now the most convenient graph for this problem (from our point of view), is going to be de-
scribed: the OD flows tks should be the parents of all link flows vij used by the corresponding
travelers, and the error variables should be the parents of the corresponding flows, that is, the
εij must be parents of the vij, and the ηks must be parents of the tks. Finally, the U variable must
by on top (parent) of all OD flows, because it gives the level of them (high, intermediate or
low). This solves the problem of “parent" being well defined, without the need for recursion
in general graphs. One could seemingly have a “deadlock" situation in which it is not clear
what node is the parent of which other node (see (Sumalee, 2004))
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All these assumptions imply that the joint PDF of (t12, t13, . . . tks, v12, v23, . . . , vij) can be writ-
ten as

f (t12, t13, . . . tks, v12, v23, . . . , vij) = fN(µT ,ΣT)
(t12, t13, . . . tks)∏

ks
fN(µvij + ∑

ks∈Πij
βijks(tks−µtks ),ψ

2
ij)(Vks)

, (14)

and can be used to predict traffic flows when information from traffic counts becomes avail-
able. The idea consists of using the joint distribution of OD pairs and link traffic flows condi-
tioned on the available information. In fact, since the remaining variables (those not known)
are random, the most informative item we can get is its conditional joint distribution, and this
is what the Bayesian network methodology supplies.
Now the most convenient graph for this problem (from our point of view), is going to be de-
scribed: the OD flows tks should be the parents of all link flows vij used by the corresponding
travelers, and the error variables should be the parents of the corresponding flows, that is, the
εij must be parents of the vij, and the ηks must be parents of the tks. Finally, the U variable must
by on top (parent) of all OD flows, because it gives the level of them (high, intermediate or
low). This solves the problem of “parent" being well defined, without the need for recursion
in general graphs. One could seemingly have a “deadlock" situation in which it is not clear
what node is the parent of which other node (see (Sumalee, 2004))



Bayesian Network320

Note that this forces our model to satisfy the flow conservation laws. If there are no errors
in measurements, that is, ψ2

ij = 0; ∀lij ∈ A, where A is the set of links, the conservation laws

hold exactly. If errors are allowed (ψ2
ij �= 0) they are statistically satisfied.

Note that this regression relationship, comes from the well known flow equilibrium equation:
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pks
r δks

ijr

)
, (6)

where tks and are the flows of the OD ks, pks
r is the probability of the user travelling from k to

s to choose the path r, and δks
ijr is the incidence matrix, i.e., it takes value 1 if link lij belongs to

path r of the OD pair ks, and 0, otherwise.
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Note that the pks
r depend on the intensities of the traffic flow. Thus, this model is to be assumed

conditional on the pks
r values. If one desires to combine this model with traffic assignment

models, one can obtain the pks
r values from the predicted OD pair flows and iterate until

convergence (this is a particular example of a bi-level method that will be explained in chapter
2.2.2 combined with the WMV assignment model).
Therefore, we can assume that the link flows are given by

V = βT + ε, (10)

where ε = (ε1, ε2, . . . , εn) are mutually independent normal random variables, independent
of de random variables in T, and ε� has mean E[ε�] and variance ψ2

� ; � = 1, 2, . . . , n. These
variables represent the traffic flow that enters or exits the link �ij apart from that going from
the origin to the destination node of such a link. In particular, they can be assumed to be null.

Note also that assumption 1 is reasonable because when there is a general increase or decrease
of flows (the U value), this affects to all ODs, and this effect can be assumed to be proportional,
and the random variables ηks account for random variations over these proportional distribu-
tions of flows.
Therefore, from (5), we have
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and can be used to predict traffic flows when information from traffic counts becomes avail-
able. The idea consists of using the joint distribution of OD pairs and link traffic flows condi-
tioned on the available information. In fact, since the remaining variables (those not known)
are random, the most informative item we can get is its conditional joint distribution, and this
is what the Bayesian network methodology supplies.
Now the most convenient graph for this problem (from our point of view), is going to be de-
scribed: the OD flows tks should be the parents of all link flows vij used by the corresponding
travelers, and the error variables should be the parents of the corresponding flows, that is, the
εij must be parents of the vij, and the ηks must be parents of the tks. Finally, the U variable must
by on top (parent) of all OD flows, because it gives the level of them (high, intermediate or
low). This solves the problem of “parent" being well defined, without the need for recursion
in general graphs. One could seemingly have a “deadlock" situation in which it is not clear
what node is the parent of which other node (see (Sumalee, 2004))
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and can be used to predict traffic flows when information from traffic counts becomes avail-
able. The idea consists of using the joint distribution of OD pairs and link traffic flows condi-
tioned on the available information. In fact, since the remaining variables (those not known)
are random, the most informative item we can get is its conditional joint distribution, and this
is what the Bayesian network methodology supplies.
Now the most convenient graph for this problem (from our point of view), is going to be de-
scribed: the OD flows tks should be the parents of all link flows vij used by the corresponding
travelers, and the error variables should be the parents of the corresponding flows, that is, the
εij must be parents of the vij, and the ηks must be parents of the tks. Finally, the U variable must
by on top (parent) of all OD flows, because it gives the level of them (high, intermediate or
low). This solves the problem of “parent" being well defined, without the need for recursion
in general graphs. One could seemingly have a “deadlock" situation in which it is not clear
what node is the parent of which other node (see (Sumalee, 2004))
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2.2 The Bayesian network model in a bi-level approach
Up to now the Bayesian network trip matrix estimation model (BNME) has been considered
as a ME model, i.e., a model able to predict the OD and link flows from a given probability
matrix with elements pks

r or βijks. The main difference with other methods is that it gives
the joint conditional distributions of all not observed variables and that makes no difference
between OD flows and link flows, in the sense that information of any one of them gives
information about the others indistinctly. In particular the marginal distributions of any flow
(OD or link) are supplied by the method, so that not only predictions can be obtained but
probability intervals or regions.
In this chapter we show that the BNME can be easily combined with some assignment method
to obtain the equilibrium solution of the traffic problem and therefore obtain a more realis-
tic solution, for example in the congested case, using a bi-level approach. In particular, the
proposed model is combined with an assignment model which identifies the origin and desti-
nation of the travelers who drive on a link (see (Castillo, Menéndez & Sánchez-Cambronero,
2008b)). Among its advantages, we can emphasize that the βijks coefficients are easily cal-
culated and the most important, the route enumeration is avoided. This method, called
the “Wardrop minimum variance (WMV) method", is next, combined with the BNME proposed
method, but first let us give a detailed explanation of it.

2.2.1 The WMV assignment model
In this section a User Equilibrium based optimization problem is presented that, given the tks
OD flows, deals with the link �ij flows xijks coming from node k (origin) and going to node s
(destination). The balance of all these flows particularized by origins and destinations, allows
us classifying the link flows by ODs.
This important information can be used, not only to have a better knowledge of the user be-
havior and the traffic in the network but to make decisions, for example, when some network
events take place. In addition, this method avoids the route enumeration problem which is a
very important issue because including a sub routine which deals with this problem is always
a thorny issue.
The problem is formulated as follows:

Minimize
x

Z = ∑
�ij∈A

∫ ∑
k,s

xijks

0
cij(x)dx +

λ

m ∑
�ij∈A

∑
k,s
(xijks − µ)2 (15)

subject to

tks(δik − δis) = ∑
�ij∈A

xijks − ∑
�ji∈A

xjiks ∀i; ∀k, s; k �= s, (16)

µ =
1
m ∑

�ij∈A
∑
k,s

xijks, (17)

xijks ≥ 0 ∀i, j, k, s, (18)

where cij(·) is the cost function for link �ij, xijks is the flow through link �ij with origin node k
and destination node s, λ > 0 is a weighting factor, δik are the Dirac deltas (δik = 0, if i �= k,
δii = 1), µ is the mean of the xijks variables, and m is its cardinal. We have also assumed that
the cost on a link depends only on the flow on that link.

Note that equation (16) represents the flow balance associated with the OD-pair (k, s), for all
nodes, and that the problem (15)-(18) for λ = 0 is a statement of the Beckmann et al. formula-
tion of the Wardrop UE equilibrium problem, but stated for each OD pair. As the cost function
we have selected the Bureau of Public Roads (BPR) type cost functions, because it is generally
accepted and has nice regularity properties, but other alternative cost functions with the same
regularity properties (increasing with flow, monotonic and continuously differentiable) can be
used instead. This function is as follows:

cij

(
∑
k,s

xijks

)
= cij


1 + αij




∑
k,s

xijks

qij




γij

 , (19)

where for a given link �ij, cij is the cost associated with free flow conditions, qij is a constant
measuring the flow producing congestion, and αij and γij are constants defining how the cost
increases with traffic flow. So the total flow vij through link �ij is:

vij = ∑
k,s

xijks. (20)

The problem (15)-(18) for λ = 0 becomes a pure Wardrop problem and has unique solution in
terms of total link flows, but it can have infinitely many solutions in terms of xijks, though they
are equivalent in terms of link costs (they have the same link costs). Note that any exchange of
users between equal cost sub-paths does not alter the link flows nor the corresponding costs.
So, given an optimal solution to the problem, exchanging different OD users from one sub-
path to the other leads to another optimal solution with different xijks values, though the same
link flows vij. To solve this problem one can choose a very small values of λ. In this case, the
problem has a unique solution. Note also that since for λ > 0, (15) is strictly convex, and the
system (16)-(18) is compatible and convex, the problem (15)-(18) has a unique solution, which
is a global optimum.

2.2.2 Combining the BN model and the WMV equilibrium model
In this section the Bayesian network model is combined with the new WMV assignment model
described in section 2.2.1 using a bi-level algorithm. The aim of proposing this assignment
method instead of, for example, an standard SUE assignment model is twofold. First this
method avoids the route enumeration which is a very important issue. Second, once the flows
xijks are known, the βijks coefficients can be easily calculated as:

βijks =
xijks

tks
. (21)

which is a very important data for the BNME proposed method and allow us an easily imple-
mentation of it.

Algorithm 1 (Bi-level algorithm for the BN and WMV models).

INPUT. E[U], the ζ matrix of relative weight of each OD-pair, the cost coefficients cij, αij, qij and γij,
∀lij ∈ A, and the observed link flows, are the data needed by the algorithm.

OUTPUT. The predictions of the OD and link flows given the observed flows.
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where for a given link �ij, cij is the cost associated with free flow conditions, qij is a constant
measuring the flow producing congestion, and αij and γij are constants defining how the cost
increases with traffic flow. So the total flow vij through link �ij is:

vij = ∑
k,s

xijks. (20)

The problem (15)-(18) for λ = 0 becomes a pure Wardrop problem and has unique solution in
terms of total link flows, but it can have infinitely many solutions in terms of xijks, though they
are equivalent in terms of link costs (they have the same link costs). Note that any exchange of
users between equal cost sub-paths does not alter the link flows nor the corresponding costs.
So, given an optimal solution to the problem, exchanging different OD users from one sub-
path to the other leads to another optimal solution with different xijks values, though the same
link flows vij. To solve this problem one can choose a very small values of λ. In this case, the
problem has a unique solution. Note also that since for λ > 0, (15) is strictly convex, and the
system (16)-(18) is compatible and convex, the problem (15)-(18) has a unique solution, which
is a global optimum.

2.2.2 Combining the BN model and the WMV equilibrium model
In this section the Bayesian network model is combined with the new WMV assignment model
described in section 2.2.1 using a bi-level algorithm. The aim of proposing this assignment
method instead of, for example, an standard SUE assignment model is twofold. First this
method avoids the route enumeration which is a very important issue. Second, once the flows
xijks are known, the βijks coefficients can be easily calculated as:

βijks =
xijks

tks
. (21)

which is a very important data for the BNME proposed method and allow us an easily imple-
mentation of it.

Algorithm 1 (Bi-level algorithm for the BN and WMV models).

INPUT. E[U], the ζ matrix of relative weight of each OD-pair, the cost coefficients cij, αij, qij and γij,
∀lij ∈ A, and the observed link flows, are the data needed by the algorithm.

OUTPUT. The predictions of the OD and link flows given the observed flows.
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Step 0: Initialization. Initialize the OD flows to the initial guess for E[T]:

T0 = E[T] = E[U]ζ. (22)

Step 1: Master problem solution. The WMV optimization problem (15)-(18) is solved.

Step 2: Calculate the β matrix. The β matrix, of regression coefficients of the V variables given T0,
is calculated using Equation (21).

Step 3: Subproblem: Update the OD and link flow predictions using the Bayesian network.
The new OD-pair T and link V flows are predicted using equations shown in this section, which are:

E[V] = E[U]βζ + E[ε] (23)

Dη = Diag (vE[T]) (24)

ΣTT = σ2
UζζT + Dη (25)

ΣTV = ΣTTβT (26)

ΣVT = ΣTV (27)

ΣVV = βΣTTβT + Dε (28)

E[Y|Z = z] = E[Y] + ΣYZΣ−1
ZZ(z − E[Z]) (29)

ΣY|Z=z = ΣYY − ΣYZΣ−1
ZZΣZY (30)

E[Z|Z = z] = z (31)

ΣZ|Z=z = 0 (32)

T = E[Y|Z = z]|(Y,Z)=T (33)

Step 4: Convergence checking. Compute actual error by means of

error = (T0 − T)T(T0 − T). (34)

If the error is less than the tolerance, stop and return the values of T and V. Otherwise, let T0 = T
and continue with Step 1.

Equation (22) is the initial OD flow matrix calculated using the random variable U, which
gives an estimation of the global flow in the system, and the relative weight vector ζ, which
gives the relative importance of the different OD flows. This T0 matrix with elements t0

ks, is
initially the input data for the problem (15)-(18) and is the initial guess for the OD matrix with
which the calculations are started.
As it has been indicated, for the non-observed data (OD or/and link flows), one can supply a
probability interval, obtained from the resulting conditional probabilities given the evidence.
The relevance of the proposed method consists of using the covariance structure of all the
variables involved. The importance of this information has been pointed out by (Hazelton,
2003), who shows how the indeterminacy of the system of equations relating link and OD
flows, due to the larger number of the latter, can be compensated by the covariance structure.

2.3 Optimal counting location method using Bayesian networks
This section describes how the Bayesian network model can be also used to select the opti-
mal number and locations of the links counters based on maximum correlation (see (Castillo,
Menéndez & Sánchez-Cambronero, 2008b)). To deal with this problem, a simple procedure
based on the correlation matrix is described below.

Algorithm 2 (Optimal traffic counting locations.).

INPUT. The set of target variables to be predicted (normally OD flows), a variance tolerance, and the
initial variance-covariance matrix ΣZZ, or alternatively, σU and the matrices ζ, Dη, Dε and β.

OUTPUT. The set of variables to be observed (normally link flows).

Step 0: Initialization. If the initial variance-covariance matrix ΣTV is not given, calculate it using
(23)-(28).

Step 1: Calculate the correlation matrix. The correlation matrix Corr with elements

Corrab =
Cov(XaXb)√

σxa σxb

(35)

is calculated from the variance-covariance matrix ΣTV.

Step 2: Select the target and observable variables. Select the target variable (normally among
the OD-flows) and the observable variable (normally among the link flows), by choosing the largest
absolute value of the correlations in matrix Corr. Note that a value of Corrab close to 1 means that
variables a and b are highly correlated. Therefore if the knowledge of a certain target variable is desired,
it is more convenient to observe a variable with greater correlation coefficient because it has more
information than other variables on the target variable.

Step 3: Update the variance-covariance matrix ΣTV. Use formulas (30) and (32) to update the
variance-covariance matrix.

Step 4: End of algorithm checking. Check residual variances of the target variables and determine
if they are below the given threshold. If they are, stop the process and return the list of observable
variables. If there are still variables to be observed, continue with Step 1. Otherwise, stop and inform
that there is no solution with the given tolerance and provide the largest correlation in order to have a
solution.

Note that equation (30), which updates the variance-covariance matrix, does not need the
value of the evidence, but only the evidence variable. Thus, the algorithm can be run without
knowledge of the evidences. Note also that this algorithm always ends, either with the list
of optimal counting locations or with a threshold2 value for the correlation coefficient for the
problem to have a solution.

2 Because the model determines the links to be observed, this selection is done with a given error level,
therefore the quality of the results depend on it.
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2.4 Example of applications: The Nguyen-Dupuis network
In this section, we illustrate the previous models using the well known Nguyen-Dupuis net-
work. It consists of 13 nodes and 19 links, as shown in Figure 2.
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Fig. 2. The Nguyen-Dupuis network.

2.4.1 Selecting an optimal subset of links to be observed
Because the selection procedure is based on the covariance matrix of the link and OD flows,
we need this matrix. To simplify, in this example, the matrix Dε is assumed to be diagonal
with diagonal elements equal to 0.1 (a very small number), that is, we assume that there is
practically no measurement error in the link flows. The matrix Dη is also assumed to be
diagonal with variances equal to the (0.1E[tks])

2.
The mean and standard deviation of U are assumed to be E[U] = 100 and σU = 20, respec-
tively, and the assumed elements of the ζ matrix are given in left part of Table 1.

OD ζ Prior T0
1-2 0.4 40
1-3 0.8 80
4-2 0.6 60
4-3 0.2 20

link cij qij αij γij
1 -5 7 70 1 4
1 -12 9 56 1 4
4 -5 9 56 1 4
4 -9 12 70 1 4
5 -6 3 42 1 4
5 -9 9 42 1 4
6 -7 5 70 1 4
6 -10 5 28 1 4
7 -8 5 70 1 4
7 -11 9 70 1 4

link cij qij αij γij
8 -2 9 70 1 4

9 -10 10 56 1 4
9 -13 9 56 1 4
10-11 6 70 1 4
11-2 9 56 1 4
11-3 8 56 1 4
12-6 7 14 1 4
12-8 14 56 1 4
13-3 11 56 1 4

Table 1. Data needed for solving the example :Prior OD flow, ζ matrices and link parameters.

Because we have no information about the beta matrix β, we have used a prior OD trip matrix
T0 and solved the problem (15)-(18) with the cost coefficients cij, αij, qij and γij ∀� ∈ A, shown
in right part of Table 1, to obtain one. The method has been used, and Table 2 shows this initial
matrix.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.84 0.16 0.00 0.00 0.47 0.37 0.37 0.26 0.00 0.37 0.00 0.00 0.37 0.26 0.00 0.63 0.16 0.00 0.37
4 -2 0.00 0.00 0.36 0.64 0.36 0.00 0.36 0.00 0.36 0.00 0.36 0.64 0.00 0.64 0.64 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 2. Initial β matrix.

With this information and considering a threshold value of 1 for the variances of the OD flows,
one can use Algorithm 2 where the initial variance-covariance matrix ΣTV has been calculated
using (25)-(28).
After solving this problem, one knows that to predict the OD matrix at the given quality level
it is necessary to observe only the following links:

1 − 5, 12 − 8, 9 − 10, 9 − 13. (36)

It is interesting to observe the boldfaced columns associated with these links in the beta matrix
in Table 2 to understand why these link flows are the most adequate to predict all the OD
flows.

Variances in each iteration
Variable 0 1 2 3 Final

OD-pair 1-2 80.00 28.82 0.10 0.10 0.10
OD-pair 1-3 320.00 0.14 0.14 0.14 0.14
OD-pair 4-2 180.00 64.95 52.06 0.24 0.24
OD-pair 4-3 20.00 7.20 5.78 5.23 0.11

Link 1-5 226.48 0.00 0.00 0.00 0.00
Link 1-12 128.92 28.94 0.20 0.20 0.20
Link 4-5 23.73 8.62 6.93 0.13 0.13
Link 4-9 154.50 45.93 33.87 5.46 0.31
Link 5-6 159.32 8.68 6.98 0.16 0.16
Link 5-9 44.49 0.12 0.12 0.12 0.12
Link 6-7 117.21 8.68 6.96 0.15 0.15

Variances in each iteration
Variable 0 1 2 3 Final
Link 6-10 22.20 0.11 0.11 0.11 0.11
Link 7-8 23.73 8.62 6.93 0.13 0.13
Link 7-11 42.77 0.12 0.12 0.12 0.12
Link 8-2 173.30 51.48 7.08 0.23 0.23
Link 9-10 73.39 26.47 21.26 0.00 0.00
Link 9-13 112.01 7.34 5.91 5.36 0.00

Link 10-11 159.74 26.47 21.29 0.21 0.21
Link 11-2 73.38 26.51 21.27 0.20 0.20
Link 11-3 126.29 0.16 0.16 0.16 0.16
Link 12-6 8.20 0.10 0.10 0.10 0.10
Link 12-8 80.10 28.92 0.00 0.00 0.00
Link 13-3 112.01 7.35 5.92 5.36 0.20

Table 3. Variance of all variables initially and after updating the evidences in each step

Table 3 shows the variance of each variable at each stage, i.e., after the observable variables are
being observed. In the Iteration 0 column, the variances when the information is not available
are shown. In Iteration 1, the variances after observing the first observable variable w1,5 are
shown, and so on. It is interesting to see that the variances decrease with the knowledge
of new evidences. At the end of the process all variances are very small (smaller than the
selected threshold value). Note that the unobserved link flows can also be estimated with a
small precision. Table 4 shows the correlation sub matrices at each iteration, together with
the associated largest absolute value (boldfaced) used to choose the target and observable
variable.

2.4.2 OD matrix estimation
Once the list of links to be observed have been obtained, one can observe them. The observed
flows corresponding to these links have been simulated assuming that they are normal ran-
dom variables with their corresponding means and standard deviations. The resulting flows
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2.4 Example of applications: The Nguyen-Dupuis network
In this section, we illustrate the previous models using the well known Nguyen-Dupuis net-
work. It consists of 13 nodes and 19 links, as shown in Figure 2.
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Fig. 2. The Nguyen-Dupuis network.

2.4.1 Selecting an optimal subset of links to be observed
Because the selection procedure is based on the covariance matrix of the link and OD flows,
we need this matrix. To simplify, in this example, the matrix Dε is assumed to be diagonal
with diagonal elements equal to 0.1 (a very small number), that is, we assume that there is
practically no measurement error in the link flows. The matrix Dη is also assumed to be
diagonal with variances equal to the (0.1E[tks])

2.
The mean and standard deviation of U are assumed to be E[U] = 100 and σU = 20, respec-
tively, and the assumed elements of the ζ matrix are given in left part of Table 1.

OD ζ Prior T0
1-2 0.4 40
1-3 0.8 80
4-2 0.6 60
4-3 0.2 20

link cij qij αij γij
1 -5 7 70 1 4

1 -12 9 56 1 4
4 -5 9 56 1 4
4 -9 12 70 1 4
5 -6 3 42 1 4
5 -9 9 42 1 4
6 -7 5 70 1 4

6 -10 5 28 1 4
7 -8 5 70 1 4

7 -11 9 70 1 4

link cij qij αij γij
8 -2 9 70 1 4
9 -10 10 56 1 4
9 -13 9 56 1 4
10-11 6 70 1 4
11-2 9 56 1 4
11-3 8 56 1 4
12-6 7 14 1 4
12-8 14 56 1 4
13-3 11 56 1 4

Table 1. Data needed for solving the example :Prior OD flow, ζ matrices and link parameters.

Because we have no information about the beta matrix β, we have used a prior OD trip matrix
T0 and solved the problem (15)-(18) with the cost coefficients cij, αij, qij and γij ∀� ∈ A, shown
in right part of Table 1, to obtain one. The method has been used, and Table 2 shows this initial
matrix.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.84 0.16 0.00 0.00 0.47 0.37 0.37 0.26 0.00 0.37 0.00 0.00 0.37 0.26 0.00 0.63 0.16 0.00 0.37
4 -2 0.00 0.00 0.36 0.64 0.36 0.00 0.36 0.00 0.36 0.00 0.36 0.64 0.00 0.64 0.64 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 2. Initial β matrix.

With this information and considering a threshold value of 1 for the variances of the OD flows,
one can use Algorithm 2 where the initial variance-covariance matrix ΣTV has been calculated
using (25)-(28).
After solving this problem, one knows that to predict the OD matrix at the given quality level
it is necessary to observe only the following links:

1 − 5, 12 − 8, 9 − 10, 9 − 13. (36)

It is interesting to observe the boldfaced columns associated with these links in the beta matrix
in Table 2 to understand why these link flows are the most adequate to predict all the OD
flows.

Variances in each iteration
Variable 0 1 2 3 Final

OD-pair 1-2 80.00 28.82 0.10 0.10 0.10
OD-pair 1-3 320.00 0.14 0.14 0.14 0.14
OD-pair 4-2 180.00 64.95 52.06 0.24 0.24
OD-pair 4-3 20.00 7.20 5.78 5.23 0.11

Link 1-5 226.48 0.00 0.00 0.00 0.00
Link 1-12 128.92 28.94 0.20 0.20 0.20
Link 4-5 23.73 8.62 6.93 0.13 0.13
Link 4-9 154.50 45.93 33.87 5.46 0.31
Link 5-6 159.32 8.68 6.98 0.16 0.16
Link 5-9 44.49 0.12 0.12 0.12 0.12
Link 6-7 117.21 8.68 6.96 0.15 0.15

Variances in each iteration
Variable 0 1 2 3 Final
Link 6-10 22.20 0.11 0.11 0.11 0.11
Link 7-8 23.73 8.62 6.93 0.13 0.13

Link 7-11 42.77 0.12 0.12 0.12 0.12
Link 8-2 173.30 51.48 7.08 0.23 0.23

Link 9-10 73.39 26.47 21.26 0.00 0.00
Link 9-13 112.01 7.34 5.91 5.36 0.00
Link 10-11 159.74 26.47 21.29 0.21 0.21
Link 11-2 73.38 26.51 21.27 0.20 0.20
Link 11-3 126.29 0.16 0.16 0.16 0.16
Link 12-6 8.20 0.10 0.10 0.10 0.10
Link 12-8 80.10 28.92 0.00 0.00 0.00
Link 13-3 112.01 7.35 5.92 5.36 0.20

Table 3. Variance of all variables initially and after updating the evidences in each step

Table 3 shows the variance of each variable at each stage, i.e., after the observable variables are
being observed. In the Iteration 0 column, the variances when the information is not available
are shown. In Iteration 1, the variances after observing the first observable variable w1,5 are
shown, and so on. It is interesting to see that the variances decrease with the knowledge
of new evidences. At the end of the process all variances are very small (smaller than the
selected threshold value). Note that the unobserved link flows can also be estimated with a
small precision. Table 4 shows the correlation sub matrices at each iteration, together with
the associated largest absolute value (boldfaced) used to choose the target and observable
variable.

2.4.2 OD matrix estimation
Once the list of links to be observed have been obtained, one can observe them. The observed
flows corresponding to these links have been simulated assuming that they are normal ran-
dom variables with their corresponding means and standard deviations. The resulting flows
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In this section, we illustrate the previous models using the well known Nguyen-Dupuis net-
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2.4.1 Selecting an optimal subset of links to be observed
Because the selection procedure is based on the covariance matrix of the link and OD flows,
we need this matrix. To simplify, in this example, the matrix Dε is assumed to be diagonal
with diagonal elements equal to 0.1 (a very small number), that is, we assume that there is
practically no measurement error in the link flows. The matrix Dη is also assumed to be
diagonal with variances equal to the (0.1E[tks])

2.
The mean and standard deviation of U are assumed to be E[U] = 100 and σU = 20, respec-
tively, and the assumed elements of the ζ matrix are given in left part of Table 1.

OD ζ Prior T0
1-2 0.4 40
1-3 0.8 80
4-2 0.6 60
4-3 0.2 20

link cij qij αij γij
1 -5 7 70 1 4
1 -12 9 56 1 4
4 -5 9 56 1 4
4 -9 12 70 1 4
5 -6 3 42 1 4
5 -9 9 42 1 4
6 -7 5 70 1 4
6 -10 5 28 1 4
7 -8 5 70 1 4
7 -11 9 70 1 4

link cij qij αij γij
8 -2 9 70 1 4

9 -10 10 56 1 4
9 -13 9 56 1 4
10-11 6 70 1 4
11-2 9 56 1 4
11-3 8 56 1 4
12-6 7 14 1 4
12-8 14 56 1 4
13-3 11 56 1 4

Table 1. Data needed for solving the example :Prior OD flow, ζ matrices and link parameters.

Because we have no information about the beta matrix β, we have used a prior OD trip matrix
T0 and solved the problem (15)-(18) with the cost coefficients cij, αij, qij and γij ∀� ∈ A, shown
in right part of Table 1, to obtain one. The method has been used, and Table 2 shows this initial
matrix.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.84 0.16 0.00 0.00 0.47 0.37 0.37 0.26 0.00 0.37 0.00 0.00 0.37 0.26 0.00 0.63 0.16 0.00 0.37
4 -2 0.00 0.00 0.36 0.64 0.36 0.00 0.36 0.00 0.36 0.00 0.36 0.64 0.00 0.64 0.64 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 2. Initial β matrix.

With this information and considering a threshold value of 1 for the variances of the OD flows,
one can use Algorithm 2 where the initial variance-covariance matrix ΣTV has been calculated
using (25)-(28).
After solving this problem, one knows that to predict the OD matrix at the given quality level
it is necessary to observe only the following links:

1 − 5, 12 − 8, 9 − 10, 9 − 13. (36)

It is interesting to observe the boldfaced columns associated with these links in the beta matrix
in Table 2 to understand why these link flows are the most adequate to predict all the OD
flows.

Variances in each iteration
Variable 0 1 2 3 Final

OD-pair 1-2 80.00 28.82 0.10 0.10 0.10
OD-pair 1-3 320.00 0.14 0.14 0.14 0.14
OD-pair 4-2 180.00 64.95 52.06 0.24 0.24
OD-pair 4-3 20.00 7.20 5.78 5.23 0.11

Link 1-5 226.48 0.00 0.00 0.00 0.00
Link 1-12 128.92 28.94 0.20 0.20 0.20
Link 4-5 23.73 8.62 6.93 0.13 0.13
Link 4-9 154.50 45.93 33.87 5.46 0.31
Link 5-6 159.32 8.68 6.98 0.16 0.16
Link 5-9 44.49 0.12 0.12 0.12 0.12
Link 6-7 117.21 8.68 6.96 0.15 0.15

Variances in each iteration
Variable 0 1 2 3 Final
Link 6-10 22.20 0.11 0.11 0.11 0.11
Link 7-8 23.73 8.62 6.93 0.13 0.13
Link 7-11 42.77 0.12 0.12 0.12 0.12
Link 8-2 173.30 51.48 7.08 0.23 0.23
Link 9-10 73.39 26.47 21.26 0.00 0.00
Link 9-13 112.01 7.34 5.91 5.36 0.00

Link 10-11 159.74 26.47 21.29 0.21 0.21
Link 11-2 73.38 26.51 21.27 0.20 0.20
Link 11-3 126.29 0.16 0.16 0.16 0.16
Link 12-6 8.20 0.10 0.10 0.10 0.10
Link 12-8 80.10 28.92 0.00 0.00 0.00
Link 13-3 112.01 7.35 5.92 5.36 0.20

Table 3. Variance of all variables initially and after updating the evidences in each step

Table 3 shows the variance of each variable at each stage, i.e., after the observable variables are
being observed. In the Iteration 0 column, the variances when the information is not available
are shown. In Iteration 1, the variances after observing the first observable variable w1,5 are
shown, and so on. It is interesting to see that the variances decrease with the knowledge
of new evidences. At the end of the process all variances are very small (smaller than the
selected threshold value). Note that the unobserved link flows can also be estimated with a
small precision. Table 4 shows the correlation sub matrices at each iteration, together with
the associated largest absolute value (boldfaced) used to choose the target and observable
variable.

2.4.2 OD matrix estimation
Once the list of links to be observed have been obtained, one can observe them. The observed
flows corresponding to these links have been simulated assuming that they are normal ran-
dom variables with their corresponding means and standard deviations. The resulting flows
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2.4.1 Selecting an optimal subset of links to be observed
Because the selection procedure is based on the covariance matrix of the link and OD flows,
we need this matrix. To simplify, in this example, the matrix Dε is assumed to be diagonal
with diagonal elements equal to 0.1 (a very small number), that is, we assume that there is
practically no measurement error in the link flows. The matrix Dη is also assumed to be
diagonal with variances equal to the (0.1E[tks])

2.
The mean and standard deviation of U are assumed to be E[U] = 100 and σU = 20, respec-
tively, and the assumed elements of the ζ matrix are given in left part of Table 1.

OD ζ Prior T0
1-2 0.4 40
1-3 0.8 80
4-2 0.6 60
4-3 0.2 20

link cij qij αij γij
1 -5 7 70 1 4
1 -12 9 56 1 4
4 -5 9 56 1 4
4 -9 12 70 1 4
5 -6 3 42 1 4
5 -9 9 42 1 4
6 -7 5 70 1 4
6 -10 5 28 1 4
7 -8 5 70 1 4
7 -11 9 70 1 4

link cij qij αij γij
8 -2 9 70 1 4

9 -10 10 56 1 4
9 -13 9 56 1 4
10-11 6 70 1 4
11-2 9 56 1 4
11-3 8 56 1 4
12-6 7 14 1 4
12-8 14 56 1 4
13-3 11 56 1 4

Table 1. Data needed for solving the example :Prior OD flow, ζ matrices and link parameters.

Because we have no information about the beta matrix β, we have used a prior OD trip matrix
T0 and solved the problem (15)-(18) with the cost coefficients cij, αij, qij and γij ∀� ∈ A, shown
in right part of Table 1, to obtain one. The method has been used, and Table 2 shows this initial
matrix.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.84 0.16 0.00 0.00 0.47 0.37 0.37 0.26 0.00 0.37 0.00 0.00 0.37 0.26 0.00 0.63 0.16 0.00 0.37
4 -2 0.00 0.00 0.36 0.64 0.36 0.00 0.36 0.00 0.36 0.00 0.36 0.64 0.00 0.64 0.64 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 2. Initial β matrix.

With this information and considering a threshold value of 1 for the variances of the OD flows,
one can use Algorithm 2 where the initial variance-covariance matrix ΣTV has been calculated
using (25)-(28).
After solving this problem, one knows that to predict the OD matrix at the given quality level
it is necessary to observe only the following links:

1 − 5, 12 − 8, 9 − 10, 9 − 13. (36)

It is interesting to observe the boldfaced columns associated with these links in the beta matrix
in Table 2 to understand why these link flows are the most adequate to predict all the OD
flows.

Variances in each iteration
Variable 0 1 2 3 Final

OD-pair 1-2 80.00 28.82 0.10 0.10 0.10
OD-pair 1-3 320.00 0.14 0.14 0.14 0.14
OD-pair 4-2 180.00 64.95 52.06 0.24 0.24
OD-pair 4-3 20.00 7.20 5.78 5.23 0.11

Link 1-5 226.48 0.00 0.00 0.00 0.00
Link 1-12 128.92 28.94 0.20 0.20 0.20
Link 4-5 23.73 8.62 6.93 0.13 0.13
Link 4-9 154.50 45.93 33.87 5.46 0.31
Link 5-6 159.32 8.68 6.98 0.16 0.16
Link 5-9 44.49 0.12 0.12 0.12 0.12
Link 6-7 117.21 8.68 6.96 0.15 0.15

Variances in each iteration
Variable 0 1 2 3 Final
Link 6-10 22.20 0.11 0.11 0.11 0.11
Link 7-8 23.73 8.62 6.93 0.13 0.13

Link 7-11 42.77 0.12 0.12 0.12 0.12
Link 8-2 173.30 51.48 7.08 0.23 0.23

Link 9-10 73.39 26.47 21.26 0.00 0.00
Link 9-13 112.01 7.34 5.91 5.36 0.00
Link 10-11 159.74 26.47 21.29 0.21 0.21
Link 11-2 73.38 26.51 21.27 0.20 0.20
Link 11-3 126.29 0.16 0.16 0.16 0.16
Link 12-6 8.20 0.10 0.10 0.10 0.10
Link 12-8 80.10 28.92 0.00 0.00 0.00
Link 13-3 112.01 7.35 5.92 5.36 0.20

Table 3. Variance of all variables initially and after updating the evidences in each step

Table 3 shows the variance of each variable at each stage, i.e., after the observable variables are
being observed. In the Iteration 0 column, the variances when the information is not available
are shown. In Iteration 1, the variances after observing the first observable variable w1,5 are
shown, and so on. It is interesting to see that the variances decrease with the knowledge
of new evidences. At the end of the process all variances are very small (smaller than the
selected threshold value). Note that the unobserved link flows can also be estimated with a
small precision. Table 4 shows the correlation sub matrices at each iteration, together with
the associated largest absolute value (boldfaced) used to choose the target and observable
variable.

2.4.2 OD matrix estimation
Once the list of links to be observed have been obtained, one can observe them. The observed
flows corresponding to these links have been simulated assuming that they are normal ran-
dom variables with their corresponding means and standard deviations. The resulting flows
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were:
v̂1,5 = 59.73; v̂12,8 = 36.12; v̂9,10 = 39.68; v̂9,13 = 49.87;

To estimate the OD flows with Algorithm 1 one needs some more data. We have assumed
E[ε] = 0.1 and a tolerance value to check convergence of 0.00001. The initial guess for T:

T0 = E[T] = E[U]ζ. (37)

Iteration 1
OD-pair

Link 1-2 1-3 4-2 4-3
1-5 0.800 1.000 0.800 0.800
1-12 0.988 0.881 0.831 0.831
4-5 0.798 0.798 0.998 0.798
4-9 0.838 0.838 0.976 0.910
5-6 0.840 0.973 0.917 0.840
5-9 0.799 0.999 0.799 0.799
6-7 0.842 0.963 0.932 0.842
6-10 0.798 0.998 0.798 0.798
7-8 0.798 0.798 0.998 0.798
7-11 0.799 0.999 0.799 0.799
8-2 0.975 0.839 0.913 0.839
9-10 0.799 0.799 0.999 0.799
9-13 0.841 0.967 0.841 0.926

10-11 0.839 0.913 0.974 0.839
11-2 0.799 0.799 0.999 0.799
11-3 0.800 1.000 0.800 0.800
12-6 0.795 0.994 0.795 0.795
12-8 0.999 0.800 0.800 0.800
13-3 0.841 0.967 0.841 0.926

Target variable=OD-pair 1-3
Observed variable=link 1-5.

Iteration 2
OD-pair

Link 1-2 4-2 4-3
1-12 0.998 0.444 0.444
4-5 0.442 0.994 0.442
4-9 0.513 0.934 0.733
5-6 0.442 0.992 0.442
6-7 0.443 0.993 0.443
7-8 0.442 0.994 0.442
8-2 0.930 0.740 0.514

9-10 0.444 0.998 0.444
9-13 0.442 0.442 0.992
10-11 0.444 0.998 0.444
11-2 0.444 0.998 0.444
12-8 0.998 0.444 0.444
13-3 0.442 0.442 0.992
Target variable=OD-pair 1-2
Observed variable=link 12-8.

Iteration 3
OD-pair

Link 4-2 4-3
4-5 0.993 0.306
4-9 0.918 0.657
5-6 0.991 0.306
6-7 0.991 0.306
7-8 0.993 0.306
8-2 0.986 0.307
9-10 0.998 0.308
9-13 0.306 0.990

10-11 0.997 0.308
11-2 0.998 0.308
13-3 0.306 0.990
Target variable=OD-pair 4-2
Observed variable=link 9-10.

Iteration 4
OD-pair

Link 4-3
4-9 0.982

9-13 0.989
13-3 0.989
Target variable=OD-pair 4-3
Observed variable=link 9-13.

Table 4. Correlation sub matrices

The initial values of vij and xijks variables, using (37), are shown in table 5, and the resulting
OD and link flows after convergence of the process are shown in Table 6 column 2, and the
final β matrix is shown in Table 7.

Thus, the resulting OD matrix estimates and the prediction for the link flow variables are
shown in Table 6. In addition, for the sake of comparison, in algorithm 1 the WMV has been
replaced by a Logit SUE assignment, and the results are shown in column 4 of Table 6. Note
that the results are very similar.

Link Cost vij 1-2 1-3 4-2 4-3
1 -5 13.0 67.3 0.0 67.3 0.0 0.0
1 -12 16.1 52.7 40.0 12.7 0.0 0.0
4 -5 9.2 21.7 0.0 0.0 21.7 0.0
4 -9 17.8 58.3 0.0 0.0 38.3 20.0
5 -6 14.9 59.3 0.0 37.5 21.7 0.0
5 -9 11.3 29.8 0.0 29.8 0.0 0.0
6 -7 6.4 51.0 0.0 29.2 21.7 0.0
6 -10 6.6 21.0 0.0 21.0 0.0 0.0
7 -8 5.0 21.7 0.0 0.0 21.7 0.0
7 -11 9.3 29.2 0.0 29.2 0.0 0.0

Link Cost vij 1-2 1-3 4-2 4-3
8 -2 14.4 61.7 40.0 0.0 21.7 0.0
9 -10 12.2 38.3 0.0 0.0 38.3 0.0
9 -13 14.6 49.8 0.0 29.8 0.0 20.0
10-11 9.1 59.3 0.0 21.0 38.3 0.0
11-2 11.0 38.3 0.0 0.0 38.3 0.0
11-3 13.2 50.2 0.0 50.2 0.0 0.0
12-6 11.8 12.7 0.0 12.7 0.0 0.0
12-8 17.6 40.0 40.0 0.0 0.0 0.0
13-3 17.9 49.8 0.0 29.8 0.0 20.0

Table 5. Link cost, link total flows, and link flows after using WMV assignment.

OD or Link flows
link BN-WMV Prior BN-SUE
1-2 36.15 40.00 38.07
1-3 72.81 80.00 71.81
4-2 67.72 60.00 61.15
4-3 22.45 20.00 29.19

1 -5 59.73 67.27 59.73
1 -12 49.19 52.73 50.02
4 -5 28.07 21.74 34.33
4 -9 62.10 58.26 56.00
5 -6 60.48 59.25 60.87
5 -9 27.36 29.76 33.33
6 -7 52.88 50.95 52.63

OD or Link flows
link BN-WMV Prior BN-SUE
6 -10 20.64 21.03 22.10
7 -8 27.92 21.74 21.94
7 -11 24.97 29.21 30.70
8 -2 64.07 61.74 58.09
9 -10 39.68 38.26 39.68
9 -13 49.87 49.76 49.87
10-11 60.28 59.28 61.80
11-2 39.80 38.26 41.14
11-3 45.45 50.24 51.36
12-6 13.04 12.73 13.87
12-8 36.12 40.00 36.12
13-3 49.82 49.76 49.63

Table 6. OD and link flows resulting from algorithm 1, and replacing the WMV by a Logit
SUE method.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.82 0.18 0.00 0.00 0.45 0.38 0.34 0.28 0.00 0.34 0.00 0.00 0.38 0.28 0.00 0.62 0.18 0.00 0.38
4 -2 0.00 0.00 0.41 0.59 0.41 0.00 0.41 0.00 0.41 0.00 0.41 0.59 0.00 0.59 0.59 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 7. Final β matrix.

Before analyzing the previous results, one must realize that we are using two sources of in-
formation: that contained in the Bayesian network (the joint normal distribution of links and
OD flows), and the observed link or OD flows. We must note that the first one can be very
informative. In fact, when no observations are available it is the only one supplying infor-
mation about flows, but when observations become available it can still be more informative
than that contained in the observations, if the number of observed links is small.
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were:
v̂1,5 = 59.73; v̂12,8 = 36.12; v̂9,10 = 39.68; v̂9,13 = 49.87;

To estimate the OD flows with Algorithm 1 one needs some more data. We have assumed
E[ε] = 0.1 and a tolerance value to check convergence of 0.00001. The initial guess for T:

T0 = E[T] = E[U]ζ. (37)

Iteration 1
OD-pair

Link 1-2 1-3 4-2 4-3
1-5 0.800 1.000 0.800 0.800
1-12 0.988 0.881 0.831 0.831
4-5 0.798 0.798 0.998 0.798
4-9 0.838 0.838 0.976 0.910
5-6 0.840 0.973 0.917 0.840
5-9 0.799 0.999 0.799 0.799
6-7 0.842 0.963 0.932 0.842
6-10 0.798 0.998 0.798 0.798
7-8 0.798 0.798 0.998 0.798
7-11 0.799 0.999 0.799 0.799
8-2 0.975 0.839 0.913 0.839
9-10 0.799 0.799 0.999 0.799
9-13 0.841 0.967 0.841 0.926
10-11 0.839 0.913 0.974 0.839
11-2 0.799 0.799 0.999 0.799
11-3 0.800 1.000 0.800 0.800
12-6 0.795 0.994 0.795 0.795
12-8 0.999 0.800 0.800 0.800
13-3 0.841 0.967 0.841 0.926

Target variable=OD-pair 1-3
Observed variable=link 1-5.

Iteration 2
OD-pair

Link 1-2 4-2 4-3
1-12 0.998 0.444 0.444
4-5 0.442 0.994 0.442
4-9 0.513 0.934 0.733
5-6 0.442 0.992 0.442
6-7 0.443 0.993 0.443
7-8 0.442 0.994 0.442
8-2 0.930 0.740 0.514
9-10 0.444 0.998 0.444
9-13 0.442 0.442 0.992
10-11 0.444 0.998 0.444
11-2 0.444 0.998 0.444
12-8 0.998 0.444 0.444
13-3 0.442 0.442 0.992
Target variable=OD-pair 1-2
Observed variable=link 12-8.

Iteration 3
OD-pair

Link 4-2 4-3
4-5 0.993 0.306
4-9 0.918 0.657
5-6 0.991 0.306
6-7 0.991 0.306
7-8 0.993 0.306
8-2 0.986 0.307

9-10 0.998 0.308
9-13 0.306 0.990

10-11 0.997 0.308
11-2 0.998 0.308
13-3 0.306 0.990
Target variable=OD-pair 4-2
Observed variable=link 9-10.

Iteration 4
OD-pair

Link 4-3
4-9 0.982
9-13 0.989
13-3 0.989
Target variable=OD-pair 4-3
Observed variable=link 9-13.

Table 4. Correlation sub matrices

The initial values of vij and xijks variables, using (37), are shown in table 5, and the resulting
OD and link flows after convergence of the process are shown in Table 6 column 2, and the
final β matrix is shown in Table 7.

Thus, the resulting OD matrix estimates and the prediction for the link flow variables are
shown in Table 6. In addition, for the sake of comparison, in algorithm 1 the WMV has been
replaced by a Logit SUE assignment, and the results are shown in column 4 of Table 6. Note
that the results are very similar.

Link Cost vij 1-2 1-3 4-2 4-3
1 -5 13.0 67.3 0.0 67.3 0.0 0.0

1 -12 16.1 52.7 40.0 12.7 0.0 0.0
4 -5 9.2 21.7 0.0 0.0 21.7 0.0
4 -9 17.8 58.3 0.0 0.0 38.3 20.0
5 -6 14.9 59.3 0.0 37.5 21.7 0.0
5 -9 11.3 29.8 0.0 29.8 0.0 0.0
6 -7 6.4 51.0 0.0 29.2 21.7 0.0

6 -10 6.6 21.0 0.0 21.0 0.0 0.0
7 -8 5.0 21.7 0.0 0.0 21.7 0.0

7 -11 9.3 29.2 0.0 29.2 0.0 0.0

Link Cost vij 1-2 1-3 4-2 4-3
8 -2 14.4 61.7 40.0 0.0 21.7 0.0
9 -10 12.2 38.3 0.0 0.0 38.3 0.0
9 -13 14.6 49.8 0.0 29.8 0.0 20.0
10-11 9.1 59.3 0.0 21.0 38.3 0.0
11-2 11.0 38.3 0.0 0.0 38.3 0.0
11-3 13.2 50.2 0.0 50.2 0.0 0.0
12-6 11.8 12.7 0.0 12.7 0.0 0.0
12-8 17.6 40.0 40.0 0.0 0.0 0.0
13-3 17.9 49.8 0.0 29.8 0.0 20.0

Table 5. Link cost, link total flows, and link flows after using WMV assignment.

OD or Link flows
link BN-WMV Prior BN-SUE
1-2 36.15 40.00 38.07
1-3 72.81 80.00 71.81
4-2 67.72 60.00 61.15
4-3 22.45 20.00 29.19

1 -5 59.73 67.27 59.73
1 -12 49.19 52.73 50.02
4 -5 28.07 21.74 34.33
4 -9 62.10 58.26 56.00
5 -6 60.48 59.25 60.87
5 -9 27.36 29.76 33.33
6 -7 52.88 50.95 52.63

OD or Link flows
link BN-WMV Prior BN-SUE
6 -10 20.64 21.03 22.10
7 -8 27.92 21.74 21.94

7 -11 24.97 29.21 30.70
8 -2 64.07 61.74 58.09

9 -10 39.68 38.26 39.68
9 -13 49.87 49.76 49.87
10-11 60.28 59.28 61.80
11-2 39.80 38.26 41.14
11-3 45.45 50.24 51.36
12-6 13.04 12.73 13.87
12-8 36.12 40.00 36.12
13-3 49.82 49.76 49.63

Table 6. OD and link flows resulting from algorithm 1, and replacing the WMV by a Logit
SUE method.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.82 0.18 0.00 0.00 0.45 0.38 0.34 0.28 0.00 0.34 0.00 0.00 0.38 0.28 0.00 0.62 0.18 0.00 0.38
4 -2 0.00 0.00 0.41 0.59 0.41 0.00 0.41 0.00 0.41 0.00 0.41 0.59 0.00 0.59 0.59 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 7. Final β matrix.

Before analyzing the previous results, one must realize that we are using two sources of in-
formation: that contained in the Bayesian network (the joint normal distribution of links and
OD flows), and the observed link or OD flows. We must note that the first one can be very
informative. In fact, when no observations are available it is the only one supplying infor-
mation about flows, but when observations become available it can still be more informative
than that contained in the observations, if the number of observed links is small.
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were:
v̂1,5 = 59.73; v̂12,8 = 36.12; v̂9,10 = 39.68; v̂9,13 = 49.87;

To estimate the OD flows with Algorithm 1 one needs some more data. We have assumed
E[ε] = 0.1 and a tolerance value to check convergence of 0.00001. The initial guess for T:

T0 = E[T] = E[U]ζ. (37)

Iteration 1
OD-pair

Link 1-2 1-3 4-2 4-3
1-5 0.800 1.000 0.800 0.800
1-12 0.988 0.881 0.831 0.831
4-5 0.798 0.798 0.998 0.798
4-9 0.838 0.838 0.976 0.910
5-6 0.840 0.973 0.917 0.840
5-9 0.799 0.999 0.799 0.799
6-7 0.842 0.963 0.932 0.842
6-10 0.798 0.998 0.798 0.798
7-8 0.798 0.798 0.998 0.798
7-11 0.799 0.999 0.799 0.799
8-2 0.975 0.839 0.913 0.839
9-10 0.799 0.799 0.999 0.799
9-13 0.841 0.967 0.841 0.926

10-11 0.839 0.913 0.974 0.839
11-2 0.799 0.799 0.999 0.799
11-3 0.800 1.000 0.800 0.800
12-6 0.795 0.994 0.795 0.795
12-8 0.999 0.800 0.800 0.800
13-3 0.841 0.967 0.841 0.926

Target variable=OD-pair 1-3
Observed variable=link 1-5.

Iteration 2
OD-pair

Link 1-2 4-2 4-3
1-12 0.998 0.444 0.444
4-5 0.442 0.994 0.442
4-9 0.513 0.934 0.733
5-6 0.442 0.992 0.442
6-7 0.443 0.993 0.443
7-8 0.442 0.994 0.442
8-2 0.930 0.740 0.514

9-10 0.444 0.998 0.444
9-13 0.442 0.442 0.992
10-11 0.444 0.998 0.444
11-2 0.444 0.998 0.444
12-8 0.998 0.444 0.444
13-3 0.442 0.442 0.992
Target variable=OD-pair 1-2
Observed variable=link 12-8.

Iteration 3
OD-pair

Link 4-2 4-3
4-5 0.993 0.306
4-9 0.918 0.657
5-6 0.991 0.306
6-7 0.991 0.306
7-8 0.993 0.306
8-2 0.986 0.307
9-10 0.998 0.308
9-13 0.306 0.990

10-11 0.997 0.308
11-2 0.998 0.308
13-3 0.306 0.990
Target variable=OD-pair 4-2
Observed variable=link 9-10.

Iteration 4
OD-pair

Link 4-3
4-9 0.982

9-13 0.989
13-3 0.989
Target variable=OD-pair 4-3
Observed variable=link 9-13.

Table 4. Correlation sub matrices

The initial values of vij and xijks variables, using (37), are shown in table 5, and the resulting
OD and link flows after convergence of the process are shown in Table 6 column 2, and the
final β matrix is shown in Table 7.

Thus, the resulting OD matrix estimates and the prediction for the link flow variables are
shown in Table 6. In addition, for the sake of comparison, in algorithm 1 the WMV has been
replaced by a Logit SUE assignment, and the results are shown in column 4 of Table 6. Note
that the results are very similar.

Link Cost vij 1-2 1-3 4-2 4-3
1 -5 13.0 67.3 0.0 67.3 0.0 0.0

1 -12 16.1 52.7 40.0 12.7 0.0 0.0
4 -5 9.2 21.7 0.0 0.0 21.7 0.0
4 -9 17.8 58.3 0.0 0.0 38.3 20.0
5 -6 14.9 59.3 0.0 37.5 21.7 0.0
5 -9 11.3 29.8 0.0 29.8 0.0 0.0
6 -7 6.4 51.0 0.0 29.2 21.7 0.0
6 -10 6.6 21.0 0.0 21.0 0.0 0.0
7 -8 5.0 21.7 0.0 0.0 21.7 0.0
7 -11 9.3 29.2 0.0 29.2 0.0 0.0

Link Cost vij 1-2 1-3 4-2 4-3
8 -2 14.4 61.7 40.0 0.0 21.7 0.0

9 -10 12.2 38.3 0.0 0.0 38.3 0.0
9 -13 14.6 49.8 0.0 29.8 0.0 20.0
10-11 9.1 59.3 0.0 21.0 38.3 0.0
11-2 11.0 38.3 0.0 0.0 38.3 0.0
11-3 13.2 50.2 0.0 50.2 0.0 0.0
12-6 11.8 12.7 0.0 12.7 0.0 0.0
12-8 17.6 40.0 40.0 0.0 0.0 0.0
13-3 17.9 49.8 0.0 29.8 0.0 20.0

Table 5. Link cost, link total flows, and link flows after using WMV assignment.

OD or Link flows
link BN-WMV Prior BN-SUE
1-2 36.15 40.00 38.07
1-3 72.81 80.00 71.81
4-2 67.72 60.00 61.15
4-3 22.45 20.00 29.19

1 -5 59.73 67.27 59.73
1 -12 49.19 52.73 50.02
4 -5 28.07 21.74 34.33
4 -9 62.10 58.26 56.00
5 -6 60.48 59.25 60.87
5 -9 27.36 29.76 33.33
6 -7 52.88 50.95 52.63

OD or Link flows
link BN-WMV Prior BN-SUE
6 -10 20.64 21.03 22.10
7 -8 27.92 21.74 21.94
7 -11 24.97 29.21 30.70
8 -2 64.07 61.74 58.09
9 -10 39.68 38.26 39.68
9 -13 49.87 49.76 49.87
10-11 60.28 59.28 61.80
11-2 39.80 38.26 41.14
11-3 45.45 50.24 51.36
12-6 13.04 12.73 13.87
12-8 36.12 40.00 36.12
13-3 49.82 49.76 49.63

Table 6. OD and link flows resulting from algorithm 1, and replacing the WMV by a Logit
SUE method.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.82 0.18 0.00 0.00 0.45 0.38 0.34 0.28 0.00 0.34 0.00 0.00 0.38 0.28 0.00 0.62 0.18 0.00 0.38
4 -2 0.00 0.00 0.41 0.59 0.41 0.00 0.41 0.00 0.41 0.00 0.41 0.59 0.00 0.59 0.59 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 7. Final β matrix.

Before analyzing the previous results, one must realize that we are using two sources of in-
formation: that contained in the Bayesian network (the joint normal distribution of links and
OD flows), and the observed link or OD flows. We must note that the first one can be very
informative. In fact, when no observations are available it is the only one supplying infor-
mation about flows, but when observations become available it can still be more informative
than that contained in the observations, if the number of observed links is small.
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were:
v̂1,5 = 59.73; v̂12,8 = 36.12; v̂9,10 = 39.68; v̂9,13 = 49.87;

To estimate the OD flows with Algorithm 1 one needs some more data. We have assumed
E[ε] = 0.1 and a tolerance value to check convergence of 0.00001. The initial guess for T:

T0 = E[T] = E[U]ζ. (37)

Iteration 1
OD-pair

Link 1-2 1-3 4-2 4-3
1-5 0.800 1.000 0.800 0.800
1-12 0.988 0.881 0.831 0.831
4-5 0.798 0.798 0.998 0.798
4-9 0.838 0.838 0.976 0.910
5-6 0.840 0.973 0.917 0.840
5-9 0.799 0.999 0.799 0.799
6-7 0.842 0.963 0.932 0.842
6-10 0.798 0.998 0.798 0.798
7-8 0.798 0.798 0.998 0.798
7-11 0.799 0.999 0.799 0.799
8-2 0.975 0.839 0.913 0.839
9-10 0.799 0.799 0.999 0.799
9-13 0.841 0.967 0.841 0.926

10-11 0.839 0.913 0.974 0.839
11-2 0.799 0.799 0.999 0.799
11-3 0.800 1.000 0.800 0.800
12-6 0.795 0.994 0.795 0.795
12-8 0.999 0.800 0.800 0.800
13-3 0.841 0.967 0.841 0.926

Target variable=OD-pair 1-3
Observed variable=link 1-5.

Iteration 2
OD-pair

Link 1-2 4-2 4-3
1-12 0.998 0.444 0.444
4-5 0.442 0.994 0.442
4-9 0.513 0.934 0.733
5-6 0.442 0.992 0.442
6-7 0.443 0.993 0.443
7-8 0.442 0.994 0.442
8-2 0.930 0.740 0.514
9-10 0.444 0.998 0.444
9-13 0.442 0.442 0.992

10-11 0.444 0.998 0.444
11-2 0.444 0.998 0.444
12-8 0.998 0.444 0.444
13-3 0.442 0.442 0.992
Target variable=OD-pair 1-2
Observed variable=link 12-8.

Iteration 3
OD-pair

Link 4-2 4-3
4-5 0.993 0.306
4-9 0.918 0.657
5-6 0.991 0.306
6-7 0.991 0.306
7-8 0.993 0.306
8-2 0.986 0.307
9-10 0.998 0.308
9-13 0.306 0.990
10-11 0.997 0.308
11-2 0.998 0.308
13-3 0.306 0.990
Target variable=OD-pair 4-2
Observed variable=link 9-10.

Iteration 4
OD-pair

Link 4-3
4-9 0.982

9-13 0.989
13-3 0.989
Target variable=OD-pair 4-3
Observed variable=link 9-13.

Table 4. Correlation sub matrices

The initial values of vij and xijks variables, using (37), are shown in table 5, and the resulting
OD and link flows after convergence of the process are shown in Table 6 column 2, and the
final β matrix is shown in Table 7.

Thus, the resulting OD matrix estimates and the prediction for the link flow variables are
shown in Table 6. In addition, for the sake of comparison, in algorithm 1 the WMV has been
replaced by a Logit SUE assignment, and the results are shown in column 4 of Table 6. Note
that the results are very similar.

Link Cost vij 1-2 1-3 4-2 4-3
1 -5 13.0 67.3 0.0 67.3 0.0 0.0

1 -12 16.1 52.7 40.0 12.7 0.0 0.0
4 -5 9.2 21.7 0.0 0.0 21.7 0.0
4 -9 17.8 58.3 0.0 0.0 38.3 20.0
5 -6 14.9 59.3 0.0 37.5 21.7 0.0
5 -9 11.3 29.8 0.0 29.8 0.0 0.0
6 -7 6.4 51.0 0.0 29.2 21.7 0.0

6 -10 6.6 21.0 0.0 21.0 0.0 0.0
7 -8 5.0 21.7 0.0 0.0 21.7 0.0

7 -11 9.3 29.2 0.0 29.2 0.0 0.0

Link Cost vij 1-2 1-3 4-2 4-3
8 -2 14.4 61.7 40.0 0.0 21.7 0.0
9 -10 12.2 38.3 0.0 0.0 38.3 0.0
9 -13 14.6 49.8 0.0 29.8 0.0 20.0
10-11 9.1 59.3 0.0 21.0 38.3 0.0
11-2 11.0 38.3 0.0 0.0 38.3 0.0
11-3 13.2 50.2 0.0 50.2 0.0 0.0
12-6 11.8 12.7 0.0 12.7 0.0 0.0
12-8 17.6 40.0 40.0 0.0 0.0 0.0
13-3 17.9 49.8 0.0 29.8 0.0 20.0

Table 5. Link cost, link total flows, and link flows after using WMV assignment.

OD or Link flows
link BN-WMV Prior BN-SUE
1-2 36.15 40.00 38.07
1-3 72.81 80.00 71.81
4-2 67.72 60.00 61.15
4-3 22.45 20.00 29.19

1 -5 59.73 67.27 59.73
1 -12 49.19 52.73 50.02
4 -5 28.07 21.74 34.33
4 -9 62.10 58.26 56.00
5 -6 60.48 59.25 60.87
5 -9 27.36 29.76 33.33
6 -7 52.88 50.95 52.63

OD or Link flows
link BN-WMV Prior BN-SUE
6 -10 20.64 21.03 22.10
7 -8 27.92 21.74 21.94

7 -11 24.97 29.21 30.70
8 -2 64.07 61.74 58.09

9 -10 39.68 38.26 39.68
9 -13 49.87 49.76 49.87
10-11 60.28 59.28 61.80
11-2 39.80 38.26 41.14
11-3 45.45 50.24 51.36
12-6 13.04 12.73 13.87
12-8 36.12 40.00 36.12
13-3 49.82 49.76 49.63

Table 6. OD and link flows resulting from algorithm 1, and replacing the WMV by a Logit
SUE method.

Link proportions (β matrix)
OD 1 -5 1 -12 4 -5 4 -9 5 -6 5 -9 6 -7 6 -10 7 -8 7 -11 8 -2 9 -10 9 -13 10-11 11-2 11-3 12-6 12-8 13-3
1 -2 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
1 -3 0.82 0.18 0.00 0.00 0.45 0.38 0.34 0.28 0.00 0.34 0.00 0.00 0.38 0.28 0.00 0.62 0.18 0.00 0.38
4 -2 0.00 0.00 0.41 0.59 0.41 0.00 0.41 0.00 0.41 0.00 0.41 0.59 0.00 0.59 0.59 0.00 0.00 0.00 0.00
4 -3 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 1.00

Table 7. Final β matrix.

Before analyzing the previous results, one must realize that we are using two sources of in-
formation: that contained in the Bayesian network (the joint normal distribution of links and
OD flows), and the observed link or OD flows. We must note that the first one can be very
informative. In fact, when no observations are available it is the only one supplying infor-
mation about flows, but when observations become available it can still be more informative
than that contained in the observations, if the number of observed links is small.
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3. Plate scanning based method for traffic prediction.

This section shows how the Bayesian network tool can be also used with data from the plate
scanning technique (see (Sánchez-Cambronero et al., 2010). Therefore, first the plate scanning
approach will be introduced, and then the model will be described (see (Castillo, Menéndez
& Jiménez.P, 2008)).

3.1 Dealing with the information contained in the data from the plate scanning technique.
The idea of plate scanning consists of registering plate numbers and the corresponding times
of the circulating vehicles when they travel on some subsets of links. This information is then
used to reconstruct vehicle routes by identifying identical plate numbers at different locations
and times. In order to clarify the concepts, let us consider a traffic network (N ,A) where N is
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Fig. 3. The elementary example network used for illustrative purposes.

a set of nodes and A is a set of links. We have used the simple network in Figure 3 of 4 nodes
and 5 links. Table 8 shows the 4 OD-pairs considered and the corresponding 7 paths used in
this example.

OD path code (r) Links
1-4 1 1 3 5
1-4 2 1 4
1-4 3 2 5
2-4 4 3 5
2-4 5 4
1-2 6 1
2-3 7 3

Table 8. Set of 4 OD-pairs and 7 paths considered in the elementary example.

We assume that we have selected a nonempty subset SC ⊂ A of nsc �= 0 links to be scanned.
To illustrate, consider the scanned subset SC of 4 links3

SC ≡ {1, 3, 4, 5}. (38)

In the scanned links the plate numbers and the passing times4 of the users are registered, i.e.,
the initially gathered information I consists of the set

I ≡ {(Ik, �k, τk); k = 1, 2, . . . , m; �k ∈ SC}, (39)

3 This subset is not arbitrary, but has been carefully selected as we will see.
4 Passing times are used only to identify the scanned user routes.

where Ik is the identification number (plate number) of the k-th observed user, �k ∈ SC is the
link where the observation took place, τk is the corresponding pass time through link �k, and
m is the number of observations.
For illustration purposes, a simple example with 28 registered items is shown in left part
of Table 9, where the plate numbers of the registered cars and the corresponding links and
passing times, in the format second-day-month-year, are given.

item # Plate Link Time
k Ik �k τk
1 1256 ADL 1 00001 19-12-2009
2 3789 BQP 3 00022 19-12-2009
3 7382 BCD 2 00045 19-12-2009
4 9367 CDF 1 00084 19-12-2009
5 9737 AHH 1 00123 19-12-2009
6 3789 BQP 5 00145 19-12-2009
7 7382 BCD 5 00187 19-12-2009
8 6453 DGJ 4 00245 19-12-2009
9 9737 AHH 3 00297 19-12-2009

10 9367 CDF 4 00309 19-12-2009
11 3581 AAB 1 00389 19-12-2009
12 6299 HPQ 4 00478 19-12-2009
13 9737 AHH 5 00536 19-12-2009
14 3581 AAB 3 00612 19-12-2009
15 1243 RTV 3 00834 19-12-2009
16 7215 ABC 1 00893 19-12-2009
17 8651 PPT 3 01200 19-12-2009
18 3581 AAB 5 01345 19-12-2009
19 1974 PZS 1 01356 19-12-2009
20 1256 ADL 4 01438 19-12-2009
21 2572 AZP 1 01502 19-12-2009
22 6143 BBA 3 01588 19-12-2009
23 7614 CAB 1 01670 19-12-2009
24 6143 BBA 5 01711 19-12-2009
25 1897 DEP 2 01798 19-12-2009
26 1897 DEP 5 01849 19-12-2009
27 2572 AZP 4 01903 19-12-2009
28 7614 CAB 4 01945 19-12-2009
...

...
...

...

item # Plate Scanned links Code
z Iz Csz s
1 1256 ADL {1, 4} 2
2 3789 BQP {3, 5} 4
3 7382 BCD {5} 3
4 9367 CDF {1, 4} 2
5 9737 AHH {1, 3, 5} 1
6 6453 DGJ {4} 5
7 3581 AAB {1, 3, 5} 1
8 4769 CCQ {3} 7
9 2572 AZP {1, 4} 2

10 6143 BBA {3, 5} 4
11 7614 CAB {1, 4} 2
12 1897 DEP {5} 3
13 6299 HPQ {5} 3
14 7215 ABC {1} 6
15 1974 PZS {1} 6
16 1243 RTV {3} 7
...

...
...

...

Scanned links
OD r s 1 3 4 5 ŵs
1-4 1 1 X X X 2
1-4 2 2 X X 4
1-4 3 3 X 3
2-4 4 4 X X 2
2-4 5 5 X 1
1-2 6 6 X 2
2-3 7 7 X 2

Table 9. Example of registered data by scanned links and the data after been processed.

Note that a single car user supplies one or more elements (Ik, �k, τk), in fact as many as the
number of times the corresponding user passes through an scanned link. For example, the
user with plate number 9737 AHH appears three times, which means he/she has been regis-
tered when passing through three scanned links (1, 3 and 5).
A cross search of plate numbers contained in the different (Ik, �k, τk) items of information and
check of the corresponding passing times allows one determining the path or partial paths
followed by the scanned users. This allows building the set

{(Iz, Csz )| z = 1, 2, . . . , n; Csz ∈ P (SC)}, (40)

where Csz is the subset of links associated with the Iz user, which includes all links in which
the user has been scanned (scanned partial path of that user), n is the number of registered
users, and P (SC) is the set of parts of SC, which contains 2nsc elements. A registered user
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3. Plate scanning based method for traffic prediction.

This section shows how the Bayesian network tool can be also used with data from the plate
scanning technique (see (Sánchez-Cambronero et al., 2010). Therefore, first the plate scanning
approach will be introduced, and then the model will be described (see (Castillo, Menéndez
& Jiménez.P, 2008)).

3.1 Dealing with the information contained in the data from the plate scanning technique.
The idea of plate scanning consists of registering plate numbers and the corresponding times
of the circulating vehicles when they travel on some subsets of links. This information is then
used to reconstruct vehicle routes by identifying identical plate numbers at different locations
and times. In order to clarify the concepts, let us consider a traffic network (N ,A) where N is
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Fig. 3. The elementary example network used for illustrative purposes.

a set of nodes and A is a set of links. We have used the simple network in Figure 3 of 4 nodes
and 5 links. Table 8 shows the 4 OD-pairs considered and the corresponding 7 paths used in
this example.

OD path code (r) Links
1-4 1 1 3 5
1-4 2 1 4
1-4 3 2 5
2-4 4 3 5
2-4 5 4
1-2 6 1
2-3 7 3

Table 8. Set of 4 OD-pairs and 7 paths considered in the elementary example.

We assume that we have selected a nonempty subset SC ⊂ A of nsc �= 0 links to be scanned.
To illustrate, consider the scanned subset SC of 4 links3

SC ≡ {1, 3, 4, 5}. (38)

In the scanned links the plate numbers and the passing times4 of the users are registered, i.e.,
the initially gathered information I consists of the set

I ≡ {(Ik, �k, τk); k = 1, 2, . . . , m; �k ∈ SC}, (39)

3 This subset is not arbitrary, but has been carefully selected as we will see.
4 Passing times are used only to identify the scanned user routes.

where Ik is the identification number (plate number) of the k-th observed user, �k ∈ SC is the
link where the observation took place, τk is the corresponding pass time through link �k, and
m is the number of observations.
For illustration purposes, a simple example with 28 registered items is shown in left part
of Table 9, where the plate numbers of the registered cars and the corresponding links and
passing times, in the format second-day-month-year, are given.

item # Plate Link Time
k Ik �k τk
1 1256 ADL 1 00001 19-12-2009
2 3789 BQP 3 00022 19-12-2009
3 7382 BCD 2 00045 19-12-2009
4 9367 CDF 1 00084 19-12-2009
5 9737 AHH 1 00123 19-12-2009
6 3789 BQP 5 00145 19-12-2009
7 7382 BCD 5 00187 19-12-2009
8 6453 DGJ 4 00245 19-12-2009
9 9737 AHH 3 00297 19-12-2009

10 9367 CDF 4 00309 19-12-2009
11 3581 AAB 1 00389 19-12-2009
12 6299 HPQ 4 00478 19-12-2009
13 9737 AHH 5 00536 19-12-2009
14 3581 AAB 3 00612 19-12-2009
15 1243 RTV 3 00834 19-12-2009
16 7215 ABC 1 00893 19-12-2009
17 8651 PPT 3 01200 19-12-2009
18 3581 AAB 5 01345 19-12-2009
19 1974 PZS 1 01356 19-12-2009
20 1256 ADL 4 01438 19-12-2009
21 2572 AZP 1 01502 19-12-2009
22 6143 BBA 3 01588 19-12-2009
23 7614 CAB 1 01670 19-12-2009
24 6143 BBA 5 01711 19-12-2009
25 1897 DEP 2 01798 19-12-2009
26 1897 DEP 5 01849 19-12-2009
27 2572 AZP 4 01903 19-12-2009
28 7614 CAB 4 01945 19-12-2009
...

...
...

...

item # Plate Scanned links Code
z Iz Csz s
1 1256 ADL {1, 4} 2
2 3789 BQP {3, 5} 4
3 7382 BCD {5} 3
4 9367 CDF {1, 4} 2
5 9737 AHH {1, 3, 5} 1
6 6453 DGJ {4} 5
7 3581 AAB {1, 3, 5} 1
8 4769 CCQ {3} 7
9 2572 AZP {1, 4} 2

10 6143 BBA {3, 5} 4
11 7614 CAB {1, 4} 2
12 1897 DEP {5} 3
13 6299 HPQ {5} 3
14 7215 ABC {1} 6
15 1974 PZS {1} 6
16 1243 RTV {3} 7
...

...
...

...

Scanned links
OD r s 1 3 4 5 ŵs
1-4 1 1 X X X 2
1-4 2 2 X X 4
1-4 3 3 X 3
2-4 4 4 X X 2
2-4 5 5 X 1
1-2 6 6 X 2
2-3 7 7 X 2

Table 9. Example of registered data by scanned links and the data after been processed.

Note that a single car user supplies one or more elements (Ik, �k, τk), in fact as many as the
number of times the corresponding user passes through an scanned link. For example, the
user with plate number 9737 AHH appears three times, which means he/she has been regis-
tered when passing through three scanned links (1, 3 and 5).
A cross search of plate numbers contained in the different (Ik, �k, τk) items of information and
check of the corresponding passing times allows one determining the path or partial paths
followed by the scanned users. This allows building the set

{(Iz, Csz )| z = 1, 2, . . . , n; Csz ∈ P (SC)}, (40)

where Csz is the subset of links associated with the Iz user, which includes all links in which
the user has been scanned (scanned partial path of that user), n is the number of registered
users, and P (SC) is the set of parts of SC, which contains 2nsc elements. A registered user



Bayesian Network330

3. Plate scanning based method for traffic prediction.

This section shows how the Bayesian network tool can be also used with data from the plate
scanning technique (see (Sánchez-Cambronero et al., 2010). Therefore, first the plate scanning
approach will be introduced, and then the model will be described (see (Castillo, Menéndez
& Jiménez.P, 2008)).

3.1 Dealing with the information contained in the data from the plate scanning technique.
The idea of plate scanning consists of registering plate numbers and the corresponding times
of the circulating vehicles when they travel on some subsets of links. This information is then
used to reconstruct vehicle routes by identifying identical plate numbers at different locations
and times. In order to clarify the concepts, let us consider a traffic network (N ,A) where N is
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a set of nodes and A is a set of links. We have used the simple network in Figure 3 of 4 nodes
and 5 links. Table 8 shows the 4 OD-pairs considered and the corresponding 7 paths used in
this example.

OD path code (r) Links
1-4 1 1 3 5
1-4 2 1 4
1-4 3 2 5
2-4 4 3 5
2-4 5 4
1-2 6 1
2-3 7 3

Table 8. Set of 4 OD-pairs and 7 paths considered in the elementary example.

We assume that we have selected a nonempty subset SC ⊂ A of nsc �= 0 links to be scanned.
To illustrate, consider the scanned subset SC of 4 links3

SC ≡ {1, 3, 4, 5}. (38)

In the scanned links the plate numbers and the passing times4 of the users are registered, i.e.,
the initially gathered information I consists of the set

I ≡ {(Ik, �k, τk); k = 1, 2, . . . , m; �k ∈ SC}, (39)

3 This subset is not arbitrary, but has been carefully selected as we will see.
4 Passing times are used only to identify the scanned user routes.

where Ik is the identification number (plate number) of the k-th observed user, �k ∈ SC is the
link where the observation took place, τk is the corresponding pass time through link �k, and
m is the number of observations.
For illustration purposes, a simple example with 28 registered items is shown in left part
of Table 9, where the plate numbers of the registered cars and the corresponding links and
passing times, in the format second-day-month-year, are given.

item # Plate Link Time
k Ik �k τk
1 1256 ADL 1 00001 19-12-2009
2 3789 BQP 3 00022 19-12-2009
3 7382 BCD 2 00045 19-12-2009
4 9367 CDF 1 00084 19-12-2009
5 9737 AHH 1 00123 19-12-2009
6 3789 BQP 5 00145 19-12-2009
7 7382 BCD 5 00187 19-12-2009
8 6453 DGJ 4 00245 19-12-2009
9 9737 AHH 3 00297 19-12-2009

10 9367 CDF 4 00309 19-12-2009
11 3581 AAB 1 00389 19-12-2009
12 6299 HPQ 4 00478 19-12-2009
13 9737 AHH 5 00536 19-12-2009
14 3581 AAB 3 00612 19-12-2009
15 1243 RTV 3 00834 19-12-2009
16 7215 ABC 1 00893 19-12-2009
17 8651 PPT 3 01200 19-12-2009
18 3581 AAB 5 01345 19-12-2009
19 1974 PZS 1 01356 19-12-2009
20 1256 ADL 4 01438 19-12-2009
21 2572 AZP 1 01502 19-12-2009
22 6143 BBA 3 01588 19-12-2009
23 7614 CAB 1 01670 19-12-2009
24 6143 BBA 5 01711 19-12-2009
25 1897 DEP 2 01798 19-12-2009
26 1897 DEP 5 01849 19-12-2009
27 2572 AZP 4 01903 19-12-2009
28 7614 CAB 4 01945 19-12-2009
...

...
...

...

item # Plate Scanned links Code
z Iz Csz s
1 1256 ADL {1, 4} 2
2 3789 BQP {3, 5} 4
3 7382 BCD {5} 3
4 9367 CDF {1, 4} 2
5 9737 AHH {1, 3, 5} 1
6 6453 DGJ {4} 5
7 3581 AAB {1, 3, 5} 1
8 4769 CCQ {3} 7
9 2572 AZP {1, 4} 2
10 6143 BBA {3, 5} 4
11 7614 CAB {1, 4} 2
12 1897 DEP {5} 3
13 6299 HPQ {5} 3
14 7215 ABC {1} 6
15 1974 PZS {1} 6
16 1243 RTV {3} 7
...
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Scanned links
OD r s 1 3 4 5 ŵs
1-4 1 1 X X X 2
1-4 2 2 X X 4
1-4 3 3 X 3
2-4 4 4 X X 2
2-4 5 5 X 1
1-2 6 6 X 2
2-3 7 7 X 2

Table 9. Example of registered data by scanned links and the data after been processed.

Note that a single car user supplies one or more elements (Ik, �k, τk), in fact as many as the
number of times the corresponding user passes through an scanned link. For example, the
user with plate number 9737 AHH appears three times, which means he/she has been regis-
tered when passing through three scanned links (1, 3 and 5).
A cross search of plate numbers contained in the different (Ik, �k, τk) items of information and
check of the corresponding passing times allows one determining the path or partial paths
followed by the scanned users. This allows building the set

{(Iz, Csz )| z = 1, 2, . . . , n; Csz ∈ P (SC)}, (40)

where Csz is the subset of links associated with the Iz user, which includes all links in which
the user has been scanned (scanned partial path of that user), n is the number of registered
users, and P (SC) is the set of parts of SC, which contains 2nsc elements. A registered user
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3. Plate scanning based method for traffic prediction.

This section shows how the Bayesian network tool can be also used with data from the plate
scanning technique (see (Sánchez-Cambronero et al., 2010). Therefore, first the plate scanning
approach will be introduced, and then the model will be described (see (Castillo, Menéndez
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3.1 Dealing with the information contained in the data from the plate scanning technique.
The idea of plate scanning consists of registering plate numbers and the corresponding times
of the circulating vehicles when they travel on some subsets of links. This information is then
used to reconstruct vehicle routes by identifying identical plate numbers at different locations
and times. In order to clarify the concepts, let us consider a traffic network (N ,A) where N is
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a set of nodes and A is a set of links. We have used the simple network in Figure 3 of 4 nodes
and 5 links. Table 8 shows the 4 OD-pairs considered and the corresponding 7 paths used in
this example.

OD path code (r) Links
1-4 1 1 3 5
1-4 2 1 4
1-4 3 2 5
2-4 4 3 5
2-4 5 4
1-2 6 1
2-3 7 3

Table 8. Set of 4 OD-pairs and 7 paths considered in the elementary example.

We assume that we have selected a nonempty subset SC ⊂ A of nsc �= 0 links to be scanned.
To illustrate, consider the scanned subset SC of 4 links3

SC ≡ {1, 3, 4, 5}. (38)

In the scanned links the plate numbers and the passing times4 of the users are registered, i.e.,
the initially gathered information I consists of the set

I ≡ {(Ik, �k, τk); k = 1, 2, . . . , m; �k ∈ SC}, (39)

3 This subset is not arbitrary, but has been carefully selected as we will see.
4 Passing times are used only to identify the scanned user routes.

where Ik is the identification number (plate number) of the k-th observed user, �k ∈ SC is the
link where the observation took place, τk is the corresponding pass time through link �k, and
m is the number of observations.
For illustration purposes, a simple example with 28 registered items is shown in left part
of Table 9, where the plate numbers of the registered cars and the corresponding links and
passing times, in the format second-day-month-year, are given.
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item # Plate Scanned links Code
z Iz Csz s
1 1256 ADL {1, 4} 2
2 3789 BQP {3, 5} 4
3 7382 BCD {5} 3
4 9367 CDF {1, 4} 2
5 9737 AHH {1, 3, 5} 1
6 6453 DGJ {4} 5
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10 6143 BBA {3, 5} 4
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14 7215 ABC {1} 6
15 1974 PZS {1} 6
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Scanned links
OD r s 1 3 4 5 ŵs
1-4 1 1 X X X 2
1-4 2 2 X X 4
1-4 3 3 X 3
2-4 4 4 X X 2
2-4 5 5 X 1
1-2 6 6 X 2
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Table 9. Example of registered data by scanned links and the data after been processed.

Note that a single car user supplies one or more elements (Ik, �k, τk), in fact as many as the
number of times the corresponding user passes through an scanned link. For example, the
user with plate number 9737 AHH appears three times, which means he/she has been regis-
tered when passing through three scanned links (1, 3 and 5).
A cross search of plate numbers contained in the different (Ik, �k, τk) items of information and
check of the corresponding passing times allows one determining the path or partial paths
followed by the scanned users. This allows building the set

{(Iz, Csz )| z = 1, 2, . . . , n; Csz ∈ P (SC)}, (40)

where Csz is the subset of links associated with the Iz user, which includes all links in which
the user has been scanned (scanned partial path of that user), n is the number of registered
users, and P (SC) is the set of parts of SC, which contains 2nsc elements. A registered user
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has an associated Csz subset only if the corresponding scanned links belong to its route. Of
course, a non-registered user appears in no registered links, which corresponds to Csz = ∅.
We associate with each user the subset Csz of scanned links contained in his/her route, and
call a subset Csz of scanned links feasible if there exists a user which associated subset is Csz .
Note that not all subsets of scanned links are feasible and each route must leads to a feasible
subset. Upper right part of Table 9, shows the plate numbers and the associated scanned sub-
path (Csz set of registered links for given users) of the registered users in columns two and
three. For example, the user with plate number 3581AAB appears as registered in links 1, 3
and 5, thus leading to the set Csz ≡ {1, 3, 5}.
To obtain the feasible C sets one needs only to go through each possible path and determine
which scanned links are contained in it. The two first columns of bottom part of Table 9 shows
all paths, defined by the OD and r (the order of the path within the OD) values. The third
column corresponds with the set of scanned link code s which, in this case, is the same as
the route code because we have full route observability. Finally, the last columns corresponds
with the scanned links and its associated sets (each indicated by an X).
An important point to note is that since all combinations of scanned links are different for all
paths, and this happens because the set of links to be scanned has been adequately selected,
the scanning process allows identifying the path of any scanned user. Therefore, using this
information, one obtains the observed number of users ŵs with associated s-values and Cs
sets (see Table 9). This allows us to summarize the scanned observations as

{ŵs : s ∈ S}, (41)

where S is the set S ≡ {1, 2, . . . , n} and n the number of different Cs sets in S , which is the
information used by the proposed model to estimate the traffic flows. Note also that standard
models are unable to deal with this problem, i.e., to handle the information in the form (41).
To control this type of information, the traffic flow must be disaggregated in terms of the new
variables ŵs, which refer to the flow registered by the scanned links in Cs. Then, one needs to
write the conservation laws as follows:

ŵs = ∑
r∈R

δsr fr; r ∈ R; s ∈ S , (42)

where fr is the flow of route r, δsr is one if the route r contains all and only the links in Cs.

3.2 Model assumptions
In this section, the model assumptions for the BN-PLATE (see (Sánchez-Cambronero et al.,
2010) model are introduced. Note that there are important differences with the model de-
scribed in section 2 in which the model was built considering OD-pair and link flows, instead
of route and scanned links flows, respectively.
Therefore assuming the route and subsets of scanned link flows are multivariate random
variables, we build a Gaussian Bayesian network using the special characteristics of traffic
flow variables. To this end, we consider the route flows as parents and the subsets of scanned
link flows as children and reproduce the conservation law constraints defined in (42) in an
exact or statistical (i.e., with random errors) form. In our Gaussian Bayesian network model
we make the following assumptions:

Assumption 1: The vector F of route flows is a multivariate normal N(µF, ΣF) random vari-
able with mean µF and variance-covariance matrix ΣF.

For the same reason than in the BN-WMV model, it is clear that the F random variables are
correlated. Therefore:

fr = krU + ηr, (43)

where kr, r = 1, . . . , m are positive real constants, one for each route r, U is a normal random
variable N(µU , σ2

U), and ηr are independent normal N(0, γ2
r ) random variables. The meanings

of these variables are as follows:

U : A random positive variable that measures the level of total mean flow.

K : A column matrix whose element kr measures the relative weight of the route r flow with
respect to the total traffic flow (including all routes).

η : A vector of independent random variables with null mean such that its r element mea-
sures the variability of the route r flow with respect to its mean.

Assumption 2: The flows associated with the combinations of scanned link flows and
counted link flows can be written as

W = ∆F + ε, (44)

where ws, fr and δsr have the same meaning than before, and ε = (ε1, ε2, . . . , εn) are mutually
independent normal random variables, independent of the random variables in F, and εs has
mean E(εs) and variance ψ2

s ; s = 1, 2, . . . , n. The εs represents the error in the corresponding
subset of scanned links. In particular, they can be assumed to be null i.e. the plate data is got
error free.

Then, following these assumptions, we have

F =
(

K | I
)



U
−−
ηT


 (45)

and the variance-covariance matrix ΣF of the F variables becomes

ΣF =
(

K | I
)

Σ(U,η)




KT

−−
I


 = σ2

UKKT + Dη, (46)

where the matrices Σ(U,η) and Dη are diagonal.
From (44) and (45)

(
F
W

)
=




I | 0
− + −
∆ | I



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which implies that the mean E[(F, W)] is
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and the variance-covariance matrix of (F, W) becomes
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has an associated Csz subset only if the corresponding scanned links belong to its route. Of
course, a non-registered user appears in no registered links, which corresponds to Csz = ∅.
We associate with each user the subset Csz of scanned links contained in his/her route, and
call a subset Csz of scanned links feasible if there exists a user which associated subset is Csz .
Note that not all subsets of scanned links are feasible and each route must leads to a feasible
subset. Upper right part of Table 9, shows the plate numbers and the associated scanned sub-
path (Csz set of registered links for given users) of the registered users in columns two and
three. For example, the user with plate number 3581AAB appears as registered in links 1, 3
and 5, thus leading to the set Csz ≡ {1, 3, 5}.
To obtain the feasible C sets one needs only to go through each possible path and determine
which scanned links are contained in it. The two first columns of bottom part of Table 9 shows
all paths, defined by the OD and r (the order of the path within the OD) values. The third
column corresponds with the set of scanned link code s which, in this case, is the same as
the route code because we have full route observability. Finally, the last columns corresponds
with the scanned links and its associated sets (each indicated by an X).
An important point to note is that since all combinations of scanned links are different for all
paths, and this happens because the set of links to be scanned has been adequately selected,
the scanning process allows identifying the path of any scanned user. Therefore, using this
information, one obtains the observed number of users ŵs with associated s-values and Cs
sets (see Table 9). This allows us to summarize the scanned observations as

{ŵs : s ∈ S}, (41)

where S is the set S ≡ {1, 2, . . . , n} and n the number of different Cs sets in S , which is the
information used by the proposed model to estimate the traffic flows. Note also that standard
models are unable to deal with this problem, i.e., to handle the information in the form (41).
To control this type of information, the traffic flow must be disaggregated in terms of the new
variables ŵs, which refer to the flow registered by the scanned links in Cs. Then, one needs to
write the conservation laws as follows:

ŵs = ∑
r∈R

δsr fr; r ∈ R; s ∈ S , (42)

where fr is the flow of route r, δsr is one if the route r contains all and only the links in Cs.

3.2 Model assumptions
In this section, the model assumptions for the BN-PLATE (see (Sánchez-Cambronero et al.,
2010) model are introduced. Note that there are important differences with the model de-
scribed in section 2 in which the model was built considering OD-pair and link flows, instead
of route and scanned links flows, respectively.
Therefore assuming the route and subsets of scanned link flows are multivariate random
variables, we build a Gaussian Bayesian network using the special characteristics of traffic
flow variables. To this end, we consider the route flows as parents and the subsets of scanned
link flows as children and reproduce the conservation law constraints defined in (42) in an
exact or statistical (i.e., with random errors) form. In our Gaussian Bayesian network model
we make the following assumptions:

Assumption 1: The vector F of route flows is a multivariate normal N(µF, ΣF) random vari-
able with mean µF and variance-covariance matrix ΣF.

For the same reason than in the BN-WMV model, it is clear that the F random variables are
correlated. Therefore:

fr = krU + ηr, (43)

where kr, r = 1, . . . , m are positive real constants, one for each route r, U is a normal random
variable N(µU , σ2

U), and ηr are independent normal N(0, γ2
r ) random variables. The meanings

of these variables are as follows:

U : A random positive variable that measures the level of total mean flow.

K : A column matrix whose element kr measures the relative weight of the route r flow with
respect to the total traffic flow (including all routes).

η : A vector of independent random variables with null mean such that its r element mea-
sures the variability of the route r flow with respect to its mean.

Assumption 2: The flows associated with the combinations of scanned link flows and
counted link flows can be written as

W = ∆F + ε, (44)

where ws, fr and δsr have the same meaning than before, and ε = (ε1, ε2, . . . , εn) are mutually
independent normal random variables, independent of the random variables in F, and εs has
mean E(εs) and variance ψ2

s ; s = 1, 2, . . . , n. The εs represents the error in the corresponding
subset of scanned links. In particular, they can be assumed to be null i.e. the plate data is got
error free.

Then, following these assumptions, we have

F =
(

K | I
)



U
−−
ηT


 (45)

and the variance-covariance matrix ΣF of the F variables becomes
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)
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
 = σ2
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where the matrices Σ(U,η) and Dη are diagonal.
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which implies that the mean E[(F, W)] is
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and the variance-covariance matrix of (F, W) becomes

Σ(F,W) =
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has an associated Csz subset only if the corresponding scanned links belong to its route. Of
course, a non-registered user appears in no registered links, which corresponds to Csz = ∅.
We associate with each user the subset Csz of scanned links contained in his/her route, and
call a subset Csz of scanned links feasible if there exists a user which associated subset is Csz .
Note that not all subsets of scanned links are feasible and each route must leads to a feasible
subset. Upper right part of Table 9, shows the plate numbers and the associated scanned sub-
path (Csz set of registered links for given users) of the registered users in columns two and
three. For example, the user with plate number 3581AAB appears as registered in links 1, 3
and 5, thus leading to the set Csz ≡ {1, 3, 5}.
To obtain the feasible C sets one needs only to go through each possible path and determine
which scanned links are contained in it. The two first columns of bottom part of Table 9 shows
all paths, defined by the OD and r (the order of the path within the OD) values. The third
column corresponds with the set of scanned link code s which, in this case, is the same as
the route code because we have full route observability. Finally, the last columns corresponds
with the scanned links and its associated sets (each indicated by an X).
An important point to note is that since all combinations of scanned links are different for all
paths, and this happens because the set of links to be scanned has been adequately selected,
the scanning process allows identifying the path of any scanned user. Therefore, using this
information, one obtains the observed number of users ŵs with associated s-values and Cs
sets (see Table 9). This allows us to summarize the scanned observations as

{ŵs : s ∈ S}, (41)

where S is the set S ≡ {1, 2, . . . , n} and n the number of different Cs sets in S , which is the
information used by the proposed model to estimate the traffic flows. Note also that standard
models are unable to deal with this problem, i.e., to handle the information in the form (41).
To control this type of information, the traffic flow must be disaggregated in terms of the new
variables ŵs, which refer to the flow registered by the scanned links in Cs. Then, one needs to
write the conservation laws as follows:

ŵs = ∑
r∈R

δsr fr; r ∈ R; s ∈ S , (42)

where fr is the flow of route r, δsr is one if the route r contains all and only the links in Cs.

3.2 Model assumptions
In this section, the model assumptions for the BN-PLATE (see (Sánchez-Cambronero et al.,
2010) model are introduced. Note that there are important differences with the model de-
scribed in section 2 in which the model was built considering OD-pair and link flows, instead
of route and scanned links flows, respectively.
Therefore assuming the route and subsets of scanned link flows are multivariate random
variables, we build a Gaussian Bayesian network using the special characteristics of traffic
flow variables. To this end, we consider the route flows as parents and the subsets of scanned
link flows as children and reproduce the conservation law constraints defined in (42) in an
exact or statistical (i.e., with random errors) form. In our Gaussian Bayesian network model
we make the following assumptions:

Assumption 1: The vector F of route flows is a multivariate normal N(µF, ΣF) random vari-
able with mean µF and variance-covariance matrix ΣF.

For the same reason than in the BN-WMV model, it is clear that the F random variables are
correlated. Therefore:

fr = krU + ηr, (43)

where kr, r = 1, . . . , m are positive real constants, one for each route r, U is a normal random
variable N(µU , σ2

U), and ηr are independent normal N(0, γ2
r ) random variables. The meanings

of these variables are as follows:

U : A random positive variable that measures the level of total mean flow.

K : A column matrix whose element kr measures the relative weight of the route r flow with
respect to the total traffic flow (including all routes).

η : A vector of independent random variables with null mean such that its r element mea-
sures the variability of the route r flow with respect to its mean.

Assumption 2: The flows associated with the combinations of scanned link flows and
counted link flows can be written as

W = ∆F + ε, (44)

where ws, fr and δsr have the same meaning than before, and ε = (ε1, ε2, . . . , εn) are mutually
independent normal random variables, independent of the random variables in F, and εs has
mean E(εs) and variance ψ2

s ; s = 1, 2, . . . , n. The εs represents the error in the corresponding
subset of scanned links. In particular, they can be assumed to be null i.e. the plate data is got
error free.

Then, following these assumptions, we have

F =
(
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)


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and the variance-covariance matrix ΣF of the F variables becomes
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where the matrices Σ(U,η) and Dη are diagonal.
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which implies that the mean E[(F, W)] is
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and the variance-covariance matrix of (F, W) becomes
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has an associated Csz subset only if the corresponding scanned links belong to its route. Of
course, a non-registered user appears in no registered links, which corresponds to Csz = ∅.
We associate with each user the subset Csz of scanned links contained in his/her route, and
call a subset Csz of scanned links feasible if there exists a user which associated subset is Csz .
Note that not all subsets of scanned links are feasible and each route must leads to a feasible
subset. Upper right part of Table 9, shows the plate numbers and the associated scanned sub-
path (Csz set of registered links for given users) of the registered users in columns two and
three. For example, the user with plate number 3581AAB appears as registered in links 1, 3
and 5, thus leading to the set Csz ≡ {1, 3, 5}.
To obtain the feasible C sets one needs only to go through each possible path and determine
which scanned links are contained in it. The two first columns of bottom part of Table 9 shows
all paths, defined by the OD and r (the order of the path within the OD) values. The third
column corresponds with the set of scanned link code s which, in this case, is the same as
the route code because we have full route observability. Finally, the last columns corresponds
with the scanned links and its associated sets (each indicated by an X).
An important point to note is that since all combinations of scanned links are different for all
paths, and this happens because the set of links to be scanned has been adequately selected,
the scanning process allows identifying the path of any scanned user. Therefore, using this
information, one obtains the observed number of users ŵs with associated s-values and Cs
sets (see Table 9). This allows us to summarize the scanned observations as

{ŵs : s ∈ S}, (41)

where S is the set S ≡ {1, 2, . . . , n} and n the number of different Cs sets in S , which is the
information used by the proposed model to estimate the traffic flows. Note also that standard
models are unable to deal with this problem, i.e., to handle the information in the form (41).
To control this type of information, the traffic flow must be disaggregated in terms of the new
variables ŵs, which refer to the flow registered by the scanned links in Cs. Then, one needs to
write the conservation laws as follows:

ŵs = ∑
r∈R

δsr fr; r ∈ R; s ∈ S , (42)

where fr is the flow of route r, δsr is one if the route r contains all and only the links in Cs.

3.2 Model assumptions
In this section, the model assumptions for the BN-PLATE (see (Sánchez-Cambronero et al.,
2010) model are introduced. Note that there are important differences with the model de-
scribed in section 2 in which the model was built considering OD-pair and link flows, instead
of route and scanned links flows, respectively.
Therefore assuming the route and subsets of scanned link flows are multivariate random
variables, we build a Gaussian Bayesian network using the special characteristics of traffic
flow variables. To this end, we consider the route flows as parents and the subsets of scanned
link flows as children and reproduce the conservation law constraints defined in (42) in an
exact or statistical (i.e., with random errors) form. In our Gaussian Bayesian network model
we make the following assumptions:

Assumption 1: The vector F of route flows is a multivariate normal N(µF, ΣF) random vari-
able with mean µF and variance-covariance matrix ΣF.

For the same reason than in the BN-WMV model, it is clear that the F random variables are
correlated. Therefore:

fr = krU + ηr, (43)

where kr, r = 1, . . . , m are positive real constants, one for each route r, U is a normal random
variable N(µU , σ2

U), and ηr are independent normal N(0, γ2
r ) random variables. The meanings

of these variables are as follows:

U : A random positive variable that measures the level of total mean flow.

K : A column matrix whose element kr measures the relative weight of the route r flow with
respect to the total traffic flow (including all routes).

η : A vector of independent random variables with null mean such that its r element mea-
sures the variability of the route r flow with respect to its mean.

Assumption 2: The flows associated with the combinations of scanned link flows and
counted link flows can be written as

W = ∆F + ε, (44)

where ws, fr and δsr have the same meaning than before, and ε = (ε1, ε2, . . . , εn) are mutually
independent normal random variables, independent of the random variables in F, and εs has
mean E(εs) and variance ψ2

s ; s = 1, 2, . . . , n. The εs represents the error in the corresponding
subset of scanned links. In particular, they can be assumed to be null i.e. the plate data is got
error free.

Then, following these assumptions, we have

F =
(
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)



U
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
 (45)

and the variance-covariance matrix ΣF of the F variables becomes
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where the matrices Σ(U,η) and Dη are diagonal.
From (44) and (45)
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which implies that the mean E[(F, W)] is
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
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and the variance-covariance matrix of (F, W) becomes
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Now we have to define the graph: the route flows fr are the parents of all link flow combi-
nations ws used by the corresponding travelers, and the error variables are the parents of the
corresponding flows, that is, the εs are the parents of the ws, and the ηr are the parents of the
Fr. Finally, the U variable is on top (parent) of all route flows, because it gives the level of
them (high, intermediate or low).
In this section we consider the simplest version of the proposed model, which considers only
the route flows, and the scanned link flow combinations. Therefore, a further analysis requires
that a model with all variables must be built i.e. including the mean and variance matrix of
the all variables (U, ηr; r = 1, 2, . . . , m and εs; s = 1, 2, . . . , n).

3.3 Using the model to predict traffic flows
Once we have built the model, we can use its JPD (similar to the one defined in (14)) to predict
route flows (and therefore OD and link flows) when the information becomes available. In
this section we propose an step by step method to implement the plate scanning-Bayesian
network model:

Step 0: Initialization step. Assume an initial K matrix (for example, obtained from solving
a SUE problem for a given out-of-date prior OD-pair flow data), the values of E[U] and σU ,
and the matrices Dε and Dη .

Step 1: Select the set of links to be scanned. The set of links to be scanned must be selected.
This chapter deals with this problem in Section 3.4 providing several methods to select the
best set of links to be scanned.

Step 2: Observe the plate scanning data. The plate scanning data ŵs are extracted.

Step 3: Estimate the route flows. The route matrix F with elements fr are estimated using the
Bayesian network method, i.e., using the following formulas (see (47), (48),(3) and (4)):

E[F] = E[U]K (49)

E[W] = E[U]∆K + E[ε] (50)

Dη = Diag (νE[F]) , (51)

ΣFF = σ2
UKKT + Dη (52)

ΣFW = ΣFF∆T (53)

ΣWF = ΣFW (54)

ΣWW = ∆ΣFF∆T + Dε (55)

E[F|W = w] = E[F] + ΣFWΣ−1
WW(w − E[W]) (56)

ΣF|W=w = ΣFF − ΣFWΣ−1
WWΣWF (57)

E[W|W = w] = w (58)

ΣW|W=w = 0 (59)

F = E[F|W = w]|(F,W)=F (60)

where ν is the coefficient of variation selected for the η variables, and we note that F and W
are the unobserved and observed components, respectively.

Step 4. Obtain the F vector. Return the the fr route flows as the result of the model. Note that
from F vector, the rest of traffic flows (link flows and OD pair flows) can be easily obtained.

3.4 The plate scanning device location problem
Due to the importance of the traffic count locations to obtain good traffic flow predictions,
this section deals with the problem of determining the optimal number and allocation of plate
scanning devices(see (Mínguez et al., 2010)).

3.4.1 Location rules
In real life, the true error or reliability of an estimated OD matrix is unknown. Based on the
concept of maximal possible relative error (MPRE), (Yang & Zhou, 1998) proposed several
location rules. We have derived analogous rules based on prior link and flow values and the
following measure (RMSRE, root mean squared relative error):

RMSRE =

√√√√ 1
m ∑

i∈I

(
t0
i − ti

t0
i

)2

, (61)

where5 t0
i and ti are the prior and estimated flow of OD-pair i, respectively, and m is the

number of OD-pairs belonging to the set I . Since the prior OD pair flows t0
i are known and

there are the best available information, they are used to calculate the relative error.
Given the set R of all possible routes, any of them corresponding to a unique OD pair, if Ri is
the set of routes belonging to OD-pair i, we have t0

i = ∑r∈Ri
f 0
r , and then the RMSRE can be

expressed as:

RMSRE =

√√√√ 1
m ∑

i∈I

(
t0
i − ∑r∈Ri

f 0
r yr

t0
i

)2

, (62)

where yr is a binary variable equal to one if route r is identified uniquely (observed) through
the scanned links, and zero otherwise. Note that the minimum possible RMSRE-value corre-
sponds to yr = 1; ∀r ∈ R, where ti = t0

i and RMSRE=0.
However, if nsc = ∑∀r∈R yr ≤ nr then RMSRE> 0, and then, one interesting question is: how
do we select the routes to be observed so that the RMSRE is minimized? From (62) we obtain

m × RMSRE2 = ∑
i∈I

(
1 − ∑

r∈Ri

f 0
r

t0
i

yr

)2

, (63)

where it can be deduced that the bigger the value of ∑r∈Ri

f 0
r

t0
i

yr the lower the RMSRE. If the

set of routes is partitioned into observed (OR) and unobserved (UR) routes associated with
yr = 1 or yr = 0, respectively, (63) can be reformulated as follows

m × RMSRE2 = ∑
i∈I


1 − ∑

r∈(Ri∩OR)

f 0
r

t0
i




2

= ∑
i∈I


 ∑

i∈(Ri∩UR)

f 0
r

t0
i




2

, (64)

5 from now on, and for simplicity, we denoted each OD pair as i instead of ks and each link as a instead
of �ij
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Now we have to define the graph: the route flows fr are the parents of all link flow combi-
nations ws used by the corresponding travelers, and the error variables are the parents of the
corresponding flows, that is, the εs are the parents of the ws, and the ηr are the parents of the
Fr. Finally, the U variable is on top (parent) of all route flows, because it gives the level of
them (high, intermediate or low).
In this section we consider the simplest version of the proposed model, which considers only
the route flows, and the scanned link flow combinations. Therefore, a further analysis requires
that a model with all variables must be built i.e. including the mean and variance matrix of
the all variables (U, ηr; r = 1, 2, . . . , m and εs; s = 1, 2, . . . , n).

3.3 Using the model to predict traffic flows
Once we have built the model, we can use its JPD (similar to the one defined in (14)) to predict
route flows (and therefore OD and link flows) when the information becomes available. In
this section we propose an step by step method to implement the plate scanning-Bayesian
network model:

Step 0: Initialization step. Assume an initial K matrix (for example, obtained from solving
a SUE problem for a given out-of-date prior OD-pair flow data), the values of E[U] and σU ,
and the matrices Dε and Dη .

Step 1: Select the set of links to be scanned. The set of links to be scanned must be selected.
This chapter deals with this problem in Section 3.4 providing several methods to select the
best set of links to be scanned.

Step 2: Observe the plate scanning data. The plate scanning data ŵs are extracted.

Step 3: Estimate the route flows. The route matrix F with elements fr are estimated using the
Bayesian network method, i.e., using the following formulas (see (47), (48),(3) and (4)):

E[F] = E[U]K (49)

E[W] = E[U]∆K + E[ε] (50)

Dη = Diag (νE[F]) , (51)

ΣFF = σ2
UKKT + Dη (52)

ΣFW = ΣFF∆T (53)

ΣWF = ΣFW (54)

ΣWW = ∆ΣFF∆T + Dε (55)

E[F|W = w] = E[F] + ΣFWΣ−1
WW(w − E[W]) (56)

ΣF|W=w = ΣFF − ΣFWΣ−1
WWΣWF (57)

E[W|W = w] = w (58)

ΣW|W=w = 0 (59)

F = E[F|W = w]|(F,W)=F (60)

where ν is the coefficient of variation selected for the η variables, and we note that F and W
are the unobserved and observed components, respectively.

Step 4. Obtain the F vector. Return the the fr route flows as the result of the model. Note that
from F vector, the rest of traffic flows (link flows and OD pair flows) can be easily obtained.

3.4 The plate scanning device location problem
Due to the importance of the traffic count locations to obtain good traffic flow predictions,
this section deals with the problem of determining the optimal number and allocation of plate
scanning devices(see (Mínguez et al., 2010)).

3.4.1 Location rules
In real life, the true error or reliability of an estimated OD matrix is unknown. Based on the
concept of maximal possible relative error (MPRE), (Yang & Zhou, 1998) proposed several
location rules. We have derived analogous rules based on prior link and flow values and the
following measure (RMSRE, root mean squared relative error):

RMSRE =
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m ∑
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, (61)

where5 t0
i and ti are the prior and estimated flow of OD-pair i, respectively, and m is the

number of OD-pairs belonging to the set I . Since the prior OD pair flows t0
i are known and

there are the best available information, they are used to calculate the relative error.
Given the set R of all possible routes, any of them corresponding to a unique OD pair, if Ri is
the set of routes belonging to OD-pair i, we have t0

i = ∑r∈Ri
f 0
r , and then the RMSRE can be

expressed as:
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where yr is a binary variable equal to one if route r is identified uniquely (observed) through
the scanned links, and zero otherwise. Note that the minimum possible RMSRE-value corre-
sponds to yr = 1; ∀r ∈ R, where ti = t0

i and RMSRE=0.
However, if nsc = ∑∀r∈R yr ≤ nr then RMSRE> 0, and then, one interesting question is: how
do we select the routes to be observed so that the RMSRE is minimized? From (62) we obtain

m × RMSRE2 = ∑
i∈I

(
1 − ∑
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, (63)

where it can be deduced that the bigger the value of ∑r∈Ri
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yr the lower the RMSRE. If the

set of routes is partitioned into observed (OR) and unobserved (UR) routes associated with
yr = 1 or yr = 0, respectively, (63) can be reformulated as follows
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5 from now on, and for simplicity, we denoted each OD pair as i instead of ks and each link as a instead
of �ij
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Now we have to define the graph: the route flows fr are the parents of all link flow combi-
nations ws used by the corresponding travelers, and the error variables are the parents of the
corresponding flows, that is, the εs are the parents of the ws, and the ηr are the parents of the
Fr. Finally, the U variable is on top (parent) of all route flows, because it gives the level of
them (high, intermediate or low).
In this section we consider the simplest version of the proposed model, which considers only
the route flows, and the scanned link flow combinations. Therefore, a further analysis requires
that a model with all variables must be built i.e. including the mean and variance matrix of
the all variables (U, ηr; r = 1, 2, . . . , m and εs; s = 1, 2, . . . , n).

3.3 Using the model to predict traffic flows
Once we have built the model, we can use its JPD (similar to the one defined in (14)) to predict
route flows (and therefore OD and link flows) when the information becomes available. In
this section we propose an step by step method to implement the plate scanning-Bayesian
network model:

Step 0: Initialization step. Assume an initial K matrix (for example, obtained from solving
a SUE problem for a given out-of-date prior OD-pair flow data), the values of E[U] and σU ,
and the matrices Dε and Dη .

Step 1: Select the set of links to be scanned. The set of links to be scanned must be selected.
This chapter deals with this problem in Section 3.4 providing several methods to select the
best set of links to be scanned.

Step 2: Observe the plate scanning data. The plate scanning data ŵs are extracted.

Step 3: Estimate the route flows. The route matrix F with elements fr are estimated using the
Bayesian network method, i.e., using the following formulas (see (47), (48),(3) and (4)):

E[F] = E[U]K (49)

E[W] = E[U]∆K + E[ε] (50)

Dη = Diag (νE[F]) , (51)

ΣFF = σ2
UKKT + Dη (52)

ΣFW = ΣFF∆T (53)

ΣWF = ΣFW (54)

ΣWW = ∆ΣFF∆T + Dε (55)

E[F|W = w] = E[F] + ΣFWΣ−1
WW(w − E[W]) (56)

ΣF|W=w = ΣFF − ΣFWΣ−1
WWΣWF (57)

E[W|W = w] = w (58)

ΣW|W=w = 0 (59)

F = E[F|W = w]|(F,W)=F (60)

where ν is the coefficient of variation selected for the η variables, and we note that F and W
are the unobserved and observed components, respectively.

Step 4. Obtain the F vector. Return the the fr route flows as the result of the model. Note that
from F vector, the rest of traffic flows (link flows and OD pair flows) can be easily obtained.

3.4 The plate scanning device location problem
Due to the importance of the traffic count locations to obtain good traffic flow predictions,
this section deals with the problem of determining the optimal number and allocation of plate
scanning devices(see (Mínguez et al., 2010)).

3.4.1 Location rules
In real life, the true error or reliability of an estimated OD matrix is unknown. Based on the
concept of maximal possible relative error (MPRE), (Yang & Zhou, 1998) proposed several
location rules. We have derived analogous rules based on prior link and flow values and the
following measure (RMSRE, root mean squared relative error):

RMSRE =
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i∈I

(
t0
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t0
i

)2

, (61)

where5 t0
i and ti are the prior and estimated flow of OD-pair i, respectively, and m is the

number of OD-pairs belonging to the set I . Since the prior OD pair flows t0
i are known and

there are the best available information, they are used to calculate the relative error.
Given the set R of all possible routes, any of them corresponding to a unique OD pair, if Ri is
the set of routes belonging to OD-pair i, we have t0

i = ∑r∈Ri
f 0
r , and then the RMSRE can be

expressed as:
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where yr is a binary variable equal to one if route r is identified uniquely (observed) through
the scanned links, and zero otherwise. Note that the minimum possible RMSRE-value corre-
sponds to yr = 1; ∀r ∈ R, where ti = t0

i and RMSRE=0.
However, if nsc = ∑∀r∈R yr ≤ nr then RMSRE> 0, and then, one interesting question is: how
do we select the routes to be observed so that the RMSRE is minimized? From (62) we obtain
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where it can be deduced that the bigger the value of ∑r∈Ri

f 0
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i

yr the lower the RMSRE. If the

set of routes is partitioned into observed (OR) and unobserved (UR) routes associated with
yr = 1 or yr = 0, respectively, (63) can be reformulated as follows

m × RMSRE2 = ∑
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5 from now on, and for simplicity, we denoted each OD pair as i instead of ks and each link as a instead
of �ij
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Now we have to define the graph: the route flows fr are the parents of all link flow combi-
nations ws used by the corresponding travelers, and the error variables are the parents of the
corresponding flows, that is, the εs are the parents of the ws, and the ηr are the parents of the
Fr. Finally, the U variable is on top (parent) of all route flows, because it gives the level of
them (high, intermediate or low).
In this section we consider the simplest version of the proposed model, which considers only
the route flows, and the scanned link flow combinations. Therefore, a further analysis requires
that a model with all variables must be built i.e. including the mean and variance matrix of
the all variables (U, ηr; r = 1, 2, . . . , m and εs; s = 1, 2, . . . , n).

3.3 Using the model to predict traffic flows
Once we have built the model, we can use its JPD (similar to the one defined in (14)) to predict
route flows (and therefore OD and link flows) when the information becomes available. In
this section we propose an step by step method to implement the plate scanning-Bayesian
network model:

Step 0: Initialization step. Assume an initial K matrix (for example, obtained from solving
a SUE problem for a given out-of-date prior OD-pair flow data), the values of E[U] and σU ,
and the matrices Dε and Dη .

Step 1: Select the set of links to be scanned. The set of links to be scanned must be selected.
This chapter deals with this problem in Section 3.4 providing several methods to select the
best set of links to be scanned.

Step 2: Observe the plate scanning data. The plate scanning data ŵs are extracted.

Step 3: Estimate the route flows. The route matrix F with elements fr are estimated using the
Bayesian network method, i.e., using the following formulas (see (47), (48),(3) and (4)):

E[F] = E[U]K (49)

E[W] = E[U]∆K + E[ε] (50)

Dη = Diag (νE[F]) , (51)

ΣFF = σ2
UKKT + Dη (52)

ΣFW = ΣFF∆T (53)

ΣWF = ΣFW (54)

ΣWW = ∆ΣFF∆T + Dε (55)

E[F|W = w] = E[F] + ΣFWΣ−1
WW(w − E[W]) (56)

ΣF|W=w = ΣFF − ΣFWΣ−1
WWΣWF (57)

E[W|W = w] = w (58)

ΣW|W=w = 0 (59)

F = E[F|W = w]|(F,W)=F (60)

where ν is the coefficient of variation selected for the η variables, and we note that F and W
are the unobserved and observed components, respectively.

Step 4. Obtain the F vector. Return the the fr route flows as the result of the model. Note that
from F vector, the rest of traffic flows (link flows and OD pair flows) can be easily obtained.

3.4 The plate scanning device location problem
Due to the importance of the traffic count locations to obtain good traffic flow predictions,
this section deals with the problem of determining the optimal number and allocation of plate
scanning devices(see (Mínguez et al., 2010)).

3.4.1 Location rules
In real life, the true error or reliability of an estimated OD matrix is unknown. Based on the
concept of maximal possible relative error (MPRE), (Yang & Zhou, 1998) proposed several
location rules. We have derived analogous rules based on prior link and flow values and the
following measure (RMSRE, root mean squared relative error):
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, (61)

where5 t0
i and ti are the prior and estimated flow of OD-pair i, respectively, and m is the

number of OD-pairs belonging to the set I . Since the prior OD pair flows t0
i are known and

there are the best available information, they are used to calculate the relative error.
Given the set R of all possible routes, any of them corresponding to a unique OD pair, if Ri is
the set of routes belonging to OD-pair i, we have t0

i = ∑r∈Ri
f 0
r , and then the RMSRE can be

expressed as:
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where yr is a binary variable equal to one if route r is identified uniquely (observed) through
the scanned links, and zero otherwise. Note that the minimum possible RMSRE-value corre-
sponds to yr = 1; ∀r ∈ R, where ti = t0

i and RMSRE=0.
However, if nsc = ∑∀r∈R yr ≤ nr then RMSRE> 0, and then, one interesting question is: how
do we select the routes to be observed so that the RMSRE is minimized? From (62) we obtain

m × RMSRE2 = ∑
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where it can be deduced that the bigger the value of ∑r∈Ri
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yr the lower the RMSRE. If the

set of routes is partitioned into observed (OR) and unobserved (UR) routes associated with
yr = 1 or yr = 0, respectively, (63) can be reformulated as follows
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5 from now on, and for simplicity, we denoted each OD pair as i instead of ks and each link as a instead
of �ij
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so that routes to be observed (yr = 1) should be chosen minimizing (64).
The main shortcoming of equations (63) or (64) is their quadratic character which makes the
RMSRE minimization problem to be nonlinear. Alternatively, the following RMARE (root
mean absolute value relative error) based on the mean absolute relative error norm can be
defined:

RMARE =
1
m ∑

i∈I

∣∣∣∣∣
t0
i − ti

t0
i

∣∣∣∣∣ =
1
m ∑

i∈I
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t0
i − ∑r∈Ri

f 0
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t0
i

∣∣∣∣∣ , (65)

and since the numerator is always positive for error free scanners (0 ≤ ∑r∈Ri
f 0
r yr ≤ T0

i ; ∀i ∈
I), the absolute value can be dropped, so that the RMARE as a function of the observed and
unobserved routes is equal to

RMARE = 1 − 1
m


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∑

r∈(Ri∩OR)

f 0
r

t0
i


 =

1
m


∑

i∈I
∑

r∈(Ri∩UR)

f 0
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
 , (66)

which implies that minimizing the RMARE is equivalent to minimizing the sum of relative
route flows of unobserved routes, or equivalently, maximize the sum of relative route flows of
observed routes. Note that this result derives in a rule that can be denominated the Maximum
Relative Route Flow rule.
The above location rule has been derived by supposing that the prior trip distribution matrix
is reasonably reliable and close to the actual true value, because the accuracy of the prior ma-
trix has a great impact on the estimates of the true OD matrix. Note that even though the
knowledge of prior OD pair flows could be difficult in practical cases, the aim of the pro-
posed formulation is determining which OD flows are more important than others in order
to prioritize their real knowledge.
Since the proper identifiability of routes must be made through plate scanner devices in links,
an additional rule related to links should be considered, which states that scanned links must
allow us to identify uniquely the routes to be observed (yr = 1) from all possible routes being
considered. This rule can be denominated the Full Identifiability of Observed Path Flows
rule.

3.4.2 Location models
The first location model to be proposed in this chapter considers full route observability, i.e.
RMSRE= 0, but including budget considerations. In the transport literature, each link, is
considered independently of the number of lanes it has. Obviously, when trying to scan plate
numbers links with higher number of lanes are more expensive. Then:

M1 = Minimize
z

∑
a∈A

Paza (67)

subject to

∑
a∈{A}

(δr
a + δr1

a )(1 − δr
aδr1
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{
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∑
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aδr1
a > 0 (68)

∑
a∈A

zaδr
a ≥ 1; ∀r, (69)

where za is a binary variable taking value 1 if the link a is scanned, and 0, otherwise, r and r1
are paths, ∆ is the route incidence matrix with elements δr

a.

Note that constraint (68) forces to select the scanned links so that every route is uniquely
defined by a given set of scanned links (every row in the incidence matrix ∆ is different from
the others) and (69) ensures that at least one link for every route is scanned (every row in the
incidence matrix ∆ contains at least one element different from zero). Both constraints force
the maximum relative route flow and full identifiability of observed path flows rules to hold. Note
also that all OD pairs are totally covered. In addition, this model allows the estimation of the
required budget resources B∗ = ∑

a∈A
Paz∗a for covering all OD pairs in the network. However,

budget is limited in practice, meaning that some OD pairs or even some routes may remain
uncovered, consequently based on (66) the following model is proposed in order to observe
the maximum relative route flow:

M2 = Maximize
y, z
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∑
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∑
a∈A

Paza ≤ B, (73)

where yr is a binary variable equal to 1 if route r can be distinguished from others and 0
otherwise, za is a binary variable which is 1 if link a is scanned and 0 otherwise, and B is the
available budget.
Constraint (71) guarantees that the route r is able to be distinguished from the others if the
binary variable yr is equal to 1. Constraint (72) ensures that the route which is able to be dis-
tinguished contains at least one scanned link. Both constraints (71) and (72) ensure that all
routes such that yr = 1 can be uniquely identified using the scanned links. It is worthwhile
mentioning that using yr instead of 1 in the right hand side of constraints (71) and (72) im-
mediately converts into inactive the constraint (69) for those routes the flow of which are not
fully identified.
Note that the full identifiability of observed path flows is included in the optimization itself
and it will be ensured or not depending on the available budget B. Note also that previous
models can be easily modified in order to include some practical considerations as for example
the fact that some detectors are already installed and additional budget is available. To do that
one only need to include the following constraint to models M1 or M2

za = 1; ∀a ∈ OL. (74)

where OL is the set of already observed links (links with scanning devices already installed).

3.5 Example of application
In this section we illustrate the proposed methods by their application to a simple example.
Consider the network in Figure 4 with the routes and OD-pairs in Table 10, which shows the
feasible combination of scanned links after solving the M1 model (SL = {1, 2, 3, 4, 7, 8}).
Next, the proposed method in Section 3.3 is applied.
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so that routes to be observed (yr = 1) should be chosen minimizing (64).
The main shortcoming of equations (63) or (64) is their quadratic character which makes the
RMSRE minimization problem to be nonlinear. Alternatively, the following RMARE (root
mean absolute value relative error) based on the mean absolute relative error norm can be
defined:
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and since the numerator is always positive for error free scanners (0 ≤ ∑r∈Ri
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which implies that minimizing the RMARE is equivalent to minimizing the sum of relative
route flows of unobserved routes, or equivalently, maximize the sum of relative route flows of
observed routes. Note that this result derives in a rule that can be denominated the Maximum
Relative Route Flow rule.
The above location rule has been derived by supposing that the prior trip distribution matrix
is reasonably reliable and close to the actual true value, because the accuracy of the prior ma-
trix has a great impact on the estimates of the true OD matrix. Note that even though the
knowledge of prior OD pair flows could be difficult in practical cases, the aim of the pro-
posed formulation is determining which OD flows are more important than others in order
to prioritize their real knowledge.
Since the proper identifiability of routes must be made through plate scanner devices in links,
an additional rule related to links should be considered, which states that scanned links must
allow us to identify uniquely the routes to be observed (yr = 1) from all possible routes being
considered. This rule can be denominated the Full Identifiability of Observed Path Flows
rule.

3.4.2 Location models
The first location model to be proposed in this chapter considers full route observability, i.e.
RMSRE= 0, but including budget considerations. In the transport literature, each link, is
considered independently of the number of lanes it has. Obviously, when trying to scan plate
numbers links with higher number of lanes are more expensive. Then:
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where za is a binary variable taking value 1 if the link a is scanned, and 0, otherwise, r and r1
are paths, ∆ is the route incidence matrix with elements δr

a.

Note that constraint (68) forces to select the scanned links so that every route is uniquely
defined by a given set of scanned links (every row in the incidence matrix ∆ is different from
the others) and (69) ensures that at least one link for every route is scanned (every row in the
incidence matrix ∆ contains at least one element different from zero). Both constraints force
the maximum relative route flow and full identifiability of observed path flows rules to hold. Note
also that all OD pairs are totally covered. In addition, this model allows the estimation of the
required budget resources B∗ = ∑

a∈A
Paz∗a for covering all OD pairs in the network. However,

budget is limited in practice, meaning that some OD pairs or even some routes may remain
uncovered, consequently based on (66) the following model is proposed in order to observe
the maximum relative route flow:
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where yr is a binary variable equal to 1 if route r can be distinguished from others and 0
otherwise, za is a binary variable which is 1 if link a is scanned and 0 otherwise, and B is the
available budget.
Constraint (71) guarantees that the route r is able to be distinguished from the others if the
binary variable yr is equal to 1. Constraint (72) ensures that the route which is able to be dis-
tinguished contains at least one scanned link. Both constraints (71) and (72) ensure that all
routes such that yr = 1 can be uniquely identified using the scanned links. It is worthwhile
mentioning that using yr instead of 1 in the right hand side of constraints (71) and (72) im-
mediately converts into inactive the constraint (69) for those routes the flow of which are not
fully identified.
Note that the full identifiability of observed path flows is included in the optimization itself
and it will be ensured or not depending on the available budget B. Note also that previous
models can be easily modified in order to include some practical considerations as for example
the fact that some detectors are already installed and additional budget is available. To do that
one only need to include the following constraint to models M1 or M2

za = 1; ∀a ∈ OL. (74)

where OL is the set of already observed links (links with scanning devices already installed).

3.5 Example of application
In this section we illustrate the proposed methods by their application to a simple example.
Consider the network in Figure 4 with the routes and OD-pairs in Table 10, which shows the
feasible combination of scanned links after solving the M1 model (SL = {1, 2, 3, 4, 7, 8}).
Next, the proposed method in Section 3.3 is applied.
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so that routes to be observed (yr = 1) should be chosen minimizing (64).
The main shortcoming of equations (63) or (64) is their quadratic character which makes the
RMSRE minimization problem to be nonlinear. Alternatively, the following RMARE (root
mean absolute value relative error) based on the mean absolute relative error norm can be
defined:
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and since the numerator is always positive for error free scanners (0 ≤ ∑r∈Ri
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I), the absolute value can be dropped, so that the RMARE as a function of the observed and
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which implies that minimizing the RMARE is equivalent to minimizing the sum of relative
route flows of unobserved routes, or equivalently, maximize the sum of relative route flows of
observed routes. Note that this result derives in a rule that can be denominated the Maximum
Relative Route Flow rule.
The above location rule has been derived by supposing that the prior trip distribution matrix
is reasonably reliable and close to the actual true value, because the accuracy of the prior ma-
trix has a great impact on the estimates of the true OD matrix. Note that even though the
knowledge of prior OD pair flows could be difficult in practical cases, the aim of the pro-
posed formulation is determining which OD flows are more important than others in order
to prioritize their real knowledge.
Since the proper identifiability of routes must be made through plate scanner devices in links,
an additional rule related to links should be considered, which states that scanned links must
allow us to identify uniquely the routes to be observed (yr = 1) from all possible routes being
considered. This rule can be denominated the Full Identifiability of Observed Path Flows
rule.

3.4.2 Location models
The first location model to be proposed in this chapter considers full route observability, i.e.
RMSRE= 0, but including budget considerations. In the transport literature, each link, is
considered independently of the number of lanes it has. Obviously, when trying to scan plate
numbers links with higher number of lanes are more expensive. Then:
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where za is a binary variable taking value 1 if the link a is scanned, and 0, otherwise, r and r1
are paths, ∆ is the route incidence matrix with elements δr

a.

Note that constraint (68) forces to select the scanned links so that every route is uniquely
defined by a given set of scanned links (every row in the incidence matrix ∆ is different from
the others) and (69) ensures that at least one link for every route is scanned (every row in the
incidence matrix ∆ contains at least one element different from zero). Both constraints force
the maximum relative route flow and full identifiability of observed path flows rules to hold. Note
also that all OD pairs are totally covered. In addition, this model allows the estimation of the
required budget resources B∗ = ∑

a∈A
Paz∗a for covering all OD pairs in the network. However,

budget is limited in practice, meaning that some OD pairs or even some routes may remain
uncovered, consequently based on (66) the following model is proposed in order to observe
the maximum relative route flow:

M2 = Maximize
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∑
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where yr is a binary variable equal to 1 if route r can be distinguished from others and 0
otherwise, za is a binary variable which is 1 if link a is scanned and 0 otherwise, and B is the
available budget.
Constraint (71) guarantees that the route r is able to be distinguished from the others if the
binary variable yr is equal to 1. Constraint (72) ensures that the route which is able to be dis-
tinguished contains at least one scanned link. Both constraints (71) and (72) ensure that all
routes such that yr = 1 can be uniquely identified using the scanned links. It is worthwhile
mentioning that using yr instead of 1 in the right hand side of constraints (71) and (72) im-
mediately converts into inactive the constraint (69) for those routes the flow of which are not
fully identified.
Note that the full identifiability of observed path flows is included in the optimization itself
and it will be ensured or not depending on the available budget B. Note also that previous
models can be easily modified in order to include some practical considerations as for example
the fact that some detectors are already installed and additional budget is available. To do that
one only need to include the following constraint to models M1 or M2

za = 1; ∀a ∈ OL. (74)

where OL is the set of already observed links (links with scanning devices already installed).

3.5 Example of application
In this section we illustrate the proposed methods by their application to a simple example.
Consider the network in Figure 4 with the routes and OD-pairs in Table 10, which shows the
feasible combination of scanned links after solving the M1 model (SL = {1, 2, 3, 4, 7, 8}).
Next, the proposed method in Section 3.3 is applied.
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available budget.
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binary variable yr is equal to 1. Constraint (72) ensures that the route which is able to be dis-
tinguished contains at least one scanned link. Both constraints (71) and (72) ensure that all
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Note that the full identifiability of observed path flows is included in the optimization itself
and it will be ensured or not depending on the available budget B. Note also that previous
models can be easily modified in order to include some practical considerations as for example
the fact that some detectors are already installed and additional budget is available. To do that
one only need to include the following constraint to models M1 or M2
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where OL is the set of already observed links (links with scanning devices already installed).

3.5 Example of application
In this section we illustrate the proposed methods by their application to a simple example.
Consider the network in Figure 4 with the routes and OD-pairs in Table 10, which shows the
feasible combination of scanned links after solving the M1 model (SL = {1, 2, 3, 4, 7, 8}).
Next, the proposed method in Section 3.3 is applied.



Bayesian Network338

Fig. 4. The elementary example network

path code
OD (r) Links
1-4 1 1 5 8
1-4 2 2 8
1-4 3 3 9
1-4 4 3 6 8
1-4 5 4 7 9
1-4 6 4 7 6 8
2-4 7 5 8
2-4 8 7 6 8
3-4 9 7 9

set code Scanned links
(s) 1 2 3 4 7 8
1 X X
2 X X
3 X
4 X X
5 X X
6 X X X
7 X
8 X X
9 X

Table 10. Required data for the simple example.

Step 0: Initialization step. To have a reference flow, we have considered that the true
route flows are those shown in the second column of Table 11. The assumed mean value
was E[U] = 10 and the value of σU was 8. The initial matrix K is obtained by multiplying
each true route flow by an independent random uniform U(0.4, 1.3)/10 number. The Dε is
assumed diagonal matrix, the diagonal of which are almost null (0.000001) because we have
assumed error free in the plate scanning process. Dη is also a diagonal matrix which values
are associated with a variation coefficient of 0.4.

Step 1: Select the set of links to be scanned. The set of links to be scanned have been
selected using the M2 model for different available budget, i.e. using the necessary budget for
the devices needed to be installed in the following links:

SL ≡ {1, 2, 3, 4, 7, 8};SL ≡ {1, 4, 5, 7, 9};SL ≡ {1, 4, 7, 9};

SL ≡ {4, 7, 9};SL ≡ {1, 5}; SL ≡ {2}.

Step 2: Observe the plate scanning data. The plate scanning data ws is obtained by scanning
the selected links as was explained in Section 3.1.

Step 3: Estimate the route flows. The route flows F with elements fr are estimated us-
ing the Bayesian network method and the plate scanning data, i.e., using the formulas (49)-(60)

True Scanned links
Route flow Method 0 1 2 3 4 5 6

1 5.00 BN 4.26 4.35 5.00 4.91 5.00 5.00 5.00
LS 4.26 4.26 5.00 4.26 5.00 5.00 5.00

2 7.00 BN 6.84 7.00 7.76 7.89 7.91 7.85 7.00
LS 6.84 7.00 6.84 6.84 6.84 6.84 7.00

3 3.00 BN 3.45 3.52 3.91 3.00 3.00 3.00 3.00
LS 3.45 3.45 3.45 3.00 3.00 3.00 3.00

4 5.00 BN 3.00 3.07 3.41 3.46 3.47 3.45 5.00
LS 3.00 3.00 3.00 3.00 3.00 3.00 5.00

5 6.00 BN 5.36 5.47 6.08 6.00 6.00 6.00 6.00
LS 5.36 5.36 5.36 6.00 6.00 6.00 6.00

6 4.00 BN 3.37 3.45 3.82 4.00 4.00 4.00 4.00
LS 3.38 3.38 3.38 4.00 4.00 4.00 4.00

7 10.00 BN 8.90 9.08 10.00 10.25 10.28 10.00 10.00
LS 8.90 8.90 10.00 8.90 8.90 10.00 10.00

8 7.00 BN 3.97 4.06 4.50 7.00 7.00 7.00 7.00
LS 3.97 3.97 3.97 7.00 7.00 7.00 7.00

9 5.00 BN 5.45 5.57 6.18 5.00 5.00 5.00 5.00
LS 5.45 5.45 5.45 5.00 5.00 5.00 5.00

Table 11. Route flow estimates using BN and LS approaches
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Fig. 5. Conditional distribution of the route flows

The method has been repeated for different subsets of scanned links shown in step 2 of the pro-
cess. The resulting predicted route flows are shown in Table 11. The first rows correspond to
the route predictions using the proposed model. With the aim of illustrating the improvement
resulting from the plate scanning technique using Bayesian networks, we have compared the
results with the standard method of Least Squares (LS) using the same data. The results ap-
pear in the second rows in Table 11. The results confirm that the plate scanning method using
Bayesian networks outperforms the standard method of Least Squares for several reasons:
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The method has been repeated for different subsets of scanned links shown in step 2 of the pro-
cess. The resulting predicted route flows are shown in Table 11. The first rows correspond to
the route predictions using the proposed model. With the aim of illustrating the improvement
resulting from the plate scanning technique using Bayesian networks, we have compared the
results with the standard method of Least Squares (LS) using the same data. The results ap-
pear in the second rows in Table 11. The results confirm that the plate scanning method using
Bayesian networks outperforms the standard method of Least Squares for several reasons:
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The method has been repeated for different subsets of scanned links shown in step 2 of the pro-
cess. The resulting predicted route flows are shown in Table 11. The first rows correspond to
the route predictions using the proposed model. With the aim of illustrating the improvement
resulting from the plate scanning technique using Bayesian networks, we have compared the
results with the standard method of Least Squares (LS) using the same data. The results ap-
pear in the second rows in Table 11. The results confirm that the plate scanning method using
Bayesian networks outperforms the standard method of Least Squares for several reasons:
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The method has been repeated for different subsets of scanned links shown in step 2 of the pro-
cess. The resulting predicted route flows are shown in Table 11. The first rows correspond to
the route predictions using the proposed model. With the aim of illustrating the improvement
resulting from the plate scanning technique using Bayesian networks, we have compared the
results with the standard method of Least Squares (LS) using the same data. The results ap-
pear in the second rows in Table 11. The results confirm that the plate scanning method using
Bayesian networks outperforms the standard method of Least Squares for several reasons:
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• The BN tool provides the random dependence among all variables. This fact allows
us to improve the route flow predictions even though when we have no scanned link
belonged to this particular route. Note that using the LS approach the prediction is the
prior flow (the fourth column in Table 11, i.e with 0 scanned links in the network).

• The BN tool provides not only the variable prediction but also the probability intervals
for these predictions using the JPD function. Fig. 5 shows the conditional distributions
of the route flows the different items of accumulated evidence. From left to right and
from top to bottom f1, f2 . . . predictions are shown. In each subgraph the dot represents
the real route flow in order to analyze the predictions.
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1. Introduction 

Rangelands are semi-natural landscapes, an important global resource that covers more than 
47 percent of the land area of Earth (332 million hectares) (Tueller, 1998). They have been 
used for many purposes (e.g. grazing, bee industry, hunting, mining and tourism). 
Rangeland ecosystems are highly variable in terms of their biophysical components such as 
rainfall and soil type (Gross et al., 2003 & 2006). The primary production of grasses can vary 
up to 10 times from year to year (Kelly & Walker, 1976). In addition, there are often clear 
conflicts in the multiple objectives of rangeland use and management (e.g. production and 
conservation).  
Land managers and technical assistance specialists require a system for assessing rangeland 
condition in order to know where to focus management efforts and for a better 
understanding of ecosystem processes (Karfs et al., 2009). The assessment of the present 
condition of the land and monitoring of relevant and meaningful changes are essential for 
preventing land degradation (Liu, 2009). Range assessment is also essential to evaluate the 
effectiveness of implemented management practices and to identify the ecological problems 
in rangelands before its condition becomes seriously degraded (Manske, 2004).  
Several key obstacles emerge when considering rangeland condition, namely, 1) no single 
entity can handle all aspects of rangeland condition and 2) rangeland condition varies in 
time and space (Bellamy & Lowes, 1999). This introduces uncertainty into rangeland 
management and therefore assessment tools. Although researchers have developed 
sophisticated methods of assessing rangeland condition, it is not easy to accommodate the 
uncertainty associated with the indicators used. Almost all of the rangeland condition 
assessment tools available at present use deterministic or ‘hard’ criteria to assess condition 
against a set of indicators, which does not represent the true variability or uncertainty 
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effectiveness of implemented management practices and to identify the ecological problems 
in rangelands before its condition becomes seriously degraded (Manske, 2004).  
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management and therefore assessment tools. Although researchers have developed 
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associated with condition assessment. We believe Bayesian belief Networks (BBNs) (Jensen, 
2001) provide a tool that can help solve this problem. 

 
2. Bayesian Belief Networks 

In the late 1980s, BBNs were introduced to accommodate uncertainty in the modeling of 
complex systems (Pearl, 1988). BBNs provide a probabilistic and dynamic representation of 
the relationships between variables using conditional probability (Jensen, 1996). They 
consist of qualitative and associated quantitative parts. The qualitative part is a directed 
graph (cause and effect diagram) with a set of nodes representing relationships between the 
variables under study. The quantitative part is a set of conditional probabilities that explain 
the strength of the dependences between variables represented. 
BBNs have two main functions that make them valuable assessment tools. The first is a 
scenario, or what if, analysis where particular states of input nodes are selected to reveal the 
probability of outcomes occurring (Figure 1a). The second is diagnostic analysis where 
particular states of outcomes are selected to reveal the probability of inputs occurring 
(Figure 1b). 
Some other key aspects of BBNs that make them attractive assessment tools are: 

 They are graphical, which facilitates communication about systems behavior 
among managers; 

 They are updatable, meaning that their conditional probabilities can be updated 
over time using monitoring records. Thus, nodes, states and relationships can be 
modified as new knowledge about the system becomes available; 

 They provide an integrative framework that combines qualitative and quantitative 
knowledge, plus probabilities obtained from monitoring, experiential knowledge 
and outputs from other models. 
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Fig. 1. A BBN used in (a) Predictive mode, (b) Diagnostic mode. 

 
3. Stocktake 

Stocktake is a Decision Support System (DSS) for paddock-scale grazing land condition 
monitoring and management (Department of Primary Industries and Fisheries, 2004). It has 
been developed and used recently in Australian pastures to assist land managers to assess 
grazing land condition, long term carrying capacity and calculate short-term forage budgets. 
It is designed to be applied to different land types and can be used in the broad scale 
assessment of grazing land condition. The simplicity and repeatability of Stocktake assists 
managers to assess grazing land condition based on a ABCD grazing land condition scoring 

framework by using indicators such as pasture composition, tree density, weeds and soil 
erosion (Chilcott et al., 2003) and relates grazing land condition to grass growth potential for 
different land types. This enables land managers to evaluate the effect that suboptimal 
grazing land condition will have on long-term carrying capacity. The forage budgeting 
component of this DSS provides a tool for land managers to regulate stock numbers 
according to seasonal forage supply. 
Grazing land condition in Stocktake is comprised of three components including pasture 
condition, soil condition and woodland condition. Grazing land condition directly 
influences the ecosystem functioning, biodiversity and long term carrying capacity. It is 
affected by long term paddock management and its rate of change is slow over a number of 
seasons or years. The pasture condition component of grazing land condition indicates the 
capacity of the pasture to capture and transfer solar energy into edible components for 
livestock, capture rainfall and to preserve soil condition and nutrient cycling. Pasture 
condition depends on the presence of 3P grasses (perennial, palatable and productive 
grasses), crown cover and health of 3P grasses, species diversity and weed infestation. Soil 
condition indicates the soil capacity to capture rainfall, cycle and store nutrients, habitat for 
seed germination, support for the growth of seedlings and to resist erosion. Woodland 
condition indicates the ability of vegetation to regulate ground water and cycle nutrients 
(Department of Primary Industries and Fisheries, 2004).  
The data requirements for assessing grazing land condition using Stocktake are limited to 
qualitative data that is very easy to collect. Large amounts of these data, including photos 
are recorded and stored for future reference. Although this DSS can assist land managers to 
plan, implement and monitor a grazing land management strategy for the whole property, it 
lacks the capability of assessing the effect of different grazing management plans on grazing 
land condition. It also does not incorporate uncertainty inherent in rangeland ecosystems in 
the assessment of grazing land condition or carrying capacity. In the following section, we 
demonstrate how BBNs can be used to change the Stocktake monitoring procedure into a 
predictive DSS. 

 
4. The Grazing Land Condition Model 

The development of a grazing land condition model consisted of two main steps: (a) 
conceptual model development, and (b) converting the conceptual model into a predictive 
grazing land condition model (Figure 2). 
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grazing land condition model (Figure 2). 



Bayesian Network344

Fig. 2. Steps used to build a predictive grazing land condition model. 
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condition assessment approach. First, we reviewed the Stocktake manual, followed by a 
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assessment. We used the information from the manual and the meeting to build a draft 
influence diagram. The influence diagram (Fig.3) contained: (a) key environmental variables 
believed to influence pasture condition (b) key environmental variables believed to 
influence soil condition, and (c) key woodland variables believed to influence woodland 
condition. The draft influence diagram was reviewed by the grazing land condition expert 
and the influence diagram altered based on the feedback received. 

 
Fig. 3. Framework used to construct an influence diagram for grazing land condition model. 
 
Next, states were defined for each node in the influence diagram. Figure 4 shows the 
completed influence diagram for Ironbark-Spotted Gum Woodland in south-east 
Queensland, Australia. Table 1 lists the states and the definitions for each node in the 
influence diagram. 
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 for Bayesian grazing condition m
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Node Definition and classes 
Grazing Land 
Condition 

This node represents the overall pasture, soil and woodland condition and 
represents the efficiency of ecosystem functioning. Grazing land condition is 
slow to change and it is an indicator of long term safe carrying capacity. 
Good: good coverage of perennial grasses, little bare ground, few weeds, no 
woodland thickening. 
Moderate: some decline of perennial grasses, soil condition and thickening in 
density of woody plants. 
Poor: general decline of perennial grasses and past erosion and obvious 
thickening in density of woody plants. 
Very Poor: general lack of perennial grasses, severe erosion, thickets of woody 
plants cover most of the area. 

Pasture 
Condition 

This node represents the status of perennial, palatable and productive grasses 
(3P grasses) , species diversity and weed infestation. 
Excellent: good coverage of 3P grasses, few weeds 
Good: some decline of 3P grasses and increase in less favoured species. 
Moderate: general decline in 3P grasses, large amounts of less favoured species 
Poor: general lack of 3P grasses.  

Soil Condition This node represents the soil health in terms of capacity of soil to absorb and 
store rainfall, resist erosion, nutrient cycling, and habitat for seed germination. 
Stable: good soil surface condition and no signe of erosion and soil movement. 
Slight Disturbance: some decline in soil condition, some signe of post erosion 
and increased surface runoff. 
Moderate Disturbance: obvious signe of past erosion (sheet or rill erosion), and 
high current erosion susceptibility. Plant pedestalling occurring, gravel and 
stone pavements common. 
Severe Disturbance: high erosion level ( rill or gully erosion), bedrock at the 
surface. 
Very Severe Disturbance: severe erosion or scalding, gully erosion more than 15 
mm deep. 

Three P Grasses This node represents the status of perennial, palatable and productive grasses. 
High: good coverage of 3P grasses. 
Moderate: some decline of 3P grasses. 
Low: general decline or lack of 3P grasses 

3P Grasses 
Diversity 
Desirable 

This node represents if a variety of the native species with high grazing value 
are dominant. 
High: pasture consists of more than 5 desirable species. 
Moderate: pasture consists of 3 to 5 desirable species. 
Low: pasture consists of 2 to 3 desirable species. 
Very Low: pasture consists of one or less desirable species. 

Weeds This node represents how much of the pasture are covered by unpalatable, 
invader and in some cases poisonous species. Weeds have direct influence on 
the paddock productivity. 
None: there are not any weeds in the pasture. 
Low: few weeds and no significant infestations. 
Moderate: there are large amounts of weeds. 
High: weeds are dominant and infested heavily. 
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Node Definition and classes 
Ground Cover This node represents how much of the soil surface is protected against rain. It 

includes vegetation cover, leaf litter, dung, sticks or rocks. 
0 to 4o: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 
40 to 50: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 
50 to 60: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 
60 to 100: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 

Post Erosion 
Level 

This node represents the status of erosion in the past. 
High: there are obvious and severe erosion signs. 
Moderate: there are some erosion signs. 
Low: there are few erosion signs. 

Percentage Dry 
Matter Yield 

This node represents how much of the pasture yield is comprised by 3P grasses. 
High: 3P grasses comprise 80% or more of pasture yield. 
Moderate: 3P grasses comprise 60 to 80% of pasture yield. 
Low: 3P grasses comprise 10 to 60% of pasture yield. 
Very Low: 3P grasses comprise less than 10% of pasture yield. 

Plant Condition This node represents the status of plants in terms of their crown cover and 
healthiness.  
Good: plants are dense and healthy. 
Moderate: moderate density and some plants dead. 
Poor: sparse and many plants dead. 

Plant Density This node represents the number of individual plants in a given area. 
Dense: the crowns of 3P grasses are not sparse and there is not bare ground in-
between. 
Moderate: the crowns of 3P grasses are not dense and there is some bare ground 
in-between. 
Sparse: the crowns of 3P grasses are sparse and there is much bare ground in-
between. 

Plant Health This node represents the healthiness status of 3P grasses. 
Good: the 3P grasses are healthy and they are not diseased, discoloured or poor 
growth. 
Moderate: some of the 3P grasses are healthy and some are diseased, 
discoloured or dead. 
Poor: many of 3P grasses are unhealthy, diseased, discoloured or dead. 

Litter This node indicates if there are litter between the tussocks of grasses. 
High: little bare ground and much litter in-between. 
Moderate: some bare ground and litter in-between. 
Poor: much bare ground and low litter in-between. 

Table 1. Definition for nodes and their classes in the land condition model, adapted from 
Department of Primary Industries and Fisheries, 2004) 

 
4.2. Eliciting probabilities for the model 
Conditional Probability Tables (CPTs) characterize the relationships between nodes within a 
BBN (Bashari et al., 2009). To produce a predictive model, the CPTs in the grazing land 
condition model influence diagram were populated using subjective probability estimates 
obtained from the expert who participated in building the influence diagram. It was 

necessary to elicit subjective probability estimates because measured probabilities were not 
available and can only be obtained from long-term studies. 
A CPT calculator developed by Cain (2001) was used in the probability elicitation process to 
maintain logical consistency in the estimated probabilities. It also reduced the number of 
probabilities that had to be elicited from the expert to populate the BBN. The CPT calculator 
works by reducing a CPT to the minimum number of scenarios for which probabilities need 
to be estimated. These scenarios allow the CPT calculator to determine the relative influence 
of each factor on the probability of outcomes. Once probabilities for these scenarios are 
elicited, the calculator checks for logical consistency and then interpolates probabilities for 
all scenarios in the CPT. 
To illustrate, the shaded lines in Table 2 represent the reduced CPT for the node “Plant 
Condition”, which has two input nodes; plant density and plant health. In the reduced CPT, 
(a) the first line represents the best-case scenario where all of the parent nodes of “plant 
condition” are in the best state, (b) the last line represents the worst-case scenario where all 
of the parent nodes of “plant condition” are in the worst state, and (c) the remaining shaded 
lines represent scenarios where only one parent node is not in the best state. Probabilities for 
the shaded lines are elicited from an expert, after which the CPT calculator interpolates 
probabilities for the full CPT (Table2). For parentless nodes in the grazing land condition 
influence diagram (for example, the “plant density”, “plant health” “litter” and “Tree 
density” and “ Post erosion level”) uniform probability distributions were specified for their 
CPTs (each state was given equal probability). 
 

Factors influencing 
 Plant Condition 

Probability of Plant Condition (%) 

Plant Density Plant Health Good Moderate Poor 
Dense Good 100 0 0 
Dense Moderate 70 30 0 
Dense Poor 0 50 50 
Moderate Good 60 40 0 
Moderate Moderate 42 58 0 
Moderate Poor 0 50 50 
Sparse Good 0 40 60 
Sparse Moderate 0 30 70 
Sparse Poor 0 0 100 

Table 2. The full probability table for “plant condition” interpolated using the CPT 
calculator (the scenarios for which probabilities were elicited are highlighted). 

 
4.3.Testing Model Behavior 
To test the behavior of the completed grazing land condition model, and to highlight any 
inconsistencies, a sensitivity analysis was performed and the results compared with the 
expectations of rangeland scientists (Table 3). The measure of sensitivity used was entropy 
reduction (Marcot, 2006)  
Table 3.  Sensitivity of grazing land condition to the key environmental variables (variables 
are listed in order of influence on grazing land condition from most to least influential) 
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4.3.Testing Model Behavior 
To test the behavior of the completed grazing land condition model, and to highlight any 
inconsistencies, a sensitivity analysis was performed and the results compared with the 
expectations of rangeland scientists (Table 3). The measure of sensitivity used was entropy 
reduction (Marcot, 2006)  
Table 3.  Sensitivity of grazing land condition to the key environmental variables (variables 
are listed in order of influence on grazing land condition from most to least influential) 
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Node Definition and classes 
Ground Cover This node represents how much of the soil surface is protected against rain. It 

includes vegetation cover, leaf litter, dung, sticks or rocks. 
0 to 4o: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 
40 to 50: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 
50 to 60: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 
60 to 100: this percentage of ground is covered by vegetation cover, leaf litter, 
dung, sticks or rocks. 

Post Erosion 
Level 

This node represents the status of erosion in the past. 
High: there are obvious and severe erosion signs. 
Moderate: there are some erosion signs. 
Low: there are few erosion signs. 

Percentage Dry 
Matter Yield 

This node represents how much of the pasture yield is comprised by 3P grasses. 
High: 3P grasses comprise 80% or more of pasture yield. 
Moderate: 3P grasses comprise 60 to 80% of pasture yield. 
Low: 3P grasses comprise 10 to 60% of pasture yield. 
Very Low: 3P grasses comprise less than 10% of pasture yield. 

Plant Condition This node represents the status of plants in terms of their crown cover and 
healthiness.  
Good: plants are dense and healthy. 
Moderate: moderate density and some plants dead. 
Poor: sparse and many plants dead. 

Plant Density This node represents the number of individual plants in a given area. 
Dense: the crowns of 3P grasses are not sparse and there is not bare ground in-
between. 
Moderate: the crowns of 3P grasses are not dense and there is some bare ground 
in-between. 
Sparse: the crowns of 3P grasses are sparse and there is much bare ground in-
between. 

Plant Health This node represents the healthiness status of 3P grasses. 
Good: the 3P grasses are healthy and they are not diseased, discoloured or poor 
growth. 
Moderate: some of the 3P grasses are healthy and some are diseased, 
discoloured or dead. 
Poor: many of 3P grasses are unhealthy, diseased, discoloured or dead. 

Litter This node indicates if there are litter between the tussocks of grasses. 
High: little bare ground and much litter in-between. 
Moderate: some bare ground and litter in-between. 
Poor: much bare ground and low litter in-between. 

Table 1. Definition for nodes and their classes in the land condition model, adapted from 
Department of Primary Industries and Fisheries, 2004) 

 
4.2. Eliciting probabilities for the model 
Conditional Probability Tables (CPTs) characterize the relationships between nodes within a 
BBN (Bashari et al., 2009). To produce a predictive model, the CPTs in the grazing land 
condition model influence diagram were populated using subjective probability estimates 
obtained from the expert who participated in building the influence diagram. It was 

necessary to elicit subjective probability estimates because measured probabilities were not 
available and can only be obtained from long-term studies. 
A CPT calculator developed by Cain (2001) was used in the probability elicitation process to 
maintain logical consistency in the estimated probabilities. It also reduced the number of 
probabilities that had to be elicited from the expert to populate the BBN. The CPT calculator 
works by reducing a CPT to the minimum number of scenarios for which probabilities need 
to be estimated. These scenarios allow the CPT calculator to determine the relative influence 
of each factor on the probability of outcomes. Once probabilities for these scenarios are 
elicited, the calculator checks for logical consistency and then interpolates probabilities for 
all scenarios in the CPT. 
To illustrate, the shaded lines in Table 2 represent the reduced CPT for the node “Plant 
Condition”, which has two input nodes; plant density and plant health. In the reduced CPT, 
(a) the first line represents the best-case scenario where all of the parent nodes of “plant 
condition” are in the best state, (b) the last line represents the worst-case scenario where all 
of the parent nodes of “plant condition” are in the worst state, and (c) the remaining shaded 
lines represent scenarios where only one parent node is not in the best state. Probabilities for 
the shaded lines are elicited from an expert, after which the CPT calculator interpolates 
probabilities for the full CPT (Table2). For parentless nodes in the grazing land condition 
influence diagram (for example, the “plant density”, “plant health” “litter” and “Tree 
density” and “ Post erosion level”) uniform probability distributions were specified for their 
CPTs (each state was given equal probability). 
 

Factors influencing 
 Plant Condition 

Probability of Plant Condition (%) 

Plant Density Plant Health Good Moderate Poor 
Dense Good 100 0 0 
Dense Moderate 70 30 0 
Dense Poor 0 50 50 
Moderate Good 60 40 0 
Moderate Moderate 42 58 0 
Moderate Poor 0 50 50 
Sparse Good 0 40 60 
Sparse Moderate 0 30 70 
Sparse Poor 0 0 100 

Table 2. The full probability table for “plant condition” interpolated using the CPT 
calculator (the scenarios for which probabilities were elicited are highlighted). 

 
4.3.Testing Model Behavior 
To test the behavior of the completed grazing land condition model, and to highlight any 
inconsistencies, a sensitivity analysis was performed and the results compared with the 
expectations of rangeland scientists (Table 3). The measure of sensitivity used was entropy 
reduction (Marcot, 2006)  
Table 3.  Sensitivity of grazing land condition to the key environmental variables (variables 
are listed in order of influence on grazing land condition from most to least influential) 
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High: there are obvious and severe erosion signs. 
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Matter Yield 

This node represents how much of the pasture yield is comprised by 3P grasses. 
High: 3P grasses comprise 80% or more of pasture yield. 
Moderate: 3P grasses comprise 60 to 80% of pasture yield. 
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Very Low: 3P grasses comprise less than 10% of pasture yield. 

Plant Condition This node represents the status of plants in terms of their crown cover and 
healthiness.  
Good: plants are dense and healthy. 
Moderate: moderate density and some plants dead. 
Poor: sparse and many plants dead. 

Plant Density This node represents the number of individual plants in a given area. 
Dense: the crowns of 3P grasses are not sparse and there is not bare ground in-
between. 
Moderate: the crowns of 3P grasses are not dense and there is some bare ground 
in-between. 
Sparse: the crowns of 3P grasses are sparse and there is much bare ground in-
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Plant Health This node represents the healthiness status of 3P grasses. 
Good: the 3P grasses are healthy and they are not diseased, discoloured or poor 
growth. 
Moderate: some of the 3P grasses are healthy and some are diseased, 
discoloured or dead. 
Poor: many of 3P grasses are unhealthy, diseased, discoloured or dead. 

Litter This node indicates if there are litter between the tussocks of grasses. 
High: little bare ground and much litter in-between. 
Moderate: some bare ground and litter in-between. 
Poor: much bare ground and low litter in-between. 

Table 1. Definition for nodes and their classes in the land condition model, adapted from 
Department of Primary Industries and Fisheries, 2004) 
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Conditional Probability Tables (CPTs) characterize the relationships between nodes within a 
BBN (Bashari et al., 2009). To produce a predictive model, the CPTs in the grazing land 
condition model influence diagram were populated using subjective probability estimates 
obtained from the expert who participated in building the influence diagram. It was 

necessary to elicit subjective probability estimates because measured probabilities were not 
available and can only be obtained from long-term studies. 
A CPT calculator developed by Cain (2001) was used in the probability elicitation process to 
maintain logical consistency in the estimated probabilities. It also reduced the number of 
probabilities that had to be elicited from the expert to populate the BBN. The CPT calculator 
works by reducing a CPT to the minimum number of scenarios for which probabilities need 
to be estimated. These scenarios allow the CPT calculator to determine the relative influence 
of each factor on the probability of outcomes. Once probabilities for these scenarios are 
elicited, the calculator checks for logical consistency and then interpolates probabilities for 
all scenarios in the CPT. 
To illustrate, the shaded lines in Table 2 represent the reduced CPT for the node “Plant 
Condition”, which has two input nodes; plant density and plant health. In the reduced CPT, 
(a) the first line represents the best-case scenario where all of the parent nodes of “plant 
condition” are in the best state, (b) the last line represents the worst-case scenario where all 
of the parent nodes of “plant condition” are in the worst state, and (c) the remaining shaded 
lines represent scenarios where only one parent node is not in the best state. Probabilities for 
the shaded lines are elicited from an expert, after which the CPT calculator interpolates 
probabilities for the full CPT (Table2). For parentless nodes in the grazing land condition 
influence diagram (for example, the “plant density”, “plant health” “litter” and “Tree 
density” and “ Post erosion level”) uniform probability distributions were specified for their 
CPTs (each state was given equal probability). 
 

Factors influencing 
 Plant Condition 

Probability of Plant Condition (%) 

Plant Density Plant Health Good Moderate Poor 
Dense Good 100 0 0 
Dense Moderate 70 30 0 
Dense Poor 0 50 50 
Moderate Good 60 40 0 
Moderate Moderate 42 58 0 
Moderate Poor 0 50 50 
Sparse Good 0 40 60 
Sparse Moderate 0 30 70 
Sparse Poor 0 0 100 

Table 2. The full probability table for “plant condition” interpolated using the CPT 
calculator (the scenarios for which probabilities were elicited are highlighted). 

 
4.3.Testing Model Behavior 
To test the behavior of the completed grazing land condition model, and to highlight any 
inconsistencies, a sensitivity analysis was performed and the results compared with the 
expectations of rangeland scientists (Table 3). The measure of sensitivity used was entropy 
reduction (Marcot, 2006)  
Table 3.  Sensitivity of grazing land condition to the key environmental variables (variables 
are listed in order of influence on grazing land condition from most to least influential) 
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Node Entropy reduction 
Pasture condition 0.923 
3P grasses  0.5061 
Soil condition 0.2622 
Plant condition  0.2522 
Ground cover 0.2272 
Plant density 0.09224 
Percentage dry matter 0.08194 
Plant health 0.06302 
Weeds and annuals 0.02942 
Post erosion level 0.01361 
3P grasses diversity desirable 0.005579 
Litter 0.00366 
Woodland condition 0.0007306 
Tree density 0.0006092 
Sensitivity is calculated as the degree of entropy reduction I, 
which is the expected difference in information bits H between 
variable Q with q states and findings variable F with f states, after 
(Marcot, 2006):  

 
 

 
The sensitivity analysis revealed that pasture condition was the most influential factor on 
grazing land condition, followed by 3P grasses (which directly influences pasture 
condition). Species composition in most grassland ecosystems has proved to be a good 
indicator of ecosystem processes (Heady, 1975). Soil and plant condition had similar 
influence on grazing land condition.  
BBN models have the ability to provide rangeland managers with decision support through 
their analytic capabilities. As mentioned before, two main types of analysis can be 
performed using a BBN, (a) prediction, and (b) diagnosis. Predictive analysis can be used to 
answer “what if” questions and diagnostic analysis can be used to answer “how” questions. 
Figure 5 is an example of the grazing land condition model used for predictions. Here, the 
selected states of input nodes (outer boxes) represent a scenario for a site. In Figure 5a, the 
model shows that, under the selected scenario, the chance of this site being in good 
condition is high (85.6%). Also there is 75% chance of the site having excellent pasture 
condition. The model also indicates the probable causes for this condition, that is, good 
plant condition (100%) and high 3P grasses (100%). These causes were also highlighted by 
sensitivity analysis as being influential on grazing land condition (Table 3). 
Besides answering “what if” questions, the BBN grazing land condition model can also help 
to answer “how” questions. For example, how might grazing land condition fall in a poor 
state? Figure 5b is an example of the grazing condition model being used to answer this 
question using diagnosis. The model shows that it is most likely if pasture condition is poor 
and soil condition is severely disturbed, and in turn, low abundance of 3P grasses. 

   

G
ra

zi
ng

 L
an

d 
C

on
di

tio
n

G
oo

d
M

od
er

at
e

Po
or

V
er

y 
Po

or

85
.6

14
.2

0.
25    
0

W
oo

dl
an

d 
C

on
di

tio
n

G
oo

d
M

od
er

at
e

Po
or

90
.0

10
.0    
0

So
il 

C
on

di
tio

n
St

ab
le

Sl
ig

ht
 d

is
tu

rb
an

ce
M

od
er

at
e 

di
st

ur
ba

nc
e

Se
ve

re
 D

is
tu

rb
an

ce
V

er
y 

se
ve

re
 D

is
tu

rb
an

ce

90
.0

5.
00

5.
00    
0

   
0

Pa
st

ur
e 

C
on

di
tio

n
Ex

ce
lle

nt
G

oo
d

M
od

er
at

e
Po

or

75
.0

17
.5

7.
50    
0

Tr
ee

 D
en

si
ty

Lo
w

M
od

er
at

e
Hi

gh

 1
00    
0

   
0

Po
st

 E
ro

si
on

 L
ev

el
Hi

gh
M

od
er

at
e

Lo
w

   
0

   
0

 1
00

G
ro

un
d 

C
ov

er
0 

to
 4

0
40

 to
 5

0
50

 to
 6

0
60

 to
 1

00

   
0

   
0

10
.0

90
.0

77
.5

 ±
 1

3

Th
re

e 
P 

G
ra

ss
es

Hi
gh

M
od

er
at

e
Lo

w

 1
00    
0

   
0

3P
 G

ra
ss

es
 D

iv
er

si
ty

 D
es

ir
ab

le
hi

gh
M

od
er

at
e

Lo
w

V
er

y 
Lo

w

25
.0

25
.0

25
.0

25
.0

4 
± 

1

W
ee

ds
 a

nd
  A

nn
ua

ls
No

ne
Lo

w
M

od
er

at
e

Hi
gh

   
0

 1
00    
0

   
0

Pe
rc

en
ta

ge
 D

ry
 M

at
te

r 
Yi

el
d

Hi
gh

M
od

er
at

e
Lo

w
V

er
y 

Lo
w

 1
00    
0

   
0

   
0

Pl
an

t C
on

di
tio

n
G

oo
d

M
od

er
at

e
Po

or

 1
00    
0

   
0

Li
tt

er
Hi

gh
M

od
er

at
e

Lo
w

33
.3

33
.3

33
.3

Pl
an

t D
en

si
ty

De
ns

e
M

od
er

at
e

Sp
ar

se

 1
00    
0

   
0

Pl
an

t H
ea

lth
G

oo
d

M
od

er
at

e
Po

or

 1
00    
0

   
0

 
a 

  

Accommodating uncertainty in grazing land  
condition assessment using Bayesian Belief Networks 351

Node Entropy reduction 
Pasture condition 0.923 
3P grasses  0.5061 
Soil condition 0.2622 
Plant condition  0.2522 
Ground cover 0.2272 
Plant density 0.09224 
Percentage dry matter 0.08194 
Plant health 0.06302 
Weeds and annuals 0.02942 
Post erosion level 0.01361 
3P grasses diversity desirable 0.005579 
Litter 0.00366 
Woodland condition 0.0007306 
Tree density 0.0006092 
Sensitivity is calculated as the degree of entropy reduction I, 
which is the expected difference in information bits H between 
variable Q with q states and findings variable F with f states, after 
(Marcot, 2006):  

 
 

 
The sensitivity analysis revealed that pasture condition was the most influential factor on 
grazing land condition, followed by 3P grasses (which directly influences pasture 
condition). Species composition in most grassland ecosystems has proved to be a good 
indicator of ecosystem processes (Heady, 1975). Soil and plant condition had similar 
influence on grazing land condition.  
BBN models have the ability to provide rangeland managers with decision support through 
their analytic capabilities. As mentioned before, two main types of analysis can be 
performed using a BBN, (a) prediction, and (b) diagnosis. Predictive analysis can be used to 
answer “what if” questions and diagnostic analysis can be used to answer “how” questions. 
Figure 5 is an example of the grazing land condition model used for predictions. Here, the 
selected states of input nodes (outer boxes) represent a scenario for a site. In Figure 5a, the 
model shows that, under the selected scenario, the chance of this site being in good 
condition is high (85.6%). Also there is 75% chance of the site having excellent pasture 
condition. The model also indicates the probable causes for this condition, that is, good 
plant condition (100%) and high 3P grasses (100%). These causes were also highlighted by 
sensitivity analysis as being influential on grazing land condition (Table 3). 
Besides answering “what if” questions, the BBN grazing land condition model can also help 
to answer “how” questions. For example, how might grazing land condition fall in a poor 
state? Figure 5b is an example of the grazing condition model being used to answer this 
question using diagnosis. The model shows that it is most likely if pasture condition is poor 
and soil condition is severely disturbed, and in turn, low abundance of 3P grasses. 
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Node Entropy reduction 
Pasture condition 0.923 
3P grasses  0.5061 
Soil condition 0.2622 
Plant condition  0.2522 
Ground cover 0.2272 
Plant density 0.09224 
Percentage dry matter 0.08194 
Plant health 0.06302 
Weeds and annuals 0.02942 
Post erosion level 0.01361 
3P grasses diversity desirable 0.005579 
Litter 0.00366 
Woodland condition 0.0007306 
Tree density 0.0006092 
Sensitivity is calculated as the degree of entropy reduction I, 
which is the expected difference in information bits H between 
variable Q with q states and findings variable F with f states, after 
(Marcot, 2006):  

 
 

 
The sensitivity analysis revealed that pasture condition was the most influential factor on 
grazing land condition, followed by 3P grasses (which directly influences pasture 
condition). Species composition in most grassland ecosystems has proved to be a good 
indicator of ecosystem processes (Heady, 1975). Soil and plant condition had similar 
influence on grazing land condition.  
BBN models have the ability to provide rangeland managers with decision support through 
their analytic capabilities. As mentioned before, two main types of analysis can be 
performed using a BBN, (a) prediction, and (b) diagnosis. Predictive analysis can be used to 
answer “what if” questions and diagnostic analysis can be used to answer “how” questions. 
Figure 5 is an example of the grazing land condition model used for predictions. Here, the 
selected states of input nodes (outer boxes) represent a scenario for a site. In Figure 5a, the 
model shows that, under the selected scenario, the chance of this site being in good 
condition is high (85.6%). Also there is 75% chance of the site having excellent pasture 
condition. The model also indicates the probable causes for this condition, that is, good 
plant condition (100%) and high 3P grasses (100%). These causes were also highlighted by 
sensitivity analysis as being influential on grazing land condition (Table 3). 
Besides answering “what if” questions, the BBN grazing land condition model can also help 
to answer “how” questions. For example, how might grazing land condition fall in a poor 
state? Figure 5b is an example of the grazing condition model being used to answer this 
question using diagnosis. The model shows that it is most likely if pasture condition is poor 
and soil condition is severely disturbed, and in turn, low abundance of 3P grasses. 

   

G
ra

zi
ng

 L
an

d 
C

on
di

tio
n

G
oo

d
M

od
er

at
e

Po
or

V
er

y 
Po

or

85
.6

14
.2

0.
25    
0

W
oo

dl
an

d 
C

on
di

tio
n

G
oo

d
M

od
er

at
e

Po
or

90
.0

10
.0    
0

So
il 

C
on

di
tio

n
St

ab
le

Sl
ig

ht
 d

is
tu

rb
an

ce
M

od
er

at
e 

di
st

ur
ba

nc
e

Se
ve

re
 D

is
tu

rb
an

ce
V

er
y 

se
ve

re
 D

is
tu

rb
an

ce

90
.0

5.
00

5.
00    
0

   
0

Pa
st

ur
e 

C
on

di
tio

n
Ex

ce
lle

nt
G

oo
d

M
od

er
at

e
Po

or

75
.0

17
.5

7.
50    
0

Tr
ee

 D
en

si
ty

Lo
w

M
od

er
at

e
Hi

gh

 1
00    
0

   
0

Po
st

 E
ro

si
on

 L
ev

el
Hi

gh
M

od
er

at
e

Lo
w

   
0

   
0

 1
00

G
ro

un
d 

C
ov

er
0 

to
 4

0
40

 to
 5

0
50

 to
 6

0
60

 to
 1

00

   
0

   
0

10
.0

90
.0

77
.5

 ±
 1

3

Th
re

e 
P 

G
ra

ss
es

Hi
gh

M
od

er
at

e
Lo

w

 1
00    
0

   
0

3P
 G

ra
ss

es
 D

iv
er

si
ty

 D
es

ir
ab

le
hi

gh
M

od
er

at
e

Lo
w

V
er

y 
Lo

w

25
.0

25
.0

25
.0

25
.0

4 
± 

1

W
ee

ds
 a

nd
  A

nn
ua

ls
No

ne
Lo

w
M

od
er

at
e

Hi
gh

   
0

 1
00    
0

   
0

Pe
rc

en
ta

ge
 D

ry
 M

at
te

r 
Yi

el
d

Hi
gh

M
od

er
at

e
Lo

w
V

er
y 

Lo
w

 1
00    
0

   
0

   
0

Pl
an

t C
on

di
tio

n
G

oo
d

M
od

er
at

e
Po

or

 1
00    
0

   
0

Li
tt

er
Hi

gh
M

od
er

at
e

Lo
w

33
.3

33
.3

33
.3

Pl
an

t D
en

si
ty

De
ns

e
M

od
er

at
e

Sp
ar

se

 1
00    
0

   
0

Pl
an

t H
ea

lth
G

oo
d

M
od

er
at

e
Po

or

 1
00    
0

   
0

 
a 

  

Accommodating uncertainty in grazing land  
condition assessment using Bayesian Belief Networks 351

Node Entropy reduction 
Pasture condition 0.923 
3P grasses  0.5061 
Soil condition 0.2622 
Plant condition  0.2522 
Ground cover 0.2272 
Plant density 0.09224 
Percentage dry matter 0.08194 
Plant health 0.06302 
Weeds and annuals 0.02942 
Post erosion level 0.01361 
3P grasses diversity desirable 0.005579 
Litter 0.00366 
Woodland condition 0.0007306 
Tree density 0.0006092 
Sensitivity is calculated as the degree of entropy reduction I, 
which is the expected difference in information bits H between 
variable Q with q states and findings variable F with f states, after 
(Marcot, 2006):  

 
 

 
The sensitivity analysis revealed that pasture condition was the most influential factor on 
grazing land condition, followed by 3P grasses (which directly influences pasture 
condition). Species composition in most grassland ecosystems has proved to be a good 
indicator of ecosystem processes (Heady, 1975). Soil and plant condition had similar 
influence on grazing land condition.  
BBN models have the ability to provide rangeland managers with decision support through 
their analytic capabilities. As mentioned before, two main types of analysis can be 
performed using a BBN, (a) prediction, and (b) diagnosis. Predictive analysis can be used to 
answer “what if” questions and diagnostic analysis can be used to answer “how” questions. 
Figure 5 is an example of the grazing land condition model used for predictions. Here, the 
selected states of input nodes (outer boxes) represent a scenario for a site. In Figure 5a, the 
model shows that, under the selected scenario, the chance of this site being in good 
condition is high (85.6%). Also there is 75% chance of the site having excellent pasture 
condition. The model also indicates the probable causes for this condition, that is, good 
plant condition (100%) and high 3P grasses (100%). These causes were also highlighted by 
sensitivity analysis as being influential on grazing land condition (Table 3). 
Besides answering “what if” questions, the BBN grazing land condition model can also help 
to answer “how” questions. For example, how might grazing land condition fall in a poor 
state? Figure 5b is an example of the grazing condition model being used to answer this 
question using diagnosis. The model shows that it is most likely if pasture condition is poor 
and soil condition is severely disturbed, and in turn, low abundance of 3P grasses. 
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5. Conclusion 

Most methods for assessing rangeland condition are deterministic. Stocktake is a local-level 
monitoring tool that is flexible, adaptive and easy to use by local land users for monitoring 
and documenting changes in grazing land condition in order to guide and support 
management responses accordingly. Integration of a condition assessment tool, such as 
Stocktake, with BBN allows for the construction of cause and effect models and allows 
uncertainty to be explicitly incorporated into condition assessment. The predictive and 
diagnostic capabilities of BBNs have the potential to provide valuable information to 
rangeland managers by allowing them to conduct scenario analysis. The simplicity of the 
approach, the graphical nature of the models and their scenario analysis capabilities also 
facilitates the communication of rangeland condition dynamics with land managers.  
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5. Conclusion 

Most methods for assessing rangeland condition are deterministic. Stocktake is a local-level 
monitoring tool that is flexible, adaptive and easy to use by local land users for monitoring 
and documenting changes in grazing land condition in order to guide and support 
management responses accordingly. Integration of a condition assessment tool, such as 
Stocktake, with BBN allows for the construction of cause and effect models and allows 
uncertainty to be explicitly incorporated into condition assessment. The predictive and 
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5. Conclusion 

Most methods for assessing rangeland condition are deterministic. Stocktake is a local-level 
monitoring tool that is flexible, adaptive and easy to use by local land users for monitoring 
and documenting changes in grazing land condition in order to guide and support 
management responses accordingly. Integration of a condition assessment tool, such as 
Stocktake, with BBN allows for the construction of cause and effect models and allows 
uncertainty to be explicitly incorporated into condition assessment. The predictive and 
diagnostic capabilities of BBNs have the potential to provide valuable information to 
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1. Abstract    

Many Data Mining techniques use the whole features space in the classification process. 
This feature space might contain irrelevant, or redundant, features that could reduce the 
accuracy of classification. This paper presents an approach to select a subset of features that 
are most relevant to the classification application. We use a wrapper approach to search for 
relevant subset of features, which will be used in the classification of two datasets:  
categorical teachers’ dataset and numerical image dataset. Naïve Bayesian algorithm and K-
Nearest Neighbor algorithm are used to classify and estimate the accuracy of the categorical 
data and numerical data, respectively. The experimental results for both categorical and 
numerical datasets indicate that classification accuracy is improved by removing the 
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classification task, the relevant subset of features should be searched for. There are two 
methods to search for the relevant features. In the first method, the search can be performed 
based on prior knowledge of the feature space and the targeted results; however, this 
method is subjective and based on the user’s intuition and it difficult to apply the same 
method to different applications  (John et. al, 1994). In the second method, a heuristic 
algorithm is developed to automatically select a subset of features, F, from the whole set of 
features, S, that will be sufficient to improve accuracy. However, with a moderate size of S, 
the number of subsets to be considered grows exponentially with the number of features S 
 (Guyon & Elisseeff, 2003). There are two heuristic approaches in the literature to select the 
relevant subset of features: filter approach and wrapper approach.  
 
The filter approach tries to find a subset of features independently of the inductive 
algorithm that will use this subset in classification. This is achieved by applying some 
statistics to select strong relevant features and filter out the weak relevant ones before 
executing the classification algorithm. In contrast, wrapper approach searches for subsets of 
features using cross-validation and compares the performance of the classification algorithm 
with each tested subset in order to select the optimal one. Although the wrapper approach 
achieves better classification performance compared to filter approach, it requires more time 
for computations  (Guyon & Elisseeff, 2003). The filter approach emphasizes the discovery of 
relevant features that maximizes the classificaiton accuracy, while the wrapper approach 
searches for relevant features that minimizes the classification error  (Lui & Kender, 2003). 
 
Some scientific applications, such as fusion physics and remote sensing, necessitate the use 
of feature selection algorithms  (Cantu-Paz et al., 2004). In fusion physics, the goal of 
scientists is not to build a predictor but to identify which features are related with an 
interesting state of the plasma. In remote sensing, feature selection algorithms are used to 
automate the identification of human settlements in satellite imagery, which is an essential 
step in the production of maps of human settlements that are used in studies of 
urbanization, population movement, etc. 
 
In this paper, we present an approach to select a subset of features that are most relevant to 
the classification application. We use the Sequential Forward Selection algorithm (SFS) in a 
wrapper approach to search for relevant subset of features. The selected subset of features 
will be used in the classification of two datasets:  categorical teachers’ dataset and numerical 
image dataset. Naïve Bayesian algorithm and K-Nearest Neighbor algorithm are used to 
classify and estimate the accuracy of the categorical data and numerical data, respectively. 
 
In Section 2, we survey the related work to classification based on selected subset of 
features. Then, in Section 3, we present the algorithms for searching a subset of features and 
the classification algorithms. In Section 4, we present our experimental results. Finally, we 
conclude the paper in Section 5. 

 
3. Related Work 

Developing heuristic algorithms that efficiently searches the space of features and selects the 
best subset that maintains the same or better performance was a field of research for the past 

 

4 decades. One of the most common feature selection algorithms is genetic algorithms (GA) 
(Holland, 1975; Laanaya et al., 2005; Vafaie & Imam, 1994;  Hao et al., 2003). In GA, a 
population of candidate solutions of selected subsets of features is always maintained. 
Candidate solutions are sometimes named as individuals, chromosomes, etc. Each 
individual is an encoded representation of features of the problems at hand. Each feature in 
an individual is termed as Gene. The evolution starts from a population of completely 
random individuals and happens in generations. In each generation, the fitness of the whole 
population is evaluated; multiple individuals are stochastically selected from the current 
population based on their fitness, mutated or recombined to form a new population, which 
becomes current in the next iteration of the algorithm  (Laanaya et al., 2005). This 
generalization process is repeated until a termination condition is achieved such as a 
solution that satisfies minimum criteria is found, which could be fixed number of 
generations is reached.  
 
Another feature selection algorithm is called importance score, which is based on greedy-
like search  (Vafaie & Imam, 1994). The algorithm is based on determining the importance 
score of each feature using a fitness function and then it performs a greedy-like search to 
obtain the minimum set of features that maximizes the recognition of some learned rules.  
 
Secquential backwork elimination (SBE)  (Marill & Green, 1963) and Sequential forward 
selection (SFS)  (Whitney, 1971) are greedy wrappers used to select the relevant subset of 
features. SBE start the search with a full set and in each iteration it examines all subsets by 
removing one feature and retains the subset the gives the highest accuracy as a basis for the 
next iteration. On the other hand, SFS starts with an empty set and in every iteration it adds 
one feature to the subset. The search terminates after the accuracy of the current subset 
cannot be improved by removing (in case of SBE), or adding (in case of SFS), any other 
feature. However, the drawback of SFS is that once a feature is selected it cannot be 
removed even if its removal will increase performance accuracy. Similary, in SBE, once a 
feature is removed it cannot be included even if its inclusion will increase performance 
accuracy. 
 
A recent algorithm called Basic Sort-Merge Tree (BSMT)  (Lui & Kender, 2003) is proposed to 
choose a very small subset of features. BSMT can be divided into two parts: the creation of a 
tree of feature subsets, and the manipulation of the tree to create a feature subset of desired 
cardinality or accuracy. Each part uses a heuristic greedy method. The algorithm reduces 
the cardinality of the input data by sorting the individual features by their effectiveness in 
categorization, and then merging these features pairwise into feature sets of cardinality two. 
Repeating this Sort-Merge process several times results in a subset of features that is 
efficient and accurate, which is then used in the classification process. 
 
A memory-based algorithm, called leave-one-out cross validation (LOOCV) (Moore & Lee, 
1994)  employs backward and forward hill-climbing techniques to search for the best subset 
of features without having to exhaustively evaluate all possible subsets. 
 
In this paper, we present SFS based search algorithm that avoids evaluating all possible 
subsets of features in a wrapper approach and then the selected subsets of the categorical 
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classification task, the relevant subset of features should be searched for. There are two 
methods to search for the relevant features. In the first method, the search can be performed 
based on prior knowledge of the feature space and the targeted results; however, this 
method is subjective and based on the user’s intuition and it difficult to apply the same 
method to different applications  (John et. al, 1994). In the second method, a heuristic 
algorithm is developed to automatically select a subset of features, F, from the whole set of 
features, S, that will be sufficient to improve accuracy. However, with a moderate size of S, 
the number of subsets to be considered grows exponentially with the number of features S 
 (Guyon & Elisseeff, 2003). There are two heuristic approaches in the literature to select the 
relevant subset of features: filter approach and wrapper approach.  
 
The filter approach tries to find a subset of features independently of the inductive 
algorithm that will use this subset in classification. This is achieved by applying some 
statistics to select strong relevant features and filter out the weak relevant ones before 
executing the classification algorithm. In contrast, wrapper approach searches for subsets of 
features using cross-validation and compares the performance of the classification algorithm 
with each tested subset in order to select the optimal one. Although the wrapper approach 
achieves better classification performance compared to filter approach, it requires more time 
for computations  (Guyon & Elisseeff, 2003). The filter approach emphasizes the discovery of 
relevant features that maximizes the classificaiton accuracy, while the wrapper approach 
searches for relevant features that minimizes the classification error  (Lui & Kender, 2003). 
 
Some scientific applications, such as fusion physics and remote sensing, necessitate the use 
of feature selection algorithms  (Cantu-Paz et al., 2004). In fusion physics, the goal of 
scientists is not to build a predictor but to identify which features are related with an 
interesting state of the plasma. In remote sensing, feature selection algorithms are used to 
automate the identification of human settlements in satellite imagery, which is an essential 
step in the production of maps of human settlements that are used in studies of 
urbanization, population movement, etc. 
 
In this paper, we present an approach to select a subset of features that are most relevant to 
the classification application. We use the Sequential Forward Selection algorithm (SFS) in a 
wrapper approach to search for relevant subset of features. The selected subset of features 
will be used in the classification of two datasets:  categorical teachers’ dataset and numerical 
image dataset. Naïve Bayesian algorithm and K-Nearest Neighbor algorithm are used to 
classify and estimate the accuracy of the categorical data and numerical data, respectively. 
 
In Section 2, we survey the related work to classification based on selected subset of 
features. Then, in Section 3, we present the algorithms for searching a subset of features and 
the classification algorithms. In Section 4, we present our experimental results. Finally, we 
conclude the paper in Section 5. 

 
3. Related Work 

Developing heuristic algorithms that efficiently searches the space of features and selects the 
best subset that maintains the same or better performance was a field of research for the past 

 

4 decades. One of the most common feature selection algorithms is genetic algorithms (GA) 
(Holland, 1975; Laanaya et al., 2005; Vafaie & Imam, 1994;  Hao et al., 2003). In GA, a 
population of candidate solutions of selected subsets of features is always maintained. 
Candidate solutions are sometimes named as individuals, chromosomes, etc. Each 
individual is an encoded representation of features of the problems at hand. Each feature in 
an individual is termed as Gene. The evolution starts from a population of completely 
random individuals and happens in generations. In each generation, the fitness of the whole 
population is evaluated; multiple individuals are stochastically selected from the current 
population based on their fitness, mutated or recombined to form a new population, which 
becomes current in the next iteration of the algorithm  (Laanaya et al., 2005). This 
generalization process is repeated until a termination condition is achieved such as a 
solution that satisfies minimum criteria is found, which could be fixed number of 
generations is reached.  
 
Another feature selection algorithm is called importance score, which is based on greedy-
like search  (Vafaie & Imam, 1994). The algorithm is based on determining the importance 
score of each feature using a fitness function and then it performs a greedy-like search to 
obtain the minimum set of features that maximizes the recognition of some learned rules.  
 
Secquential backwork elimination (SBE)  (Marill & Green, 1963) and Sequential forward 
selection (SFS)  (Whitney, 1971) are greedy wrappers used to select the relevant subset of 
features. SBE start the search with a full set and in each iteration it examines all subsets by 
removing one feature and retains the subset the gives the highest accuracy as a basis for the 
next iteration. On the other hand, SFS starts with an empty set and in every iteration it adds 
one feature to the subset. The search terminates after the accuracy of the current subset 
cannot be improved by removing (in case of SBE), or adding (in case of SFS), any other 
feature. However, the drawback of SFS is that once a feature is selected it cannot be 
removed even if its removal will increase performance accuracy. Similary, in SBE, once a 
feature is removed it cannot be included even if its inclusion will increase performance 
accuracy. 
 
A recent algorithm called Basic Sort-Merge Tree (BSMT)  (Lui & Kender, 2003) is proposed to 
choose a very small subset of features. BSMT can be divided into two parts: the creation of a 
tree of feature subsets, and the manipulation of the tree to create a feature subset of desired 
cardinality or accuracy. Each part uses a heuristic greedy method. The algorithm reduces 
the cardinality of the input data by sorting the individual features by their effectiveness in 
categorization, and then merging these features pairwise into feature sets of cardinality two. 
Repeating this Sort-Merge process several times results in a subset of features that is 
efficient and accurate, which is then used in the classification process. 
 
A memory-based algorithm, called leave-one-out cross validation (LOOCV) (Moore & Lee, 
1994)  employs backward and forward hill-climbing techniques to search for the best subset 
of features without having to exhaustively evaluate all possible subsets. 
 
In this paper, we present SFS based search algorithm that avoids evaluating all possible 
subsets of features in a wrapper approach and then the selected subsets of the categorical 
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classification task, the relevant subset of features should be searched for. There are two 
methods to search for the relevant features. In the first method, the search can be performed 
based on prior knowledge of the feature space and the targeted results; however, this 
method is subjective and based on the user’s intuition and it difficult to apply the same 
method to different applications  (John et. al, 1994). In the second method, a heuristic 
algorithm is developed to automatically select a subset of features, F, from the whole set of 
features, S, that will be sufficient to improve accuracy. However, with a moderate size of S, 
the number of subsets to be considered grows exponentially with the number of features S 
 (Guyon & Elisseeff, 2003). There are two heuristic approaches in the literature to select the 
relevant subset of features: filter approach and wrapper approach.  
 
The filter approach tries to find a subset of features independently of the inductive 
algorithm that will use this subset in classification. This is achieved by applying some 
statistics to select strong relevant features and filter out the weak relevant ones before 
executing the classification algorithm. In contrast, wrapper approach searches for subsets of 
features using cross-validation and compares the performance of the classification algorithm 
with each tested subset in order to select the optimal one. Although the wrapper approach 
achieves better classification performance compared to filter approach, it requires more time 
for computations  (Guyon & Elisseeff, 2003). The filter approach emphasizes the discovery of 
relevant features that maximizes the classificaiton accuracy, while the wrapper approach 
searches for relevant features that minimizes the classification error  (Lui & Kender, 2003). 
 
Some scientific applications, such as fusion physics and remote sensing, necessitate the use 
of feature selection algorithms  (Cantu-Paz et al., 2004). In fusion physics, the goal of 
scientists is not to build a predictor but to identify which features are related with an 
interesting state of the plasma. In remote sensing, feature selection algorithms are used to 
automate the identification of human settlements in satellite imagery, which is an essential 
step in the production of maps of human settlements that are used in studies of 
urbanization, population movement, etc. 
 
In this paper, we present an approach to select a subset of features that are most relevant to 
the classification application. We use the Sequential Forward Selection algorithm (SFS) in a 
wrapper approach to search for relevant subset of features. The selected subset of features 
will be used in the classification of two datasets:  categorical teachers’ dataset and numerical 
image dataset. Naïve Bayesian algorithm and K-Nearest Neighbor algorithm are used to 
classify and estimate the accuracy of the categorical data and numerical data, respectively. 
 
In Section 2, we survey the related work to classification based on selected subset of 
features. Then, in Section 3, we present the algorithms for searching a subset of features and 
the classification algorithms. In Section 4, we present our experimental results. Finally, we 
conclude the paper in Section 5. 

 
3. Related Work 

Developing heuristic algorithms that efficiently searches the space of features and selects the 
best subset that maintains the same or better performance was a field of research for the past 

 

4 decades. One of the most common feature selection algorithms is genetic algorithms (GA) 
(Holland, 1975; Laanaya et al., 2005; Vafaie & Imam, 1994;  Hao et al., 2003). In GA, a 
population of candidate solutions of selected subsets of features is always maintained. 
Candidate solutions are sometimes named as individuals, chromosomes, etc. Each 
individual is an encoded representation of features of the problems at hand. Each feature in 
an individual is termed as Gene. The evolution starts from a population of completely 
random individuals and happens in generations. In each generation, the fitness of the whole 
population is evaluated; multiple individuals are stochastically selected from the current 
population based on their fitness, mutated or recombined to form a new population, which 
becomes current in the next iteration of the algorithm  (Laanaya et al., 2005). This 
generalization process is repeated until a termination condition is achieved such as a 
solution that satisfies minimum criteria is found, which could be fixed number of 
generations is reached.  
 
Another feature selection algorithm is called importance score, which is based on greedy-
like search  (Vafaie & Imam, 1994). The algorithm is based on determining the importance 
score of each feature using a fitness function and then it performs a greedy-like search to 
obtain the minimum set of features that maximizes the recognition of some learned rules.  
 
Secquential backwork elimination (SBE)  (Marill & Green, 1963) and Sequential forward 
selection (SFS)  (Whitney, 1971) are greedy wrappers used to select the relevant subset of 
features. SBE start the search with a full set and in each iteration it examines all subsets by 
removing one feature and retains the subset the gives the highest accuracy as a basis for the 
next iteration. On the other hand, SFS starts with an empty set and in every iteration it adds 
one feature to the subset. The search terminates after the accuracy of the current subset 
cannot be improved by removing (in case of SBE), or adding (in case of SFS), any other 
feature. However, the drawback of SFS is that once a feature is selected it cannot be 
removed even if its removal will increase performance accuracy. Similary, in SBE, once a 
feature is removed it cannot be included even if its inclusion will increase performance 
accuracy. 
 
A recent algorithm called Basic Sort-Merge Tree (BSMT)  (Lui & Kender, 2003) is proposed to 
choose a very small subset of features. BSMT can be divided into two parts: the creation of a 
tree of feature subsets, and the manipulation of the tree to create a feature subset of desired 
cardinality or accuracy. Each part uses a heuristic greedy method. The algorithm reduces 
the cardinality of the input data by sorting the individual features by their effectiveness in 
categorization, and then merging these features pairwise into feature sets of cardinality two. 
Repeating this Sort-Merge process several times results in a subset of features that is 
efficient and accurate, which is then used in the classification process. 
 
A memory-based algorithm, called leave-one-out cross validation (LOOCV) (Moore & Lee, 
1994)  employs backward and forward hill-climbing techniques to search for the best subset 
of features without having to exhaustively evaluate all possible subsets. 
 
In this paper, we present SFS based search algorithm that avoids evaluating all possible 
subsets of features in a wrapper approach and then the selected subsets of the categorical 

Classification of categorical and numerical data on selected subset of features 357

 

classification task, the relevant subset of features should be searched for. There are two 
methods to search for the relevant features. In the first method, the search can be performed 
based on prior knowledge of the feature space and the targeted results; however, this 
method is subjective and based on the user’s intuition and it difficult to apply the same 
method to different applications  (John et. al, 1994). In the second method, a heuristic 
algorithm is developed to automatically select a subset of features, F, from the whole set of 
features, S, that will be sufficient to improve accuracy. However, with a moderate size of S, 
the number of subsets to be considered grows exponentially with the number of features S 
 (Guyon & Elisseeff, 2003). There are two heuristic approaches in the literature to select the 
relevant subset of features: filter approach and wrapper approach.  
 
The filter approach tries to find a subset of features independently of the inductive 
algorithm that will use this subset in classification. This is achieved by applying some 
statistics to select strong relevant features and filter out the weak relevant ones before 
executing the classification algorithm. In contrast, wrapper approach searches for subsets of 
features using cross-validation and compares the performance of the classification algorithm 
with each tested subset in order to select the optimal one. Although the wrapper approach 
achieves better classification performance compared to filter approach, it requires more time 
for computations  (Guyon & Elisseeff, 2003). The filter approach emphasizes the discovery of 
relevant features that maximizes the classificaiton accuracy, while the wrapper approach 
searches for relevant features that minimizes the classification error  (Lui & Kender, 2003). 
 
Some scientific applications, such as fusion physics and remote sensing, necessitate the use 
of feature selection algorithms  (Cantu-Paz et al., 2004). In fusion physics, the goal of 
scientists is not to build a predictor but to identify which features are related with an 
interesting state of the plasma. In remote sensing, feature selection algorithms are used to 
automate the identification of human settlements in satellite imagery, which is an essential 
step in the production of maps of human settlements that are used in studies of 
urbanization, population movement, etc. 
 
In this paper, we present an approach to select a subset of features that are most relevant to 
the classification application. We use the Sequential Forward Selection algorithm (SFS) in a 
wrapper approach to search for relevant subset of features. The selected subset of features 
will be used in the classification of two datasets:  categorical teachers’ dataset and numerical 
image dataset. Naïve Bayesian algorithm and K-Nearest Neighbor algorithm are used to 
classify and estimate the accuracy of the categorical data and numerical data, respectively. 
 
In Section 2, we survey the related work to classification based on selected subset of 
features. Then, in Section 3, we present the algorithms for searching a subset of features and 
the classification algorithms. In Section 4, we present our experimental results. Finally, we 
conclude the paper in Section 5. 

 
3. Related Work 

Developing heuristic algorithms that efficiently searches the space of features and selects the 
best subset that maintains the same or better performance was a field of research for the past 

 

4 decades. One of the most common feature selection algorithms is genetic algorithms (GA) 
(Holland, 1975; Laanaya et al., 2005; Vafaie & Imam, 1994;  Hao et al., 2003). In GA, a 
population of candidate solutions of selected subsets of features is always maintained. 
Candidate solutions are sometimes named as individuals, chromosomes, etc. Each 
individual is an encoded representation of features of the problems at hand. Each feature in 
an individual is termed as Gene. The evolution starts from a population of completely 
random individuals and happens in generations. In each generation, the fitness of the whole 
population is evaluated; multiple individuals are stochastically selected from the current 
population based on their fitness, mutated or recombined to form a new population, which 
becomes current in the next iteration of the algorithm  (Laanaya et al., 2005). This 
generalization process is repeated until a termination condition is achieved such as a 
solution that satisfies minimum criteria is found, which could be fixed number of 
generations is reached.  
 
Another feature selection algorithm is called importance score, which is based on greedy-
like search  (Vafaie & Imam, 1994). The algorithm is based on determining the importance 
score of each feature using a fitness function and then it performs a greedy-like search to 
obtain the minimum set of features that maximizes the recognition of some learned rules.  
 
Secquential backwork elimination (SBE)  (Marill & Green, 1963) and Sequential forward 
selection (SFS)  (Whitney, 1971) are greedy wrappers used to select the relevant subset of 
features. SBE start the search with a full set and in each iteration it examines all subsets by 
removing one feature and retains the subset the gives the highest accuracy as a basis for the 
next iteration. On the other hand, SFS starts with an empty set and in every iteration it adds 
one feature to the subset. The search terminates after the accuracy of the current subset 
cannot be improved by removing (in case of SBE), or adding (in case of SFS), any other 
feature. However, the drawback of SFS is that once a feature is selected it cannot be 
removed even if its removal will increase performance accuracy. Similary, in SBE, once a 
feature is removed it cannot be included even if its inclusion will increase performance 
accuracy. 
 
A recent algorithm called Basic Sort-Merge Tree (BSMT)  (Lui & Kender, 2003) is proposed to 
choose a very small subset of features. BSMT can be divided into two parts: the creation of a 
tree of feature subsets, and the manipulation of the tree to create a feature subset of desired 
cardinality or accuracy. Each part uses a heuristic greedy method. The algorithm reduces 
the cardinality of the input data by sorting the individual features by their effectiveness in 
categorization, and then merging these features pairwise into feature sets of cardinality two. 
Repeating this Sort-Merge process several times results in a subset of features that is 
efficient and accurate, which is then used in the classification process. 
 
A memory-based algorithm, called leave-one-out cross validation (LOOCV) (Moore & Lee, 
1994)  employs backward and forward hill-climbing techniques to search for the best subset 
of features without having to exhaustively evaluate all possible subsets. 
 
In this paper, we present SFS based search algorithm that avoids evaluating all possible 
subsets of features in a wrapper approach and then the selected subsets of the categorical 



Bayesian Network358

 

dataset are classified by a Naïve Bayes algorithm and the selected subsets of the numerical 
datasets are classified by a K-Nearest Neighbor algorithm.  

 
4. Feature Selection 

There are two major approaches, namely the filter approach and wrapper approach, to 
select the relevant subset of features that will improve system performance in terms of cost 
and accuracy. As compared to the filter approach, the wrapper approach improves the 
system performance by reducing the classification error. However, the wrapper approach 
requires more computations  (Guyon & Elisseeff, 2003). 

 
4.1 Feature Subset Selection 
Selecting a subset of features has many potential benefits for classification applications: 
 

• Reduces dimensionality to improve classification. 
• Reduces compuatational cost and storage requirements. 
• Reduces training time. 
• Facilitates data understanding. 

 
A simple greedy algorithm called Sequential Forward Selection SFS was proposed by 
Whitney in 1971  (Whitney, 1971) to search for the best subset of features. SFS (see below) 
starts with an empty feature subset (see line 1). In each iteration, one feature is added to the 
feature subset. To determine which feature to add, the algorithm tentatively adds to the 
candidate feature subset one feature that is not already selected and tests the accuracy of a 
classifier built on the tentative feature subset. The feature that results in the highest accuracy 
is added to the feature subset (lines 3-8). If we have added all the features or there is no 
improvement accrued from adding any further features, the search stops and returns the 
current set of features (line 9). This algorithm returns a single solution which contains the 
same selected subset of features on a given problem at every run. As shown in Fig. 1, the SFS 
algorithm takes as input the whole set of input features and returns the relevant subset of 
features. 
 
Algorithm:  SFS 

Input:         whole set of input features, S 

Output:      best subset of features, F 

1) Let current subset, F =   
2) While size of F < , where   is the maximum allowed size of  F. 
3)      for each  f    S 
4)           set  F   f  F 
5)           evaluate F  and keep result 
6)           set F  F  of best result 
7)           set S  S - f  of best result 
8)           keep evaluation result of current F 
9) Return F 

 

4.2 Subset Selection for Categorical Data 

Bayes theory is a statistical method that measures the probability of a record in belonging to 
different classes. A method called Naïve Bayesian classifier (NB-Classifier), which is based 
on Bayes theory  (Tan et al., 2006), is used to measure the accuracy of classification of our 
categorical teachers dataset into three classes: assistant professor, associate professor and 
full professor. Each record in the staff dataset consists of six features: name, age, nationality, 
salary, number of research works, and number of advisees.  
 
The NB-Classifier is particularly suited when the dimensionality of the inputs is high. 
Despite its simplicity, NB-Classifier can often outperform more sophisticated classification 
methods. The NB-Classifier requires only one scan of the training data. Furthermore, it can 
easily handle missing values by simply omitting their probabilities when calculating the 
likelihoods of membership in each class. This method handles discrete values; however, if 
an attribute has continuous data, such as salary, these continuous values are divided into 
ranges. The ranges we used in our experiment are presented in Section 4. Table 1 
summarizes the major notation used in this Section and subsequent sections. 
 

 
Fig. 1. feature subset search and evaluation using a wrapper approach 
 

The NB-Classifier can be viewed as a specialized form of a Bayesian network, termed naïve 
because it relies on two important simplifying assumptions: independence and normality. 
That is it assumes that the predictive features xik of an observed staff record xi are 
conditionally independent given the class cj. These assumptions support very efficient 
algorithms for both learning and classification. An NB-classifier is often represented 
graphically as shown in Fig. 2, where the direction of the arrows state that the predictive 
attributes xi1, xi2, …, xin are conditionally independent given the class cj. 
 

Classification of categorical and numerical data on selected subset of features 359

 

dataset are classified by a Naïve Bayes algorithm and the selected subsets of the numerical 
datasets are classified by a K-Nearest Neighbor algorithm.  

 
4. Feature Selection 

There are two major approaches, namely the filter approach and wrapper approach, to 
select the relevant subset of features that will improve system performance in terms of cost 
and accuracy. As compared to the filter approach, the wrapper approach improves the 
system performance by reducing the classification error. However, the wrapper approach 
requires more computations  (Guyon & Elisseeff, 2003). 

 
4.1 Feature Subset Selection 
Selecting a subset of features has many potential benefits for classification applications: 
 

• Reduces dimensionality to improve classification. 
• Reduces compuatational cost and storage requirements. 
• Reduces training time. 
• Facilitates data understanding. 

 
A simple greedy algorithm called Sequential Forward Selection SFS was proposed by 
Whitney in 1971  (Whitney, 1971) to search for the best subset of features. SFS (see below) 
starts with an empty feature subset (see line 1). In each iteration, one feature is added to the 
feature subset. To determine which feature to add, the algorithm tentatively adds to the 
candidate feature subset one feature that is not already selected and tests the accuracy of a 
classifier built on the tentative feature subset. The feature that results in the highest accuracy 
is added to the feature subset (lines 3-8). If we have added all the features or there is no 
improvement accrued from adding any further features, the search stops and returns the 
current set of features (line 9). This algorithm returns a single solution which contains the 
same selected subset of features on a given problem at every run. As shown in Fig. 1, the SFS 
algorithm takes as input the whole set of input features and returns the relevant subset of 
features. 
 
Algorithm:  SFS 

Input:         whole set of input features, S 

Output:      best subset of features, F 

1) Let current subset, F =   
2) While size of F < , where   is the maximum allowed size of  F. 
3)      for each  f    S 
4)           set  F   f  F 
5)           evaluate F  and keep result 
6)           set F  F  of best result 
7)           set S  S - f  of best result 
8)           keep evaluation result of current F 
9) Return F 

 

4.2 Subset Selection for Categorical Data 

Bayes theory is a statistical method that measures the probability of a record in belonging to 
different classes. A method called Naïve Bayesian classifier (NB-Classifier), which is based 
on Bayes theory  (Tan et al., 2006), is used to measure the accuracy of classification of our 
categorical teachers dataset into three classes: assistant professor, associate professor and 
full professor. Each record in the staff dataset consists of six features: name, age, nationality, 
salary, number of research works, and number of advisees.  
 
The NB-Classifier is particularly suited when the dimensionality of the inputs is high. 
Despite its simplicity, NB-Classifier can often outperform more sophisticated classification 
methods. The NB-Classifier requires only one scan of the training data. Furthermore, it can 
easily handle missing values by simply omitting their probabilities when calculating the 
likelihoods of membership in each class. This method handles discrete values; however, if 
an attribute has continuous data, such as salary, these continuous values are divided into 
ranges. The ranges we used in our experiment are presented in Section 4. Table 1 
summarizes the major notation used in this Section and subsequent sections. 
 

 
Fig. 1. feature subset search and evaluation using a wrapper approach 
 

The NB-Classifier can be viewed as a specialized form of a Bayesian network, termed naïve 
because it relies on two important simplifying assumptions: independence and normality. 
That is it assumes that the predictive features xik of an observed staff record xi are 
conditionally independent given the class cj. These assumptions support very efficient 
algorithms for both learning and classification. An NB-classifier is often represented 
graphically as shown in Fig. 2, where the direction of the arrows state that the predictive 
attributes xi1, xi2, …, xin are conditionally independent given the class cj. 
 



Bayesian Network358

 

dataset are classified by a Naïve Bayes algorithm and the selected subsets of the numerical 
datasets are classified by a K-Nearest Neighbor algorithm.  

 
4. Feature Selection 

There are two major approaches, namely the filter approach and wrapper approach, to 
select the relevant subset of features that will improve system performance in terms of cost 
and accuracy. As compared to the filter approach, the wrapper approach improves the 
system performance by reducing the classification error. However, the wrapper approach 
requires more computations  (Guyon & Elisseeff, 2003). 

 
4.1 Feature Subset Selection 
Selecting a subset of features has many potential benefits for classification applications: 
 

• Reduces dimensionality to improve classification. 
• Reduces compuatational cost and storage requirements. 
• Reduces training time. 
• Facilitates data understanding. 

 
A simple greedy algorithm called Sequential Forward Selection SFS was proposed by 
Whitney in 1971  (Whitney, 1971) to search for the best subset of features. SFS (see below) 
starts with an empty feature subset (see line 1). In each iteration, one feature is added to the 
feature subset. To determine which feature to add, the algorithm tentatively adds to the 
candidate feature subset one feature that is not already selected and tests the accuracy of a 
classifier built on the tentative feature subset. The feature that results in the highest accuracy 
is added to the feature subset (lines 3-8). If we have added all the features or there is no 
improvement accrued from adding any further features, the search stops and returns the 
current set of features (line 9). This algorithm returns a single solution which contains the 
same selected subset of features on a given problem at every run. As shown in Fig. 1, the SFS 
algorithm takes as input the whole set of input features and returns the relevant subset of 
features. 
 
Algorithm:  SFS 

Input:         whole set of input features, S 

Output:      best subset of features, F 

1) Let current subset, F =   
2) While size of F < , where   is the maximum allowed size of  F. 
3)      for each  f    S 
4)           set  F   f  F 
5)           evaluate F  and keep result 
6)           set F  F  of best result 
7)           set S  S - f  of best result 
8)           keep evaluation result of current F 
9) Return F 

 

4.2 Subset Selection for Categorical Data 

Bayes theory is a statistical method that measures the probability of a record in belonging to 
different classes. A method called Naïve Bayesian classifier (NB-Classifier), which is based 
on Bayes theory  (Tan et al., 2006), is used to measure the accuracy of classification of our 
categorical teachers dataset into three classes: assistant professor, associate professor and 
full professor. Each record in the staff dataset consists of six features: name, age, nationality, 
salary, number of research works, and number of advisees.  
 
The NB-Classifier is particularly suited when the dimensionality of the inputs is high. 
Despite its simplicity, NB-Classifier can often outperform more sophisticated classification 
methods. The NB-Classifier requires only one scan of the training data. Furthermore, it can 
easily handle missing values by simply omitting their probabilities when calculating the 
likelihoods of membership in each class. This method handles discrete values; however, if 
an attribute has continuous data, such as salary, these continuous values are divided into 
ranges. The ranges we used in our experiment are presented in Section 4. Table 1 
summarizes the major notation used in this Section and subsequent sections. 
 

 
Fig. 1. feature subset search and evaluation using a wrapper approach 
 

The NB-Classifier can be viewed as a specialized form of a Bayesian network, termed naïve 
because it relies on two important simplifying assumptions: independence and normality. 
That is it assumes that the predictive features xik of an observed staff record xi are 
conditionally independent given the class cj. These assumptions support very efficient 
algorithms for both learning and classification. An NB-classifier is often represented 
graphically as shown in Fig. 2, where the direction of the arrows state that the predictive 
attributes xi1, xi2, …, xin are conditionally independent given the class cj. 
 

Classification of categorical and numerical data on selected subset of features 359

 

dataset are classified by a Naïve Bayes algorithm and the selected subsets of the numerical 
datasets are classified by a K-Nearest Neighbor algorithm.  

 
4. Feature Selection 

There are two major approaches, namely the filter approach and wrapper approach, to 
select the relevant subset of features that will improve system performance in terms of cost 
and accuracy. As compared to the filter approach, the wrapper approach improves the 
system performance by reducing the classification error. However, the wrapper approach 
requires more computations  (Guyon & Elisseeff, 2003). 

 
4.1 Feature Subset Selection 
Selecting a subset of features has many potential benefits for classification applications: 
 

• Reduces dimensionality to improve classification. 
• Reduces compuatational cost and storage requirements. 
• Reduces training time. 
• Facilitates data understanding. 

 
A simple greedy algorithm called Sequential Forward Selection SFS was proposed by 
Whitney in 1971  (Whitney, 1971) to search for the best subset of features. SFS (see below) 
starts with an empty feature subset (see line 1). In each iteration, one feature is added to the 
feature subset. To determine which feature to add, the algorithm tentatively adds to the 
candidate feature subset one feature that is not already selected and tests the accuracy of a 
classifier built on the tentative feature subset. The feature that results in the highest accuracy 
is added to the feature subset (lines 3-8). If we have added all the features or there is no 
improvement accrued from adding any further features, the search stops and returns the 
current set of features (line 9). This algorithm returns a single solution which contains the 
same selected subset of features on a given problem at every run. As shown in Fig. 1, the SFS 
algorithm takes as input the whole set of input features and returns the relevant subset of 
features. 
 
Algorithm:  SFS 

Input:         whole set of input features, S 

Output:      best subset of features, F 

1) Let current subset, F =   
2) While size of F < , where   is the maximum allowed size of  F. 
3)      for each  f    S 
4)           set  F   f  F 
5)           evaluate F  and keep result 
6)           set F  F  of best result 
7)           set S  S - f  of best result 
8)           keep evaluation result of current F 
9) Return F 

 

4.2 Subset Selection for Categorical Data 

Bayes theory is a statistical method that measures the probability of a record in belonging to 
different classes. A method called Naïve Bayesian classifier (NB-Classifier), which is based 
on Bayes theory  (Tan et al., 2006), is used to measure the accuracy of classification of our 
categorical teachers dataset into three classes: assistant professor, associate professor and 
full professor. Each record in the staff dataset consists of six features: name, age, nationality, 
salary, number of research works, and number of advisees.  
 
The NB-Classifier is particularly suited when the dimensionality of the inputs is high. 
Despite its simplicity, NB-Classifier can often outperform more sophisticated classification 
methods. The NB-Classifier requires only one scan of the training data. Furthermore, it can 
easily handle missing values by simply omitting their probabilities when calculating the 
likelihoods of membership in each class. This method handles discrete values; however, if 
an attribute has continuous data, such as salary, these continuous values are divided into 
ranges. The ranges we used in our experiment are presented in Section 4. Table 1 
summarizes the major notation used in this Section and subsequent sections. 
 

 
Fig. 1. feature subset search and evaluation using a wrapper approach 
 

The NB-Classifier can be viewed as a specialized form of a Bayesian network, termed naïve 
because it relies on two important simplifying assumptions: independence and normality. 
That is it assumes that the predictive features xik of an observed staff record xi are 
conditionally independent given the class cj. These assumptions support very efficient 
algorithms for both learning and classification. An NB-classifier is often represented 
graphically as shown in Fig. 2, where the direction of the arrows state that the predictive 
attributes xi1, xi2, …, xin are conditionally independent given the class cj. 
 



Bayesian Network360

 

symbol description 

X A set of  s  observed records  X = x1, x2, …, xs 

xij feature j of the observed record xi 

C A set of m classes  C = c1, c2, …, cm 

P(ci) Prior probability associated with class ci 

P(xi) Probability of occurrence of record xi 

P(xi|cj) 
Conditional probability that given class cj 

the record xi satisfies it 

P(cj|xi) 
Posterior probability that estimates the 

probability of cj given xi 

Table 1. summary of notation used in this paper 

 

 
Fig. 2. A Bayesian network that represent the NB-classifier. 

 
Let a set of classes C = c1, c2, …, cm  denote the classes of the observed staff records (training 
set) X = x1, x2, …, xs. Consider each observed record xi as a vector of random variables 
denoting the predictive feature values xi1, xi2, …, xin. Then, given a test instance x to be 
classified, first, using Bayes rule (Eq. 1) we compute the posterior probabilities of each class 
and then predict the class with the highest probability as the class of x.  
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From the training set, P(cj) is computed by counting the number of occurrences of cj. For 
each feature xik, the number of occurrences is counted to determine P(xi). Similarly, 
assuming categorical features, the probability P(xi|cj) can be estimated by counting how 
often each value xik occurs in the class in the training set.  
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Since a staff record has n independent features, we compute P(xik|cj) for every feature and 
then estimate P(xi|cj) by the conjunction of all conditional probabilities of the features as 
shown in Eq. 2. 
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The posterior probability, Eq. 1, is estimated for every class and then predict the class with 
the highest probability as the class of the test instance x. The NB-classifier is simple and 
efficient approach to classify new staff record instances. 

 
4.3 Subset Selection for Numerical Data 
We use the K-Nearest Neighbor (KNN) algorithm to classify the numerical dataset (image 
dataset) using the selected subset of features. Each image is represented by a feature vector 
of size 64 and an image may belong to one of the following 12 classes: beach, garden, desert, 
snow, sunset, rose, banana, tomato, copper, tiger, wood, and gorilla. 
 
KNN algorithm measures the classification accuracy of the selected subset of feature based 
on a distance function, d(q, p), Eq. 3, where   p: p1, p2, …, pd and q: q1, q2, …, qd are two vectors 
representing two images.  
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Algorithm:  K-Nearest Neighbor 

Input:          tDB, K, IQ 

Output:       Class to which IQ is assigned 

 
(1) LK  = 0 
(2) for each t  tDB do 
(3)       compute d(t, IQ) using Eq. 3 
(4)       if  LK  contains < K items 
(5)               LK  = LK   t 
(6)       else if  d(t, IQ) < d(IQ , Kth )  
(7)               LK  = LK  -  Kth   
(8)               LK  = LK   t 
(9) Assign t to the majority class in LK 
 
Generally, the KNN algorithm works as follows: 
 
 A number of images are prepared to be the training dataset. We performed stratified 

sampling to build the training dataset, which are representative images from all the pre-
defined classes. These representative images in the training set include the class 
information. 
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The posterior probability, Eq. 1, is estimated for every class and then predict the class with 
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efficient approach to classify new staff record instances. 

 
4.3 Subset Selection for Numerical Data 
We use the K-Nearest Neighbor (KNN) algorithm to classify the numerical dataset (image 
dataset) using the selected subset of features. Each image is represented by a feature vector 
of size 64 and an image may belong to one of the following 12 classes: beach, garden, desert, 
snow, sunset, rose, banana, tomato, copper, tiger, wood, and gorilla. 
 
KNN algorithm measures the classification accuracy of the selected subset of feature based 
on a distance function, d(q, p), Eq. 3, where   p: p1, p2, …, pd and q: q1, q2, …, qd are two vectors 
representing two images.  

 D(q , p) =     

5.0

1

2












d

i
ii pq                 (3) 

 
Algorithm:  K-Nearest Neighbor 

Input:          tDB, K, IQ 

Output:       Class to which IQ is assigned 

 
(1) LK  = 0 
(2) for each t  tDB do 
(3)       compute d(t, IQ) using Eq. 3 
(4)       if  LK  contains < K items 
(5)               LK  = LK   t 
(6)       else if  d(t, IQ) < d(IQ , Kth )  
(7)               LK  = LK  -  Kth   
(8)               LK  = LK   t 
(9) Assign t to the majority class in LK 
 
Generally, the KNN algorithm works as follows: 
 
 A number of images are prepared to be the training dataset. We performed stratified 

sampling to build the training dataset, which are representative images from all the pre-
defined classes. These representative images in the training set include the class 
information. 

Classification of categorical and numerical data on selected subset of features 361

 

symbol description 

X A set of  s  observed records  X = x1, x2, …, xs 

xij feature j of the observed record xi 

C A set of m classes  C = c1, c2, …, cm 

P(ci) Prior probability associated with class ci 

P(xi) Probability of occurrence of record xi 

P(xi|cj) 
Conditional probability that given class cj 

the record xi satisfies it 

P(cj|xi) 
Posterior probability that estimates the 

probability of cj given xi 

Table 1. summary of notation used in this paper 

 

 
Fig. 2. A Bayesian network that represent the NB-classifier. 

 
Let a set of classes C = c1, c2, …, cm  denote the classes of the observed staff records (training 
set) X = x1, x2, …, xs. Consider each observed record xi as a vector of random variables 
denoting the predictive feature values xi1, xi2, …, xin. Then, given a test instance x to be 
classified, first, using Bayes rule (Eq. 1) we compute the posterior probabilities of each class 
and then predict the class with the highest probability as the class of x.  

 

 )(
)()|(

)|(
i

jji
ij xP

cPcxP
xcP 

                (1) 
 
From the training set, P(cj) is computed by counting the number of occurrences of cj. For 
each feature xik, the number of occurrences is counted to determine P(xi). Similarly, 
assuming categorical features, the probability P(xi|cj) can be estimated by counting how 
often each value xik occurs in the class in the training set.  
 

cj  

… 
P(xin|cj)P(xi2|cj) P(xi1|cj) 

 

Since a staff record has n independent features, we compute P(xik|cj) for every feature and 
then estimate P(xi|cj) by the conjunction of all conditional probabilities of the features as 
shown in Eq. 2. 

 
)|()|(

1
j

n

k
ikji cxPcxP 




                     (2) 
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tDB by computing their Euclidean distance (Eq. 3).  
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 Finally, the query image IQ is classified to the majority class in the retrieved K nearest 

images in LK.  

 
5. Experimental Results 

We performed our experiments on two datasets:  categorical teachers’ dataset and numerical 
image dataset. The first part measures the accuracy of classification of our categorical 
teachers dataset into three classes: assistant professor, associate professor and full professor. 
Each record in the staff dataset consists of six features: name, age, nationality, salary, 
number of research works, and number of advisees.  
 
The NB-Classifier technique handles discrete values. If a feature value type is continuous, 
such as salary, these continuous values are discretized by dividing  it into ranges. Each of 
the three classes is given a value that is assistant professor class is assigned 1, associate 
professor is assigned 2 and full professor is assigned 3. Before the NB-Classifier tests 
features, these features need to be encoded first. In our experiment, we encoded the ages 
between 20 and 30 as 1, those between 31 and 40 as 2, those between 41 and 50 as 3, and the 
ages above 51 are encoded as 4. Salary is divided into ranges as follows: 10,000-20,000 as 1, 
above 20,000-30,000 as 2, above 30,000-40,000 as 3, above 40,000-50,000 as 4, above 50,000-
60,000 as 5, above 60,000-70,000 as 6, and above 70,000 is encoded as 7. Number of research 
is encoded as 1 for 0-25, 2 for 26-50, and 3 for 51 researches and above. Similarly, number of 
advisees was divided into ranges as follows: 1-5 as 1, 6-10 as 2, 11-15 as 3, and so on. The 
name and nationality features were not considered in our experiment as they are clearly 
irrelevant. 
 
A training staff dataset of size 50 records was prepared and used to search for the subset of 
features and evaluate them. As seen in Table 2, in the first iteration, the number of research 
works gave the best classification accuracy among all other features and thus it was used as 
a basis for second iteration. In the second iteration, the subset of number of research works 
and salary gave the best classification accuracy. In the third iteration, the technique 
evaluated all possible subsets by adding another unselected to the basis from the second 
iteration; however, the best subset in this iteration did not give classification accuracy higher 
than the subset found in the second iteration. Therefore, the search was stopped and the best 
subset of features found in the second iteration was returned.  
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Accuracy 

1 {number of research  

works} 

0.67 

2 {number of research  

works, salary} 

0.87 

3 {number of research  

works, salary, age} 

0.85 

Table 2. subset of features of categorical data 
 
In the second part, several experiments were performed using 419 images. The accuracies of 
all possible combinations of 64 features, which represent the images, are found by SFS and 
measured by KNN classifier. 
 
First, using stratified sampling, a sample of 60 images was selected, five different images 
from each class were chosen. KNN algorithm estimates the class of each image by selecting 
ten nearset neighbors. All subset of features were evaluated and their accuracies were 
measured by SFS when training images are included in evaluation and when they are 
excluded. 
 

Dataset 

Size 

Training 

Dataset 

Included 

Size of 

selected 

subset 

Best  

Classification 

Acurracy 

60 Yes 51 0.35 

No 36 0.67 

139 Yes 52 0.67 

No 37 0.79 

419 Yes 56 0.74 

No 39 0.80 

Table 3. subset of features of image data 

 
Similar experiments were performed on different image dataset sizes; that is using 139 
images from the set of 419. The training dataset in each experiment was chosen to be 60% of 
the dataset size. The number of training images selected from each class is propotional to the 
number of images in the class and these training images are selected randomly. Table 3 
summaries the results of the three experiments. Notice that as we include the training 
images in the testing phase, the classification accuracy increase, which is expected because 
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the system will be able to correctly classify those images used in the training. Also, note that 
as the training image dataset is included in the testing phase the size of the subset of 
features is reduced. 
 

 
Fig. 3. Classification accuracy of the tested subsets of features. 

 

The highest classification accuracy of the subset of features (with the training image dataset 
included in the test) at each iteration is shown in Fig. 2 for the image dataset of size 60. The X-
axis represents the iteration number and the Y-axis represents the classification accuracy. Note 
that in the classification accuracy increases as more features are added to the basis of previous 
iteration till it reaches a peak at which the system had found the best subset of features, then as 
more feauters are added the accuracy degrades. The other datasets depict the same trend. The 
highest classification accuracy in Fig. 3 was reached for the following subset of feature 
numbers: {6, 3, 23, 9, 24, 32, 33, 12, 13, 14, 19, 20, 29, 30, 35, 36, 40, 41, 45, 50, 51, 56, 25, 49, 34, 61, 
37, 52, 53, 57, 59, 17, 21, 42, 55}. The order of the features in the subset depicts the order of their 
inclusion in subset, which  is based on their contributions to classification accuracy. 

 
6. Conclusion 

In this paper, we presented a wrapper approach to select the best subset of features that 
result in the highest classification accuracy. We use an SFS approach to search for the best 
subset of features. The Naïve Bayes algorithm and K-Nearest Neighbor algorithm are used 
to classify and estimate the accuracy of the categorical data and image data, respectively. 
This approach is evaluated using two datasets:  categorical teachers’ dataset and image 
dataset. The experimental results for both categorical and image datasets show the 
feasibility of the presented techniques in classifying categorical and numerical data. Such 
techniques are useful in many applications to decrease the performance cost and increase 
the classification accuracy. 
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Abstract

Human action recognition is a complex process due to many factors, such as variation in
speeds, postures, camera motions etc. Therefore an extensive amount of research is being
undertaken to gracefully solve this problem. To this end, in this paper, we introduce the
application of self-similarity surfaces for human action recognition. These surfaces were in-
troduced by Shechtman & Irani (CVPR’07) in the context of matching similarities between
images or videos. These surfaces are obtained by matching a small patch, centered at a pixel,
to its larger surroundings, aiming to capture similarities of a patch to its neighborhood. Once
these surfaces are computed, we propose to transform these surfaces into Histograms of Ori-
ented Gradients (HoG), which are then used to train Conditional Random Fields (CRFs). Our
novelty lies in recognizing the utility of these self-similarity surfaces for human action recog-
nition. In addition, in contrast to Shechtman & Irani (CVPR’07), we compute only a few of
these surfaces (two per frame) for our task. The proposed method does not rely on the struc-
ture recovery nor on the correspondence estimation, but makes only mild assumptions about
the rough localization of a person in the frame. We demonstrate good results on a publicly
available dataset and show that our results are comparable to other well-known works in this
area.

1. Introduction

Visual recognition and understanding of human actions has attracted much of the attention
over the past three decades Moeslund et al. (2006); Wang et al. (2003); Turaga et al. (2008)
and still remains an active research area of computer vision. A good solution to the prob-
lem holds a huge potential for many applications such as the search and the structuring of
large video archives, video surveillance, human-computer interaction, gesture recognition
and video editing. Recent work has demonstrated the difficulty of the problem associated
with the large variation of human action data due to the individual variations of people in
expression, posture, motion and clothing; perspective effects and camera motions; illumina-
tion variations; occlusions and disocclusions; and distracting effects of scenes surroundings.
In addition, actions frequently involve and depend on manipulated objects adding another
layer of variability.
Various approaches using different constructs have been proposed over the years for action
recognition. These approaches can be roughly categorized on the basis of representation
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used by the researchers. Time evolution of human silhouettes was frequently used as ac-
tion description. For example, Bobick & Davis (2001) proposed to capture the history of shape
changes using temporal templates and Weinland et al. (2006) extend these 2D templates to 3D
action templates. Similarly, based on silhouettes, notions of action cylinders Syeda-Mahmood
et al. (2001), and space-time shapesYilmaz & Shah (2005a); Gorelick et al. (2007) have also been
introduced. Recently, researchers have started analyzing video sequences as space-time vol-
umes, built by various local features, such as intensities, gradients, optical flow etc Fathi &
Mori (2008); Jhuang et al. (2007); Filipovych & Ribeiro (2008). Original work in this area is
that of Laptev & Lindeberg (2003), and Niebles et al. (2006); Liu & Shah (2008); Jingen et al.
(2008); Mikolajczyk & Uemura (2008); Bregonzio et al. (2009); Rapantzikos et al. (2009) and
Gilbert et al. (2008) represent some of the recent work in this area. Using these space-time or
other local image features, researchers have also attempted at modeling the complex dynamic
human motion by adopting various machine learning approaches Ali et al. (2007); Weinland
& Boyer (2008); Jia & Yeung (2008): Hidden Markov Models (HMMs) Brand et al. (1997); Wil-
son & Bobick (1995); Ikizler & Forsyth (2007); Support Vector Machines (SVMs) Ikizler et al.
(2008); Yeffet & Wolf (2009); Prototype Trees Lin et al. (2009); or Conditional Random Fields
(CRF) and its variants Sminchisescu et al. (2005); Natarajan & Nevatia (2008), using features
such as histograms of combined shape context and edge features, fast-fourier transforms of
angular velocities, and blocked-based features of silhouettes etc. Some other works based
on multiview geometry or pose learning includes that of Syeda-Mahmood et al. (2001); Yil-
maz & Shah (2005b); Carlsson (2003); Rao et al. (2002); Shen & Foroosh (2008); Parameswaran
& Chellappa (2006); Ogale et al. (2006); Ahmad & Lee (2006); Li et al. (2007); Lv & Nevatia
(2007); Shen & Foroosh (2008), requiring either identification of body parts or the estimation
of corresponding points between video sequences.
Our approach builds upon the concept self-similarities as introduced by Shechtman & Irani
(2007). For a given action sequence, the approach consists of computing similarities of the
pose to itself in each frame. This we call as the self-similarity surface. This surface has been
introduced in context of image and video matching previously by the Shechtman & Irani
(2007). They build on the assumption that for a phenomenon or a pattern captured in differ-
ent forms, even though different representation and their corresponding measures vary sig-
nificantly, there exists a common underlying visual property of patterns, which is captured in
terms of the local intensity properties. However, in their work Shechtman & Irani (2007), these
surfaces are computed very densely in an image, whereas we perform very sparse sampling,
i.e. we compute only two self-similarity surface for an entire image. Also, in this paper, we
introduce the usage of these surfaces for the human action recognition. We believe that this
novel application of these surfaces is very significant for understanding the human actions,
and provides acceptable accuracy compared to other well-known methods.
In the rest of the paper we operationalize self-similarity surface for human action sequences.
The rest of the paper is organized as follows. In the next section we review related work. Sec-
tion 3 gives a formal definition of self-similarity surface using image color features. Section 4
describes the representation and training of action sequences based on HoG descriptors, con-
structed from the self-similarity surfaces. In Section 5 we test the method on public dataset
and demonstrate the practicality and the potential of the proposed method. Section 6 con-
cludes the paper.

2. Related Work

The methods most closely related to our approach are that of Shechtman & Irani (2007); Ben-
abdelkader et al. (2004); Cutler & Davis (2000); Carlsson (2000). Recently for image and video
matching, Shechtman & Irani (2007) explored local self-similarity descriptors. The descriptors
are constructed by correlating the image (or video) patch centered at a pixel to its surround-
ing area by the sum of squared differences. The correlation surface is transformed into a
binned log-polar representation to form a local descriptor used for image and video match-
ing. Differently to this method, we explore the structure of similarities between all pairs of
time-frames in a sequence. The main focus of our work is on the use of self-similarities for
action recognition which was not addressed in Shechtman & Irani (2007). The Figure 3 shows
the self-similarity descriptor extracted from two separate images. The figure on the top left
has three marked points: 1,2 and 3. The right three images in the first row shows the com-
puted self-similarity descriptor for each of these marked points, respectively. In row two, the
leftmost image also has three points marked at almost the same location as the one in row
one above. The corresponding self-similarity descriptors are shown in the second row as well.
This image demonstrates that even when we have difference images containing same phe-
nomenon, (even in the presence of some perspective distortion), the computed self-similarity
descriptors, as can be seen above, bear great similarities. Consequently, the Figure 2 shows
the self-similarity descriptors at work. Figure 2(a) shows an input image. A self-similarity
descriptor of this image is extracted which is then matched to the descriptors extracted from a
database of a large number of images. In the figure, red corresponds to the highest similarity
values.
Our approach has a closer relation to the notion of video self-similarity used by Benabdelka-
der et al. (2004); Cutler & Davis (2000). In the domain of periodic motion detection, Cutler and
Davis Cutler & Davis (2000) track moving objects and extract silhouettes (or their bounding
boxes). This is followed by building a 2D matrix for the given video sequence, where each
entry of the matrix contains the absolute correlation score between the two frames i and j.
Their observation is that for a periodic motion, this similarity matrix will also be periodic. To
detect and characterize the periodic motion, they use the Time-Frequency analysis. Following
this, Benabdelkader et al. (2004) use the same construct of the self-similarity matrix for gait
recognition in videos of walking people. The periodicity of the gait creates diagonals in the
matrix and the temporal symmetry of the gait cycles are represented by the cross-diagonals.
In order to compare sequences of different length, the self-similarity matrix is subdivided into
small units. Both of these works focus primarily on videos of walking people for periodic
motion detection and gait analysis. The method in Carlsson (2000) also concerns gait recog-
nition using temporal similarities between frames of different image sequences. None of the
methods above explores the notion of self-similarity for action recognition. In addition, we
perform very sparse sampling of the foreground space.s

2.1 Overview of our approach
The overview of the proposed approach is as shown in Fig. 1. Whereas, Shechtman & Irani
(2007) compute the self-similarity based descriptor densely, we divide the foreground into just
two portions, the top and the bottom, as shown in the figure. What we do is basically match
the center of the top patch with its surroundings, within a certain radius. And we repeat the
same process for the bottom part of the foreground. This results in two self-similarity surfaces,
explained below, which are then converted into HoG based descriptors Dalal & Triggs (2005).
Once we have these pose descriptors for all action sequences of all classes, we train a Condi-
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motion detection and gait analysis. The method in Carlsson (2000) also concerns gait recog-
nition using temporal similarities between frames of different image sequences. None of the
methods above explores the notion of self-similarity for action recognition. In addition, we
perform very sparse sampling of the foreground space.s

2.1 Overview of our approach
The overview of the proposed approach is as shown in Fig. 1. Whereas, Shechtman & Irani
(2007) compute the self-similarity based descriptor densely, we divide the foreground into just
two portions, the top and the bottom, as shown in the figure. What we do is basically match
the center of the top patch with its surroundings, within a certain radius. And we repeat the
same process for the bottom part of the foreground. This results in two self-similarity surfaces,
explained below, which are then converted into HoG based descriptors Dalal & Triggs (2005).
Once we have these pose descriptors for all action sequences of all classes, we train a Condi-
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Fig. 1. Overview of the proposed solution. Initially, the foreground is extracted from an action
sequence. Once extracted, the foreground is divided into the upper part and the lower part.
Each part is used to compute the self-similarity descriptor, as shown in right above. Each
surface is then transformed into HoG features. These features are computed for all sequences
of each action class and a probabilistic model i.e. Conditional Random Fields, is learned for
performing accurate action recognition.

tion Random Field Lafferty et al. (2001), during our training phase. During the testing phase,
a test sequence also goes through the same process, and is assigned a probable sequence label
that maximizes our conditional model.

3. Self-Similarity Surfaces

In this section we define self-similarities computed from an action sequence. The main contri-
bution of the paper is the introduction of this self-similarity descriptor for action recognition,
with the rationale that poses from different action sequences produce self-similarities of dis-
tinct patterns or structures, thus allowing us to perform action recognition.
Originally introduced by Shechtman & Irani Shechtman & Irani (2007), the descriptor captures
internal geometric layout of local self-similarities within images by using only the color infor-
mation. Essentially, what it does is capture self-similarity of edges, color, repetitive patterns
and complex textures in a simple and unified way Shechtman & Irani (2007). The notion of

Fig. 2. The figure above shows the matching capabilities of the self-similarity descriptors. (a)
shows the input (or the test) image. A self-similarity descriptor of this image is extracted.
Once this is done, the descriptor is efficiently matched to the descriptors extracted from a
database of a large number of images. In the figure above, red corresponds to the highest
similarity values. (image courtesy of Shechtman & Irani (2007)

self-similarity is closely related to the notion of statistical co-occurrence, which is captured by
the Mutual Information (MI). An example of this is shown in Figure 1.
The self-similarity descriptor is computed as follows: First, the object (or the actor) is extracted
from the action sequence. This can be done by simple application of any background subtrac-
tion method (we use the extracted foregrounds provided by Shechtman & Irani (2007)). Once
such a foreground is obtained, we divide it into two equal parts (the upper and the lower
part). The center p of each patch, generally represented by a 5 × 5 patch, is compared to the
surrounding patches within a radius (generally of size 15 or 30, depending on the size of the
foreground object). The comparison of the patches is made by a simple application of sum
of square differences (SSD). The result surface Υp(x,y), is then normalized into a correlation
surface:

Sp = exp
(
−

Υp(x,y)
σauto

)
(1)

where σauto is a constant that takes into account noise, and common variations in color, illu-
mination etc (for our experiments, we set its value to 2.5).
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Fig. 3. The figure above shows the self-similarity descriptor extracted from two separate im-
ages. The figure on the top left has three marked points: 1,2 and 3. The right three images in
the first row shows the computed self-similarity descriptor for each of these marked points,
respectively. In row two, the leftmost image also has three points marked at almost the same
location as the one in row one above. The corresponding self-similarity descriptors are shown
in the second row as well. This image demonstrates that even when we have difference im-
ages containing same phenomenon, (even in the presence of some perspective distortion),
the computed self-similarity descriptors, as can be seen above, bear great similarities. (image
courtesy of Shechtman & Irani (2007)

The surface Sp is then transformed to better distinguish the spatial appearances. To this end,
for describing the spatial appearance of a person at each image frame, we compute His-
tograms of Oriented Gradients (HoG) Dalal & Triggs (2005). This feature, originally used
to perform human detection, characterizes the local shape by capturing the gradient struc-
ture. In our implementation, we use 8 bin histograms for each of 5 × 7 blocks defined on (the
upper and the lower parts of the) bounding box around the person in each frame. The final
self-similarity descriptor Di, for an image i, is then a concatenation of HoG features obtained
from the upper and the lower part of the bounding box.
As shown in the 5, in addition to the SSDs based on the color information, we also test on
self-similarity surfaces computed from optical flows. The optical flow is computed by Lucas
and Kanade method Lucas & Kanade (1981) on person-centered bounding boxes using two
consecutive frames.

4. Modeling & Recognition

At this stage, for each action sequence, we have obtained self-similarity surfaces, two for each
frame. As described above, this self-similarity surface is then converted into HoG features. In
this section, we aim to learn these features for each action class to perform action recognition.
For this purpose, we chose Conditional Random Fields (CRFs) Lafferty et al. (2001)(cf. Fig.
4a). To the best of our knowledge, no work exists that learns these self-similarity surfaces for
action recognition.

4.1 Conditional Random Fields
CRFs are a probabilistic framework for segmenting and labeling sequence data. Exhibiting
many advantages over the traditional Hidden Markov Models (HMMs), CRFs provide a great
flexibility by relaxing the conditional independence assumption generally made for the obser-
vation data.
The general framework for CRFs is as follows: Let X be a random variable over data sequence
to be labeled and let R be a random variable over our corresponding label sequences. All com-
ponents of Ri of R are assume to range over a finite label sequence R, which in our case can
be action sequences like bend, wave, jump, hop, run, walk etc. Generally, in train-
ing dataset, the random variables R and X are jointly distributed, but in the case of CRFs we
construct the conditional model p(R|X), rather than explicitly modeling the marginal p(X):
Let G = (V, E) be an undirected graph over our set of random variables R and X (cf. Fig. 4b).
Then (R,X) is a conditional random field in case, when conditioned on X, the random variable
Ri obey the Markov property with respect to the graph: p(Ri|Rj,X, i �= j) = p(Ri|Rj,X, i ∼ j),
where ∼ means i and j are neighbors in G Lafferty et al. (2001). Let C(X,R) be the set of
maximal clique in G, then the CRFs define the conditional probability of the label sequence
given the observed sequence as

pθ(R|X) = 1
Z(X) ∏

c∈C(R,X)
φc

θ(Rc,Xc) (2)

where Z(X) is the normalization factor over all states of the sequences, and is given as:

Z(X) = ∑
R

∏
c∈C(R,X)

φc
θ(Rc,Xc) (3)

and φc
θ is the potential function of the clique c, and characterizes according to the set of selected

features fθ so that:

φc
θ(Rc,Xc) = exp

(
T

∑
t=1

∑
n

λn fθ(Rc,Xc, t)

)
(4)

where the model parameters ψ = {λn} are a set of real weights, per feature. Each feature func-
tion fθ(Rc,Xc, t) is either a state function sk(rt,xt, t) or a transition function gk(rt−1, rt,xt, t).
State functions depend on a single hidden variable in the model, while the transition function
can depend on a pair of hidden variables Lafferty et al. (2001).
Linear-chain CRFs, as shown in Fig. 4b, are widely used in many applications. Accordingly,
the cliques of such a conditional model include pair of neighboring sates (rt−1, rt), whereas the
connectivity among the observation is unrestricted. Therefore, arbitrary complex observation
dependencies can be added to the model without out affected complicating the inferences, as
these observations are known and fixed.
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self-similarity surfaces computed from optical flows. The optical flow is computed by Lucas
and Kanade method Lucas & Kanade (1981) on person-centered bounding boxes using two
consecutive frames.
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At this stage, for each action sequence, we have obtained self-similarity surfaces, two for each
frame. As described above, this self-similarity surface is then converted into HoG features. In
this section, we aim to learn these features for each action class to perform action recognition.
For this purpose, we chose Conditional Random Fields (CRFs) Lafferty et al. (2001)(cf. Fig.
4a). To the best of our knowledge, no work exists that learns these self-similarity surfaces for
action recognition.

4.1 Conditional Random Fields
CRFs are a probabilistic framework for segmenting and labeling sequence data. Exhibiting
many advantages over the traditional Hidden Markov Models (HMMs), CRFs provide a great
flexibility by relaxing the conditional independence assumption generally made for the obser-
vation data.
The general framework for CRFs is as follows: Let X be a random variable over data sequence
to be labeled and let R be a random variable over our corresponding label sequences. All com-
ponents of Ri of R are assume to range over a finite label sequence R, which in our case can
be action sequences like bend, wave, jump, hop, run, walk etc. Generally, in train-
ing dataset, the random variables R and X are jointly distributed, but in the case of CRFs we
construct the conditional model p(R|X), rather than explicitly modeling the marginal p(X):
Let G = (V, E) be an undirected graph over our set of random variables R and X (cf. Fig. 4b).
Then (R,X) is a conditional random field in case, when conditioned on X, the random variable
Ri obey the Markov property with respect to the graph: p(Ri|Rj,X, i �= j) = p(Ri|Rj,X, i ∼ j),
where ∼ means i and j are neighbors in G Lafferty et al. (2001). Let C(X,R) be the set of
maximal clique in G, then the CRFs define the conditional probability of the label sequence
given the observed sequence as

pθ(R|X) = 1
Z(X) ∏

c∈C(R,X)
φc

θ(Rc,Xc) (2)

where Z(X) is the normalization factor over all states of the sequences, and is given as:

Z(X) = ∑
R

∏
c∈C(R,X)

φc
θ(Rc,Xc) (3)

and φc
θ is the potential function of the clique c, and characterizes according to the set of selected

features fθ so that:

φc
θ(Rc,Xc) = exp

(
T

∑
t=1

∑
n

λn fθ(Rc,Xc, t)

)
(4)

where the model parameters ψ = {λn} are a set of real weights, per feature. Each feature func-
tion fθ(Rc,Xc, t) is either a state function sk(rt,xt, t) or a transition function gk(rt−1, rt,xt, t).
State functions depend on a single hidden variable in the model, while the transition function
can depend on a pair of hidden variables Lafferty et al. (2001).
Linear-chain CRFs, as shown in Fig. 4b, are widely used in many applications. Accordingly,
the cliques of such a conditional model include pair of neighboring sates (rt−1, rt), whereas the
connectivity among the observation is unrestricted. Therefore, arbitrary complex observation
dependencies can be added to the model without out affected complicating the inferences, as
these observations are known and fixed.
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Fig. 4. (a) Graphical structures of simple HMMs. (b) Graphical Structure in the case of CRFs,
where the open circle indicates that the data is not generated by the model.

4.2 Parameter Learning
Given a fully labeled training data set D = {Ri,Xi}N

i=1, the CRF parameters can be obtained
by optimizing the conditional log-likelihood function

O(θ) =
N

∑
i=1

log pθ(R
i|Xi) (5)

The derivative of (5) with respect to the λk associated with clique c is given as:

∂O(θ)

∂λk
= ∑

i
∑

t
fθ(R

i
t,c,Xi, t)

−∑
i

∑
t

∑
c∈C

∑
Rc

pθ(Rc|Xi
t) fθ(Rt,c,Xi, t) (6)

where Rt,c denotes the variable R at time stamp t in clique c of the CRF, and Rc ranges over
assignment to c.

bend jack jump pjump run side skip walk wave

Fig. 5. Weizman dataset: The top row shows instances from the nine different action
sequences. The bottom row depicts the extracted silhouettes. The dataset contains ninety-
three action sequences videos of varying lengths, each having a resolution of 180 × 144.
The nine difference action are: bending down, jumping back, jumping, jumping
in place, galloping sideways, running, walking, waving one hand and
waving two hands.

To reduce over-fitting, generally a penalized likelihood is used for training the parameters:
O(θ) + 1

2σ2 ‖θ‖2 where the second term is the log of a Gaussian prior with variance σ2, i.e.
P(θ) = exp( 1

2σ2 ‖θ‖2)
This convex function can be optimized by a number of techniques such as the Quasi-Newton
optimization methods. Specially for discrete-valued chain models, the observation dependent
normalization can be efficiently computed by tensor/matrix multiplication Sminchisescu et al.
(2005).

4.3 Action Recognition
So far what we have is a labeled data sequence D = {Ri,Xi}N

i=1, and we have computed the
CRF model parameters θ∗. Now, once we have a new test sequence x, we perform the same
task as defined above in Section 3: we extract the foreground, divide it into two parts and com-
pute the self-similarities. We then convert these self-similarities to HoG descriptors. Once we
have these descriptors, we are ready to determine the test sequence’s correct class assignment.
What we want to do is to to estimate the most probable sequence label r∗ that maximizes the
conditional model.

r∗ = argmax
r

P(r|x,θ∗) (7)

where the parameters θ∗ are learned from the training samples. While another option could
be to use Viterbi path, in our experiments we the above maximal marginal probabilities for
training, and the Viterbi path for labeling a new sequence for performing action recognition.
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normalization can be efficiently computed by tensor/matrix multiplication Sminchisescu et al.
(2005).

4.3 Action Recognition
So far what we have is a labeled data sequence D = {Ri,Xi}N

i=1, and we have computed the
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have these descriptors, we are ready to determine the test sequence’s correct class assignment.
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To reduce over-fitting, generally a penalized likelihood is used for training the parameters:
O(θ) + 1

2σ2 ‖θ‖2 where the second term is the log of a Gaussian prior with variance σ2, i.e.
P(θ) = exp( 1

2σ2 ‖θ‖2)
This convex function can be optimized by a number of techniques such as the Quasi-Newton
optimization methods. Specially for discrete-valued chain models, the observation dependent
normalization can be efficiently computed by tensor/matrix multiplication Sminchisescu et al.
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So far what we have is a labeled data sequence D = {Ri,Xi}N

i=1, and we have computed the
CRF model parameters θ∗. Now, once we have a new test sequence x, we perform the same
task as defined above in Section 3: we extract the foreground, divide it into two parts and com-
pute the self-similarities. We then convert these self-similarities to HoG descriptors. Once we
have these descriptors, we are ready to determine the test sequence’s correct class assignment.
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optimization methods. Specially for discrete-valued chain models, the observation dependent
normalization can be efficiently computed by tensor/matrix multiplication Sminchisescu et al.
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Fig. 6. Cross-validation results for action recognition of the Weizman dataset when the whole
foreground patch is used for computing the self-similarity surface. The dataset contains
ninety-three action sequences videos of varying lengths, each having a resolution of 180× 144.
The first row shows label for each action type, the second row show a sample frame from an
action sequence, while the last row shows the extracted silhouette from the action sequence.

For all recognition experiments in the next section, we report results for n-fold cross-validation
and make sure the actions of the same person do not appear in the training and in the test sets
simultaneously.

5. Experimental results

In this section, we put the proposed method of using the self-similarities for action recognition
to test. For this reason, we validate our approach on the publicly available Weizman dataset
and compare our results with some of the other significant work done in the area. Some
instances from the data set are shown in Fig. 5.

5.1 Experiments with Weizman actions dataset
To asses the discriminative power of our method on real video sequences we apply it to the
standard single-view video dataset with nine classes of human actions performed by nine sub-
jects Gorelick et al. (2007)(see Fig. 5(top)). The dataset contains ninety-three action sequences
videos of varying lengths, each having a resolution of 180 × 144. The nine difference action
are: bending down, jumping back, jumping, jumping in place, galloping
sideways, running, walking, waving one hand and waving two hands. Using
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Fig. 7. Cross-validation results for action recognition of the Weizman dataset when the self-
similarity surfaces are created based on the optical flows computed between consecutive
frames of the action sequences.

the extracted silhouettes, we compute the self-similarity surfaces of the foreground and then
transform them into HoG features for action learning.
We have described above that the foreground is divided into two different parts and then
we compute the self-similarity surfaces. However, we performed experiment with dividing
the foreground into different parts rather than just two. For example, the results for the case
when the whole foreground object is used for computing the self-similarity surface is shown
in Fig. 6. As can be seen in the figure, the action recognition results for n-fold cross-validation
is almost 66%. In addition, we also test on the self-similarity surfaces that are computed
based on the optical flow computed between consecutive frame of the action sequence. The
confusion matrix for this testing is shown in Fig. 7. The accuracy for this approach reaches
66%. Tests were also performed on dividing the foreground into three and six parts, but no
improvement in the accuracy was observed.
However, our experiments show that the best results are obtained when the foreground is
divided into the top and the bottom part and using only the color information. Results for the
n-fold cross-validation for this case are depicted in Fig. 8. As the confusion matrix shows, the
accuracy reached for our method is 70%.
These accuracy results are very encouraging, specially since we are using very sparse descrip-
tors for the pose (just two per frame). Although higher accuracy results have been reported
Ikizler & Duygulu (2007), accuracy of the proposed method is comparable to the well known
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Fig. 6. Cross-validation results for action recognition of the Weizman dataset when the whole
foreground patch is used for computing the self-similarity surface. The dataset contains
ninety-three action sequences videos of varying lengths, each having a resolution of 180× 144.
The first row shows label for each action type, the second row show a sample frame from an
action sequence, while the last row shows the extracted silhouette from the action sequence.

For all recognition experiments in the next section, we report results for n-fold cross-validation
and make sure the actions of the same person do not appear in the training and in the test sets
simultaneously.

5. Experimental results

In this section, we put the proposed method of using the self-similarities for action recognition
to test. For this reason, we validate our approach on the publicly available Weizman dataset
and compare our results with some of the other significant work done in the area. Some
instances from the data set are shown in Fig. 5.

5.1 Experiments with Weizman actions dataset
To asses the discriminative power of our method on real video sequences we apply it to the
standard single-view video dataset with nine classes of human actions performed by nine sub-
jects Gorelick et al. (2007)(see Fig. 5(top)). The dataset contains ninety-three action sequences
videos of varying lengths, each having a resolution of 180 × 144. The nine difference action
are: bending down, jumping back, jumping, jumping in place, galloping
sideways, running, walking, waving one hand and waving two hands. Using
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Fig. 7. Cross-validation results for action recognition of the Weizman dataset when the self-
similarity surfaces are created based on the optical flows computed between consecutive
frames of the action sequences.

the extracted silhouettes, we compute the self-similarity surfaces of the foreground and then
transform them into HoG features for action learning.
We have described above that the foreground is divided into two different parts and then
we compute the self-similarity surfaces. However, we performed experiment with dividing
the foreground into different parts rather than just two. For example, the results for the case
when the whole foreground object is used for computing the self-similarity surface is shown
in Fig. 6. As can be seen in the figure, the action recognition results for n-fold cross-validation
is almost 66%. In addition, we also test on the self-similarity surfaces that are computed
based on the optical flow computed between consecutive frame of the action sequence. The
confusion matrix for this testing is shown in Fig. 7. The accuracy for this approach reaches
66%. Tests were also performed on dividing the foreground into three and six parts, but no
improvement in the accuracy was observed.
However, our experiments show that the best results are obtained when the foreground is
divided into the top and the bottom part and using only the color information. Results for the
n-fold cross-validation for this case are depicted in Fig. 8. As the confusion matrix shows, the
accuracy reached for our method is 70%.
These accuracy results are very encouraging, specially since we are using very sparse descrip-
tors for the pose (just two per frame). Although higher accuracy results have been reported
Ikizler & Duygulu (2007), accuracy of the proposed method is comparable to the well known
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Fig. 6. Cross-validation results for action recognition of the Weizman dataset when the whole
foreground patch is used for computing the self-similarity surface. The dataset contains
ninety-three action sequences videos of varying lengths, each having a resolution of 180× 144.
The first row shows label for each action type, the second row show a sample frame from an
action sequence, while the last row shows the extracted silhouette from the action sequence.

For all recognition experiments in the next section, we report results for n-fold cross-validation
and make sure the actions of the same person do not appear in the training and in the test sets
simultaneously.

5. Experimental results

In this section, we put the proposed method of using the self-similarities for action recognition
to test. For this reason, we validate our approach on the publicly available Weizman dataset
and compare our results with some of the other significant work done in the area. Some
instances from the data set are shown in Fig. 5.

5.1 Experiments with Weizman actions dataset
To asses the discriminative power of our method on real video sequences we apply it to the
standard single-view video dataset with nine classes of human actions performed by nine sub-
jects Gorelick et al. (2007)(see Fig. 5(top)). The dataset contains ninety-three action sequences
videos of varying lengths, each having a resolution of 180 × 144. The nine difference action
are: bending down, jumping back, jumping, jumping in place, galloping
sideways, running, walking, waving one hand and waving two hands. Using
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Fig. 7. Cross-validation results for action recognition of the Weizman dataset when the self-
similarity surfaces are created based on the optical flows computed between consecutive
frames of the action sequences.

the extracted silhouettes, we compute the self-similarity surfaces of the foreground and then
transform them into HoG features for action learning.
We have described above that the foreground is divided into two different parts and then
we compute the self-similarity surfaces. However, we performed experiment with dividing
the foreground into different parts rather than just two. For example, the results for the case
when the whole foreground object is used for computing the self-similarity surface is shown
in Fig. 6. As can be seen in the figure, the action recognition results for n-fold cross-validation
is almost 66%. In addition, we also test on the self-similarity surfaces that are computed
based on the optical flow computed between consecutive frame of the action sequence. The
confusion matrix for this testing is shown in Fig. 7. The accuracy for this approach reaches
66%. Tests were also performed on dividing the foreground into three and six parts, but no
improvement in the accuracy was observed.
However, our experiments show that the best results are obtained when the foreground is
divided into the top and the bottom part and using only the color information. Results for the
n-fold cross-validation for this case are depicted in Fig. 8. As the confusion matrix shows, the
accuracy reached for our method is 70%.
These accuracy results are very encouraging, specially since we are using very sparse descrip-
tors for the pose (just two per frame). Although higher accuracy results have been reported
Ikizler & Duygulu (2007), accuracy of the proposed method is comparable to the well known
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Fig. 6. Cross-validation results for action recognition of the Weizman dataset when the whole
foreground patch is used for computing the self-similarity surface. The dataset contains
ninety-three action sequences videos of varying lengths, each having a resolution of 180× 144.
The first row shows label for each action type, the second row show a sample frame from an
action sequence, while the last row shows the extracted silhouette from the action sequence.

For all recognition experiments in the next section, we report results for n-fold cross-validation
and make sure the actions of the same person do not appear in the training and in the test sets
simultaneously.

5. Experimental results

In this section, we put the proposed method of using the self-similarities for action recognition
to test. For this reason, we validate our approach on the publicly available Weizman dataset
and compare our results with some of the other significant work done in the area. Some
instances from the data set are shown in Fig. 5.

5.1 Experiments with Weizman actions dataset
To asses the discriminative power of our method on real video sequences we apply it to the
standard single-view video dataset with nine classes of human actions performed by nine sub-
jects Gorelick et al. (2007)(see Fig. 5(top)). The dataset contains ninety-three action sequences
videos of varying lengths, each having a resolution of 180 × 144. The nine difference action
are: bending down, jumping back, jumping, jumping in place, galloping
sideways, running, walking, waving one hand and waving two hands. Using
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Fig. 7. Cross-validation results for action recognition of the Weizman dataset when the self-
similarity surfaces are created based on the optical flows computed between consecutive
frames of the action sequences.

the extracted silhouettes, we compute the self-similarity surfaces of the foreground and then
transform them into HoG features for action learning.
We have described above that the foreground is divided into two different parts and then
we compute the self-similarity surfaces. However, we performed experiment with dividing
the foreground into different parts rather than just two. For example, the results for the case
when the whole foreground object is used for computing the self-similarity surface is shown
in Fig. 6. As can be seen in the figure, the action recognition results for n-fold cross-validation
is almost 66%. In addition, we also test on the self-similarity surfaces that are computed
based on the optical flow computed between consecutive frame of the action sequence. The
confusion matrix for this testing is shown in Fig. 7. The accuracy for this approach reaches
66%. Tests were also performed on dividing the foreground into three and six parts, but no
improvement in the accuracy was observed.
However, our experiments show that the best results are obtained when the foreground is
divided into the top and the bottom part and using only the color information. Results for the
n-fold cross-validation for this case are depicted in Fig. 8. As the confusion matrix shows, the
accuracy reached for our method is 70%.
These accuracy results are very encouraging, specially since we are using very sparse descrip-
tors for the pose (just two per frame). Although higher accuracy results have been reported
Ikizler & Duygulu (2007), accuracy of the proposed method is comparable to the well known
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Fig. 8. Cross-validation results for action recognition of the Weizman dataset when the fore-
ground patch is divided into an upper and a lower part for computing the self-similarity
surface.

work of Niebles et al. (2006) and also with the recently reported results in Resendiz & Ahuja
(2008) posted for the same dataset.

6. Conclusion

We propose a novel usage self-similarity surfaces for action recognition. These surfaces are
computed on an extracted foreground of a person performing an action. In contrast to Shecht-
man & Irani (2007); Niebles et al. (2006); Resendiz & Ahuja (2008), we compute only a few
of these surfaces per frame, in fact just two features per frame. Experimental validation on
Weizman datasets confirms the stability and utility of our approach. The proposed method
does not rely on the structure recovery nor on the correspondence estimation, but makes only
mild assumptions about the rough localization of a person in the frame. This lack of strong
assumptions is likely to make our method applicable to action recognition beyond controlled
datasets when combined with the modern techniques for person detection and tracking.
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work of Niebles et al. (2006) and also with the recently reported results in Resendiz & Ahuja
(2008) posted for the same dataset.

6. Conclusion

We propose a novel usage self-similarity surfaces for action recognition. These surfaces are
computed on an extracted foreground of a person performing an action. In contrast to Shecht-
man & Irani (2007); Niebles et al. (2006); Resendiz & Ahuja (2008), we compute only a few
of these surfaces per frame, in fact just two features per frame. Experimental validation on
Weizman datasets confirms the stability and utility of our approach. The proposed method
does not rely on the structure recovery nor on the correspondence estimation, but makes only
mild assumptions about the rough localization of a person in the frame. This lack of strong
assumptions is likely to make our method applicable to action recognition beyond controlled
datasets when combined with the modern techniques for person detection and tracking.
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Fig. 8. Cross-validation results for action recognition of the Weizman dataset when the fore-
ground patch is divided into an upper and a lower part for computing the self-similarity
surface.

work of Niebles et al. (2006) and also with the recently reported results in Resendiz & Ahuja
(2008) posted for the same dataset.

6. Conclusion

We propose a novel usage self-similarity surfaces for action recognition. These surfaces are
computed on an extracted foreground of a person performing an action. In contrast to Shecht-
man & Irani (2007); Niebles et al. (2006); Resendiz & Ahuja (2008), we compute only a few
of these surfaces per frame, in fact just two features per frame. Experimental validation on
Weizman datasets confirms the stability and utility of our approach. The proposed method
does not rely on the structure recovery nor on the correspondence estimation, but makes only
mild assumptions about the rough localization of a person in the frame. This lack of strong
assumptions is likely to make our method applicable to action recognition beyond controlled
datasets when combined with the modern techniques for person detection and tracking.
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1. Introduction 

Wireless Sensor Networks closely resemble a human behaviour model, in which a number 
of nodes that have just met are able to communicate with each other based on mutual trust 
levels developed over a period of time. WSNs are characterised by their performance of an 
additional function to the traditional functions of an ad-hoc network, which is monitoring 
events and reporting data and, as such, the sensed data represent the core component of 
trust-modelling in this research.  
 
The trust-modelling problem in wireless networks is characterised by uncertainty. It is a 
decision problem under uncertainty and the only coherent way to deal with uncertainty is 
through probability. There are several frameworks for reasoning under uncertainty, but it is 
well accepted that the probabilistic paradigm is the theoretically sound framework for 
solving a decision problem involving uncertainty. Some of the trust models introduced for 
sensor networks employ probabilistic solutions mixed with ad-hoc approaches. None of 
them produces a full probabilistic answer to the problem. Each node's reliability is an 
unknown quantity. The ensuing decision problems concern is which nodes are to be trusted. 
It is these decision problems; regarding when to terminate nodes, that motivate research in 
trust models.  
 
We look at applying trust evaluation to WSNs, providing continuous data in the form of a 
new reputation system we call GTRSSN: Gaussian Trust and Reputation System for Sensor 
Networks. It has been argued that previous studies on WSNs focused on the trust associated 
with the routing and the successful performance of a sensor node in some predetermined 
task. This resulted in looking at binary events. The trustworthiness and reliability of the 
nodes of a WSN, when the sensed data are continuous, has not been addressed. Our main 
contribution is therefore the introduction of a statistical approach; a theoretically sound 
Bayesian probabilistic approach for modelling trust in WSNs in the case of continuous 
sensor data; that is, we derive a Bayesian probabilistic reputation system and trust model for 
WSNs, as presented in our work in (Momani et al., 2007a) and (Momani et al., 2007b). 
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1. Introduction 

Wireless Sensor Networks closely resemble a human behaviour model, in which a number 
of nodes that have just met are able to communicate with each other based on mutual trust 
levels developed over a period of time. WSNs are characterised by their performance of an 
additional function to the traditional functions of an ad-hoc network, which is monitoring 
events and reporting data and, as such, the sensed data represent the core component of 
trust-modelling in this research.  
 
The trust-modelling problem in wireless networks is characterised by uncertainty. It is a 
decision problem under uncertainty and the only coherent way to deal with uncertainty is 
through probability. There are several frameworks for reasoning under uncertainty, but it is 
well accepted that the probabilistic paradigm is the theoretically sound framework for 
solving a decision problem involving uncertainty. Some of the trust models introduced for 
sensor networks employ probabilistic solutions mixed with ad-hoc approaches. None of 
them produces a full probabilistic answer to the problem. Each node's reliability is an 
unknown quantity. The ensuing decision problems concern is which nodes are to be trusted. 
It is these decision problems; regarding when to terminate nodes, that motivate research in 
trust models.  
 
We look at applying trust evaluation to WSNs, providing continuous data in the form of a 
new reputation system we call GTRSSN: Gaussian Trust and Reputation System for Sensor 
Networks. It has been argued that previous studies on WSNs focused on the trust associated 
with the routing and the successful performance of a sensor node in some predetermined 
task. This resulted in looking at binary events. The trustworthiness and reliability of the 
nodes of a WSN, when the sensed data are continuous, has not been addressed. Our main 
contribution is therefore the introduction of a statistical approach; a theoretically sound 
Bayesian probabilistic approach for modelling trust in WSNs in the case of continuous 
sensor data; that is, we derive a Bayesian probabilistic reputation system and trust model for 
WSNs, as presented in our work in (Momani et al., 2007a) and (Momani et al., 2007b). 
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2. Node Misbehaviour Classification 

The main idea behind reputation and trust-based systems is to discover and exclude 
misbehaving nodes and to minimise the damage caused by inside attackers. Node 
misbehaviour can be classified in two categories: communication misbehaviour and data 
misinforming. Most of the researchers classify node misbehaviour in the same way they 
model trust: from the communication point of view. However, as discussed so far, WSNs 
are deployed to sense events and report data, so the node misbehaviour diagram presented 
in (Srinivasan et al., 2007) is extended by introducing a new branch addressing sensor data 
misbehaviour; misinforming, as a second category of nodes’ misbehaviour classification in 
WSNs, as illustrated below in Figure 1, to reflect the way trust is being modelled here. 
 

 
Fig. 1. Node misbehaviour classification 
 
As can be seen from the diagram in Figure 1, the new branch dealing with sensor data 
includes the misinforming behaviour of a sensor node. This can be caused due to a faulty 
node, a node that is damaged or has expired, or due to a noise, as sensor data are not 
without noise, a malicious node or environment. The node might have been captured or the 
environment is malfunctioning or there might have been a communication failure, or there 
has been interference or the communication between nodes is cut off for some reason. The 
communication misbehaviour classification is due to the node being malicious, an intruder 
attacking and damaging the network, or the node is selfish, trying to save resources for later 
usage. Further detailed information regarding the node misbehaviour communication 
branch is provided in (Srinivasan et al., 2006). 

 

3. Modelling Trust 

Initially, the primary focus of the research on trust in WSNs was on whether a node will detect 
appropriately, will or will not report the detected event(s), and will route information. The 
uncertainty in these actions warranted the development of reputation systems and 
corresponding trust models. Modelling trust in general is the process of representing the 
trustworthiness of one node in the opinion of another node, that is, how much one node trusts 
every other node in the surrounding area, and it has been the focus of many researchers from 
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2. Node Misbehaviour Classification 

The main idea behind reputation and trust-based systems is to discover and exclude 
misbehaving nodes and to minimise the damage caused by inside attackers. Node 
misbehaviour can be classified in two categories: communication misbehaviour and data 
misinforming. Most of the researchers classify node misbehaviour in the same way they 
model trust: from the communication point of view. However, as discussed so far, WSNs 
are deployed to sense events and report data, so the node misbehaviour diagram presented 
in (Srinivasan et al., 2007) is extended by introducing a new branch addressing sensor data 
misbehaviour; misinforming, as a second category of nodes’ misbehaviour classification in 
WSNs, as illustrated below in Figure 1, to reflect the way trust is being modelled here. 
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3.2. Second-hand Information 
A second source of information in trust-modelling is information provided by other nodes. 
This source of information is referred to as second-hand information. It consists of information 
gathered by nodes as first-hand information and converted into an assessment. Due to the 
limitations of a WSN, the second-hand information is summarised before being shared. For 
example, the RFSN in (Ganeriwal & Srivastava, 2004) uses the Beta probability model and 
share the values of the parameters of the probability distributions as second-hand information. 
This shared information is not hard data for the node receiving the information. A proper way 
is required to incorporate this new information into the trust model by combining it with 
observed data. While some trust models build reputations purely on the basis of observations, 
most of them attempt to use the second-hand information. The reasons are obvious from a 
statistical point of view. But the interest is also motivated by the desire to speed up the 
assessment of reputations. Due to the asymmetric transactions in a network, some nodes may 
not have enough observations about all neighbouring nodes. 
 
Using shared information improves the efficiency and speed of reputation assessment, however, 
combining the two sources of information is handled differently by different trust models. For 
example, the RFSN uses the Dempster-Shafer Belief Theory. The Belief Theory is a framework for 
reasoning under uncertainty that differs from the probabilistic framework. The discussion of the 
fundamental differences between these two theories is beyond the scope of this research. 
Although the two approaches can be joined in some cases, they differ in their philosophies on 
how to treat uncertainty. The RFSN uses both of them in the same problem. We propose a 
probabilistic treatment of trust, and apply it to the case of continuous sensor data. 
 
Although a reputation system is designed to reduce the harmful effect of an unreliable or 
malicious node, such a system can be used by a malicious node to harm the network. Systems 
such as the RFSN in (Ganeriwal & Srivastava, 2004) and the distributed reputation-based 
beacon trust system (DRBTS) in (Srinivasan et al., 2006) are confronted with the issue of what 
second-hand information is allowed to be shared. For example, some prohibit negative 
second-hand information to be shared, in order to reduce the risk of a negative campaign by 
malicious nodes. Our proposed model incorporates all of the second-hand information. To 
resolve the issue of the validity of the information source, the information is modulated using 
the reputation of the source. This probabilistic approach rigorously answers the question of 
how to combine the two types of data in the exercise of assessing reputations in a sensor 
network. It is based on work undertaken in modelling Expert Opinion (Lindley & 
Singpurwalla, 1986; Morris, 1971; West, 1984). Expert opinions are used whenever few data are 
observed. The expert opinion is second-hand information that is merged with hard data 
according to the laws of probability. Information provided by knowledgeable sources is 
known as “expert opinion” in the statistical literature. These opinions are modulated by 
existing knowledge about the experts themselves, to provide a calibrated answer. 

 
4. The Beta Reputation System 

The Beta Reputation System was proposed by Josang and Ismail in (Jøsang & Ismail, 2002) 
to derive reputation ratings in the context of e-commerce. It was presented as a flexible 
system with foundations in the theory of statistics, and is based on the Beta probability 

density function. The Beta distribution can be used in the probability modelling of binary 
events. Let θ be a random variable representing a binary event, θ = 0; 1, and p the probability 
that the event occurs, θ = 1. Then the Beta-family of probability distributions, a continuous 
family of functions indexed by two parameters α and β, can be used to represent the 
probability density distribution of p, noted as Beta(α, β), as shown in equation (1): 
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where 0 ≤ p ≤ 1; α > 0; β  > 0. If the number of outcomes where there are r occurrences and s 
non-occurrences of the event is observed, then using a Bayesian probabilistic argument, the 
probability density function of p can be expressed as a Beta distribution, where α = r + 1 and β 
= s + 1. This probabilistic mechanism is applied to model the reputation of an entity using 
events of completion of a task by the assessed entity. The reputation system counts the number 
r of successful transactions, and the number s of failed transactions, and applies the Beta 
probability model. This provides for an easily updatable system, since it is easy to update both 
r and s in the model. Each new transaction results either in r or s being augmented by 1. 
For the RFSN (Ganeriwal & Srivastava, 2004) Ganeriwal and Srivastava used the work of 
Josang and Ismail presented in (Jøsang & Ismail, 2002), in their trust model for WSNs. For each 
node nj, a reputation Rij can be carried by a neighbouring node ni. The reputation is embodied 
in the Beta model and carried by two parameters αij and βij. αij represents the number of 
successful transactions node ni had with nj, and βij represents the number of unsuccessful 
transactions. The reputation of node nj maintained by node ni is Rij = Beta(αij + 1, βij + 1). The 
trust is defined as the expected value of the reputation, as shown in equation (2): 
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Second-hand information is presented to node ni by another neighbouring node nk. Node ni 
receives the reputation of node nj by node nk, Rkj, in the form of the two parameters αkj and 
βkj. Using this new information, node ni combines it with its current assessment Rij to obtain 

a new reputation new
ijR , as given in equation (3): 
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Note that node ni uses its reputation of node nk in the combination process. The authors of 
the RFSN defined how their trust model can be used in practice. They brought out some 
important points concerning the way information is to be used to avoid two major 
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Note that node ni uses its reputation of node nk in the combination process. The authors of 
the RFSN defined how their trust model can be used in practice. They brought out some 
important points concerning the way information is to be used to avoid two major 
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problems: (i) data incest, and (ii) a game theoretic set-up. Some researchers (Agah et al., 
2004; Liu et al., 2004) have looked into the game theory aspect, which is no doubt inherent in 
a problem with malicious nodes in the network. However, a game theory solution might be 
difficult to obtain, in view of the large number of nodes. The RFSN forces the WSNs 
protocols into an exchange of information that limits any game aspect. The effectiveness of 
the notion of reputation and trust resides in the assumption that the majority of nodes in 
any neighbourhood is trustworthy, therefore creating a resilience of the system. Trust 
assessment is used to flush out the bad nodes. In combining information, the authors of the 
RFSN followed the approach of (Jøsang & Ismail, 2002), by mapping the problem into a 
Dempster-Shafer belief theory model (Shafer, 1976), solving it using the concept of belief 
discounting, and conducting a reverse mapping from belief theory to probability. In our 
work we find it unnecessary to use the Belief theory. Rather, probability theory, and the 
ensuing work on expert opinion provide a way to combine the two types of information. 

 
5. Expert Opinion Theory 

The use of expert opinion has received much attention in the statistical literature. It allows 
for the formal incorporation of informed knowledge into a statistical analysis. Expert 
opinion, or informed judgement, is often available in the form of vendor information, 
engineering knowledge, manufacturer’s knowledge, or simply an opinion formed over time. 
It is often a subjective opinion based on knowledge. Its main departure from hard data is 
that it cannot be claimed as objectively observed data. Nevertheless, it is often valuable 
information that has been formed over the course of time. In our case, reputation is offered 
to neighbouring nodes as an opinion. The node making the assessment has not observed 
that reputation, and therefore treats it as an opinion. Early work to formalise ad-hoc 
procedures for the use of expert opinion includes (Dalkey & Helmer, 1963; Morris, 1971). 
Morris (Morris, 1974) recognised the importance of treating the expert opinion as data, 
stating the general principle on which subsequent work was based. The topic was further 
enlarged by the Bayesian statistical community to the problem of reconciliation prior 
information from different sources (Dawid, 1987; French, 1980; Genest & Schervish, 1985; 
Lindley et al., 1979), a topic that dated back to Winkler (Winkler, 1968). Lindley (Lindley, 
1983) highlighted the theory in the statistical arena, with others following with work on 
reliability (Aboura & Robinson, 1995; Mazzuchi & Soyer, 1993; Singpurwalla, 1988), on 
maintenance optimization (Aboura, 1995; Mazzuchi & Soyer, 1996; Van Nortwijk et al., 1992) 
and on nuclear safety (Cooke, 1994).  
 
The probabilistic approach adopted in the elicitation and use of expert opinion considers the 
opinion given by the expert as data and treats it according to the laws of probability. If θ is a 
random variable, and μ represents an opinion from an expert about θ, then P(θ|μ) obtains, 
using Bayes’ theorem as discussed in appendix A, the following formula, as shown in 
equation (6): 
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 ( | )P   is the likelihood function, and represents the analyst model of the expert's 
input 

 ( )P  is the distribution that represents any prior knowledge the analyst may have 
about the quantity of interest 

 ( )P  is the normalising constant  
 
Bayes’ theorem inverses the probability, so that the evidence μ highlights the value of θ that 
is most likely. The likelihood function ( ) ( | )L P    refers to where the expert opinion is 
modelled. As an example, consider the reliability scenario of (Aboura & Robinson, 1995). In 
it, an expert provides reliability estimates for a device or machine. The work was 
undertaken in the context of maintenance optimisation. 
 
Figure 3 shows the expert's input along the unknown reliability curve that the analyst wants 
to estimate. Each assessment by the expert is about the reliability as a time ti, in the form of a 

value 0 < ri < 1. If the expert was perfect, and assuming that the reliability at time ti is ite
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then 
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Fig. 3. Expert opinion ri for reliability at time ti 
 
However, it will not necessarily be the case, and a probability distribution is needed to 
model the input. That probability distribution is the likelihood function, in this case  
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The authors of (Aboura & Robinson, 1995) modelled it using a Beta distribution, such that 
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where i  and i  are inflation and bias, respectively, carried by the expert about the 
reliability at time ti. These two values reflect the analyst’s modulation of the expert opinion. 
To model several correlated inputs, a Dirichlet model is used. Once the likelihood function 
is built, then it can be used to combine the actual expert opinion with any existing 
knowledge about the random variable of interest. The analyst may not only have prior 
knowledge but also some observed data y about a random variable of interest, θ. Bayes’ 
theorem is applied to combine the three sources of information, as shown in equation (11): 
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One often writes, ( | , )P y   ( | , )P y   ( | )P   ( )P  , the denominator being a 
normalising constant that does not affect the combination occurring in the numerator. This 
seemingly simple operation can effectively combine many sources of information. We use it 
to model the reputation of a node when opinions about that node are provided by other 
nodes. 

 
6. GTRSSN: Gaussian Trust and Reputation System  
for Wireless Sensor Networks 

Taking into consideration the above discussion, let us assume that the wireless sensor 
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If node ni is connected to node nj, then , , 1i j j i    , otherwise it is equal to (0). Let (X) be a 
field variable monitored in the environment where the WSN is deployed. This variable, 
might represent temperature, chemical component or atmospheric value, is detected and 
estimated by the sensor nodes and it is assumed to be of a continuous nature. The nodes are 
synchronised and can report at discrete times t = 0, 1, 2, …., k. 
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then 
2
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ni}. This is a well-known straightforward Bayesian updating where a diffuse prior is used.  
 
We let , ,i j i jy   and 2 2

, /i j k  . Recall that k is node-dependent. It is the number of reports 
issued by node nj and routed through ni, and differs from node to node. We define the 
reputation as the probability density function, as in equation (15): 
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Trust is defined differently, since we want it to remain between (0) and (1), a convention 
that seems to be unanimous among researchers, except for the occasional translation to the 
scale [-1, 1]. In our trust model, we define the trust to be the probability, as shown in 
equations (16) and (17): 
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where   is the cumulative probability distribution (cdf) of the Normal N(0, 1). As shown in 
Figure 5, the area under the Gaussian curve N( ,i j , 2

,i j )  within the interval [ - ,  ] is the 
trust value. The bigger the error θij is, meaning its mean shifting to the right or left of 0, and 
the more spread that error is, the lower the trust value is. Each node ni maintains a line of 
reputation assessments composed of Tij for each j, such that , 0i j   (one-hop connection). 
Tij is updated for each time period t for which data is received from some connecting node j. 
The filled areas in Figure 5 represent the Gaussian Trust Tij in two cases. 
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where   is the cumulative probability distribution (cdf) of the Normal N(0, 1). As shown in 
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trust value. The bigger the error θij is, meaning its mean shifting to the right or left of 0, and 
the more spread that error is, the lower the trust value is. Each node ni maintains a line of 
reputation assessments composed of Tij for each j, such that , 0i j   (one-hop connection). 
Tij is updated for each time period t for which data is received from some connecting node j. 
The filled areas in Figure 5 represent the Gaussian Trust Tij in two cases. 
 

 
Fig. 5. Normal (Gaussian) distribution example 

 
In addition to data observed in form of , ,{ ( )}i j i jy y t , for all t values at which a report is 
issued by nj and routed through ni}, node ni uses second-hand information in the form of 

, ,( , )
s sl j l j  , s = 1, …, m, from the m nodes connected to nj and ni, as shown in Figure 6, 

below. This is an “expert opinion”, that is, soft information from external sources. Each of 
these m nodes has observed node nj reports and produced assessments of its error in the 
form of , ,( , )

s sl j l j  , s = 1,…, m, and consequently Tls,j, s = 1, …, m. In using the expert 
opinion theory, one needs to modulate it. Node ni uses its own assessment of the nodes 

1
,...,

ml ln n , in the form of , ,( , )
s si l i l  , s = 1, … , m, and consequently Ti,ls , s = 1, …, m. 

 

 
Fig. 6. Nodes that provide second-hand information 
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Using Bayes’ theorem, the probability distribution of θi,j is obtained using the observed data 
along with the second-hand modulated information, as shown in equation (18): 
 

1 1

1 1

, , , , , ,

, , , ,

( | , ( , ),..., ( , )

,( , ),..., ( , ))
m m

m m

i j i j l j l j l j l j

i l i l i l i l

P y    

   
         (18) 

 
and it is proportional to the product of three terms shown in equations (19), (20) and (21): 
 

1 1

1 1

, , , , , ,

, , , ,

( | ,( , ),...,( , ),

( , ),..., ( , ))
m m

m m

i j i j l j l j l j l j

i l i l i l i l

P y     

   
        (19) 

 

1 1 1 1, , , , , , , , ,(( , ),...,( , ) | ,( , ),..., ( , ))
m m m ml j l j l j l j i j i l i l i l i lP                   (20) 

 
and 
 
 

1 1, , , , ,( | ( , ),...,( , ))
m mi j i l i l i l i lP        (21) 
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model as a diffuse prior N(0,∞). 
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Using Bayes’ theorem, the probability distribution of θi,j is obtained using the observed data 
along with the second-hand modulated information, as shown in equation (18): 
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The second term, equation (20), models the use of the second-hand information. This term 
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Using Bayes’ theorem, the probability distribution of θi,j is obtained using the observed data 
along with the second-hand modulated information, as shown in equation (18): 
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and it is proportional to the product of three terms shown in equations (19), (20) and (21): 
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The first term, equation (19), reduces to , ,( |i j i jP y  ) through conditional independence, and 
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m mi l i l i l i l    , and it represents the prior distribution of ,i j  which we 
model as a diffuse prior N(0,∞). 
 
The second term, equation (20), models the use of the second-hand information. This term 
requires some elaboration and can be reduced to the product of equation (23) through 
conditional independence arguments. 
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Using Bayes’ theorem, the probability distribution of θi,j is obtained using the observed data 
along with the second-hand modulated information, as shown in equation (18): 
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The second term, equation (20), models the use of the second-hand information. This term 
requires some elaboration and can be reduced to the product of equation (23) through 
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These values , ,( , )new new

i j i j  , along with , ,( , )i j i j  , are easily updatable values that represent 

the continuous Gaussian version of the , ,( , )i j i j  and , ,( , )new new
i j i j  of the binary approach in 

(Ganeriwal & Srivastava, 2004), as derived from the approach in (Jøsang & Ismail, 2002). The 
solution presented is simple and easily computed, keeping in mind that the solution applies 
to networks with limited computational power. In the binary work, , ,( , )i j i j   are obtained 

through a Bayesian approach, while , ,( , )new new
i j i j  are obtained through the combination 

approach of Belief functions. The Gaussian solution provides a full probabilistic approach in 
the case of continuous sensor data.  
 
Some would object to the use of a diffuse prior, which, in effect, forces a null prior trust 
value, regardless of the ε value. A way to remedy to this is to start with a 2

0 0( , )N    prior 
distribution for all θij, such that the prior trust is (1/2). This choice not only answers the 
diffuse prior issue, but also allows the choice of the parameters involved. ε can be 
determined: given μ0 and σ0, μ0 is most likely to be set to (0). Therefore, σ0 and ε determine 
each other. Once one is set, the other is automatically deducted. Note that the prior is really 
node-dependent, making our definition of trust, and therefore ε, node-dependent. In 
practice, it is most likely that all priors are tuned to the same values so that the prior trusts 
are started at some level, say (1/2), with a proper prior ,i j , as shown in equation (36):  
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and the updated values are presented in equations (39) and (40) respectively: 
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Once ,
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i j  are formulated, the new trust value ,
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i jT  will be presented as shown 

in equation (41): 
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We call this trust and reputation system (GTRSSN), which stands for Gaussian Trust and 
Reputation System for Sensor Networks. It can be seen as an extension of the concepts of 
RFSN and DRBTS for sensor data and it introduces a full probabilistic approach to the 
combination of information in the reputation assessment. 

 
7. Simulation Results 

To verify the theory introduced in this chapter, several simulation experiments in different 
scenarios were developed. The results from the simulations conducted on the network 
shown in Figure 7, for one scenario, where only a random region from the network is 
selected to report data on every time series, are presented in this section. In all simulation 
experiments, the trust relationship between four nodes (1, 6, 7 and 13) in a sub-network of 
the fifteen-node network shown in Figure 7 is calculated. 
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approach of Belief functions. The Gaussian solution provides a full probabilistic approach in 
the case of continuous sensor data.  
 
Some would object to the use of a diffuse prior, which, in effect, forces a null prior trust 
value, regardless of the ε value. A way to remedy to this is to start with a 2
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distribution for all θij, such that the prior trust is (1/2). This choice not only answers the 
diffuse prior issue, but also allows the choice of the parameters involved. ε can be 
determined: given μ0 and σ0, μ0 is most likely to be set to (0). Therefore, σ0 and ε determine 
each other. Once one is set, the other is automatically deducted. Note that the prior is really 
node-dependent, making our definition of trust, and therefore ε, node-dependent. In 
practice, it is most likely that all priors are tuned to the same values so that the prior trusts 
are started at some level, say (1/2), with a proper prior ,i j , as shown in equation (36):  
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We call this trust and reputation system (GTRSSN), which stands for Gaussian Trust and 
Reputation System for Sensor Networks. It can be seen as an extension of the concepts of 
RFSN and DRBTS for sensor data and it introduces a full probabilistic approach to the 
combination of information in the reputation assessment. 

 
7. Simulation Results 

To verify the theory introduced in this chapter, several simulation experiments in different 
scenarios were developed. The results from the simulations conducted on the network 
shown in Figure 7, for one scenario, where only a random region from the network is 
selected to report data on every time series, are presented in this section. In all simulation 
experiments, the trust relationship between four nodes (1, 6, 7 and 13) in a sub-network of 
the fifteen-node network shown in Figure 7 is calculated. 
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approach of Belief functions. The Gaussian solution provides a full probabilistic approach in 
the case of continuous sensor data.  
 
Some would object to the use of a diffuse prior, which, in effect, forces a null prior trust 
value, regardless of the ε value. A way to remedy to this is to start with a 2

0 0( , )N    prior 
distribution for all θij, such that the prior trust is (1/2). This choice not only answers the 
diffuse prior issue, but also allows the choice of the parameters involved. ε can be 
determined: given μ0 and σ0, μ0 is most likely to be set to (0). Therefore, σ0 and ε determine 
each other. Once one is set, the other is automatically deducted. Note that the prior is really 
node-dependent, making our definition of trust, and therefore ε, node-dependent. In 
practice, it is most likely that all priors are tuned to the same values so that the prior trusts 
are started at some level, say (1/2), with a proper prior ,i j , as shown in equation (36):  
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We call this trust and reputation system (GTRSSN), which stands for Gaussian Trust and 
Reputation System for Sensor Networks. It can be seen as an extension of the concepts of 
RFSN and DRBTS for sensor data and it introduces a full probabilistic approach to the 
combination of information in the reputation assessment. 

 
7. Simulation Results 

To verify the theory introduced in this chapter, several simulation experiments in different 
scenarios were developed. The results from the simulations conducted on the network 
shown in Figure 7, for one scenario, where only a random region from the network is 
selected to report data on every time series, are presented in this section. In all simulation 
experiments, the trust relationship between four nodes (1, 6, 7 and 13) in a sub-network of 
the fifteen-node network shown in Figure 7 is calculated. 
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approach of Belief functions. The Gaussian solution provides a full probabilistic approach in 
the case of continuous sensor data.  
 
Some would object to the use of a diffuse prior, which, in effect, forces a null prior trust 
value, regardless of the ε value. A way to remedy to this is to start with a 2

0 0( , )N    prior 
distribution for all θij, such that the prior trust is (1/2). This choice not only answers the 
diffuse prior issue, but also allows the choice of the parameters involved. ε can be 
determined: given μ0 and σ0, μ0 is most likely to be set to (0). Therefore, σ0 and ε determine 
each other. Once one is set, the other is automatically deducted. Note that the prior is really 
node-dependent, making our definition of trust, and therefore ε, node-dependent. In 
practice, it is most likely that all priors are tuned to the same values so that the prior trusts 
are started at some level, say (1/2), with a proper prior ,i j , as shown in equation (36):  
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We call this trust and reputation system (GTRSSN), which stands for Gaussian Trust and 
Reputation System for Sensor Networks. It can be seen as an extension of the concepts of 
RFSN and DRBTS for sensor data and it introduces a full probabilistic approach to the 
combination of information in the reputation assessment. 

 
7. Simulation Results 

To verify the theory introduced in this chapter, several simulation experiments in different 
scenarios were developed. The results from the simulations conducted on the network 
shown in Figure 7, for one scenario, where only a random region from the network is 
selected to report data on every time series, are presented in this section. In all simulation 
experiments, the trust relationship between four nodes (1, 6, 7 and 13) in a sub-network of 
the fifteen-node network shown in Figure 7 is calculated. 
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Fig. 7. Wireless Sensor Network Diagram 
 
In this scenario and as stated before, it is assumed that, at each time slot a group of nodes 
are selected to report their sensed data, and when one node is sending its own reading to a 
specific node in the group, all the surrounding nodes connected to the sending node hear 
the reported value and start to send the output of that reading as a second-hand information 
to the receiving node regarding the sending node. The output of that reading between the 
sending and the receiving nodes is regarded as the direct observation, as discussed before. 
In other words, and in the case of selected sub-network, when node (7) is sending its 
reading to node (1), nodes (6) and (13) hear the reported data, use it to find the trust 
between them and node (7) and report that trust to node (1) as second-hand information 
about node (7). Node (1), at the same time, uses the reading reported directly from node (7) 
to calculate the direct trust between node (1) and node (7).  

 
7.1. No faulty or malicious nodes are present in the network 
At the beginning, it is assumed that all nodes are working properly, that no faulty or 
malicious nodes exist in the network, and report the sensed event (temperature) with 
minimum error. Figure 8 below presents the result of the simulation and shows the trust 
value between node (1) and the other nodes (6, 7 and 13). At first node (1) assesses node (13) 
based on the direct interactions only between the two nodes, without second-hand 

information, and then node (1) assesses node (13) based on the direct information between 
the two nodes and the second-hand information received from node (7) about node (13), 
with second-hand information. Node (1) performs the same assessment procedure for all 
nodes directly connected to it. 
 
It can be seen from Figure 8 that trust values between node (1) and nodes (7) and (13) are 
slightly different but they eventually all converge to the value of one. The trust value 
between node (1) and node (6) is the same in both cases, with and without second-hand 
information as there is no second-hand information for node (6). Node (6) is not connected 
to any other node other than node (1). 
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Fig. 8. All nodes are normal 

 
7.2. Node (13) is Faulty or Malicious 
In another experiment, the same network was simulated, but with the introduction of a 
significant error in node (13) readings, that is, node (13) is faulty or malicious. Simulation 
results are shown in Figure 9, below and, as can be seen from Figure 9, the trust value 
between node (1) and node (13) dropped to almost zero for both cases, with and without 
second-hand information, which means node (7) is assessing node (13) as a faulty or 
malicious node. The situation for node (6) is not affected, as there is no connection between 
node (6) and node (13). The interesting result here is that the trust value between node (1) 
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to any other node other than node (1). 
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7.2. Node (13) is Faulty or Malicious 
In another experiment, the same network was simulated, but with the introduction of a 
significant error in node (13) readings, that is, node (13) is faulty or malicious. Simulation 
results are shown in Figure 9, below and, as can be seen from Figure 9, the trust value 
between node (1) and node (13) dropped to almost zero for both cases, with and without 
second-hand information, which means node (7) is assessing node (13) as a faulty or 
malicious node. The situation for node (6) is not affected, as there is no connection between 
node (6) and node (13). The interesting result here is that the trust value between node (1) 
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In this scenario and as stated before, it is assumed that, at each time slot a group of nodes 
are selected to report their sensed data, and when one node is sending its own reading to a 
specific node in the group, all the surrounding nodes connected to the sending node hear 
the reported value and start to send the output of that reading as a second-hand information 
to the receiving node regarding the sending node. The output of that reading between the 
sending and the receiving nodes is regarded as the direct observation, as discussed before. 
In other words, and in the case of selected sub-network, when node (7) is sending its 
reading to node (1), nodes (6) and (13) hear the reported data, use it to find the trust 
between them and node (7) and report that trust to node (1) as second-hand information 
about node (7). Node (1), at the same time, uses the reading reported directly from node (7) 
to calculate the direct trust between node (1) and node (7).  
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At the beginning, it is assumed that all nodes are working properly, that no faulty or 
malicious nodes exist in the network, and report the sensed event (temperature) with 
minimum error. Figure 8 below presents the result of the simulation and shows the trust 
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based on the direct interactions only between the two nodes, without second-hand 
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In another experiment, the same network was simulated, but with the introduction of a 
significant error in node (13) readings, that is, node (13) is faulty or malicious. Simulation 
results are shown in Figure 9, below and, as can be seen from Figure 9, the trust value 
between node (1) and node (13) dropped to almost zero for both cases, with and without 
second-hand information, which means node (7) is assessing node (13) as a faulty or 
malicious node. The situation for node (6) is not affected, as there is no connection between 
node (6) and node (13). The interesting result here is that the trust value between node (1) 
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and node (7) is not affected in either case even though there is a connection between node 
(7) and node (13). Node (13) is faulty, and one would think that it could harm the reputation 
of node (7), but that was not the case, which proves that the modulation in the approach 
makes the reputation system robust to bad-mouthing attacks.  
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7.3. Node (7) and Node (13) are Faulty 
In this simulation experiment, it has been assumed that node (7) and node (13) are faulty. 
The results of the simulation are presented in Figure 5.10, showing that the trust values for 
both nodes (7) and (13) are dropping to zero in both cases. Node (6) is assumed reliable and 
the trust value associated with it is the same in both cases, as there is no connection between 
node (6) and the other faulty nodes, (7) or (13), to affect that trust value. 
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7.4. Node (6) is Faulty or Malicious 
The simulation results presented in Figure 11 below show that when node (6) is faulty or 
malicious, nothing almost will change in the trust values between node (1) and either of 
nodes (7) and (13), as there is no direct or indirect connection between them. In other words, 
when node (6) is faulty, node (1) will discover that, as it has a direct connection with node 
(6) and the direct trust with node (6) will be affected. As there is no indirect trust for node 
(6), both trust values will stay on the initial trust value or will decrease to the value of zero. 
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7.5. Node (1) is Faulty or Malicious 
It is assumed in this experiment that node (1) is faulty or malicious. Node (1) is the main 
node in the sub-network and is acting as the receiving node, and all the simulations show 
the trust relationship between node (1) and all the other nodes connected to it. As can be 
seen from Figure 5.12, the direct trust value for both nodes (7) and (13), is declining to the 
value of zero, as node 1 is faulty. That will leave the two nodes (7) and (13) to assess each 
other indirectly, which is a very interesting case again, as both nodes (7) and (13) are now 
assessing node (1) as a faulty node, so the indirect trust value for both nodes are slowly 
converging to the value of one. The trust value for node (6) is set to the initial value (0.5) and 
will decrease on both values to zero, as there is no second-hand information available to 
node (6) and node (1) is a faulty node. 
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Fig. 12. Node (1) is a malicious node 
 
The last example shows precisely the reason the trust system is instituted. It allows the 
classification of nodes into separate sets according to their trustworthiness. In the last 
example, it is known that node (1) is faulty, since it is a simulation exercise. The results 
should clearly indicate to the network that node (1) is faulty. However, it could also be the 
case that the nodes (7) and (13) are malicious. The trust system works on the assumption 
that a majority of nodes in a neighbourhood are reliable. This principle helps purge the 
system of bad elements. In this case, at this point, it is observed that the developed trust 
system is effective in distinguishing among nodes.  

 
8. Conclusion 

It has been argued that the trust-modelling problem is characterised by uncertainty, and the 
only coherent way to deal with uncertainty is through probability. Even though some of the 
trust models introduced for sensor networks employ probabilistic solutions mixed with ad-
hoc approaches, none of them produces a full probabilistic answer to the problem. In this 
chapter we introduced a theoretically sound Bayesian probabilistic approach for calculating 
trust and reputation systems in WSNs. We introduced a new Gaussian Trust and Reputation 
System for Sensor Networks (GTRSSN), which we believe is a breakthrough in modelling 
trust in WSNs, as previous studies in WSNs focused on the trust associated with the routing 
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and the successful performance of a sensor node in some predetermined task, that is, 
looking at binary events to model trust and the trustworthiness and reliability of the nodes 
of a WSN when the sensed data is continuous has not been addressed before. Having said 
that, introducing the sensor data as a major component of trust leads to the modification of 
node misbehaviour classification, the trust computational model and the way first-hand and 
second-hand information is formulated. These issues have been presented in this chapter. 
Also, a brief summary about the Beta reputation system and the expert opinion theory has 
been presented. A very detailed GTRSSN, which is the significant contribution of this 
research, has also been presented, with some simulation results. The simulation results 
show the implications of sensor data for the direct and indirect trust relationship between 
nodes, which helps to distinguish among nodes and purge the bad nodes from the network. 
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1. Introduction

During the last twenty years there has been spectacular growth in the volume of research
on studying and processing the signals with time–dependant spectral content. For such sig-
nals we need techniques that can show the variation in the frequency of the signal over time.
Although some of the methods may not result in a proper distribution, these techniqes are
generally known as time–frequency distributions (TFDs) (1, Boashash 2003). The TFDs are
two–dimensional (2–D) functions which provide simultaneously, the temporal and spectral
information and thus are used to analyze the non–stationary signals. By distributing the sig-
nal energy over the time–frequency (TF) plane, the TFDs provide the analyst with information
unavailable from the signal’s time or frequency domain representation alone. This includes
the number of components present in the signal, the time durations and frequency bands over
which these components are defined, the components’ relative amplitudes, phase informa-
tion, and the instantaneous frequency (IF) laws that components follow in the TF plane.
There has been a great surge of activity in the past few years in the TF signal processing
domain. The pioneering work in this area is performed by (2, Claasen & Mecklenbrauker
1980), (3, Janse & Kaizer 1983), and (4, Boashash 1978). They provided the initial impetus,
demonstrated useful methods for implementation and developed ideas uniquely suited to the
situation. Also, they innovatively and efficiently made use of the similarities and differences
of signal processing fundamentals with quantum mechanics. Claasen and Mecklenbrauker
devised many new ideas, procedures and developed a comprehensive approach for the study
of joint TFDs. However Boashash is believed to be the first researcher, who used various TFDs
for real world problems. He developed a number of new methods and particularly realized
that a distribution may not behave properly in all respects or interpretations, but it could still
be used if a particular property such as the IF is well defined. The research presented in (6,
Flandrin & Escudie 1980) transcribed directly some of the early quantum mechanical results,
particularly the work on the general class of distributions, into signal analysis. The work in
(3, Janse & Kaizer 1983) developed innovative theoretical and practical techniques for the use
of TFDs and introduced new methodologies remarkable in their scope.
Historically the spectrogram has been the most widely used tool for the analysis of time–
varying spectra. The spectrogram is expressed mathematically as the magnitude–square of
the short–time Fourier transform (STFT) of the signal, given by
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on studying and processing the signals with time–dependant spectral content. For such sig-
nals we need techniques that can show the variation in the frequency of the signal over time.
Although some of the methods may not result in a proper distribution, these techniqes are
generally known as time–frequency distributions (TFDs) (1, Boashash 2003). The TFDs are
two–dimensional (2–D) functions which provide simultaneously, the temporal and spectral
information and thus are used to analyze the non–stationary signals. By distributing the sig-
nal energy over the time–frequency (TF) plane, the TFDs provide the analyst with information
unavailable from the signal’s time or frequency domain representation alone. This includes
the number of components present in the signal, the time durations and frequency bands over
which these components are defined, the components’ relative amplitudes, phase informa-
tion, and the instantaneous frequency (IF) laws that components follow in the TF plane.
There has been a great surge of activity in the past few years in the TF signal processing
domain. The pioneering work in this area is performed by (2, Claasen & Mecklenbrauker
1980), (3, Janse & Kaizer 1983), and (4, Boashash 1978). They provided the initial impetus,
demonstrated useful methods for implementation and developed ideas uniquely suited to the
situation. Also, they innovatively and efficiently made use of the similarities and differences
of signal processing fundamentals with quantum mechanics. Claasen and Mecklenbrauker
devised many new ideas, procedures and developed a comprehensive approach for the study
of joint TFDs. However Boashash is believed to be the first researcher, who used various TFDs
for real world problems. He developed a number of new methods and particularly realized
that a distribution may not behave properly in all respects or interpretations, but it could still
be used if a particular property such as the IF is well defined. The research presented in (6,
Flandrin & Escudie 1980) transcribed directly some of the early quantum mechanical results,
particularly the work on the general class of distributions, into signal analysis. The work in
(3, Janse & Kaizer 1983) developed innovative theoretical and practical techniques for the use
of TFDs and introduced new methodologies remarkable in their scope.
Historically the spectrogram has been the most widely used tool for the analysis of time–
varying spectra. The spectrogram is expressed mathematically as the magnitude–square of
the short–time Fourier transform (STFT) of the signal, given by
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where s(t) is the signal and h(t) is a window function. Nevertheless, the spectrogram has
severe drawbacks, both theoretically, since it provides biased estimators of the signal IF and
group delay, and practically, since the Gabor–Heisenberg inequality makes a tradeoff between
temporal and spectral resolutions unavoidable. However STFT and its variation being simple
and easy to manipulate, are still the primary methods for analysis of the signals with time
varying spectral contents and most commonly used today.
There are other approaches with a motivation to improve upon the spectrogram, with an
objective to clarify the physical and mathematical ideas needed to understand time–varying
spectrum. These techniques generally aim at devising a joint function of time and frequency, a
distribution that will be highly concentrated along the IFs present in a signal and cross terms
(CTs) free thus exhibiting good resolution. One form of TFD can be formulated by the multi-
plicative comparison of a signal with itself, expanded in different directions about each point
in time. Such formulations are known as quadratic TFDs (QTFDs) because the representation
is quadratic in the signal. This formulation was first described by Eugene Wigner in quantum
mechanics (7, Wigner 1932) and introduced in signal analysis by Ville (8, Ville 1946) to form
what is now known as the Wigner–Ville distribution (WVD). The WVD is the prototype of
distributions that are qualitatively different from the spectrogram, produces the ideal energy
concentration along the IF for linear frequency modulated signals, given by
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1
2

τ)e−jωτdτ (2)

It is found that the spectrogram results in a blurred version (5, Cohen 1995), which can be
reduced to some degree by use of an adaptive window or by combination of spectrograms.
On the other hand, the use of WVD in practical applications is limited by the presence of non-
negligible CTs, resulting from interactions between signal components. These CTs may lead
to an erroneous visual interpretation of the signal’s TF structure, and are also a hindrance to
pattern recognition, since they may overlap with the searched TF pattern. Moreover If the IF
variations are non–linear, then the WVD cannot produce the ideal concentration. Such imped-
iments, pose difficulties in the correct analysis of non–stationary signals, are dealt in various
ways and historically many techniques are developed to remove them partially or completely.
They were partly addressed by the development of the Choi–Williams distribution (9, Choi &
Williams 1989), followed by numerous ideas proposed in literature with an aim to improve
the TFDs’ concentration and resolution for practical analysis (10, Shafi et al. 2009). Few other
important non–stationary representations among the Cohen’s class of bilinear TF energy dis-
tributions include the Margenau–Hill distribution (11, Margenau & Hill 1961), their smoothed
versions (12, Hippenstiel & Oliveira 1990), and others with reduced CTs (13, Jeong & Williams
1992) are members of this class. Nearly at the same time, some authors also proposed other
time–varying signal analysis tools based on a concept of scale rather than frequency, such
as the scalogram (14, Daubechies 1990) (the squared modulus of the wavelet transform), the
affine smoothed pseudo WVD (15, Rioul & Flandrin 1992) or the Bertrand distribution (16,
Bertrand 1988). The theoretical properties and the application fields of this large variety of
these existing methods are now well determined, and wide–spread. Although many other
QTFDs have been proposed in the literature, no single QTFD can be effectively used in all

possible applications. This is because different QTFDs suffer from one or more problems (5,
Cohen 1995).
An ideal TFD function roughly requires the four properties namely (i) high clarity i.e high con-
centration along individual components, (ii) CTs’ elimination, (iii) good mathematical proper-
ties, and (iv) lower computational complexity. These characteristics are necessary for an easy
visual interpretation of their outcomes and a good discrimination between known patterns for
non-stationary signal classification tasks. To analyze the signals well, choosing an appropriate
TFD function is important. Which TFD function should be used depends on what application
it applies on. On the other hand, the short comings make specific TFDs suited only for analyz-
ing non–stationary signals with specific types of properties and TF structures. Half way in this
decade, there has been an enormous amount of work towards achieving high concentration
and good resolution along the individual components and to enhance the ease of identify-
ing the closely spaced components in the TFDs. The aim has been to correctly interpret the
fundamental nature of the non–stationary signals in the TF domain.
We shall present a novel Bayesian regularized artificial neural network (ANN) based method
for computing highly informative TFDs. The proposed method provides a way to obtain a
non-blurred and high resolution version of the TFDs of signals whose frequency components
vary with time. The resulting TFDs do not have the CTs that appear in case of multicomponent
signals in some distributions such as WVD, thus providing visual way to determine the IF of
non-stationary signals. It is proved that Bayesian inference framework and ANN learning
capabilities can be successfully applied in the TF field, where they have not been used before.

2. Bayesian regularized Neural Network based Framework for Computing De-blurred
TFDs

This section presents the Bayesian regularized ANN model (BRNNM) based correlation vec-
tored taxonomy algorithm to compute the TFDs that are highly concentrated in the TF plane
(23, Shafi et al. 2008). The degree of regularization is automatically controlled in the Bayesian
inference framework and produces networks with better generalized performance and lower
susceptibility to over–fitting. The grayscale spectrograms and pre–processed WVD of known
signals are vectored and clustered as per the elbow criterion to constitute the training data for
multiple ANNs. The best trained networks are selected and made part of the localized neural
networks (LNNs). Test TFDs of unknown signals are then processed through the algorithm
and presented to LNNs. Experimental results demonstrate that appropriately vectored and
clustered data and the regularization, with input training under Mackay’s evidence frame-
work, once processed through LNNs produce high resolution TFDs.
Bayesian regularization involves modifying the usually used objective function, such as the
mean sum of squared network errors (24, MacKay 1992).

mse =
1
N

K

∑
k=1

(ek)
2 (3)

where mse, ek, and N represent MSE, network error and network errors’ taps for averaging
respectively. It is possible to improve generalization if the performance function is modified
by adding a term that consists of the mean of the sum of squares of the network weights and
biases

msereg = γmse + (1 − γ)msw (4)
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tributions include the Margenau–Hill distribution (11, Margenau & Hill 1961), their smoothed
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visual interpretation of their outcomes and a good discrimination between known patterns for
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TFD function is important. Which TFD function should be used depends on what application
it applies on. On the other hand, the short comings make specific TFDs suited only for analyz-
ing non–stationary signals with specific types of properties and TF structures. Half way in this
decade, there has been an enormous amount of work towards achieving high concentration
and good resolution along the individual components and to enhance the ease of identify-
ing the closely spaced components in the TFDs. The aim has been to correctly interpret the
fundamental nature of the non–stationary signals in the TF domain.
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signals are vectored and clustered as per the elbow criterion to constitute the training data for
multiple ANNs. The best trained networks are selected and made part of the localized neural
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where γ, msereg, and msw are the performance ratio, performance function and mean of the
sum of squares of network weights and biases, respectively. msw is mathematically described
as under:

msw =
1
n

n

∑
i=1

(wi)
2 (5)

using this performance function causes the network to have smaller weights and biases, and
this forces the network response to be smoother and less likely to over fit. Moreover it helps
in determining the optimal regularization parameters in an automated fashion.

Fig. 1. Flow diagram of the method

Fig. 1 is the overall block representation of the proposed ANN based framework. This block
diagram highlights three major modules of the method that include (i) pre–processing of
training data, (ii) processing through the BRNNM and (iii) post–processing of output data.
These modules and the rationale of the proposed method are described below:

2.1 Pre–processing of Training Data
Fig. 2 depicts the block diagram for this module. It consist of four major steps, namely (i) two–
step pre–processing of target TFDs, (ii) vectorization, (iii) subspaces selection and direction
vectors, and (iv) correlation and taxonomy. They are described as follows.

Fig. 2. Pre-processing of training data

2.1.1 Two–step pre–processing of target TFDs
The highly concentrated WVD of various known signals are used as the target TFDs. As will
be shown in Fig. 4, the WVD suffers from CTs which make them unsuitable to be presented
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as targets to the ANNs (17, Hagan, Demuth & Beale 1996). The CTs are therefore eliminated
before the WVD is fed to the ANN. This is achieved in two steps:

1. The WVD is multiplied point by point with spectrogram of the same signal obtained
with a hamming window of reasonable size.

2. All values below a certain threshold are set to zero.

The resultant target TFDs are shown in Fig. 5, which are fed to the ANN after vectorization
described as follows.

Fig. 3. The spectrograms used as input training images of the (a) sinusoidal FM, and (b)
parallel chirp signals.

Fig. 4. Target TFDs with CTs unsuitable for training ANN taking WVD of the, (a) parallel
chirps’ signal, and (b) sinusoidal FM signal.

2.1.2 Vectorization
(1) Input TFDs. Fig. 3 depicts input spectrograms. A TFD is considered as 2–D image
which can be mathematically described as a matrix of pixels depicting grayscale values e.g.,

Fig. 5. Target TFDs without CTs suitable for training ANN after pre-processing WVD of the,
(a) parallel chirps’ signal, and (b) sinusoidal FM signal.


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a11 · · · a1n
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. . .
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am1 · · · amn


.These pixel values can be used to generate vectors, for example, a vector

of length three will contain three pixel values of a row/column of TFD image. The suitable
vector length is decided after experimenting with various vector lengths (3, 5, 7 and 9). The
decision is made based on visual results. Each input TFD image is thus converted to vectors.
These vectors are paired with the vectors obtained from target TFDs, to be subsequently used
for training.
(2) Target TFDs. After CTs’ removal from the target WVD, they are vectored. Next the
mean values of these vectors are computed. For example, if 〈a11, a12, a13〉 is a pixel vector of
the input TFD and 〈b11, b12, b13〉 is the vector representing the same region of the target TFD,
then (b11+b12+b13)

3 will become the target numerical value for the input vector. Mean values
are taken as targets with a view that the IF can be computed by averaging frequencies at each
time instant, a definition suggested by many researchers (5, Cohen 1995).

2.1.3 Subspaces selection and direction vectors
1. Elbow Criterion. The elbow criterion is a common rule of thumb to determine what

number of clusters should be chosen. It states that number of clusters be chosen so
that adding another cluster does not add sufficient information (18). More precisely,
if the percentage of variance explained by the clusters is plotted against the number
of clusters, the first clusters will add much information (explain a lot of variance), but
at some point the marginal gain will drop, giving an angle in the graph (the elbow).
On the following graph (Fig. 6) which is drawn for the problem in hand, the elbow is
indicated by the "goose egg". The number of clusters chosen is therefore three.

2. The number of subspaces Ns into which vectors are distributed is decided based on
elbow criterion in relation to underlying image features like edges present in the data.
The edge is considered because it is one of the important image underlying features and
characteristics. Moreover it is well established fact that blurring mostly causes loss of
edge information (19, Gonzalez & Wintz 1987). An edge could be ascending (1, 2, 3),
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descending (3, 2, 1), wedge (1, 3, 2), flat (1, 1, 1), triangular (1, 3, 1) etc. Empirically it
is found that going from three to four clusters does not add sufficient information, as
the end result has no significant change in entropy values as indicated in Table 1 and
evident from Fig. 6. The impact of clustering is noted for six different test images (TIs),
described in section 3. As a result of this study, Ns = 3 is chosen considering the first
three most general types of edges.

3. The sub space direction vectors vn (n = 1, 2 . . . Ns) are selected that will best represent
the subspaces. As these subspaces are defined on the basis of edges, so three directional
vectors vh, vc, vl are computed in the following manner:

(a) vh is obtained by rearranging (any) 3 integers in descending order.

(b) vcis obtained by rearranging (any) 3 integers in a wedge shape where the highest
value occurs in the middle and values on either side are in descending order.

(c) vl is obtained by rearranging (any) 3 integers in ascending order.

4. All the direction vectors vh, vc, vl are normalized.

Fig. 6. Elbow criterion

2.1.4 Correlation & Taxonomy
1. An input vector xi is chosen from input spectrogram. The correlation between each

input vector xi from input TFD and each direction vector vh, vc, vl is calculated, i.e.
tij = xT

i vj where j = h, c, l.

2. There will be Ns product values obtained as a result of last step for each input vector xi.
To find the best match, if tic has the largest value then this indicates that the input xi is
most similar to the directional vector vc, which implies that the vector is wedge type.

Description EQ (bits) for test TFDs
TI 1 TI 2 TI 3 TI 4 TI 5 TI 6

No cluster 20.539 18.113 18.323 19.975 21.548 17.910
2 clusters 13.523 12.294 12.421 11.131 14.049 11.940
3 clusters 8.623 6.629 7.228 5.672 8.175 6.948
4 clusters 8.101 6.300 7.202 5.193 8.025 6.733
5 clusters 7.998 6.187 7.111 5.012 7.939 6.678
6 clusters 7.877 6.015 7.019 5.995 7.883 6.661

Table 1. Entropy values vs clusters

3 Step (2) is repeated for all input vectors. Consequently all the vectors are classified
based on the type of edge they represent and Ns clusters are obtained. The statistical
data revealing various vector types in the two TFD images depicted in Fig. 3 is shown
in Table 2.

4 The pairs of vectors from training and target TFDs are formed. These pairs are divided
into training set and validation set for training phase and by observing error on these
two sets, the aspect of overfitting is avoided.

These steps of vectorization, correlation and taxonomy are further elaborated in graphical
form by Fig. 7.

Fig. 7. Vectorization, correlation and taxonomy of TFD image.

2.2 Processing through Bayesian Regularized Neural Network Model
Fig. 8 represents this module. There are three steps in this module, namely (i) training of
BRNNM, (ii) selecting the LNNs, and (iii) testing the LNNs. They are discussed as under.
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Various parameters Cluster 1 Cluster 2 Cluster 3
(input training TFDs) ascending edge descending edge wedge edge

type vectors type vectors type vectors
Sinusoidal FM signal 19157 18531 112
Parallel chirps’ signal 4817 4959 52
The best ANN ANN − 3 ANN − 2 ANN − 1
Time consumed for training 308 seconds 114 seconds 55 seconds
MSE converged 2.54 × 10−4 3.56 × 10−4 1.38 × 10−2

Table 2. Cluster parameters

2.2.1 ANN Training
1. Since the ANN is being used in a data–rich environment to provide high resolution
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under Bayesian framework. There are three ANNs trained for each cluster, being the
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2006). We experiment with various training algorithms using different parameters such as
different activation functions between layers, number of hidden layers and number of neu-
rons. Also the positive impact of localised processing by selecting the best trained ANN out
of many is ascertained (22, Shah et al. 2007). The ‘tansig’ and ‘poslin’ transfer functions are
used respectively representing the hidden layer of sigmoid neurons followed by an output
layer of positive linear neurons. Multiple layers of neurons with nonlinear transfer functions
allow the network to learn linear and nonlinear relationships between input and output vec-
tors. The linear output layer lets the network produce values outside the range [−1. + 1].
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the validation–set, as well as the epoch number and the learning rate. By keeping track
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is selected for each cluster. These best networks selected for various clusters are called
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2. Using multiple networks for each cluster is found to be advantageous because the
weights are initialized to random values, and when the network begins to over–fit the
data, the error in the validation set typically begins to rise. If this happens for a spec-
ified number of iterations, the training is stopped, and the weights and biases at the
minimum of the validation error are obtained. As a result, various networks will have
different MSEs in the last training epoch. The ANN with minimum MSE is the winner
and is included in the LNNs. There are three ANN trained for each of three clusters,
and as recorded in Table 2 it is found that ANN − 3 and ANN − 2 are the best for the
first and second clusters respectively, and the ANN − 1 is found to be the best for the
third cluster only. It is assumed that these selected ANN are optimally trained and will
posses better generalization abilities.

2.2.3 ANN Testing
1. Test TFDs are converted to vectors (zi) and clustered after correlating with the direction

vectors, as done for the training TFDs.

2. Each test vector zi is fed to the LNN trained for the particular type and the results are
recorded.

2.3 Post–processing of the Output Data
This module is illustrated in Fig. 9. After testing phase, the resultant data is post–processed
to get the resultant TFD. As we obtain one value for each vector of length three from test
TFD after processing through the LNNs. There are two possibilities to fill the rest of two
pixels, either (i) replicate the same value for other two places, or (ii) use zero padding around
this single value to complete the number of pixels. Zero padding is optimal because it is
found to reduce the blur in TF plane. Next the resultant vectors of correct length are placed at
their original places from where they were correlated and clustered. These vectors are placed
according to the initially stored grid positions.

3. Discussion on Experimental Results

The discussion on experimental results by the proposed approach and performance evalua-
tion of various bilinear distributions is presented in this section. It uses objective methods
of assessment to evaluate the performance of de–blurred TFDs estimated through BRNNM
(henceforth the NTFDs). The objective methods allow quantifying the quality of TFDs instead
of relying solely on visual inspection of their plots. Performance comparison with various
other quadratic TFDs is provided too. This section is organized in two subsections. The sub-
section 3.1 discusses the NTFDs’ performance basing on the visual results and carrying out
their information quantification by measuring the entropy values only. In subsection 3.2, the
concept and importance of TFDs’ objective assessment is described using both real life and
synthetic signals.

3.1 Visual Interpretation and Entropy Analysis
In the first phase, five synthetic signals are tested to evaluate the effectiveness of the proposed
algorithm basing on visual results and their entropy analysis. They include (i) a two sets
of parallel chirps signal intersecting at four places, (ii) a mono–component linear chirp sig-
nal, (iii) combined quadratic swept–frequency signals whose spectrograms are concave and
convex parabolic chirps respectively, (iv) a combined crossing chirps and sinusoidal FM sig-
nal and (v) a quadratic chirp signal. The spectrograms of these signals are shown in Figs.

Fig. 9. Post-processing of the output data

10(a) to 10(e) respectively. Keeping in mind that estimation of the IF is rather difficult at the
intersections of chirps, the first and fifth test cases are considered to check the performance
of proposed algorithm at the intersection of the IFs of individual components present in the
signals.
The spectrogram of the two sets of parallel chirps signals crossing each other at four points is
fed as the first test signal, depicted in Fig. 10(a), is obtained by:

TS1(n) = ej[π− πn
6N ]n + ej[ π

3 −
πn
6N ]n + ej[ πn

N ]n + ej[π+ πn
N ]n (8)

The second test signal is a mono–component chirp signal given by:

TS2(n) = ej[π+ πn
N ]n (9)

The spectrogram of the resultant signal is depicted in Fig. 10(b).
The third test signal is obtained by point–by–point addition of two quadratic swept–frequency
signals whose spectrograms are concave and convex parabolic chirps respectively. Mathemat-
ically both the signals can be obtained by manipulating different parameters of following
equation:
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Fig. 10. Test TFDs (a) Crossing chirps (TI 1), (b) mono-component linear chirp (TI 2), (c)
combined quadratic swept-frequency signals whose spectrograms are concave and convex
parabolic chirps respectively (TI 3), (d) combined sinusoidal FM and crossing chirps (TI 4),
and (e) quadratic chirp (TI 5)

where
∂ = ( f1 − f0) ρ(−β)

The method Resultant EQ (bits) for test TFDs
TI 1 TI 2 TI 3 TI 4 TI 5

NTFD 8.623 6.629 5.672 8.175 6.948
WVD 21.562 10.334 18.511 20.637 18.134
Spectrogram 28.231 18.987 27.743 28.785 23.774

Table 3. Entropy values for various techniques

here β, f0, f1, θ and ρ are defined as the matching string constant, start frequency, frequency
after one second, initial phase of signal and sample rate respectively. The spectrogram of the
first quadratic swept–frequency signal is concave parabolic chirp which starts at 250 Hz and
go down to 0 Hz at a 1 kHz sample rate; whereas spectrogram of the second quadratic swept–
frequency signal is a convex parabolic chirp starting at 250 Hz and going up to 500 Hz at a
1 kHz sample rate. These aspects are evident in the combined spectrogram depicted in Fig.
10(c).
Another test signal is obtained by combining crossing chirps and sinusoidal FM signal as:

TS4(n) = ej[ πn
N ]n + ej[π+ πn

N ]n + ejπ[ 1
2 −(0.1 sin( 2πn

N ))n] (11)

The spectrogram of the signal is depicted in Fig. 10(d).
Yet another test signal is a quadratic chirp which starts at 100 Hz and cross es 200 Hz at 1
second with a 1 kHz sample rate. It is obtained from Eqn. (10) after necessary adjustment of
different parameters. The spectrogram of this signal is depicted in Fig. 10(e).

3.1.1 Resultant NTFDs – Experimental Results
The five synthetic test signals are: a combined parallel chirps signal crossing at four points,
a mono–component linear chirp signal, combined quadratic swept–frequency signals whose
spectrograms are concave and convex parabolic chirps respectively, combined crossing chirps
and sinusoidal FM signals without any intersection and a quadratic chirp signal. The spectro-
grams of these signals constitute test image 1 (TI 1), test image 2 (TI 2), test image 3 (TI 3), test
image 4 (TI 4), and test image 5 (TI 5). They are depicted in Figs. 10(a–e) respectively. The
entropy expression given by EQ = −∑N−1

n=0 Q (n, ω) log2 Q (n, ω) dω ≥ 0 is used to quantify
the TFDs’ information, which has an inverse relation with the information (25, Gray 1990).
The entropy values for different TFDs have been recorded in Table 3, which are the lowest
for the NTFDs than other technique like WVD and the spectrogram. TI 1 and TI 5 are taken
into account to check the performance of the proposed algorithm for estimation of the IFs at
the intersections along the individual components in the signals. Even though estimation of
IF is considered rather difficult at intersections, the algorithm performs well as depicted in
Figs. 11(a) and (d). The test images including TI 2, TI 3 and TI 5 present the ideal cases to
check the performance of the proposed algorithm trained with signals of different nature. The
resultant TFD images are highly concentrated along the IF of individual components present
in the signal as shown in Figs. 11(b), (c) and (e).

3.2 Objective Assessment
In this subsection, the objective measures are used to analyze the NTFDs’ performance in
comparison to other TFDs. The aim has been to find, based on these measures, the highly
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Fig. 11. Resultant TFDs after processing through correlation vectored taxonomy algorithm
with LNNs for (a) Crossing chirps (TI 1), (b) mono-component linear chirp (TI 2), (c) combined
quadratic swept-frequency signals whose spectrograms are concave and convex parabolic
chirps respectively (TI 3), (d) combined sinusoidal FM and crossing chirps (TI 4), and (e)
quadratic chirp (TI 5)

informative TFDs having the best concentration and the highest resolution. Five new exam-
ples, including both real life and synthetic multicomponent signals, are being considered. The

signals include (i) a multicomponent bat echolocation chirp signal, (ii) a two–component in-
tersecting sinusoidal FM signal, (iii) a two sets of nonparallel, nonintersecting chirps’ signal,
and (iv) a closely spaced three–component signal containing a sinusoidal FM component in-
tersecting the crossing chirps. The respective spectrograms, termed as test image A (TI A), test
image B (TI B), test image C (TI C), and test image D (TI D), are shown in Figs. 12(a), 14(a)–
16(a) respectively. As an illustration of the evaluation of the NTFDs’ performance through
Boashash concentration and resolution measures in (26, Boashash & Sucic 2003), we have fur-
ther considered a closely spaced multicomponent signal containing two significantly close
parallel chirps. The spectrogram of this signal, termed as test image E (TI E), is depicted in
Fig. 17(a). The resultant NTFDs for the test signals are shown in Fig. 12(b) & Figs. 14(b)– 17(b)
respectively. The visual results are indicative of NTFDs’ high resolution and concentration
along the IF of the individual component present in the signals.

Fig. 12. Test TFDs for bat chirps signal, (a) the spectrogram TFD, and (b) the resultant TFD
after processing through proposed framework.

Fig. 13. Resultant TFD obtained by the method of (28, Baraniuk & Jones 1993).
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Fig. 14. (a) The test spectrogram (TI 2) [Hamm, L = 90], and (b) The NTFD of a synthetic signal
consisting of two sinusoidal FM components intersecting each other.

Fig. 15. (a) The test spectrogram (TI 3) [Hamm, L = 90], and (b) The NTFD of a synthetic signal
consisting of two-sets of non-parallel, non-intersecting chirps.

3.2.1 Real Life Test Case
Real life data for bat echolocation chirp sound (adopted from (27)) provides an excellent mul-
ticomponent test case. The nonstationary nature of the signal is only obvious from its TFD.
The spectrogram of this signal is shown in Fig. 12(a), and the resultant NTFD is depicted in
Fig. 12(b). The result for the same test case TFD is computed using an existing optimal kernel
method (OKM) (28, Baraniuk & Jones 1993) and is plotted in Fig. 13. The OKM proposes a
signal–dependent kernel that changes shape for each signal to offer improved TF representa-
tion for a large class of signals based on quantitative optimization criteria. On close monitor-
ing the OKM’s output depicted in Fig. 13, it is revealed that this TFD does not fully recover all
the components, thus losing some useful information about the signal. Whereas the NTFD is

Fig. 16. (a) The test spectrogram (TI 4) [Hamm, L = 90], and (b) The NTFD of a synthetic signal
consisting of crossing chirps and a sinusoidal FM component.

Fig. 17. (a) The test spectrogram (TI 5), and (b) the NTFD of test case E.

not only highly concentrated along the IF of the individual components present in the signal
but also more informative showing all the components.
For further analysis, slices of the test and resultant NTFDs are taken at the time instants n =
150 and n = 310 (recall that n = 1, 2, . . . , 400) and the normalized amplitudes of these slices are
plotted in Fig. 18. These instants are chosen because three chirps are visible (see Fig. 12(b))
at these time instants. Fig. 18 confirm the peaky appearance of three different frequencies
at these time instants. It is worth mentioning that the NTFD not only recovers the fourth
component (the weakest) but it has the best resolution i.e. narrower main lobe and no side
lobes.
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Real life data for bat echolocation chirp sound (adopted from (27)) provides an excellent mul-
ticomponent test case. The nonstationary nature of the signal is only obvious from its TFD.
The spectrogram of this signal is shown in Fig. 12(a), and the resultant NTFD is depicted in
Fig. 12(b). The result for the same test case TFD is computed using an existing optimal kernel
method (OKM) (28, Baraniuk & Jones 1993) and is plotted in Fig. 13. The OKM proposes a
signal–dependent kernel that changes shape for each signal to offer improved TF representa-
tion for a large class of signals based on quantitative optimization criteria. On close monitor-
ing the OKM’s output depicted in Fig. 13, it is revealed that this TFD does not fully recover all
the components, thus losing some useful information about the signal. Whereas the NTFD is

Fig. 16. (a) The test spectrogram (TI 4) [Hamm, L = 90], and (b) The NTFD of a synthetic signal
consisting of crossing chirps and a sinusoidal FM component.

Fig. 17. (a) The test spectrogram (TI 5), and (b) the NTFD of test case E.

not only highly concentrated along the IF of the individual components present in the signal
but also more informative showing all the components.
For further analysis, slices of the test and resultant NTFDs are taken at the time instants n =
150 and n = 310 (recall that n = 1, 2, . . . , 400) and the normalized amplitudes of these slices are
plotted in Fig. 18. These instants are chosen because three chirps are visible (see Fig. 12(b))
at these time instants. Fig. 18 confirm the peaky appearance of three different frequencies
at these time instants. It is worth mentioning that the NTFD not only recovers the fourth
component (the weakest) but it has the best resolution i.e. narrower main lobe and no side
lobes.
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Fig. 18. The time slices for the spectrogram (blue) and the NTFD (red) for the bat echolocation
chirps’ signal, at n=150 (left) and n=310 (right)

3.2.2 Synthetic Test Cases
Further four specially synthesized signals of different nature are fed to the model to check its
performance at the intersection of the IFs and closely spaced components, keeping in mind
that estimation of the IF is rather difficult in these situations. The test cases are described as
under:

3.2.2.1 Test case 1.
The first one is the synthetic signal consisting of two intersecting sinusoidal FM components,
given as:

SynTS1(n) = e−iπ( 5
2 −0.1 sin(2πn/N))n + eiπ( 5

2 −0.1 sin(2πn/N))n (12)

The spectrogram of the signal is shown in Fig. 14(a).

3.2.2.2 Test case 2.
The second synthetic signal contains two sets of nonparallel, nonintersecting chirps once plot-
ted on the TF plane. Mathematically it can be written as:

SynTS2(n) = eiπ( n
6N )n + eiπ(1+ n

6N )n + e−iπ( n
6N )n + e−iπ(1+ n

6N )n (13)

The spectrogram of the signal is shown in Fig. 15(a).

3.2.2.3 Test case 3.
It is a three–component signal containing a sinusoidal FM component intersecting two cross-
ing chirps. It is expressed as:

SynTS3(n) = eiπ( 5
2 −0.1 sin(2πn/N))n + eiπ( n

6N )n + eiπ( 1
3 −

n
6N )n (14)

The spectrogram of the signal is shown in Fig. 16(a). The two components (sinusoidal FM and
chirp components) are very close in between 150 − 200 Hz near 0.5 sec. This is to confirm the
model’s effectiveness in de–blurring closely spaced components.

3.2.2.4 Test case 4.
This particular test case is adopted from Boashash (26, Boashash & Sucic 2003) to compare the
TFDs’ concentration and resolution performance at the middle of the signal duration interval
by Boashash performance measures. The signal consists of two linear frequency modulated
signals whose frequencies increase from 0.15 to 0.25 Hz and from 0.2 to 0.3 Hz, respectively,
over the time interval t∀[1, 128]. The sampling frequency is fs = 1 Hz.The authors in (26,
Boashash & Sucic 2003) have found the modified B distribution (β = 0.01) as the best per-
forming TFD for this particular signal at the middle after measuring the signal components’
parameters needed in Boashash resolution measure (see Table 5). The signal is defined as;

SynTS4(n) = cos
(

2π
(

0.15t + 0.0004t2
))

+ cos
(

2π
(

0.2t + 0.0004t2
))

(15)

The spectrogram of the signal is shown in Fig. 17(a).
The above mentioned test cases are processed through the BRNNM and the resultant NTFDs
are shown in Figs. 14(b)–17(b). High resolution and concentration along the IF of individual
components is obvious once inspecting these plots visually.

3.2.3 Performance Evaluation
To evaluate the performance, numerical computations by the methods like the ratio of norms
based measures, Shannon & Rényi entropy measures, normalized Rényi entropy measure and Stankovic
measure are recorded in Table 4. The entropy measures including Shannon & Rényi entropies
with or without normalization make excellent measures of the information extraction perfor-
mance of TFDs. By the probabilistic analogy, minimizing the complexity or information in a
particular TFD is equivalent to maximizing its concentration, peakiness, and, therefore, res-
olution (29, Jones & Parks 1992). To obtain the optimum distribution for a given signal, the
value of ratio of norms based and Boashash resolution measures should be the maximum (30,
Jones & Parks 1990), whereas TFDs’ yielding the smallest values for Stankovic and Boashash
concentration measures are considered as the best performing TFD in terms of concentration
and resolution (26; 31, Boashash & Sucic 2003, Stankovic 2001)
The values in Table 4 refer to the NTFDs as the best TFDs by various criteria. This can be
better observed by plotting these measures separately for various TI’s (i.e. TI A–TI D) shown
in Fig. 19. Few singularities are mainly attributable to inherent shortcomings and derivations’
assumptions, e.g. simple Rényi entropies, being unable to detect zero mean CTs, indicate
ZAMD as the best concentrated TFD. However the more often used volume normalized Rényi
entropies are the minimum for the NTFDs1.

1 Here the abbreviations for different methods include the spectrogram (spec), Wigner–Ville distribution
(WVD), Choi–Williams distribution (CWD), Zhao–Atlas–Marks distribution (ZAMD), neural network
based TFD (NTFD), Margenau–Hill distribution (MHD), Born–Jordan distribution (BJD), Simple Neural
network based method (SNN) without clustering the data and the optimal radially Gaussian kernel TFD
method (OKM).
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under:
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The spectrogram of the signal is shown in Fig. 17(a).
The above mentioned test cases are processed through the BRNNM and the resultant NTFDs
are shown in Figs. 14(b)–17(b). High resolution and concentration along the IF of individual
components is obvious once inspecting these plots visually.
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To evaluate the performance, numerical computations by the methods like the ratio of norms
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that estimation of the IF is rather difficult in these situations. The test cases are described as
under:
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The first one is the synthetic signal consisting of two intersecting sinusoidal FM components,
given as:
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chirp components) are very close in between 150 − 200 Hz near 0.5 sec. This is to confirm the
model’s effectiveness in de–blurring closely spaced components.

3.2.2.4 Test case 4.
This particular test case is adopted from Boashash (26, Boashash & Sucic 2003) to compare the
TFDs’ concentration and resolution performance at the middle of the signal duration interval
by Boashash performance measures. The signal consists of two linear frequency modulated
signals whose frequencies increase from 0.15 to 0.25 Hz and from 0.2 to 0.3 Hz, respectively,
over the time interval t∀[1, 128]. The sampling frequency is fs = 1 Hz.The authors in (26,
Boashash & Sucic 2003) have found the modified B distribution (β = 0.01) as the best per-
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The above mentioned test cases are processed through the BRNNM and the resultant NTFDs
are shown in Figs. 14(b)–17(b). High resolution and concentration along the IF of individual
components is obvious once inspecting these plots visually.

3.2.3 Performance Evaluation
To evaluate the performance, numerical computations by the methods like the ratio of norms
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measure are recorded in Table 4. The entropy measures including Shannon & Rényi entropies
with or without normalization make excellent measures of the information extraction perfor-
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concentration measures are considered as the best performing TFD in terms of concentration
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The values in Table 4 refer to the NTFDs as the best TFDs by various criteria. This can be
better observed by plotting these measures separately for various TI’s (i.e. TI A–TI D) shown
in Fig. 19. Few singularities are mainly attributable to inherent shortcomings and derivations’
assumptions, e.g. simple Rényi entropies, being unable to detect zero mean CTs, indicate
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Fig. 19. Comparison plots, criteria vs TFDs, for the test images A–D, (a) The Shannon entropy
measure, (b) Rényi entropy measure, (c) Volume normalized Rényi entropy measure,(d) Ratio
of norm based measure, and (e) Stankovic measure.

Description Test Spec WVD ZAMD MHD CWD BJD NTFD SNN OKM
TFD

Shannon TI A 13.46 36.81 102.23 42.98 17.27 17.73 7.27 10.18 14.68

entropy TI B 13.45 64.33 76.81 37.74 20.82 20.43 8.75 10.88 18.08

measure TI C 18.66 185.49 274.73 126.02 28.08 28.05 7.87 13.45 21.42

TI D 18.94 74.82 87.30 49.24 35.31 29.92 17.25 24.23 23.57

Ratio of TI A 3.81 3.84 2.94 1.05 2.89 2.73 66 13.88 8.32

Norm based TI B 1.94 1.91 2.18 1.10 3.10 4.67 24 18.12 1.59

measure TI C 51.23 58.0 1.02 48.71 38.53 26.37 44 33.90 10.26

(×10−4) TI D 0.95 0.92 1.19 0.12 1.11 2.68 14 8 4.60

Rényi TI A 12.45 10.90 7 11.47 12.67 12.54 7.26 9.25 11.65

entropy TI B 12.98 9.95 7.56 11.03 12.06 11.85 8.74 10.89 13.82

measure TI C 17.07 14.01 8.62 14.74 16.24 15.84 7.85 12.82 17.22

TI D 12.47 9.48 7.06 10.50 11.54 11.34 8.23 10.03 13.31

Energy TI A 12.45 10.90 7 11.47 12.67 12.54 7.26 9.25 11.65

Normalized TI B 12.98 9.95 7.56 11.03 12.06 11.85 8.74 10.89 13.82

Rényi TI C 17.07 14.01 8.62 14.74 16.24 15.84 7.85 12.82 17.22

entropy measure TI D 12.47 9.48 7.06 10.50 11.54 11.34 8.23 10.03 13.31

Volume TI A 12.45 12.02 9.18 12.75 12.93 12.85 7.26 12.97 11.77

Normalized TI B 12.98 11.62 9.54 12.26 12.60 12.38 8.74 11.68 10.98

Rényi TI C 17.07 16.28 11.35 16.70 16.77 16.41 7.85 14.49 15.43

entropy measure TI D 12.47 9.48 7.06 10.50 11.54 11.34 8.23 10.03 10.31

Stankovic TI A 0.2219 3.30 13.14 2.9200 1.06 1.01 0.0015 0.0912 0.6300

measure TI B 0.1600 4.68 5.6266 1.1861 1.0123 0.8946 0.0024 0.0145 8.6564

(×105) TI C 6.03 47.05 39.64 36.47 33.08 29.39 0.0043 0.9973 14.73

TI D 0.1553 8.67 9.6253 5.1848 6.0110 5.8933 1.0030 3.0223 8.5551

Table 4. Performance Measures Comparison for Various TFDs

Boashash performance measures for concentration and resolution are computationaly expensive be-
cause they require calculations at various time instants. To limit the scope, these measures are
computed at the middle of the synthetic signal defined in Eqn. (15) and the results are com-
pared with the one reported in (26, Boashash & Sucic 2003). A slice is taken at t = 64 and
the signal components’ parameters AM1 (64), AM2 (64), AM(64), AS1 (64), AS2 (64), AS(64),
Vi1 (64), Vi2 (64), Vi(64), fi1 (64), fi2 (64)and ∆ fi(64), as well as the CTs’ magnitude AX(64)
are measured. These are then used to calculate the TFDs’ normalized instantaneous resolu-
tion and modified concentration performance measures Ri(t) and Cn(t). The measurement
results are recorded in Table 5 and Table 6 seperately for Ri(64) and Cn(64). The slice of the
signal’s NTFD at t = 64 is shown in Fig. 20(f).
A TFD that, at a given time instant, has the largest positive value (close to 1) of the measure
Ri is the TFD with the best resolution performance at that time instant for the signal under
consideration. From Table 5, the NTFD of synthetic signal given by Eqn. (15) gives the largest
value of Ri at time t = 64 and hence is selected as the best performing TFD of this signal
at t = 64. On similar lines, the TFDs’ concentration performance is compared at the middle
of signal duration interval. A TFD is considered to have the best energy concentration for a
given multicomponent signal if for each signal component, it yields the smallest
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Boashash performance measures for concentration and resolution are computationaly expensive be-
cause they require calculations at various time instants. To limit the scope, these measures are
computed at the middle of the synthetic signal defined in Eqn. (15) and the results are com-
pared with the one reported in (26, Boashash & Sucic 2003). A slice is taken at t = 64 and
the signal components’ parameters AM1 (64), AM2 (64), AM(64), AS1 (64), AS2 (64), AS(64),
Vi1 (64), Vi2 (64), Vi(64), fi1 (64), fi2 (64)and ∆ fi(64), as well as the CTs’ magnitude AX(64)
are measured. These are then used to calculate the TFDs’ normalized instantaneous resolu-
tion and modified concentration performance measures Ri(t) and Cn(t). The measurement
results are recorded in Table 5 and Table 6 seperately for Ri(64) and Cn(64). The slice of the
signal’s NTFD at t = 64 is shown in Fig. 20(f).
A TFD that, at a given time instant, has the largest positive value (close to 1) of the measure
Ri is the TFD with the best resolution performance at that time instant for the signal under
consideration. From Table 5, the NTFD of synthetic signal given by Eqn. (15) gives the largest
value of Ri at time t = 64 and hence is selected as the best performing TFD of this signal
at t = 64. On similar lines, the TFDs’ concentration performance is compared at the middle
of signal duration interval. A TFD is considered to have the best energy concentration for a
given multicomponent signal if for each signal component, it yields the smallest
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Fig. 19. Comparison plots, criteria vs TFDs, for the test images A–D, (a) The Shannon entropy
measure, (b) Rényi entropy measure, (c) Volume normalized Rényi entropy measure,(d) Ratio
of norm based measure, and (e) Stankovic measure.
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TI D 18.94 74.82 87.30 49.24 35.31 29.92 17.25 24.23 23.57
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tion and modified concentration performance measures Ri(t) and Cn(t). The measurement
results are recorded in Table 5 and Table 6 seperately for Ri(64) and Cn(64). The slice of the
signal’s NTFD at t = 64 is shown in Fig. 20(f).
A TFD that, at a given time instant, has the largest positive value (close to 1) of the measure
Ri is the TFD with the best resolution performance at that time instant for the signal under
consideration. From Table 5, the NTFD of synthetic signal given by Eqn. (15) gives the largest
value of Ri at time t = 64 and hence is selected as the best performing TFD of this signal
at t = 64. On similar lines, the TFDs’ concentration performance is compared at the middle
of signal duration interval. A TFD is considered to have the best energy concentration for a
given multicomponent signal if for each signal component, it yields the smallest
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A TFD that, at a given time instant, has the largest positive value (close to 1) of the measure
Ri is the TFD with the best resolution performance at that time instant for the signal under
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value of Ri at time t = 64 and hence is selected as the best performing TFD of this signal
at t = 64. On similar lines, the TFDs’ concentration performance is compared at the middle
of signal duration interval. A TFD is considered to have the best energy concentration for a
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TFD (optimal parameter) AM(64) AS(64) AX(64) Vi(64) �fi(64) D(64) R(64)

Spectrogram (Hann, L = 35) 0.9119 0.0087 0.5527 0.0266 0.0501 0.4691 0.7188

WVD 0.9153 0.3365 1 0.0130 0.0574 0.7735 0.6199

ZAMD (a = 2) 0.9146 0.4847 0.4796 0.0214 0.0420 0.4905 0.5661

CWD (σ = 2) 0.9355 0.0178 0.4415 0.0238 0.0493 0.5172 0.7541

BJD 0.9320 0.1222 0.3798 0.0219 0.0488 0.5512 0.7388

Modified B (β = 0.01) 0.9676 0.0099 0.0983 0.0185 0.0526 0.5957 0.8449

NTFD 0.9013 0 0 0.0110 0.0550 0.800 0.9333

Table 5. Parameters and the Normalized Instantaneous Resolution Performance Measure of
TFDs for the Time Instant t=64

TFD AS1 (64) AS2 (64) AM1 (64) AM2 (64) Vi1 (64) Vi2 (64) fi1 (64) fi2 (64) C1(64) C2(64)

(optimal parameters)

Spectrogram 0.0087 0.0087 1 0.8238 0.03200 0.0200 0.1990 0.2500 0.1695 0.0905

(Hann, L = 35)
WVD 0.3365 0.3365 0.9153 0.9153 0.0130 0.013 0.1980 0.2554 0.4333 0.4185

ZAMD(a = 2) 0.4848 0.4900 1 0.8292 0.0224 0.0204 0.2075 0.2495 0.5927 0.6727

CWD(σ = 2) 0.0176 0.0179 1 0.8710 0.0300 0.0176 0.205 0.2543 0.1639 0.0898

BJD 0.1240 0.1204 1 0.8640 0.0270 0.0168 0.2042 0.2530 0.2562 0.2058

Modified B 0.0100 0.0098 1 0.9352 0.0190 0.0180 0.200 0.2526 0.1050 0.0817

(β = 0.01)
NTFD 0 0 0.8846 0.9180 0.0110 0.0110 0.2035 0.2585 0.0541 0.0425

Table 6. Parameters and the Modified Instantaneous Concentration Performance Measure of
TFDs for the Time Instant t=64

1. Instantaneous bandwidth relative to component IF (Vi(t)/ fi(t)) and,

2. Sidelobe magnitude relative to mainlobe magnitude (AS(t)/AM(t)).

The measured results are recorded in Table 6, which indicate that the NTFD of signal given
by Eqn. (15) yield the smallest values of C1,2(t) at t = 64 and hence is selected as the best
concentrated TFD at t = 64. To draw a better comparison, the values of Ri and C1,2 computed
for different TFDs are plotted in Fig. 21.

4. Conclusions

The attempt to clearly understand what a time–varying spectrum is, and to represent the
properties of a signal simultaneously in time and frequency without any ambiguity, is one of
the most fundamental and challenging aspects of signal analysis. A large pubished scientific
literature highlights the significance of TF processing with regard to improved concentration
and resolution. However as this task is achieved by many different types of TF techniques,
it is important to search for the one that is most pertinent to the application. Although the
WVD and the spectrogram QTFDs are often the easiest to use, they do not always provide an
accurate characterization of the real data. The spectrogram results in a blurred version and the
use of the WVD in practical applications has been limited by the presence of CTs and inability
to produce ideal concentration for non–linear IF variations. The spectrogram, for example,

Fig. 20. The normalized slices at t = 64 of TFDs, (a) The spectrogram, (b) WVD, (c) ZAMD,
(d) CWD, (e) BJD, (f) NTFD. First five TFDs (dashed) are compared against the modified B
distribution (solid), adopted from Boashash (26, Boashash & Sucic 2003).

could be used to obtain an overall characterization of the non–stationary signals’ structure,
and then the information could be used to invest in another QTFD that is well matched to the
data for further processing that requires information that is not provided by the spectrogram,
the idea conceived and implemented in (32, Shafi et al. 2007).
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could be used to obtain an overall characterization of the non–stationary signals’ structure,
and then the information could be used to invest in another QTFD that is well matched to the
data for further processing that requires information that is not provided by the spectrogram,
the idea conceived and implemented in (32, Shafi et al. 2007).
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could be used to obtain an overall characterization of the non–stationary signals’ structure,
and then the information could be used to invest in another QTFD that is well matched to the
data for further processing that requires information that is not provided by the spectrogram,
the idea conceived and implemented in (32, Shafi et al. 2007).
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Fig. 21. Comparasion plots for Boashash TFDs’ performance measures vs TFDs, (a) The mod-
ified concentration measure, and (b) Boashash normalized instantaneous resolution measure

A novel ANN based approach incorporating Bayesian regularization is implemented and
evaluated of computing informative, non–blurred and high resolution TFDs. The resulting
TFDs do not have the CTs that appear in case of multicomponent signals in some distribu-
tions such as WVDs, thus providing visual way to determine the IF of non–stationary signals.
The technique explores that the mixture of localized neural networks focused on a specific task
deliver a TFD that is highly concentrated along the IF with no CTs as compared to training the
ANN which does not receive the selected input. Experimental results presented in section 3
demonstrate the effectiveness of the approach.
For the completeness of proposed framework, the NTFD’s performance is further assessed
by the information theoretic criteria. These quantitative measures of goodness are used in-
stead of relying solely on the visual measure of goodness of TFDs’ plots. The mathematical
framework to quantify the TFDs’ information is found effective in ascertaining the superior-
ity of the results obtained by the ANN based multiprocesses technique, using both synthetic
and real life examples. The NTFD is compared to some popular distributions known for their
CTs’ suppression and high energy concentration in the TF domain. It is shown that the NTFD
exhibits high resolution, no interference terms between the signal components and is highly
concentrated. Also it is found to be better at detecting the number of components in a given
signal compared to the conventional distributions.
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deliver a TFD that is highly concentrated along the IF with no CTs as compared to training the
ANN which does not receive the selected input. Experimental results presented in section 3
demonstrate the effectiveness of the approach.
For the completeness of proposed framework, the NTFD’s performance is further assessed
by the information theoretic criteria. These quantitative measures of goodness are used in-
stead of relying solely on the visual measure of goodness of TFDs’ plots. The mathematical
framework to quantify the TFDs’ information is found effective in ascertaining the superior-
ity of the results obtained by the ANN based multiprocesses technique, using both synthetic
and real life examples. The NTFD is compared to some popular distributions known for their
CTs’ suppression and high energy concentration in the TF domain. It is shown that the NTFD
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A novel ANN based approach incorporating Bayesian regularization is implemented and
evaluated of computing informative, non–blurred and high resolution TFDs. The resulting
TFDs do not have the CTs that appear in case of multicomponent signals in some distribu-
tions such as WVDs, thus providing visual way to determine the IF of non–stationary signals.
The technique explores that the mixture of localized neural networks focused on a specific task
deliver a TFD that is highly concentrated along the IF with no CTs as compared to training the
ANN which does not receive the selected input. Experimental results presented in section 3
demonstrate the effectiveness of the approach.
For the completeness of proposed framework, the NTFD’s performance is further assessed
by the information theoretic criteria. These quantitative measures of goodness are used in-
stead of relying solely on the visual measure of goodness of TFDs’ plots. The mathematical
framework to quantify the TFDs’ information is found effective in ascertaining the superior-
ity of the results obtained by the ANN based multiprocesses technique, using both synthetic
and real life examples. The NTFD is compared to some popular distributions known for their
CTs’ suppression and high energy concentration in the TF domain. It is shown that the NTFD
exhibits high resolution, no interference terms between the signal components and is highly
concentrated. Also it is found to be better at detecting the number of components in a given
signal compared to the conventional distributions.
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A novel ANN based approach incorporating Bayesian regularization is implemented and
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TFDs do not have the CTs that appear in case of multicomponent signals in some distribu-
tions such as WVDs, thus providing visual way to determine the IF of non–stationary signals.
The technique explores that the mixture of localized neural networks focused on a specific task
deliver a TFD that is highly concentrated along the IF with no CTs as compared to training the
ANN which does not receive the selected input. Experimental results presented in section 3
demonstrate the effectiveness of the approach.
For the completeness of proposed framework, the NTFD’s performance is further assessed
by the information theoretic criteria. These quantitative measures of goodness are used in-
stead of relying solely on the visual measure of goodness of TFDs’ plots. The mathematical
framework to quantify the TFDs’ information is found effective in ascertaining the superior-
ity of the results obtained by the ANN based multiprocesses technique, using both synthetic
and real life examples. The NTFD is compared to some popular distributions known for their
CTs’ suppression and high energy concentration in the TF domain. It is shown that the NTFD
exhibits high resolution, no interference terms between the signal components and is highly
concentrated. Also it is found to be better at detecting the number of components in a given
signal compared to the conventional distributions.
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