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Preface

Materials have always been important to human society, as shown by the fact that our prehis‐
toric eras are named after the new material that defined them, e.g. the Stone Age, the Bronze
Age, and the Iron Age. The present age is likely to remain known as the advanced materials or
nanomaterials Age. Capitalizing on the recent advent of new instrumentation for materials
synthesis and characterization there has been a nearly explosive growth in materials science
research, especially in them subfield known as nanoscience, which studies the properties of
materials at the nanometer length scale.

The development of novel technologies almost always relies on the use of newly available ma‐
terials. Such new technologies in turn are the basis for new industries, which create jobs and
better living conditions. In this framework, when studying materials that may lead to innova‐
tive applications, the scientific community has the opportunity and even the responsibility to
gear its work to the objective of improving the quality of life rather than just following scientif‐
ic curiosity. Today modern materials science is a vibrant, emerging scientific discipline at the
forefront of physics, chemistry, engineering, biology, and medicine and is becoming increas‐
ingly international in scope as demonstrated by emerging international and intercontinental
collaborations and exchanges.

The overall purpose of this book is to provide timely and in-depth coverage of selected ad‐
vanced topics in materials science. This textbook goes into considerable detail concerning the
many elements of knowledge needed to understand both quantitatively and qualitatively ad‐
vanced subjects in materials science. The articles for this book have been contributed by re‐
spected researchers in this area and cover the frontier areas of research and developments in
materials science incorporating most recent developments and applications of materials sci‐
ence technology. Divided into five sections this book provides the latest research develop‐
ments in many aspects of materials science: It is our hope that you, as readers, will find this
book useful for your work. If so, this will be the nicest reward for us.

I wish to thank all the authors for their contributions to this book and it is my pleasure to
acknowledge the assistance of Ana Pantar during the write-up of this book and is preparation
in final format.

Finally, I would like to acknowledge my family who has supported me through all the years
of doing science, to my wife Dina von schwarze and to our children Michael, Reut and Noa for
their patience and support.

Prof. Yitzhak Mastai
Department of Chemistry and the Institute of Nanotechnology,

Bar-Ilan University, Ramat-Gan, Israel
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Chapter 1

Conducting Polymers / Layered Double Hydroxides
Intercalated Nanocomposites

Jairo Tronto, Ana Cláudia Bordonal, Zeki Naal and
João Barros Valim

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54803

1. Introduction

Layered nanocomposites represent a special class of multifunctional materials that has
received a lot of attention over the last years [1-6]. The specific architecture of these composites
promotes a synergistic effect between the organic and inorganic parts, generating compounds
with different chemical or physical properties as compared with the isolated components.
These composites not only represent a creative alternative to the search for new materials, but
also allow the development of innovative industrial applications. The potential uses of layered
nanocomposites include intelligent membranes and separation devices, photovoltaic devices,
fuel cell components, new catalysts, photocatalysts, chemical and biochemical sensors, smart
microelectronic devices, micro-optic devices, new cosmetics, sustained release of active
molecules, and special materials combining ceramics and polymers, among others [7-18].

A great variety of layered nanocomposites can be prepared from the combination between
polymers and layered inorganic solids [1-3]. Compared with the unmodified polymers, the
resulting materials present dramatic improvement in properties such as rigidity, chemical and
mechanical resistance, density, impermeability to gases, thermal stability, and electrical and
thermal conductivity, as well as high degree of optical transparency.

The first successful development concerning the combination of layered inorganic solids with
polymers was achieved by researchers from Toyota®, who aimed at structural applications of
the nanocomposites in vehicles. These researches prepared nanocomposites by combining
nylon-6 and montmorillonite (clay) using the in situ polymerization method [20-22]. Research
conducted over the past 10 years has shown that nanocomposites containing only a small
amount of inorganic silicate (2% volume), exhibit twofold larger elastic modulus and strength

© 2013 Tronto et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Tronto et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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without sacrificing resistance to impact. Other automobile companies began to employ this
type of material in their vehicles and intensified research in this area [1-3,21].

The excellent gas barrier and vapor transmission properties of these hybrid nanocomposites
have led to their application mainly in food industry, more specifically in food and drink
packaging. Incorporation of layered silicate nanoparticles into polymeric matrices creates a
labyrinth within the structure, which physically retards the passage of gas molecules [22].
These materials can also be used to coat storage tanks in ships and lines of cryogenic fuels in
aerospace systems. Compared with the unmodified polymer, nanocomposites delay fire
propagation and enhance thermal stability. In contrast to the amount of additives used in
traditional fireproof polymers (60%), these nanocomposites contain low layered inorganic
solid loading, typically 2-5 wt%. This is due to the formation of an insulating surface layer that
not only slows degradation of the polymer, but also decreases its calorific capacity [1,2]. The
decomposition temperature of these nanocomposites can be increased to 100 °C, which extends
the use of these materials at ambient temperatures, as in the case of automobile engines.

With respect to environmental applications, layered inorganic solids combined with biode‐
gradable polymers have been employed as reinforcing agents. These materials, called “green”
nanocomposites, are an attractive alternative for the replacement of petroleum derivatives in
the production of plastics.

Depending on the nature of the components and on the preparation method, two main types
of nanocomposites can be obtained from the association of layered compound with polymers,
as shown in Figure 1:

(b) Intercalated Nanocomposite (a) Exfoliated Nanocomposite 

Layered Inorganic Material Polymer 

Figure 1. Schematic representation of the different types of composites produced from the interaction between lay‐
ered compounds and polymers: (a) Intercalated Nanocomposite; (b) Exfoliated Nanocomposite.

Materials Science - Advanced Topics4

• Intercalated Nanocomposite: The polymer is intercalated between the inorganic layers,
producing a nanocomposite consisting of polymeric chains and alternating inorganic layers.
Intercalation of the polymer often results in increased interlayer spacing; i.e, larger distance
between two adjacent inorganic layers. (Figure 1a).

• Exfoliated Nanocomposite: The material presents no ordering along the stacking axis of the
layer, or the spacing between the inorganic layers is greater than 8 nm. (Figure 1b).

• In addition to the well-defined structures cited above, a third intermediate type of structure
can be found, in which the material presents characteristics of intercalation and exfoliation.
In this case, there is broadening of the X ray diffraction peaks.

• Several strategies have been utilized for the preparation of organic-inorganic hybrid
materials containing layered inorganic solids and polymer [1,2]:

• Exfoliation-adsorption: The layered compound is exfoliated using a solvent in which the
polymer is soluble. In some layered compounds there are weak interaction forces between
the layers, which can thus be easily exfoliated in appropriate solvents. The polymer may
then adsorb onto the exfoliated layers which, after evaporation of the solvent, can be stacked
again. As a result, the polymer is intercalated, and an ordered multilayer structure is
obtained.

• In situ intercalative polymerization: The layered compound undergoes swelling (interlayer
expansion) in a solution containing the monomer. The polymer is formed in the interlayer
region. The polymerization reaction can be performed by heat or radiation treatment, using
an organic initiator or a fixed catalyst.

• Melted polymer intercalation: The layered compound is mixed with the polymer matrix in
the melting phase. If the layered surfaces are sufficiently compatible with the selected
organic polymer under these conditions, the latter penetrates into the interlayer space,
generating an intercalated or exfoliated nanocomposite. This technique does not require any
solvent.

• Template Synthesis: This method can only be used for water-soluble polymers. The layered
compound is formed in situ in an aqueous solution containing the target polymer on the
basis of self-assembly forces, the polymer aids nucleation and growth of inorganic layers.
As a result, the polymers are retained between the layers.

Among the inorganic solids used in the preparation of layered nanocomposites, one promising
class of material is the Layered Double Hydroxides (LDHs), which have been added to
polymers for the synthesis of LDH/polymers nanocomposites [23-26]. LDHs can be structurally
described as the stacking of positively charged layers intercalated with hydrated anions [27].
In order to better understand the structure of the LDH, it is appropriate to start from the
structure of brucite. In this Mg(OH)2 structure, the magnesium cations are located in the center
of octahedra, with hydroxyl groups positioned at their vertices. These octahedra share edges,
forming neutral planar layers that are held together by hydrogen bonds. In this type of
structure, the isomorphic replacement of bivalent cations with trivalent ones creates a positive
residual charge in the layers. For charge balance to be reached in the system, anions should be

Conducting Polymers / Layered Double Hydroxides Intercalated Nanocomposites
http://dx.doi.org/10.5772/54803
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Among the inorganic solids used in the preparation of layered nanocomposites, one promising
class of material is the Layered Double Hydroxides (LDHs), which have been added to
polymers for the synthesis of LDH/polymers nanocomposites [23-26]. LDHs can be structurally
described as the stacking of positively charged layers intercalated with hydrated anions [27].
In order to better understand the structure of the LDH, it is appropriate to start from the
structure of brucite. In this Mg(OH)2 structure, the magnesium cations are located in the center
of octahedra, with hydroxyl groups positioned at their vertices. These octahedra share edges,
forming neutral planar layers that are held together by hydrogen bonds. In this type of
structure, the isomorphic replacement of bivalent cations with trivalent ones creates a positive
residual charge in the layers. For charge balance to be reached in the system, anions should be
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present between the layers. Together with water molecules, the anions promote stacking of
the layers, which culminates in the layered double hydroxide structure displaying a poorly
ordered interlayer domain. Not only hydrogen bonding but also electrostatic attraction
between the positively charged layers and the interlayer anions hold the layers together in
LDHs. A schematic representation of the LDH structure is given in Figure 2.
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Figure 2. Schematic representation of the LDH structure.

The inorganic layers of the LDH can be stacked according to two different symmetries,
resulting in rhombohedral or hexagonal unit cells of the hexagonal system. Most of the
synthetic LDH belong to the hexagonal system. Only LDH with M(II)/M(III) ratio equal to 1
are orthorhombic. For the rhombohedral unit cell, the parameter c is three times the basal
spacing, space group R3m. In the case of the hexagonal unit cell, the parameter c is twice the
basal spacing, space group P63mmc. The notations 3R and 2H refer to unit cells as rhombo‐
hedral or hexagonal, respectively.

In the structure of LDH, the interlayer domain comprises the region between adjacent
inorganic layers. This region is composed of randomly distributed anions and water molecules.
Powder X ray diffraction (PXRD) and EXAFS studies, performed by Rousselet et al. showed
the highly disordered nature of this region [28]. Besides being found in the interlayer domain,
where they hydrate the intercalated anions, the water molecules can also be adsorbed between
the crystallites. The water molecules onto the surface of the micro crystallites surface are called
extrinsic water molecules, whereas those that are located in the interlayer domain are desig‐
nated intrinsic water molecules. The global hydration status of the LDH is the addition of both
terms, intrinsic hydration and extrinsic hydration. Many researchers consider the interlayer
domain of LDH a quasi-liquid state, which gives high mobility to the interlayer anions.
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A wide variety of anions can be intercalated into the LDH; for example, organic anions,
inorganics and organic-inorganics, and polymers. The intercalation of more than one type of
anion in the interlayer domain is an extremely rare phenomenon. Usually, the presence of two
or more kinds of anions during the synthesis generates a competition between these anions,
and the one with greater tendency to stabilize the system and/or that is present in larger amount
will be intercalated. Using PXRD and in situ X ray energy dispersion spectroscopy techniques,
Fogg et al. reported the existence of a second intermediate stage due to co-intercalation of
Cl- ions and succinate in LiAl-LDH [29]. Pisson et al. studied the exchange of Cl- anions with
succinate and tartarate anions in LDH of the system [Zn2Al-Cl], [Zn2Cr-Cl], and [Cu2Cr-Cl].
The exchange reaction was monitored in situ by the X ray diffraction and X ray energy
dispersion spectroscopy techniques. The analyses revealed the formation of a second inter‐
mediate stage in all the materials, caused by co-intercalation of organic anions and chloride
ions [30]. Kaneyoshi and Jones demonstrated that terephthalate anions can adopt two different
orientations in relation to the inorganic layers when they are intercalated into Mg-Al-LDH.
The longer molecular axis is either perpendicular or parallel to the plane of the layers. These
two orientations are known as interstratified intermediated phases. The occurrence of these
two orientations of intercalated terephthalate anions was supported by the appearance of a
third basal spacing, attributed to the contribution of two different orientations of anions in the
interlayer domain.

A large number of natural and synthetic LDHs containing various metal cations have been
studied. In order to form the LDH, the metal cations that will be part of the inorganic layer
must present octahedral coordination and ion radius in the range of 0.50 to 0.74 Å. By varying
the metal cations, the proportion among them, and the interlayer anion, a large variety of LDH
can be prepared. Countless cations can be part of this structure: Mg2+, Al3+, most of the cations
of the first transition period, Cd2+, Ga3+, and La3+, among others [27]. In addition LDH display‐
ing more than one bivalent and/or trivalent cation can be synthesized, which further expands
the compositional possibilities.

The ratio between the metal cations M(II)/M(III) is also very important, because a change in
this ratio between modifies the charge density in the layers, since the charge is generated
from the isomorphic substitution of bivalent cations with trivalent ones in the structure of
the inorganic layers [27,32]. There is controversy over the values that the x parameter in the
general formula of the LDH can assume during the synthesis of these materials. According
to de Roy et al., the x value should lie between 0.14 and 0.50, for the formation of an LDH
where the M(II)/M(III) ratio can vary between 1 and 6 [33]. For Cavani et al., the x value
must fall between 0.20 and 0.34, with the M(II)/M(III) ratio ranging between 2 and 4.37.
However, some researchers have reported the synthesis of LDH with different M(II) to
M(III) ratios from those mentioned above [27].

As described earlier, the interlayer domain consists of water molecules and anions, mainly.
Practically, there is no limitation to the nature of anions that can compensate the residual posi‐
tive charge of the LDH layers. However, obtaining pure and crystalline materials is not an easy
task. Generally, simple inorganic anions with higher charge/radius ratio have greater tendency
for intercalation. This is because these anions interact more strongly with the inorganic layers
from an electrostatic viewpoint. For the intercalation of organic anions, especially anionic poly‐
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present between the layers. Together with water molecules, the anions promote stacking of
the layers, which culminates in the layered double hydroxide structure displaying a poorly
ordered interlayer domain. Not only hydrogen bonding but also electrostatic attraction
between the positively charged layers and the interlayer anions hold the layers together in
LDHs. A schematic representation of the LDH structure is given in Figure 2.
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Figure 2. Schematic representation of the LDH structure.

The inorganic layers of the LDH can be stacked according to two different symmetries,
resulting in rhombohedral or hexagonal unit cells of the hexagonal system. Most of the
synthetic LDH belong to the hexagonal system. Only LDH with M(II)/M(III) ratio equal to 1
are orthorhombic. For the rhombohedral unit cell, the parameter c is three times the basal
spacing, space group R3m. In the case of the hexagonal unit cell, the parameter c is twice the
basal spacing, space group P63mmc. The notations 3R and 2H refer to unit cells as rhombo‐
hedral or hexagonal, respectively.

In the structure of LDH, the interlayer domain comprises the region between adjacent
inorganic layers. This region is composed of randomly distributed anions and water molecules.
Powder X ray diffraction (PXRD) and EXAFS studies, performed by Rousselet et al. showed
the highly disordered nature of this region [28]. Besides being found in the interlayer domain,
where they hydrate the intercalated anions, the water molecules can also be adsorbed between
the crystallites. The water molecules onto the surface of the micro crystallites surface are called
extrinsic water molecules, whereas those that are located in the interlayer domain are desig‐
nated intrinsic water molecules. The global hydration status of the LDH is the addition of both
terms, intrinsic hydration and extrinsic hydration. Many researchers consider the interlayer
domain of LDH a quasi-liquid state, which gives high mobility to the interlayer anions.
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A wide variety of anions can be intercalated into the LDH; for example, organic anions,
inorganics and organic-inorganics, and polymers. The intercalation of more than one type of
anion in the interlayer domain is an extremely rare phenomenon. Usually, the presence of two
or more kinds of anions during the synthesis generates a competition between these anions,
and the one with greater tendency to stabilize the system and/or that is present in larger amount
will be intercalated. Using PXRD and in situ X ray energy dispersion spectroscopy techniques,
Fogg et al. reported the existence of a second intermediate stage due to co-intercalation of
Cl- ions and succinate in LiAl-LDH [29]. Pisson et al. studied the exchange of Cl- anions with
succinate and tartarate anions in LDH of the system [Zn2Al-Cl], [Zn2Cr-Cl], and [Cu2Cr-Cl].
The exchange reaction was monitored in situ by the X ray diffraction and X ray energy
dispersion spectroscopy techniques. The analyses revealed the formation of a second inter‐
mediate stage in all the materials, caused by co-intercalation of organic anions and chloride
ions [30]. Kaneyoshi and Jones demonstrated that terephthalate anions can adopt two different
orientations in relation to the inorganic layers when they are intercalated into Mg-Al-LDH.
The longer molecular axis is either perpendicular or parallel to the plane of the layers. These
two orientations are known as interstratified intermediated phases. The occurrence of these
two orientations of intercalated terephthalate anions was supported by the appearance of a
third basal spacing, attributed to the contribution of two different orientations of anions in the
interlayer domain.

A large number of natural and synthetic LDHs containing various metal cations have been
studied. In order to form the LDH, the metal cations that will be part of the inorganic layer
must present octahedral coordination and ion radius in the range of 0.50 to 0.74 Å. By varying
the metal cations, the proportion among them, and the interlayer anion, a large variety of LDH
can be prepared. Countless cations can be part of this structure: Mg2+, Al3+, most of the cations
of the first transition period, Cd2+, Ga3+, and La3+, among others [27]. In addition LDH display‐
ing more than one bivalent and/or trivalent cation can be synthesized, which further expands
the compositional possibilities.

The ratio between the metal cations M(II)/M(III) is also very important, because a change in
this ratio between modifies the charge density in the layers, since the charge is generated
from the isomorphic substitution of bivalent cations with trivalent ones in the structure of
the inorganic layers [27,32]. There is controversy over the values that the x parameter in the
general formula of the LDH can assume during the synthesis of these materials. According
to de Roy et al., the x value should lie between 0.14 and 0.50, for the formation of an LDH
where the M(II)/M(III) ratio can vary between 1 and 6 [33]. For Cavani et al., the x value
must fall between 0.20 and 0.34, with the M(II)/M(III) ratio ranging between 2 and 4.37.
However, some researchers have reported the synthesis of LDH with different M(II) to
M(III) ratios from those mentioned above [27].

As described earlier, the interlayer domain consists of water molecules and anions, mainly.
Practically, there is no limitation to the nature of anions that can compensate the residual posi‐
tive charge of the LDH layers. However, obtaining pure and crystalline materials is not an easy
task. Generally, simple inorganic anions with higher charge/radius ratio have greater tendency
for intercalation. This is because these anions interact more strongly with the inorganic layers
from an electrostatic viewpoint. For the intercalation of organic anions, especially anionic poly‐
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mers, factors such as the size and geometry of the anion, the interaction between them, and the
ratio between size and charge must be taken into account. Some interlayer anions are more mo‐
bile, which gives the resulting materials good exchange properties.

Several factors must be borne in mind when planning the synthesis of LDH. For instance, the
degree of substitution of M(II) with M(III) cations, the nature of the cation, the nature of the
interlayer anion, the pH of the synthesis and, in some cases, the controlled atmosphere.
Furthermore, to obtain materials with good crystallinity, the concentrations of the solutions,
the rate of the addition of the solutions, the stirring rate, the final pH of the suspension (for
variable pH methods), the pH during the addition (for constant pH method), and the temper‐
ature of the mixture (typically performed at room temperature) must be controlled. There are
a number of methods that can be used for the synthesis of LDH. They can be divided into two
categories:

i. Direct synthesis methods: salt-base method or co-precipitation (at variable pH or at
constant pH), salt-oxide method, hydrothermal synthesis, induced hydrolysis, sol-
gel method, and electrochemical preparation [27,33-37].

ii. Indirect synthesis methods: simple anionic exchange method, anionic exchange by
regeneration of the calcined material, and anion exchange using double phase, with
formation of a salt between the surfactants [33,38,39].

Among the most extensively investigated conducting polymers are polyacetylene; poly-
heterocyclic five-membered compounds like polypyrrole, polythiophene, and polyfuran; and
polyaromatics such as polyaniline and poly (p-phenylene).The structures and respective
electrical conductivity values of some conductive polymers are summarized in Table 1 [40].

Name Structural Formula Conductivity / S.cm-1

Polyacetylene 103 a 106

Polyaniline N
H

n

10 a 103

Polypyrrole N n
H

600

Poly(p-phenylene)

n

500

Polythiophene
S n

200

Table 1. Structure and electrical conductivity values of some conductive polymers [40].

Materials Science - Advanced Topics8

Below, we will outline some classes of conducting polymers:

a. Polyaniline:

Polyanilines are widely studied because of their low cost, good stability in the presence of
oxygen and water, and interesting redox properties. In 1835, polyaniline was first synthesized
as “black aniline”, a term used for the product obtained by oxidation of aniline [41]. Some years
later, Fritzche analyzed the products obtained by chemical oxidation of this aromatic amine
[42]. In 1862, Letheby found that the anodic oxidation of aniline in a platinum electrode, in an
aqueous solution of sulfuric acid, formed a dark brown precipitate [43]. The polyaniline chain
consists of units present in two main forms: (i) the fully reduced form, which contains only
aromatic rings and nitrogen atoms of the amine function, shown in Figure 3a, and (ii) a
completely oxidized form displaying iminic nitrogen atoms, quinonics rings, and aromatic
rings, as represented in Figure 3b.

NH NH N N

a b n

Figure 3. Representation of the general structure of the polyaniline base form: (a) reduced species (b) oxidized spe‐
cies.

Gospodinova and Terlemezyan examined the oxidation state of polyaniline constituents. The
principal oxidation states of polyaniline are presented in Table 2 [44]. The emeraldine salt is
the structural form of polyaniline that affords higher conductivity values. Polyaniline can be
doped by protonation, with no change in the number of electrons in the polymer chain.

Oxidation state Strucuture Color Characteristic

Leucoemeraldine N
H

N
H

N
H

N
H

n  

Yellow

310

Insulating,

completely

reduced

Emeraldine salt N
H

N
H

N
H

N
H

n

+ +

 

Green

320, 420, 800

Conductive, half-

oxidized

Emeraldine base N
H

N
H

N
H

N
H

n  

Blue

320, 620

Insulating, half-

oxidized

Pernigraniline N
H

N
H

N
H

N
H

n

+ +

 

Purple

320, 530

Insulating,

completely

oxidized

* The numerical values refer to the wavelength (in nanometers) where absorption is maximum.

Table 2. Most important oxidation states of polyaniline [44].*
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b. Polypyrrole:

The first report about pyrrole was published by Runge in 1834. This author observed a red
component in coal tar and bone oil. The compound isolated and purified from this component
was named of pyrrole [45]. The structural formula of pyrrole was established in 1870. In the
late 19th century, the interest in pyrrole and its derivatives was aroused, following the
discovery that this molecule was part of some porphyrins found in biological systems, such
as chlorophyll. Approximately 100 years after the first report on the discovery of pyrrole, i.e,
in 1970, interest in these materials increased again due to the possibility of preparing con‐
ducting polypyrroles [46].

Pyrrole is a five-membered cyclic compound (heterocyclic) containing 6 π electrons. Addi‐
tionally, pyrrole has an sp2 nitrogen, and its three σ bonds are located in the plane of the ring.
The excess electron, the conjugation of the double bonds, and their ability to relocate are the
structural characteristics underlying the charge conduction properties presented by the
pyrrole polymer products.

c. Polythiophene:

In 1882, Meyer discovered thiophene [47]. At that time, his studies revealed that this com‐
pound, which was isolated from benzene impurities, was a new aromatic system. Thiophene
is not a component of animal metabolism, but some thiophene derivatives can be found in
plants. Thiophene derivatives are widely employed in many types of chemical industry,
including the pharmaceutical, veterinary, polymers, and agrochemicals industries.

Thiophene is a compound analogous to pyrrole. Instead of the nitrogen heteroatom, it contains
a sulfur atom with sp² hybridization. The sp² orbital, which is perpendicular to the π electron
system, has an unshared electron pair. The p-orbital of sulfur donates two electrons to the π
system. Polythiophene derivatives have been extensively studied, probably because most of
them are soluble in organic solvents, which facilitates processing of the material.

The electrical conductivity of a solid is the result of the number of charge carriers (electrons /
holes) and their mobility. Conducting polymers have a large number of charge carriers with
low mobility, which is mainly caused by the large number of structural defects such as
reticulation and the disordering of chains. The formation of nanocomposites by intercalation
of conductive polymers into LDH can minimize the formation of reticulation defects and the
disordering of polymer chains, furnishing materials with new and interesting properties. Table
3 summarizes the literature works on the synthesis and characterization of conducting
polymers intercalated into LDH.

Year Nanocomposites Examples Authors Ref.

1994 LDH / polyaniline CuCr- polyaniline-LDH

CuAl- polyaniline-LDH

Challier and Slade 48

2001 LDH / aminobenzoate

derivatives

LiAl-o-, p- and m-aminobenzoate-LDHs Isupov et al. 49
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2002 LDH / aniline sulfonate CuCr- aniline sulfonate-LDH Moujahid et al. 50

2003 LDH / aminobenzene

sulfonate

CuCr- aminobenzene sulfonate-LDH Moujahid et al. 51

2004 LDH / 2-

thiophenecarboxylate

ZnAl-2-thiophenecarboxylate-LDH

ZnCr-2-thiophenecarboxylate-LDH

Tronto et al. 52

2005 LDH / aniline sulfonate

derivatives

CuCr-o- and m-aminobenzenesulfonate, 3-amino-4-

methoxybenzenesulfonate, 3-aniline-1-propane

sulfonate, and 4-aniline-1-butane sulfonate-LDHs.

Moujahid et al. 53

2006 LDH / pyrrol derivatives ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH

ZnCr-4-(1H-pyrrol-1-yl)benzoate-LDH

ZnAl-3-(pyrrol-1-yl)-propanoate-LDH

ZnAl-7-(pyrrol-1-yl)-heptanoate-LDH

Tronto et al. 54

55

56

2006 LDH / aminobenzoate

derivatives

MgAl-aminobenzoate-LDH

NiAl-aminobenzoate-LDH

Tian et al. 57

58

2006 LDH / aniline sulfonic NiAl-aniline sulfonic -LDH Wei et al. 59

Table 3. Some examples of Nanocomposites consisting of LDH/conductive polymers.

Challier and Slade reported the synthesis and characterization of layered nanocomposites of
CuCr and CuAl-LDHs intercalated with polyaniline [48]. The oxidizing host matrices were
prepared by the coprecipitation method, with the intercalation of terephthalate anions into
CuCr-LDH and hexacyanoferrate(II) anions into CuAl-LDH. Then, the LDH precursors were
submitted to an anion exchange reaction with a solution of pure aniline under reflux, for 24 h.
The X ray diffractograms showed that the materials submitted to reaction with aniline
exhibited basal spacings of 13.3 Å and 13.5 Å for CuCr-LDH and CuAl-LDH, respectively. This
result was consistent with the intercalation of aniline molecules containing aromatic rings
oriented perpendicular to the plane of the layers. FTIR analyses evidenced polymerization of
the aniline molecules, since the absorption spectra displayed bands typical of the emeraldine
form. According to the authors, the oxidant character of Cu2+, present in layered structure of
the inorganic host, helped induce oxidative polymerization of the aniline intercalated in the
interlayer galleries.

Isupov et al. described the intercalation of o-, p-, and m-aminobenzoate anions into LiAl-LDH
[49]. The incorporation of aminobenzoate anions in the host matrices was conducted by anion
exchange, from an LiAl-LDH intercalated with chloride anions. The basal spacings obtained
from the X ray diffractograms indicated that the anion exchange reaction was effective, with
incorporation of aminobenzoate anions in the interlayer domain. To carry out the in situ
polymerization, samples of the nanocomposites were submitted to a heat-treatment at 90 oC
for 100 h, with 75% relative air humidity. For the LiAl-LDH intercalated with m-aminobenzoate
anions, the formation of a polyconjugated system was confirmed by ESR spectra performed
in vacuum at 77 K and 300 K. The spectra displayed a broad isotropic signal between 7.3 and
7.5 G, with g = 2.000 and line with Gaussian shape. Heating of the nanocomposite in air
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b. Polypyrrole:

The first report about pyrrole was published by Runge in 1834. This author observed a red
component in coal tar and bone oil. The compound isolated and purified from this component
was named of pyrrole [45]. The structural formula of pyrrole was established in 1870. In the
late 19th century, the interest in pyrrole and its derivatives was aroused, following the
discovery that this molecule was part of some porphyrins found in biological systems, such
as chlorophyll. Approximately 100 years after the first report on the discovery of pyrrole, i.e,
in 1970, interest in these materials increased again due to the possibility of preparing con‐
ducting polypyrroles [46].

Pyrrole is a five-membered cyclic compound (heterocyclic) containing 6 π electrons. Addi‐
tionally, pyrrole has an sp2 nitrogen, and its three σ bonds are located in the plane of the ring.
The excess electron, the conjugation of the double bonds, and their ability to relocate are the
structural characteristics underlying the charge conduction properties presented by the
pyrrole polymer products.
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is not a component of animal metabolism, but some thiophene derivatives can be found in
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including the pharmaceutical, veterinary, polymers, and agrochemicals industries.
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a sulfur atom with sp² hybridization. The sp² orbital, which is perpendicular to the π electron
system, has an unshared electron pair. The p-orbital of sulfur donates two electrons to the π
system. Polythiophene derivatives have been extensively studied, probably because most of
them are soluble in organic solvents, which facilitates processing of the material.

The electrical conductivity of a solid is the result of the number of charge carriers (electrons /
holes) and their mobility. Conducting polymers have a large number of charge carriers with
low mobility, which is mainly caused by the large number of structural defects such as
reticulation and the disordering of chains. The formation of nanocomposites by intercalation
of conductive polymers into LDH can minimize the formation of reticulation defects and the
disordering of polymer chains, furnishing materials with new and interesting properties. Table
3 summarizes the literature works on the synthesis and characterization of conducting
polymers intercalated into LDH.

Year Nanocomposites Examples Authors Ref.

1994 LDH / polyaniline CuCr- polyaniline-LDH

CuAl- polyaniline-LDH

Challier and Slade 48

2001 LDH / aminobenzoate

derivatives

LiAl-o-, p- and m-aminobenzoate-LDHs Isupov et al. 49
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2002 LDH / aniline sulfonate CuCr- aniline sulfonate-LDH Moujahid et al. 50
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sulfonate

CuCr- aminobenzene sulfonate-LDH Moujahid et al. 51

2004 LDH / 2-

thiophenecarboxylate

ZnAl-2-thiophenecarboxylate-LDH

ZnCr-2-thiophenecarboxylate-LDH

Tronto et al. 52

2005 LDH / aniline sulfonate

derivatives

CuCr-o- and m-aminobenzenesulfonate, 3-amino-4-

methoxybenzenesulfonate, 3-aniline-1-propane

sulfonate, and 4-aniline-1-butane sulfonate-LDHs.

Moujahid et al. 53

2006 LDH / pyrrol derivatives ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH

ZnCr-4-(1H-pyrrol-1-yl)benzoate-LDH

ZnAl-3-(pyrrol-1-yl)-propanoate-LDH

ZnAl-7-(pyrrol-1-yl)-heptanoate-LDH
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MgAl-aminobenzoate-LDH
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58

2006 LDH / aniline sulfonic NiAl-aniline sulfonic -LDH Wei et al. 59

Table 3. Some examples of Nanocomposites consisting of LDH/conductive polymers.

Challier and Slade reported the synthesis and characterization of layered nanocomposites of
CuCr and CuAl-LDHs intercalated with polyaniline [48]. The oxidizing host matrices were
prepared by the coprecipitation method, with the intercalation of terephthalate anions into
CuCr-LDH and hexacyanoferrate(II) anions into CuAl-LDH. Then, the LDH precursors were
submitted to an anion exchange reaction with a solution of pure aniline under reflux, for 24 h.
The X ray diffractograms showed that the materials submitted to reaction with aniline
exhibited basal spacings of 13.3 Å and 13.5 Å for CuCr-LDH and CuAl-LDH, respectively. This
result was consistent with the intercalation of aniline molecules containing aromatic rings
oriented perpendicular to the plane of the layers. FTIR analyses evidenced polymerization of
the aniline molecules, since the absorption spectra displayed bands typical of the emeraldine
form. According to the authors, the oxidant character of Cu2+, present in layered structure of
the inorganic host, helped induce oxidative polymerization of the aniline intercalated in the
interlayer galleries.

Isupov et al. described the intercalation of o-, p-, and m-aminobenzoate anions into LiAl-LDH
[49]. The incorporation of aminobenzoate anions in the host matrices was conducted by anion
exchange, from an LiAl-LDH intercalated with chloride anions. The basal spacings obtained
from the X ray diffractograms indicated that the anion exchange reaction was effective, with
incorporation of aminobenzoate anions in the interlayer domain. To carry out the in situ
polymerization, samples of the nanocomposites were submitted to a heat-treatment at 90 oC
for 100 h, with 75% relative air humidity. For the LiAl-LDH intercalated with m-aminobenzoate
anions, the formation of a polyconjugated system was confirmed by ESR spectra performed
in vacuum at 77 K and 300 K. The spectra displayed a broad isotropic signal between 7.3 and
7.5 G, with g = 2.000 and line with Gaussian shape. Heating of the nanocomposite in air
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intensified the ESR signal. Formation of the polyconjugated system was also corroborated by
FTIR and Raman spectroscopies. A comparison of the FTIR spectrum of LiAl-LDH intercalated
with m-aminobenzoate and its oxidation products revealed a marked decrease in the band
located at 1250 cm-1, which indicates a decrease in the number of amino groups, -NH2.

Moujahid et al. reported the intercalation of the m- and o-aminebenzeno sulfonate anion, 3-
amine-4-methoxybenzene sulfonate, 3-aniline-1-propane sulfonate and 4-aniline-1-butane
sulfonate into Cu2Cr-LDHs [50,51,53]. These authors discussed the arrangement of intercalated
molecules and their subsequent dimerization and/or in situ polymerization. The authors
incorporated these inorganic anions between the layers was by the direct precipitation method
at constant pH. After the synthesis, the resulting materials were submitted to heat treatment
at different temperatures, under air atmosphere. The interlayer distances of they synthesize
nanocomposites were consistent with the presence of a bilayer of guest molecules in the
interlayer space. The heat treatment performed at 350 K culminated in a contraction in the
basal spacing of the nanocomposites, except for the material intercalated with the o-amine‐
benzene sulfonate anions. This contraction was associated with reorientation of the interca‐
lated molecules and/or with an in situ polymerization. At temperatures above 350 K up to
approximately 450 K, there was no significant variation in basal spacing. ESR analysis
evidenced in situ polymerization. The profiles of the ESR spectra changed with increasing
temperature. The value of the signal g (g = 2.0034 ± 0.0004) was typical of the formation of
organic radicals and/or conduction electron. For the nanocomposite intercalated with the m-
aminobenzene sulfonate anion, the ESR and CV analysis showed that the in situ polymerization
must occur with a syndiotactic arrangement. For the nanocomposite intercalated with the o-
aminobenzene sulfonate anion, the ESR studies indicated a very weak response of spin carriers
for these materials. The electrochemical characterization did not show the presence of
reversible redox processes. These results, together with the constancy of the basal spacing
value obtained up to a temperature of 450 K, suggested that in situ polymerization was not
favored when the monomer had the amino group located at the ortho position relative to the
sulfonate group. For the 3-amine-4-methoxybenzene sulfonate anion, the presence of methoxy
group in the para position relative to the sulfonate group made the polymerization process
difficult. The ESR and CV data for this nanocomposite indicated formation of a dimer. For the
nanocomposites synthesized with 3-aniline-1-propane sulfonate and 4-aniline-1-butane
sulfonate, the heat-treatment at 473 K prompted an increase in g (g = 2.0034 ± 0.0004), which is
associated with the generation of organic radicals and/or conduction electrons.

Tronto et al. described the synthesis, characterization, and electrochemical investigation of 2-
thiophenecarboxylate intercalated into ZnAl-LDH and ZnCr-LDH [52]. The materials were
synthesized by the coprecipitation method at constant pH, followed by hydrothermal treat‐
ment at 65 oC for 72 h. The LDH were analyzed by PXRD, FT-IR, 13C CP-MAS, TEM and CV.
The basal spacing was about 15.3 Å for all the LDH which suggested the formation of bilayers
of anions intercalated between the inorganic sheets. In this configuration, the 2-thiophenecar‐
boxylate anions would be in a position in which their longer axes would lie perpendicular to
the plane of the inorganic layers. Besides the phase with basal spacing of 15.3 Å, another phase
with basal spacing of 7.58 Å was also detected in the diffractograms. This value was similar to
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some values reported for the intercalation of CO3
2- anions into ZnAl-LDH and ZnCr-LDH.

However, the qualitative analysis and 13C CP-MAS did not confirm the presence of carbonate
anions, as contaminant in the LDH. Thus, the results indicated that for this second phase, 2-
thiophenecarboxylate anions were intercalated with their longer axes parallel to the plane of
the inorganic layer. 13C CP-MAS data further suggested that, during the synthesis, the 2-
thiophenecarboxylate anions lost an acid hydrogen which led to formation of the dimer.

Tronto et al. conducted a study on the in situ polymerization of pyrrole derivatives, 4-(1H-
pyrrol-1-yl)benzoate, 3-(Pyrrol-1-yl)-propanoate, and 7-(pyrrol-1-yl)-heptanoate, intercalated
into LDH [54-56]. The materials were synthesized by co-precipitation at constant pH, followed
of hydrothermal treatment for 72 h. The final LDH were characterized by X ray diffraction,
13C CP-MAS NMR, TGA, and ESR. The basal spacing value coincided with the formation of
bilayers of intercalated monomers. 13C CP-MAS NMR and ESR analyses showed the formation
of a polyconjugated system with polymerization of the monomers intercalated in the LDH
during the coprecipitation and/or hydrothermal treatment processes. This result reinforced
the authors assumption that the connectivity between the monomers occurred spontaneously
during the synthesis, with generation of oligomers and/or syndiotactic polymers intercalated
between the LDH layers. At room temperature, the ESR spectrum displayed a signal typical
of the hyperfine structure (hfs). The presence of hfs suggested the existence of a proper
regulatory environment for the free electrons. These electrons would be present in an organic
“backbone” of small size. Thermal analysis of these materials revealed that the inorganic host
matrix provided the intercalated polymers with thermal protection, because the thermal
decomposition reactions happened at higher temperatures compared with the pure polymers.

Tian and cols. investigated the oxidative polymerization of m-NH2C6H4SO3
- anions intercalated

into NiAl-LDH using ammonium persulfate as the oxidizing agent [57]. The amount of
oxidizing agent required for controlled polymerization of the intercalated monomers was
systematically evaluated. The materials were characterized by PXRD, UV-Vis spectroscopy,
FT-IR spectroscopy, and XPS determination. PXRD and elemental analysis data showed the
co-intercalation of nitrate anions, originating from the LDH precursor, and m-NH2C6H4SO3

-

anions. UV-Vis results evidenced polymerization of the intercalated m-NH2C6H4SO3
- anions,

with the formation of small chains. The intercalated polyaniline sulfonate was present in
different oxidation states and at different protonation levels, depending upon the amount of
oxidizing agent that was added.

Tian and cols. also performed the in situ oxidative polymerization of m-NH2C6H4SO3
- anions

intercalated into MgAl-LDH [58]. The monomers were incorporated into the LDH via an
exchange reaction using the precursor [MgAl(OH)6](NO3) nH2O. The nitrate anions remaing
from the exchange reaction and co-intercalated with the m-NH2C6H4SO3

- anions were utilized
as oxidizing agent for the oxidative polymerization of the intercalated monomers. The
resulting materials were analyzed by DTA-TG-DSC as well as UV-Vis and HT-XRD spectros‐
copies. In the temperature range 300-350 oC, the UV-Vis analysis confirmed the reduction of
nitrate and polymerization of aniline.

Wei et al. reported the oxidative polymerization of m-NH2C6H4SO3
- anions in NiAl-LDH, using

intercalated nitrate anions as the oxidizing agent [59]. The LDH interlayer space was used as
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intensified the ESR signal. Formation of the polyconjugated system was also corroborated by
FTIR and Raman spectroscopies. A comparison of the FTIR spectrum of LiAl-LDH intercalated
with m-aminobenzoate and its oxidation products revealed a marked decrease in the band
located at 1250 cm-1, which indicates a decrease in the number of amino groups, -NH2.

Moujahid et al. reported the intercalation of the m- and o-aminebenzeno sulfonate anion, 3-
amine-4-methoxybenzene sulfonate, 3-aniline-1-propane sulfonate and 4-aniline-1-butane
sulfonate into Cu2Cr-LDHs [50,51,53]. These authors discussed the arrangement of intercalated
molecules and their subsequent dimerization and/or in situ polymerization. The authors
incorporated these inorganic anions between the layers was by the direct precipitation method
at constant pH. After the synthesis, the resulting materials were submitted to heat treatment
at different temperatures, under air atmosphere. The interlayer distances of they synthesize
nanocomposites were consistent with the presence of a bilayer of guest molecules in the
interlayer space. The heat treatment performed at 350 K culminated in a contraction in the
basal spacing of the nanocomposites, except for the material intercalated with the o-amine‐
benzene sulfonate anions. This contraction was associated with reorientation of the interca‐
lated molecules and/or with an in situ polymerization. At temperatures above 350 K up to
approximately 450 K, there was no significant variation in basal spacing. ESR analysis
evidenced in situ polymerization. The profiles of the ESR spectra changed with increasing
temperature. The value of the signal g (g = 2.0034 ± 0.0004) was typical of the formation of
organic radicals and/or conduction electron. For the nanocomposite intercalated with the m-
aminobenzene sulfonate anion, the ESR and CV analysis showed that the in situ polymerization
must occur with a syndiotactic arrangement. For the nanocomposite intercalated with the o-
aminobenzene sulfonate anion, the ESR studies indicated a very weak response of spin carriers
for these materials. The electrochemical characterization did not show the presence of
reversible redox processes. These results, together with the constancy of the basal spacing
value obtained up to a temperature of 450 K, suggested that in situ polymerization was not
favored when the monomer had the amino group located at the ortho position relative to the
sulfonate group. For the 3-amine-4-methoxybenzene sulfonate anion, the presence of methoxy
group in the para position relative to the sulfonate group made the polymerization process
difficult. The ESR and CV data for this nanocomposite indicated formation of a dimer. For the
nanocomposites synthesized with 3-aniline-1-propane sulfonate and 4-aniline-1-butane
sulfonate, the heat-treatment at 473 K prompted an increase in g (g = 2.0034 ± 0.0004), which is
associated with the generation of organic radicals and/or conduction electrons.

Tronto et al. described the synthesis, characterization, and electrochemical investigation of 2-
thiophenecarboxylate intercalated into ZnAl-LDH and ZnCr-LDH [52]. The materials were
synthesized by the coprecipitation method at constant pH, followed by hydrothermal treat‐
ment at 65 oC for 72 h. The LDH were analyzed by PXRD, FT-IR, 13C CP-MAS, TEM and CV.
The basal spacing was about 15.3 Å for all the LDH which suggested the formation of bilayers
of anions intercalated between the inorganic sheets. In this configuration, the 2-thiophenecar‐
boxylate anions would be in a position in which their longer axes would lie perpendicular to
the plane of the inorganic layers. Besides the phase with basal spacing of 15.3 Å, another phase
with basal spacing of 7.58 Å was also detected in the diffractograms. This value was similar to
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some values reported for the intercalation of CO3
2- anions into ZnAl-LDH and ZnCr-LDH.

However, the qualitative analysis and 13C CP-MAS did not confirm the presence of carbonate
anions, as contaminant in the LDH. Thus, the results indicated that for this second phase, 2-
thiophenecarboxylate anions were intercalated with their longer axes parallel to the plane of
the inorganic layer. 13C CP-MAS data further suggested that, during the synthesis, the 2-
thiophenecarboxylate anions lost an acid hydrogen which led to formation of the dimer.

Tronto et al. conducted a study on the in situ polymerization of pyrrole derivatives, 4-(1H-
pyrrol-1-yl)benzoate, 3-(Pyrrol-1-yl)-propanoate, and 7-(pyrrol-1-yl)-heptanoate, intercalated
into LDH [54-56]. The materials were synthesized by co-precipitation at constant pH, followed
of hydrothermal treatment for 72 h. The final LDH were characterized by X ray diffraction,
13C CP-MAS NMR, TGA, and ESR. The basal spacing value coincided with the formation of
bilayers of intercalated monomers. 13C CP-MAS NMR and ESR analyses showed the formation
of a polyconjugated system with polymerization of the monomers intercalated in the LDH
during the coprecipitation and/or hydrothermal treatment processes. This result reinforced
the authors assumption that the connectivity between the monomers occurred spontaneously
during the synthesis, with generation of oligomers and/or syndiotactic polymers intercalated
between the LDH layers. At room temperature, the ESR spectrum displayed a signal typical
of the hyperfine structure (hfs). The presence of hfs suggested the existence of a proper
regulatory environment for the free electrons. These electrons would be present in an organic
“backbone” of small size. Thermal analysis of these materials revealed that the inorganic host
matrix provided the intercalated polymers with thermal protection, because the thermal
decomposition reactions happened at higher temperatures compared with the pure polymers.

Tian and cols. investigated the oxidative polymerization of m-NH2C6H4SO3
- anions intercalated

into NiAl-LDH using ammonium persulfate as the oxidizing agent [57]. The amount of
oxidizing agent required for controlled polymerization of the intercalated monomers was
systematically evaluated. The materials were characterized by PXRD, UV-Vis spectroscopy,
FT-IR spectroscopy, and XPS determination. PXRD and elemental analysis data showed the
co-intercalation of nitrate anions, originating from the LDH precursor, and m-NH2C6H4SO3

-

anions. UV-Vis results evidenced polymerization of the intercalated m-NH2C6H4SO3
- anions,

with the formation of small chains. The intercalated polyaniline sulfonate was present in
different oxidation states and at different protonation levels, depending upon the amount of
oxidizing agent that was added.

Tian and cols. also performed the in situ oxidative polymerization of m-NH2C6H4SO3
- anions

intercalated into MgAl-LDH [58]. The monomers were incorporated into the LDH via an
exchange reaction using the precursor [MgAl(OH)6](NO3) nH2O. The nitrate anions remaing
from the exchange reaction and co-intercalated with the m-NH2C6H4SO3

- anions were utilized
as oxidizing agent for the oxidative polymerization of the intercalated monomers. The
resulting materials were analyzed by DTA-TG-DSC as well as UV-Vis and HT-XRD spectros‐
copies. In the temperature range 300-350 oC, the UV-Vis analysis confirmed the reduction of
nitrate and polymerization of aniline.

Wei et al. reported the oxidative polymerization of m-NH2C6H4SO3
- anions in NiAl-LDH, using

intercalated nitrate anions as the oxidizing agent [59]. The LDH interlayer space was used as
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a “nanoreactor” for the in situ polymerization of the intercalated monomer. Polymerization of
the monomers was acomplished by heat treatment under nitrogen atmosphere. The interlayer
polymerization was monitored by thermogravimetric analysis coupled with differential
thermal analysis and mass spectrometry (TGA-DTA-MS), UV-Vis spectroscopy, X ray
absorption near edge (XANES), (HT-XRD) and FTIR spectroscopy. Polymerization of the
monomer was observed at a temperature of 300°C.

2. Synthetic strategies for the preparation of conducting polymers / layered
double hydroxides intercalated nanocomposites

The synthesis of intercalated nanocomposites of LDH/conductive polymers can be carried out
using different strategies. The main ones are [23]:

1. Intercalation of monomer molecules between the LDH layers, with subsequent in situ
polymerization. Intercalation of the monomer can occur by direct or indirect methods.
The intercalation of monomer molecules with subsequent in situ polymerization, is widely
used in the preparation of various LDH/conductive polymers. The resulting nanocom‐
posites generally exhibit good structural organization and phase purity. This process is
limited by two factors:

i. the distance between the monomers when they are strongly linked, or grafted,
to the structure of the inorganic layers. When the monomers are strongly bound
to the layers, their flexibility (freedom of movement within the interlayer) is
limited, so the proximity between them should be sufficient for the polymeriza‐
tion reaction to occur. High charge densities in the layers may shorten distance
between the intercalated monomers. Functionalized monomers with long chain
aliphatic groups also provide greater flexibility.

ii. the polymerization conditions (temperature, pH, or redox reaction), which
should be selected so as not to affect the layered structure of the resulting
materials.

Indirect methods may also be employed for the intercalation of monomers. These methods are
often utilized when the chemical nature of the interlayer space and guest species are not
compatible. Such methods require the preparation of an LDH precursor intercalated with a
molecule that can be easily exchanged. This LDH precursor is then placed in contact with the
monomer of interest, which will replace the previously intercalated anion. To obtain the LDH/
polymer, it is necessary to carry out the in situ polymerization reaction after the exchange with
the monomer.

2. Direct intercalation of polymer molecules with low molecular weight between the LDH
layers or intercalation polymers with high molecular weight by indirect methods. The
incorporation of the polymer between the LDH layers, can be performed by direct method
by using the direct co-precipitation reaction, nanocomposites containing polymers that
have an anionic group; for example, carboxylate or sulfonate groups, can be produced
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during growth of the inorganic crystal. This preparation strategy usually yields nano‐
composites with low structural organization. The crystallinity of these materials can be
improved by hydrothermal treatment. The indirect method requires the presence of the
LDH precursor, usually containing chloride anions. This LDH precursor is placed into
exchange reaction using suitable solvents in the presence of the polymer of interest.

3. Intercalation of LDH via exfoliation, when a colloidal system is formed between the LDH
and an appropriate solvent, for exfoliation of the layers. Restacking of the layers in the
presence of a solution containing the target monomer or polymer culminates in their
intercalation by restacking of the structure of the layer. When the monomers are interca‐
lated, a subsequent in situ polymerization is required for attainment of the intercalated
nanocomposite LDH/polymer. This strategy is usually employed when the polymer has
high molecular weight, which makes their diffusion between the LDH layers difficult.
Due to its high charge density, the LDH does not have a natural tendency to exfoliation.
To achieve delamination of these materials, it is necessary to reduce the electrostatic
interaction between the layers. This can be done with intercalation of spacer anions, such
as, dodecylsulfonate and dodecylbenzenesulfonate. Exfoliation is then obtained by
placing the organically modified LDH in a solution containing a polar solvent. Addition
of polymer to the solution containing the exfoliated material results in the formation of
an intercalated and/or exfoliated precipitate. In some cases, the nanocomposite is only
generated upon evaporation of the solvent.

In addition to the strategies described above, immobilization of the polymer between the LDH
inorganic sheets can also be attained by regeneration of the layered structure using the “memory
effect” exhibited by some LDH. In this case, a previously prepared LDH, normally MgAl-CO3,
is firstly calcined at an adequate temperature, for elimination of the interlayer anion. The
calcined material, a mixed oxy-hydroxide, is then placed in contact with an aqueous solution
of the polymer to be intercalated. The oxide is hydrolyzed with regeneration of the LDH
structure and intercalation of the polymer. This process is accompanied by a sharp increase in
the pH value. The latter can be corrected, to prevent the intercalation of hydroxyl anions.
Normally, the LDH/polymers nanocomposites produced by this method do not exhibit good
organization, being more suitable for the incorporation of small molecules. This method was
used for the intercalation of silicates into LDH. In this case, mexinerite (an MgxAlOH-LDH,
with x = 2, 3, 4) was employed as precursor for incorporation of the silicate to this end,
mexinerite was previously calcined at 500 oC under air atmosphere, and then placed in contact
with a solution of tetraethylorthosilicate, Si(OC2H5)4 (TEOS). This afforded more crystalline
materials than those obtained by anion exchange or direct co-precipitation, using metasilicate
and ZnM-LDHs (M = Al, Cr).

An additional route for preparation of the LDH/polymer is the auxiliary solvent method.
Solvents represent an important part in the swelling processes of the layered materials, since
they promote separation of the layers. Schematic representation of the incorporation of
polymers into layered double hydroxides is given in Figure 4.
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composites with low structural organization. The crystallinity of these materials can be
improved by hydrothermal treatment. The indirect method requires the presence of the
LDH precursor, usually containing chloride anions. This LDH precursor is placed into
exchange reaction using suitable solvents in the presence of the polymer of interest.

3. Intercalation of LDH via exfoliation, when a colloidal system is formed between the LDH
and an appropriate solvent, for exfoliation of the layers. Restacking of the layers in the
presence of a solution containing the target monomer or polymer culminates in their
intercalation by restacking of the structure of the layer. When the monomers are interca‐
lated, a subsequent in situ polymerization is required for attainment of the intercalated
nanocomposite LDH/polymer. This strategy is usually employed when the polymer has
high molecular weight, which makes their diffusion between the LDH layers difficult.
Due to its high charge density, the LDH does not have a natural tendency to exfoliation.
To achieve delamination of these materials, it is necessary to reduce the electrostatic
interaction between the layers. This can be done with intercalation of spacer anions, such
as, dodecylsulfonate and dodecylbenzenesulfonate. Exfoliation is then obtained by
placing the organically modified LDH in a solution containing a polar solvent. Addition
of polymer to the solution containing the exfoliated material results in the formation of
an intercalated and/or exfoliated precipitate. In some cases, the nanocomposite is only
generated upon evaporation of the solvent.

In addition to the strategies described above, immobilization of the polymer between the LDH
inorganic sheets can also be attained by regeneration of the layered structure using the “memory
effect” exhibited by some LDH. In this case, a previously prepared LDH, normally MgAl-CO3,
is firstly calcined at an adequate temperature, for elimination of the interlayer anion. The
calcined material, a mixed oxy-hydroxide, is then placed in contact with an aqueous solution
of the polymer to be intercalated. The oxide is hydrolyzed with regeneration of the LDH
structure and intercalation of the polymer. This process is accompanied by a sharp increase in
the pH value. The latter can be corrected, to prevent the intercalation of hydroxyl anions.
Normally, the LDH/polymers nanocomposites produced by this method do not exhibit good
organization, being more suitable for the incorporation of small molecules. This method was
used for the intercalation of silicates into LDH. In this case, mexinerite (an MgxAlOH-LDH,
with x = 2, 3, 4) was employed as precursor for incorporation of the silicate to this end,
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with a solution of tetraethylorthosilicate, Si(OC2H5)4 (TEOS). This afforded more crystalline
materials than those obtained by anion exchange or direct co-precipitation, using metasilicate
and ZnM-LDHs (M = Al, Cr).

An additional route for preparation of the LDH/polymer is the auxiliary solvent method.
Solvents represent an important part in the swelling processes of the layered materials, since
they promote separation of the layers. Schematic representation of the incorporation of
polymers into layered double hydroxides is given in Figure 4.
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3. Characterization methods

This section describes the main techniques employed for the characterization of intercalated
nanocomposites of conducting polymer / LDH: Powder X-ray Diffraction (PXRD), 13C Cross-
Polarization/Magnetic Angle Spinning (CP/MAS) NMR spectroscopy, Electron Spin Reso‐
nance (ESR) spectroscopy, Thermogravimetric Analysis (TGA), Differential Scanning
Calorimetry (DSC), Fourier Transform Infrared (FTIR) spectroscopy, Ultraviolet/Visible (UV-
Vis) Spectroscopy, Transmission Electron Microscopy (TEM), and Scanning Electron Micro‐
scopy (SEM).

3.1. Powder X-ray Diffraction (PXRD)

The X ray diffraction pattern (PXRD) of LDH presents basal peaks 00l related to the stacking
sequence of the inorganic sheet. The peaks are not basal, said to non harmonics, are related to
the sheet structure. For new LDHs, the indexing of the diffraction peaks can be accomplished
by comparison with the PXRD of hydrotalcite, which exists in the database of diffraction
equipment (JCPDS-ICDD, PDF database), or with a number of other LDHs described in the
literature. Figure 5 brings a representative PXRD for an MgAl-CO3-LDH.

The interlayer distances can be calculated from the values of 2θ, using the Bragg equation:

nλ =  2dhkl · senθ

where n is the diffraction order, dhkl is the interlayer spacing for the peak hkl, and θ is the Bragg
angle, determined by the diffraction peak. Repetition of the d value, for n = 1, 2, 3..., evidences
the formation of a layered material. The interlayer spacing can be calculated by averaging the
basal peaks according to the equation:
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The parameters a and c can be obtained according to the equation:
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where h, k, and l are the Miller indices of the corresponding peak. For a LDH with stacking
sequence 3R, the c parameter c is equal to three times the basal spacing value.
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Figure 5. PXRD of synthetic Hydrotalcite.

To determine the orientation adopted by anionic species, such as monomers and polymers
intercalated into LDHs, the values of interlayer spacing and/or basal spacing obtained from
the PXRD data are compared with the size of anions obtained by specific computer programs,
like “VASP (Vienna Ab-initio Simulation Package)”.

When thermal treatments is performed for the in situ polymerization of monomers intercalated
between the LDHs inorganic layers, the PXRD analysis may reveal a decrease in the value of
interlayer spacing, which indicates a small contraction between adjacent layers. The presence
of phases, other than the LDH can also be identified by PXRD, which is useful since thermal
treatment may often generated oxides.

3.2. 13C Cross-Polarization/Magnetic Angle Spinning (CP/MAS) NMR spectroscopy

In situ polymerization of monomers intercalated into LDH may be monitored by 13C Cross-
Polarization/Magnetic Angle Spinning (CP/MAS) NMR spectroscopy. This technique detects
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Polarization/Magnetic Angle Spinning (CP/MAS) NMR spectroscopy, Electron Spin Reso‐
nance (ESR) spectroscopy, Thermogravimetric Analysis (TGA), Differential Scanning
Calorimetry (DSC), Fourier Transform Infrared (FTIR) spectroscopy, Ultraviolet/Visible (UV-
Vis) Spectroscopy, Transmission Electron Microscopy (TEM), and Scanning Electron Micro‐
scopy (SEM).

3.1. Powder X-ray Diffraction (PXRD)

The X ray diffraction pattern (PXRD) of LDH presents basal peaks 00l related to the stacking
sequence of the inorganic sheet. The peaks are not basal, said to non harmonics, are related to
the sheet structure. For new LDHs, the indexing of the diffraction peaks can be accomplished
by comparison with the PXRD of hydrotalcite, which exists in the database of diffraction
equipment (JCPDS-ICDD, PDF database), or with a number of other LDHs described in the
literature. Figure 5 brings a representative PXRD for an MgAl-CO3-LDH.

The interlayer distances can be calculated from the values of 2θ, using the Bragg equation:

nλ =  2dhkl · senθ

where n is the diffraction order, dhkl is the interlayer spacing for the peak hkl, and θ is the Bragg
angle, determined by the diffraction peak. Repetition of the d value, for n = 1, 2, 3..., evidences
the formation of a layered material. The interlayer spacing can be calculated by averaging the
basal peaks according to the equation:
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To determine the orientation adopted by anionic species, such as monomers and polymers
intercalated into LDHs, the values of interlayer spacing and/or basal spacing obtained from
the PXRD data are compared with the size of anions obtained by specific computer programs,
like “VASP (Vienna Ab-initio Simulation Package)”.

When thermal treatments is performed for the in situ polymerization of monomers intercalated
between the LDHs inorganic layers, the PXRD analysis may reveal a decrease in the value of
interlayer spacing, which indicates a small contraction between adjacent layers. The presence
of phases, other than the LDH can also be identified by PXRD, which is useful since thermal
treatment may often generated oxides.

3.2. 13C Cross-Polarization/Magnetic Angle Spinning (CP/MAS) NMR spectroscopy

In situ polymerization of monomers intercalated into LDH may be monitored by 13C Cross-
Polarization/Magnetic Angle Spinning (CP/MAS) NMR spectroscopy. This technique detects
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formation of bonds of the monomer-monomer type in polyconjugated systems. Assignment
of the chemical shift values for the monomers can be carried out by computer simulation using
specific computer programs, such as “ACD/ChemSketch, version 4.04”, provided by the
company Advanced Chemistry Development Inc., and “CS Chemdraw Ultra®”, offered by the
company Cambridgesoft Corporation. The values obtained by simulation can be compared
with the values achieved experimentally.

Figure 6 contains an example of 13C Cross-Polarization/Magnetic Angle Spinning (CP/MAS)
NMR Spectroscopy analyses for the in situ polymerization of 4-(1H-pyrrol-1-yl)benzoate
intercalated into ZnAl-LDH [54]. Assignment of the peaks to the carbons of the monomer is
given in Table 4.

Notation Assignment (Cn) DMSO-D6 (ppm) CP-MAS (75.4 MHz) (ppm)

N

OHO

C1

C2

C3
C4

C5
C6
C7

C1 111.3 111.2

C2 118.9 120.1

C3 143.0 142.3

C4 118.5 115.6

C5 130.9 132.9

C6 127.0 122.8

C7 166.6 174.9

Table 4. Assignment of the peaks to the carbons in the 13C CP-MAS NMR analyses of 4-(1H-pyrrol-1-yl)benzoate.

The 13C CP/MAS NMR spectra of all LDH were similar. In the Figure 6c and 6d, the peaks
can be unambiguously assigned as carbons C7 (175.1 ppm), C5 (131.6 ppm), C3 (140.8 ppm),
and C1 (113.7 ppm). The broad signal at 116.8 ppm can be attributed to the chemical shifts of
the remaining carbons C4 and C6 of the six-membered ring. Several simulations of the 13C
NMR spectra suggest that one possible quaternary carbon, resulting from the polymeriza‐
tion of the monomer via condensation C2-C2, presents chemical shift in the range of 112.0 to
116.0 ppm. Therefore, the large signal at 116.8 ppm in spectrum of the polymer is ascribed to
this quaternary carbon, coinciding with the chemical shifts of the remaining carbons C4 and
C6. Together with the PXRD results, these data suggest that the production of oligomers
and/or polymers occurs with the formation of bilayers of monomers in the interlayer space.
In this arrangement, the carboxylate groups are directed to the layer, whereas the aromatic
rings occupy the central region of the interlayer spacing. Therefore, the polymer obtained
within the interlayer resembles a “zig-zag”, similar to the polymers of the syndiotactic type.

Materials Science - Advanced Topics18

180 160 140 120 100

(d)

(c)

(b)

(a)

11
3.

7
11

6.
9

13
1.

4

14
1.

1

17
5.

1

11
1.

2
11

5.
6

12
0.

1
12

2.
813

2.
9

14
2.

3

17
4.

0

ppm

Figure 6. CP-MAS NMR spectra of: (a) pyrrolebenzoic acid; (b) ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH; (c) ZnAl-4-(1H-
pyrrol-1-yl)benzoate-LDH with hydrothermal treatment; and (d) ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH after thermal
treatment [54].

3.3. Electron Spin Resonance (ESR) spectroscopy

Electron Spin Resonance (ESR) spectroscopy allows for monitoring of in situ polymerization
processes in intercalated monomers. The spectra of conducting polymers usually exhibit signs
typical of the formation of polarons, with the Lorentzian profile. In these analyses, the
apparatus is normally operated at 9.658 GHz, using the 1,1-diphenyl-2-picrylhydrazyl (DPPH)
radical to determine the ressonance frequency (g = 2.0036 +/- 0.0002). The scan width can vary
between 2000 and 4000 G, with a receiver gain of 100000.

Figure 7 illustrates ESR analyses for monitoring of the in situ polymerization of 3-(Pyrrol-1-
yl)-propanoate monomers intercalated into ZnAl-LDH [55,56]. The spectra were recorded after
heat-treatment at temperatures ranging from ambient to 180 oC for 2h. For material at room
temperature, the ESR spectra display very weak signals. Thus, the spectrum was enlarged 16
times for comparison with those of the material treated at other temperatures. Typical signs
can be noticed for the “superhyperfine” structure with 6 lines, and there is a sign characteristic
of the formation of a polaron with g = 2.004 ± 0.0004. The appearance of this “superhyperfine”
structure suggest formation of the radical (COO·). The magnetic moment of this radical should
interact with the magnetic moments of the nuclei of the aluminum atoms present in the
inorganic host matrix. This hypothesis considers the nuclear spin of aluminum as I = 5/2 and
a number of nuclei N = 1, which generates a spectrum of 2NI + 1 = 6 lines. Due to the charge
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The 13C CP/MAS NMR spectra of all LDH were similar. In the Figure 6c and 6d, the peaks
can be unambiguously assigned as carbons C7 (175.1 ppm), C5 (131.6 ppm), C3 (140.8 ppm),
and C1 (113.7 ppm). The broad signal at 116.8 ppm can be attributed to the chemical shifts of
the remaining carbons C4 and C6 of the six-membered ring. Several simulations of the 13C
NMR spectra suggest that one possible quaternary carbon, resulting from the polymeriza‐
tion of the monomer via condensation C2-C2, presents chemical shift in the range of 112.0 to
116.0 ppm. Therefore, the large signal at 116.8 ppm in spectrum of the polymer is ascribed to
this quaternary carbon, coinciding with the chemical shifts of the remaining carbons C4 and
C6. Together with the PXRD results, these data suggest that the production of oligomers
and/or polymers occurs with the formation of bilayers of monomers in the interlayer space.
In this arrangement, the carboxylate groups are directed to the layer, whereas the aromatic
rings occupy the central region of the interlayer spacing. Therefore, the polymer obtained
within the interlayer resembles a “zig-zag”, similar to the polymers of the syndiotactic type.
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Figure 6. CP-MAS NMR spectra of: (a) pyrrolebenzoic acid; (b) ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH; (c) ZnAl-4-(1H-
pyrrol-1-yl)benzoate-LDH with hydrothermal treatment; and (d) ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH after thermal
treatment [54].

3.3. Electron Spin Resonance (ESR) spectroscopy

Electron Spin Resonance (ESR) spectroscopy allows for monitoring of in situ polymerization
processes in intercalated monomers. The spectra of conducting polymers usually exhibit signs
typical of the formation of polarons, with the Lorentzian profile. In these analyses, the
apparatus is normally operated at 9.658 GHz, using the 1,1-diphenyl-2-picrylhydrazyl (DPPH)
radical to determine the ressonance frequency (g = 2.0036 +/- 0.0002). The scan width can vary
between 2000 and 4000 G, with a receiver gain of 100000.

Figure 7 illustrates ESR analyses for monitoring of the in situ polymerization of 3-(Pyrrol-1-
yl)-propanoate monomers intercalated into ZnAl-LDH [55,56]. The spectra were recorded after
heat-treatment at temperatures ranging from ambient to 180 oC for 2h. For material at room
temperature, the ESR spectra display very weak signals. Thus, the spectrum was enlarged 16
times for comparison with those of the material treated at other temperatures. Typical signs
can be noticed for the “superhyperfine” structure with 6 lines, and there is a sign characteristic
of the formation of a polaron with g = 2.004 ± 0.0004. The appearance of this “superhyperfine”
structure suggest formation of the radical (COO·). The magnetic moment of this radical should
interact with the magnetic moments of the nuclei of the aluminum atoms present in the
inorganic host matrix. This hypothesis considers the nuclear spin of aluminum as I = 5/2 and
a number of nuclei N = 1, which generates a spectrum of 2NI + 1 = 6 lines. Due to the charge
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balance required for maintenance of the electroneutrality of hybrid systems there a regulating
environment for the free electrons of the radicals (COO ·) within the interlayer spacing. These
radicals are located near the aluminum cations, because the latter are responsible for the
positive charge density of the layer. The signal at g = 2.004 ± 0.0004 attests to the formation of
a polaron, i.e., a polarized entity resulting from delocalization of the radical in structures with
π conjugations. The increase in the delocalization of π orbitals favors the generation of
polarons, so an increase signal in this upon heat-treatment indicates stronger connection
between the monomers. The Lorentzian profile of the ESR spectrum of the material at room
temperature is compatible with the formation of conjugated polymers. The ESR results agree
with the NMR results and indicate that spontaneous partial polymerization and/or oligome‐
rization of the 3-(Pyrrol-1-yl)-propanoate monomers takes place during coprecipitation of the
nanocomposites.

Figure 7. ESR spectra of Zn-Al-3-(Pyrrol-1-yl)-propanoate-LDH as a function of the heat-treatment temperature
[55,56].

3.4. Thermogravimetric Analysis (TGA) and Differential Scanning Calorimetry (DSC)

The thermal stability of LDHs intercalated with conductive polymers as well as the amount of
water, intercalated and adsorbed, in the nanocomposites can be determined by thermogravi‐
metric analysis. The results are obtained as a curve mass decrease (%) versus temperature. For
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the LDHs, the thermal decomposition steps generally overlap, especially in the case of LDHs
intercalated with organic molecules.

TGA is important in the thermal in situ polymerization of nanocomposites, since it is necessary
to determine the temperature that should be used for polymerization of the intercalated
monomers. The thermal decomposition of intercalated organic compounds takes place at
higher temperatures, so it is possible to achieve greater thermal stability for conducting
polymers intercalated into an inorganic host matrix (LDH).

Figure 8 displays an example of TGA/DSC analysis for the ZnAl-LDH intercalated with 3-
aminobenzoate monomers and for the pure monomer.
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Figure 8. TGA-DSC of (a) ZnAl-3-aminobenzoate-LDH; (b) sodium 3-aminobenzoate [60].

For the nanocomposite material, Figure 8a, the early stages of thermal decomposition are
associated with loss of adsorbed and intercalated water. In this temperature range, the DSC
curve reveals the occurrence of endothermic processes. Dehydroxylation of the inorganic
sheets and decomposition of the anion intercalated species happen concomitantly. The DSC
curve also indicates the occurrence of an exothermic process during decomposition of the
intercalated organic species.

3.5. Fourier Transform Infrared (FTIR) spectroscopy

FTIR analysis is carried out in KBr pellets, pressed from a mixture of 2% of the LDH samples
in previously dried KBr. The spectra are recorded over a wavelength range going from 4000
to 400 cm-1. FTIR spectroscopy data provide information about the functional groups and
possible interactions between the organic and inorganic parts of the nanocomposites. Identi‐
fication of the in situ polymerization of monomers intercalated into LDH by this technique is
difficult because of several overlapping spectral bands.

Figure 9 contains the FTIR spectra of (a) sodium 3-aminobenzoate, (b) pure sodium poly-3-
aminobenzoate, and LDH intercalated with sodium 3-aminobenzoate submitted to different
treatments [61]. For the pure monomer, the bands (not shown in the figure) at 3408, 3349, and
3223 cm-1 are related to ν(NH2) symmetric and anti-symmetric stretching, whereas the band
at 1628 cm-1 is characteristic of δ(NH2) symmetric deformation. The bands at 1560 and 1411
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to determine the temperature that should be used for polymerization of the intercalated
monomers. The thermal decomposition of intercalated organic compounds takes place at
higher temperatures, so it is possible to achieve greater thermal stability for conducting
polymers intercalated into an inorganic host matrix (LDH).

Figure 8 displays an example of TGA/DSC analysis for the ZnAl-LDH intercalated with 3-
aminobenzoate monomers and for the pure monomer.
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Figure 8. TGA-DSC of (a) ZnAl-3-aminobenzoate-LDH; (b) sodium 3-aminobenzoate [60].

For the nanocomposite material, Figure 8a, the early stages of thermal decomposition are
associated with loss of adsorbed and intercalated water. In this temperature range, the DSC
curve reveals the occurrence of endothermic processes. Dehydroxylation of the inorganic
sheets and decomposition of the anion intercalated species happen concomitantly. The DSC
curve also indicates the occurrence of an exothermic process during decomposition of the
intercalated organic species.

3.5. Fourier Transform Infrared (FTIR) spectroscopy

FTIR analysis is carried out in KBr pellets, pressed from a mixture of 2% of the LDH samples
in previously dried KBr. The spectra are recorded over a wavelength range going from 4000
to 400 cm-1. FTIR spectroscopy data provide information about the functional groups and
possible interactions between the organic and inorganic parts of the nanocomposites. Identi‐
fication of the in situ polymerization of monomers intercalated into LDH by this technique is
difficult because of several overlapping spectral bands.

Figure 9 contains the FTIR spectra of (a) sodium 3-aminobenzoate, (b) pure sodium poly-3-
aminobenzoate, and LDH intercalated with sodium 3-aminobenzoate submitted to different
treatments [61]. For the pure monomer, the bands (not shown in the figure) at 3408, 3349, and
3223 cm-1 are related to ν(NH2) symmetric and anti-symmetric stretching, whereas the band
at 1628 cm-1 is characteristic of δ(NH2) symmetric deformation. The bands at 1560 and 1411
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cm-1 are typical of ν(-COO-) symmetric and anti-symmetric stretching, respectively. The band
at 1312 cm-1 is due to ν(C-N) stretching. The bands at 1266 and 1115 cm-1 are attributed to
δ(NH2) symmetric and asymmetric deformations. The bands at 776 and 676 cm-1 are ascribed
to δ(COO-) out of the plane symmetric and asymmetric deformation. Concerning the polymer,
the FT-IR spectrum of pure poly-3-aminobenzoate undergoes significant changes, especially
in the area relative to the vibrations of the aromatic ring and the functional group NH2. The
bands due to (-COO-) in the plane stretching at the 1700 and 1400 cm-1, and (NH2) out of the
plane deformation at 1698, 1634, 1566, 1509 and 1441 cm-1 are fairly broad. The broad over‐
lapping bands in the region between 1300 and 1110 cm-1, refer to δ(NH2) symmetric and
asymmetric. Alterations in the spectrum of the polymer are expected because the amine and
p-methylenes groups of the 3-aminobenzoate molecules interact during polymerization. As
for the heat-treated nanocomposites, there is virtually no changes in the profile of the spectra.
The bands in the regions between 1700 and 1360 cm-1, related to stretching of the carboxylate
group and the aromatic ring are displaced and broader. The bands relative to ν(-COO-)
symmetric and anti-symmetric stretching can be observed in the regions near 1554 and 1384
cm-1. In the region between 1300 and 1110 cm-1 there is a shoulder around 1303 cm-1 and weak
at 1266 cm-1, corresponding to δ(NH2) symmetric and asymmetric deformation. Analysis of
the bands in the regions below 1200 cm-1 is highly compromised because of the large overlap
of bands with medium and weak intensity. The bands in the regions below 700 cm-1 are due
to metal-oxygen-metal vibrations occurring in the inorganic host matrix.
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Figure 9. FTIR spectra of (a) sodium 3-aminobenzoate; (b) pure sodium poly-3-aminobenzoate; (c) MgAl-3-aminoben‐
zoate-LDH; (d) MgAl-3-aminobenzoate-LDH with hydrothermal treatment; and (e) MgAl-3-aminobenzoate-LDH heat-
treated at 160 oC [61].
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3.6. Ultraviolet/Visible (UV-Vis) spectroscopy

The UV-Vis spectra are collected between 200 and 800 nm. Samples are prepared by dissolution
of the material in concentrated HCl and subsequent dilution in water.

Figure 10 depicts the UV-Vis spectra pure sodium Poly-3-aminobenzoate and ZnAl-AMB-
LDH with different Zn:Al molar ratios(2:1, 3:1 and 6:1) [60].

Figure 10. UV-Vis absorption spectra of the materials prepared with (a) pure sodium poly-3-aminobenzoate; (b)
Zn2Al-3-aminobenzoate-LDH; (c) Zn3Al-3-aminobenzoate-LDH; and (d) Zn6Al-3-aminobenzoate-LDH.

All the LDH display a band at about 225 nm, after polymerization, the band verified for the
monomers is dislocated to lower wavelengths ~215 nm, and a band at ~ 275 nm appears. The
latter band is less pronounced for Zn6Al-3-AMB-LDH prepared by anion exchange in double
phase, which is attributed to the n-π* transition due to the presence of non-shared electrons
in the COO- group. After polymerization a peak at ~ 315 nm ascribed to π-π* transition related
to conjugation of rings in the polymeric chain is detected. As for the LDH, the first absorption
peak intensifies ongoing from the compounds prepared with Zn/Al ratios of 2:1 and 3:1 to 6:1.
In the case of the materials prepared by exchange in double phase only for the compounds
with Zn/Al ratios of 2:1 and 3:1 the band intensifies. The compound with Zn/Al ratio of 6:1 has
the least intense peak.

3.7. Transmission Electron Microscopy (TEM)

The best TEM images are generally achieved when LDHs are dispersed in an epoxy resin,
centrifuged, and kept at 70 oC for the 72 h, for drying. After drying, the materials are cut in an
ultra-microtome and transferred to hexagonal copper bars appropriated for TEM image
acquisition. An alternative approach is to prepare a suspension containing ethanol and LDH.
The copper grid is then immersed into the suspension and dried at ambient temperature.

Figure 11 reveals very orderly particles in which the darkest lines represent the inorganic layers
and the clearest lines refer to the intercalated conductive polymers [54]. There is good pillaring
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Figure 9. FTIR spectra of (a) sodium 3-aminobenzoate; (b) pure sodium poly-3-aminobenzoate; (c) MgAl-3-aminoben‐
zoate-LDH; (d) MgAl-3-aminobenzoate-LDH with hydrothermal treatment; and (e) MgAl-3-aminobenzoate-LDH heat-
treated at 160 oC [61].
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The UV-Vis spectra are collected between 200 and 800 nm. Samples are prepared by dissolution
of the material in concentrated HCl and subsequent dilution in water.

Figure 10 depicts the UV-Vis spectra pure sodium Poly-3-aminobenzoate and ZnAl-AMB-
LDH with different Zn:Al molar ratios(2:1, 3:1 and 6:1) [60].
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Zn2Al-3-aminobenzoate-LDH; (c) Zn3Al-3-aminobenzoate-LDH; and (d) Zn6Al-3-aminobenzoate-LDH.

All the LDH display a band at about 225 nm, after polymerization, the band verified for the
monomers is dislocated to lower wavelengths ~215 nm, and a band at ~ 275 nm appears. The
latter band is less pronounced for Zn6Al-3-AMB-LDH prepared by anion exchange in double
phase, which is attributed to the n-π* transition due to the presence of non-shared electrons
in the COO- group. After polymerization a peak at ~ 315 nm ascribed to π-π* transition related
to conjugation of rings in the polymeric chain is detected. As for the LDH, the first absorption
peak intensifies ongoing from the compounds prepared with Zn/Al ratios of 2:1 and 3:1 to 6:1.
In the case of the materials prepared by exchange in double phase only for the compounds
with Zn/Al ratios of 2:1 and 3:1 the band intensifies. The compound with Zn/Al ratio of 6:1 has
the least intense peak.

3.7. Transmission Electron Microscopy (TEM)

The best TEM images are generally achieved when LDHs are dispersed in an epoxy resin,
centrifuged, and kept at 70 oC for the 72 h, for drying. After drying, the materials are cut in an
ultra-microtome and transferred to hexagonal copper bars appropriated for TEM image
acquisition. An alternative approach is to prepare a suspension containing ethanol and LDH.
The copper grid is then immersed into the suspension and dried at ambient temperature.

Figure 11 reveals very orderly particles in which the darkest lines represent the inorganic layers
and the clearest lines refer to the intercalated conductive polymers [54]. There is good pillaring
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of the sheets, with a large sequence of darker lines. The basal spacing value estimated from
the TEM images can be compared with the one obtained PXRD analysis.

Figure 10 depicts the UV-Vis spectra pure sodium Poly-3-aminobenzoate and ZnAl-AMB-LDH with different Zn:Al molar 
ratios(2:1, 3:1 and 6:1) [60]. 
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Figure 11. TEM micrographs for ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH with hydrothermal treatment.

3.8. Scanning Electron Microscopy (SEM)

The morphology of the crystallites and nanocomposite particles can also be analyzed by SEM.

For these analyses, the samples are usually supported on the sample port by powder dispersion
on double-sided conductive adhesive tape. Because LDHs do not present enough conductivity
for generation of good images it is necessary to cover the samples with gold before the
measurements, using a sputter equipment.

Figure 12 shows the SEM images of LDH intercalated with 3-aminobenzoate. There is super‐
position of the sheets, with formation of aggregates on the surface of the cristallyte [60].

Figure 12. SEM images of ZnAl-3-aminobenzoate-LDH [60].

3.9. Cyclic Voltammetry (CV)

Cyclic Voltammetry (CV) experiments are conducted on potentiostats. The supporting
electrolyte is 0.1 mol/dm3 LiClO4 solution, and a conventional electrochemical cell arrangement
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involving three electrodes is utilized: Platinum wire as the counter electrode, as the reference
electrode (Ag/AgCl/KCl(sat)), and glassy carbon, prepared by dip-coating in an aqueous
suspension of monomers intercalated into LDH as the working electrode. The potential of the
liquid junction is disregarded. CV experiments enable evaluation of the oxidation and
reduction processes of the intercalated monomers. A typical voltammogram of ZnAl-LDH
intercalated with 3-aminobenzoate anions is presented in Figure 13. The oxidation process
involved in the polymerization of 3-aminobenzoate intercalated into LDH can be noticed.
Moreover, Zn2+ oxidation can be verified.
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Figure 13. CV for ZnAl-3-aminobenzoate-LDH [60].

There is an irreversible oxidation peak at about 0.960V, and the amplitude of this peak
diminishes upon consecutive scanning. This peak is ascribed to 3-aminobenzoate oxidation.
A similar behavior has been previously observed for 2-thiophenecarboxylate anions interca‐
lated into ZnAl-LDH.

4. Conclusion

Layered Double Hydroxides (LDHs) are materials whose layered architecture enables
separation of the inorganic part (double hydroxide), and the organic portion (conductive
polymer), thus culminating in a hybrid composite. The “growth” of conductive polymers in
limited spaces, like the interlayer region of the LDHs, has been shown to be a very promising
method for the improvement of the properties of conductive polymers.

On the basis of literature works, it is possible to deduce that, the guests species (monomers)
are generally intercalated in a bilayer arrangement within the LDH layers. In this arrangement,
the functional groups of the monomers are directed to the inorganic layer, and the aromatic
rings occupy the central region of the interlayer spacing. The nature of the substituent group
(aliphatic or aromatic) influences the structural organization and the in situ polymerization of
the resulting hybrid materials.

During the synthesis, some nanocomposites undergo spontaneous polymerization, while
others have to be submitted to thermal or electrochemical treatments to reach polymerization.
Monomers containing substituents with aliphatic chains, tend to undergo polymerization in
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Figure 11. TEM micrographs for ZnAl-4-(1H-pyrrol-1-yl)benzoate-LDH with hydrothermal treatment.

3.8. Scanning Electron Microscopy (SEM)

The morphology of the crystallites and nanocomposite particles can also be analyzed by SEM.

For these analyses, the samples are usually supported on the sample port by powder dispersion
on double-sided conductive adhesive tape. Because LDHs do not present enough conductivity
for generation of good images it is necessary to cover the samples with gold before the
measurements, using a sputter equipment.

Figure 12 shows the SEM images of LDH intercalated with 3-aminobenzoate. There is super‐
position of the sheets, with formation of aggregates on the surface of the cristallyte [60].
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Cyclic Voltammetry (CV) experiments are conducted on potentiostats. The supporting
electrolyte is 0.1 mol/dm3 LiClO4 solution, and a conventional electrochemical cell arrangement
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involving three electrodes is utilized: Platinum wire as the counter electrode, as the reference
electrode (Ag/AgCl/KCl(sat)), and glassy carbon, prepared by dip-coating in an aqueous
suspension of monomers intercalated into LDH as the working electrode. The potential of the
liquid junction is disregarded. CV experiments enable evaluation of the oxidation and
reduction processes of the intercalated monomers. A typical voltammogram of ZnAl-LDH
intercalated with 3-aminobenzoate anions is presented in Figure 13. The oxidation process
involved in the polymerization of 3-aminobenzoate intercalated into LDH can be noticed.
Moreover, Zn2+ oxidation can be verified.
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Figure 13. CV for ZnAl-3-aminobenzoate-LDH [60].

There is an irreversible oxidation peak at about 0.960V, and the amplitude of this peak
diminishes upon consecutive scanning. This peak is ascribed to 3-aminobenzoate oxidation.
A similar behavior has been previously observed for 2-thiophenecarboxylate anions interca‐
lated into ZnAl-LDH.

4. Conclusion

Layered Double Hydroxides (LDHs) are materials whose layered architecture enables
separation of the inorganic part (double hydroxide), and the organic portion (conductive
polymer), thus culminating in a hybrid composite. The “growth” of conductive polymers in
limited spaces, like the interlayer region of the LDHs, has been shown to be a very promising
method for the improvement of the properties of conductive polymers.

On the basis of literature works, it is possible to deduce that, the guests species (monomers)
are generally intercalated in a bilayer arrangement within the LDH layers. In this arrangement,
the functional groups of the monomers are directed to the inorganic layer, and the aromatic
rings occupy the central region of the interlayer spacing. The nature of the substituent group
(aliphatic or aromatic) influences the structural organization and the in situ polymerization of
the resulting hybrid materials.

During the synthesis, some nanocomposites undergo spontaneous polymerization, while
others have to be submitted to thermal or electrochemical treatments to reach polymerization.
Monomers containing substituents with aliphatic chains, tend to undergo polymerization in
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milder conditions, because the aliphatic chains provide small mobility of the intercalated
monomers, thereby faciliting formation of polyconjugated systems. In some cases, thermal
treatment may cause collapse of the layered structure, with consequent formation of oxide.

The thermogravimetric analysis data show that, compared with the pure polymer, the LDH-
intercalated conducting polymer is more thermally stable. This stability is provided by the
inorganic coverage offered by the LDH layers.

In the case of materials intercalated with conducting polymers, there is initial removal of one
electron from the polymeric chain, e.g, through p doping. This results in the formation of an
electronic state denominated polaron. Generation of the polaron can also be interpreted as π
electron redistribution. Moreover, the formation of this entity is associated with distortion of
the polymeric chain, which transforms the aromatic form into the quinoid form. The produc‐
tion of polaron may be also due the presence of electronic state located in the energy region
found in the middle of gap. The quinoid structure presents smaller ionization energy and larger
electronic affinity than the aromatic form. Polaron is chemically defined as a radical ion of spin
= 1/2. As the concentration of polarons increases, they tend to recombine, stabilizing the
structure and forming a “bipolaron”. “Bipolaron” is defined as a pair of equal diamagnetics
dication with spin equal to 0 and equal charges. The formation of “Bipolaron” is associated
with strong distortion to the LDH net work.
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milder conditions, because the aliphatic chains provide small mobility of the intercalated
monomers, thereby faciliting formation of polyconjugated systems. In some cases, thermal
treatment may cause collapse of the layered structure, with consequent formation of oxide.

The thermogravimetric analysis data show that, compared with the pure polymer, the LDH-
intercalated conducting polymer is more thermally stable. This stability is provided by the
inorganic coverage offered by the LDH layers.

In the case of materials intercalated with conducting polymers, there is initial removal of one
electron from the polymeric chain, e.g, through p doping. This results in the formation of an
electronic state denominated polaron. Generation of the polaron can also be interpreted as π
electron redistribution. Moreover, the formation of this entity is associated with distortion of
the polymeric chain, which transforms the aromatic form into the quinoid form. The produc‐
tion of polaron may be also due the presence of electronic state located in the energy region
found in the middle of gap. The quinoid structure presents smaller ionization energy and larger
electronic affinity than the aromatic form. Polaron is chemically defined as a radical ion of spin
= 1/2. As the concentration of polarons increases, they tend to recombine, stabilizing the
structure and forming a “bipolaron”. “Bipolaron” is defined as a pair of equal diamagnetics
dication with spin equal to 0 and equal charges. The formation of “Bipolaron” is associated
with strong distortion to the LDH net work.
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1. Introduction

1.1. Background

Lightwave communication systems are predominantly used for handling high-speed data
traffic. Long-distance ground-based systems particularly depend on optical fibers. Several
business and research facilities employ direct fiber connections, and fiber to the home (FTTH)
technology is foreseeable in the near future. These developments are driven particulary by the
high demand for bandwidth necessary for many computers contributing to internet traffic.
Lightwave communication systems are one of the fastest growing industrial fields because of
a few important inventions and extensive research and development by physicists and
engineers. The key components of a long-distance lightwave communication system are
semiconductor lasers, low-loss glass fibers, optical amplifiers, and photodetectors. Apart from
these key elements, several additional functions are required to enable modulating, switching,
and combining the optical signals. In addition, network traffic management and switching,
routing, and distribution systems are essential. Therefore, we focused on the development of
optical components such as modulators and switches.

Here, some of the novel optical devices for modulating or switching light signals are intro‐
duced. First, the operating principle of an electro-optic spatial light modulator (EOSLM) is
described. In general, a spatial light modulator is an optical device that achieves spatial
modulation of incident light. Figure 1(a) shows the basic structure of an optical switching cell
in an EOSLM. [1, 2] An electro-optic thin film is fabricated on a large-scale integration (LSI)
circuit together with top and bottom electrodes. The top electrode is made of transparent
conductive material such as indium tin oxide (ITO). A dielectric multi-layer mirror (DMM) is
deposited onto the ITO electrode, and a Fabry-Perot resonator is formed between the upper
mirror and the bottom platinum electrode. In this case, the minimum reflectance becomes zero
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because the reflectance of the DMM and the bottom Pt layer is the same. If the refractive index
can be controlled by applying an electric field, the cell can switch incident light at a specific
wavelength as shown in Fig. 1(b).

Next, the operating principle of a Mach-Zehnder modulator (MZM) is described. Figure 2
shows a schematic diagram of an electrooptic-type MZM. [3-5] Incident light is split into two
waveguides. The output amplitude depends on the phase difference at recombination. As
shown in the top right part of the figure, in-phase recombination produced a “1” bit output
while anti-phase recombination produces a “0” bit output owing to half-wave phase shifting
caused by an applyied voltage. A half-wave phase shift can be caused by either the electro-
optic effect or the thermo-optic effect. When using the thermo-optic effect, the optical switch
structure includes a heater on one side of the waveguide instead of a top electrode. [6,7]

To realize these novel thin-film optical devices, many researchers have intensively studied
materials that exhibit the electro-optic effect. Traditional electro-optic materials include (Pb,La)
(Zr,Ti)O3 (PLZT) and LiNbO3. PLZT is the most promising candidate for such applications
because it has a high transparency in its polycrystalline form. [7] It is well known that bulk
PLZT with a 65:35 Zr:Ti ratio shows large electro-optic effect coeffcients: a Pockels coeffcient
(linear electro-optic coeffcient) of 6.12 × 10 -10 m/V and a Kerr coeffcient (quadratic electro-
optic coeffcient) of 9.12 × 10 -16 m2/V2 with La contents of 8 and 9 at.%, respectively. [8] The
next generation of new multiferroic materials, such as BiFeO3 (BFO), which exhibits a giant
remanent polarization of 100 μC/cm2 in the thin-film form, [9,10] is now reaching maturity and
has recently attracted considerable attention because of its potential applications in novel
multifunctional devices. In recent years, the electric and magnetic properties of BFO films have
been a topic of intense research, with regard to their magnetoelectric (ME) effect [11-13], while
few reports on their optical properties have been published. [14-16] Therefore, it is necessary
to know the basic optical properties of BFO films, such as the optical constant and thermooptic
property, for the development of various optical applications. Understanding the optical
potential in multiferroic materials leads us to additional noble material selections and thus
degrees of freedom.
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Figure 2. Schematic illustration of the electrooptic-type Mach-Zehnder modulator.

1.2. Objectives

To realize smaller and faster optical modulators or switches, it is necessary to embed electro-
optic or thermo-optic materials in semiconductor integrated circuits. Accordingly, we have
investigated the electro-optic and thermo-optic coefficients of materials in polycrystalline film
form. We explain in detail the optical property evaluation method used in this study to exclude
extrinsic effects, and then, we carefully determine the basic optical and thermo-optical
properties of multiferroic BiFeO3 polycrystalline films. Finally, we would like to understand
the potential application of these optical properties to noble multifunctional devices using
multiferroic BiFeO3 polycrystalline films. This chapter describes the basic film preparation
method and the basic method for evaluation of optical properties to increase understandings
for beginner in this research field.

1.3. Outline of this chapter

This chapter is divided into 4 sections. Section 1 describes the background and objective of this
study. In Section 2, we summarize the fundamentals of multiferroic BiFeO3 used in this study,
the method for fabricating multiferroic thin films, the basic optics principles related to this
study, and the detailed method for evaluating optical properties. In Section 3, we discuss the
thermooptic effect of multiferroic BFO films. The polycrystalline BFO films are fabricated on
Pt/Ti/SiO2/Si substrates, respectively. First, their fundamental properties are evaluated. Next,
the optical constants of these films are evaluated as a basic optical property. In Section 4, we
summarize the conclusions of this chapter.

2. Experimental procedures

2.1. Fundamentals

Ferroelectricity is a property of certain materials that allows for spontaneous reversible electric
polarization by applying an external electric field. The ability of a crystal to exhibit spontaneous
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polarization is related to its symmetry. Of the 32 point groups, which describe all crystalline
systems, 11 are centrosymmetric and contain an inversion center. The remaining 21 point
groups without an inversion center can exhibit piezoelectricity, except for the point group
432. Among the 21 groups without an inversion center, 10 polar groups possess a unique polar
axis. Such asymmetric crystals can show unique electrical as well as optical characteristics,
e.g., the electro-optic effect, acousto-optic effect, photorefractive effect, nonlinear optical effect,
etc. It is possible to control light dynamically using these effects to change the refractive index
of materials.

In this chapter, the fundamentals of materials, fabrication, and evaluation are mentioned. In
particular, the basic characteristics of BiFeO3 potential ferroelectric films are mentioned
together with their optical properties.

2.2. BiFeO3 multiferroics

Perovskite-oxide has a structural formula of ABO3, in which A is a large cation such as Bi3+,
Ba2+, or Pb2+, and B is a medium-sized cation such as Fe3+, Ti4+, or Zr4+. These cations are located
in cages formed by a network of oxygen anions, as shown in Fig. 3(a). Ferroelectric perovskites
are a subgroup of the perovskite family. They are cubic at high temperatures and become polar
non-cubic, i.e., tetragonal, rhombohedral, etc., below their Curie temperature. In the cubic
phase, the cations are located at the center of an oxygen octahedron, while in the polar phases,
they are shifted off center. The direction of the displacement of the cations in oxygen can be
switched by applying an electric field, as shown in Fig. 3( b).

Multiferroic materials have more than one primary ferroic order parameter such as ferroelec‐
tricity, ferromagnetism, and ferroelasticity in the same phase. Multiferroic materials have
attracted considerable attention, not only in terms of scientific interest but also because of their
potential applications in novel functional devices. Bismuth ferrite (BiFeO3, BFO) has long been
known to be a multiferroic material that exhibits antiferromagnetism (TN ≈ 643 K) [17] and
ferroelectricity (TC ≈1103 K) [18] when in bulk form. The structure and properties of thesingle-
crystal form of BFO have been extensively studied. It has a rhombohedrally distorted perov‐
skite structure with space group R3c [19] at room temperature (RT), as shown in Fig. 4. A
perovskite-type unit cell with a rhombohedral structure has a lattice parameter of a = b = c =
0.3965 nm and α = 89.3o at RT. [19,20]

The Fe magnetic moments are coupled ferromagnetically within the pseudocubic (111) planes
and antiferromagnetically between the near planes; this is called the G-type antiferromagnetic
order. If the magnetic moments are oriented perpendicular to the [111] direction, the symmetry
also permits a canting of the antiferromagnetic sublattices resulting in a macroscopic magnet‐
ization called weak magnetism. [21,22]

According to a first-principles calculation, the spontaneous polarization of BFO changes
depending on whether the crystal structure is rhombohedral or tetragonal. The tetragonal
structure of the BFO (SG: P4mm) possesses Ps of around 150 μC/cm2 along the [001] direction,
and the rhombohedral structure (SG: R3c) possesses Ps of around 100 μC/cm2 along the [111]
direction without strain. [23,24] At the beginning of this research, in the case of bulk form, the
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spontaneous polarization was 3.5 μC/cm2 along the [001] direction, indicating a value of 6.1
μC/cm2 along the [111] direction at 77 K. [25] Recently, it was reported that the bulk form of
BFO showed Ps 60 μC/cm2 along the [111] direction 9er, in thin-film BFO, large remanent
polarizations ranging from 100 to 150 μC/cm2 have been reported. [9,10] The difference
between the thin-film and bulk values, initially attributed to epitaxial strain, could also result
from mechanic constraints in granular bulk ceramics and from leakage effects in crystals
caused by defect chemistry or the existence of second phases.

2.3. Fabrication method

2.3.1. Preparation method using chemical solution deposition

Chemical solution deposition (CSD) [26] is the method for fabrication of thin films using a
precursor solution; several types of metal-organic compounds such as metal alkoxide and
metal carboxylate compounds can be used as the precursor solution. The fabrication of thin
films by this approach involves four basic steps:

i. Synthesis of the precursor solution;

ii. Deposition by spin-casting or dip-coating, where the drying processes usually
depends on the solvent;

iii. Low-temperature heat treatment for drying, pyrolysis of organic species (typically
300–400°C), and formation of an amorphous film;
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Fig. 3 The crystal structure of typical perovskite-oxide: (a) The cubic phase, and (b) Schematic illustration 

of dipole switching with applying electric field E>Ec. 
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Figure 3. The crystal structure of typical perovskite-oxide: (a) The cubic phase, and (b) Schematic illustration of dipole
switching with applying electric field E>Ec.
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iv. Higher-temperature heat treatment for densification and crystallization of the coating
into the desired oxide phase (600–1100°C).

For most solution deposition approaches, the final three steps are similar despite differences
in the characteristics of the precursor solution, and for electronic devices, spin-casting has been
used almost exclusively. Depending on the solution route employed, different deposition and
thermal processing conditions may be used for controlling film densification and crystalliza‐
tion in order to prepare materials with optimized properties.

For the fabrication of perovskite thin films, the most frequently used CSD approaches may be
grouped into three categories:

i. Sol-gel processes that use 2-methoxyethanol as a reactant and solvent.

ii. Chelate processes that use modifying ligands such as acetic acid.

iii. Metal-organic decomposition (MOD) routes that use water-insensitive metal carbox‐
ylate compounds.

Other approaches that have also been used, although less extensively, include the nitrate
method, citrate route, and Pechini process. In this study, a sol-gel solution and an enhanced-
MOD (EMOD) solution (symmetric) were used because of their manageability.

Bi

Fe

O

[111]

Figure 4. Schematic view of the R3c structure built up from two cubic perovskite BiFeO3 unit cells. The cations are dis‐
placed along the [111] direction relative to the anions, and the oxygen octahedral rotate with alternating sense
around the [111] axis.
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2.3.2. Synthesis of the precursor solution for CSD

Processes based on 2-methoxyethanol are most appropriately considered sol-gel processes,
and the key reactions leading to the formation of the precursor solutions are hydrolysis and
condensation of the alkoxide reagents, in which metal-oxygen-metal (M-O-M) bonds are
formed:

Hydrolysis:

M(OR)nH2O→M(OR)n-1(OH)ROH.

Condensation:

M(OR)nM(OR)n-1(OH)→M2O(OR)2n-2ROH.

In some cases, an alcohol exchange reaction occurs in a practical synthesis process.

Alcohol exchange:

M(OR)nxR’OH→M(OR)n-x(OR’)xxROH.

where OR is a reactive alkoxy group and OR’ is the less reactive methoxyethoxy group.

In addition, to prepare a compound oxide material using two or more kinds of metal com‐
pounds in order to increase the homogeneity of the precursor solution, a double alkoxide with
M-O-M’-O bonds may be synthesized for refluxing in an inactive gas atmosphere.

Synthesis of double alkoxide:

xM(OR)mM’(OR’)n →xMM’(OR)m(OR’)n

In addition, if a metal alkoxide and carboxylate compounds are used, the synthesis is occa‐
sionally accompanied by an esterification reaction.

Esterification reaction:

M(OR)nM’(O2CR’)m → (OR)n-1MOM’RO2CR’(O2CR’)m-1RO2CR’

For reproducible thin films, byproducts such as esters produced during the synthesis should
be removed from the precursor solution through fraction distillation.

2.3.3. Preparation conditions of BFO polycrystalline films

The BFO films were formed through CSD. A precursor solution for CSD was prepared from
bismuth acetate (99.99%, Aldrich), iron acetylacetonate (99.9%, Wako) in a solvent of 2-
methoxyethanol (99.7%, Aldrich), and acetic acid (99.5%, Wako). The solution was heated to
80–100oC while stirring for 30 min to promote the dissolution of the precursors, followed by
stirring at RT for 1 day before film deposition. The solution was synthesized on the basis of a
stoichiometric composition. The concentration of the precursor solution was adjusted to be
0.05 M.

Figure 5 shows the process flow for the fabrication of the polycrystalline BFO film through
CSD. A (111)Pt/Ti/SiO2/(100)Si substrate was spin coated with the precursor solution at 3000
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rpm for 30 s. The spin-coated film was dried at 150oC for 1 min and pyrolized at 400oC for 2
min in air. After the processes from spin coating to pyrolysis were repeated 10 times, the film
was fired at 550oC for 5 min in air through rapid thermal annealing (RTA). This sequence was
repeated 10 times. The film was polycrystalline with a random orientation and was approxi‐
mately 650 nm thick.

Pt(111)/Ti/SiO2/Si(100) substrates

Precursor solutions

Spin coating

Pyrolysis

Firing

150oC/1 min/HP

400oC/2 min/HP

×10

Thickness~650 nm

Drying

3000 rpm/30 s

Crystallized films

550oC/5 min/RTA

×10

0.05 mol/L

Bi(Ac)3 Fe(Acac)3

+2-methoxyethanol
+ acetic acid

stirring

Solution

Figure 5. The process flow for fabrication of BFO films by CSD method.

2.4. Optical properties of ferroelectrics

2.4.1. Refractive index

The general definition of refractive index n is:

0c
n

v
= (1)

where c0 is the speed of light in vacuum, and v, the speed of light in a material. The refractive

index is related to the dielectric constant εr through the following equation:

2
r ne = (2)
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This relationship is only valid when the interacting electric field has a frequency on the order
of THz or higher and when the material is isotropic. The general behavior of condensed matter
in an alternating electric field is that moving charges cause a frequency-dependent phase shift
between the applied field and the electric displacement. Mathematically, this is expressed by
writing the permittivity ε as a complex function:

1 2( ) ( ) ( )ie v e v e v= - (3)

The real part ε1 characterizes the electric displacement, and the imaginary part ε2 denotes the
dielectric losses. The loss tangent is defined as

2

1
tan

e
d

e
= (4)

Since light is an alternating electromagnetic wave with the electric and magnetic field vibration
directions perpendicular to one another, the electric field induces an electric polarization in a
dielectric crystal and the light itself is influenced by the crystal. The alternating frequency of
light is so high (λ= 500 nm corresponds to a frequency of approximately 600 THz) that only
electronic polarization can follow the electric field change. Therefore, the relative permittivity
of an optically transparent crystal is small, typically less than 10. It is known that a dielectric
material shows wavelength dispersion of its refractive index at optical frequencies.

2.4.2. Optical indicatrix and anisotropy of refractive index

In a microscopically anisotropic medium, the refractive index is generally different for
different crystal directions. Ferroelectric materials, particularly in film form, can be both
optically isotropic and optically anisotropic. Ferroelectric ceramics or polycrystalline films are
an example of the former type; their isotropic behavior is due to the random orientation of
their constituent grains. Ferroelectric single crystals or epitaxial films are an example of the
latter type, and they can be divided into optically uniaxial and optically biaxial crystals. If a
coordinate system is chosen to coincide with the three principal axes of a crystal, we have the
following relations:

2 2 2, , .x x y y z zn n ne e e= = = (5)

The optical anisotropy of a crystal is characterized by an optical indicatrix (or index ellipsoid)
defined as
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where nx, ny, and nz are the principal refractive indexes, as shown in Fig. 2.6. The optical indicatrix
is mainly used to find the two refractive indexes associated with the two independent plane
waves that can propagate along an arbitrary direction k in a crystal. The optical indicatrix is used
as follows: The intersection ellipse between the optical indicatrix and a plane through the origin
point normal to the propagation direction k is found. The two axes of the intersection ellipse are
equal in length to 2n1 and 2n2, where n1 and n2 are the two refractive indexes.

In the case of a biaxial crystal, there are two optical axes, and the refractive indexes are different
in all three principal directions,nx ≠ny ≠nz. In the common case of a uniaxial crystal, we have
nx = ny = no and nz = ne, where no and ne are the ordinary and extraordinary refractive indexes,
respectively. The refractive index along the optical axis corresponds to the extraordinary index
ne, and the refractive index perpendicular to the optical axis corresponds to the ordinary index
no, as shown in Fig. 6. The existence of two rays with different refractive indexes is called
birefringence. The birefringence Δn is usually defined as:

e on n n = - (7)

Since the value of ne may be either higher or lower than no, birefringence may take on positive
or negative values. If Δn > 0, the crystal is said to be optically positive, whereas if Δn < 0, it is
said to be optically negative. For light propagating in a different direction from the principal
axis in a uniaxial crystal, the situation becomes more complicated. A light wave with the wave
vector κ, as shown in Fig. 6, has a constant ordinary index, whereas the extraordinary refractive
index is dependent on the angle θ as:
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Figure 6. Schematic view of the R3c structure built up from two cubic perovskite BiFeO3 unit cells. The cations are dis‐
placed along the [111] direction relative to the anions, and the oxygen octahedral rotate with alternating sense
around the [111] axis.
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2.4.3. Thermooptic effect

The thermo-optic effect refers to thermal modulation of the refractive index of a material. The
refractive index of a material can be modulated as a function of its thermooptic coefficient α
as

0( ) ,n T n Ta= - × (9)

where T is the temperature and n(T) and n0 are the refractive indexes at an arbitrary temper‐
ature and at 0oC, respectively. The thermo-optic coefficient relates the changes in the optical
indicatrix ΔBij with the changes in temperature ΔT. Since temperature is a scalar, the thermo-
optic effect is a symmetric second-rank tensor similar to the dielectric constant. The tempera‐
ture dependence of the refractive index is generally small, except near phase transformations.
The situation is analogous to low-frequency dielectrics. For silica and alumina, the permittivity
is nearly independent of temperature, but ferroelectrics exhibit enormous changes near Tc. The
refractive index of common oxides increases with density. Because of thermal expansion,
density decreases with increasing temperature, thus decreasing the refractive index as well.
Thermal expansion makes a small negative contribution to the temperature coefficient of
refractive index dn/dT. This effect is often influenced by changes in the electronic band gap or
by phase changes. These effects can be either positive or negative, depending on the nature of
the energy levels or on the location of the phase transformation.

2.5. Evaluation method of optical properties

Spectroscopic ellipsometry

Ellipsometry determines the optical constants and thickness of materials in layered samples
by fitting a parameterized model to the measured data for simultaneously analyzing data from
multiple samples. Figure 7 shows a schematic illustration of ellipsometry. The linearly
polarized incident light is reflected after interacting with the sample. The polarization of the
light changes from linear to ellipsoidal from this interaction. We measure the polarization state
using the ratio of the reflection coefficients for the light polarized parallel (p) and perpendicular
(s) to the plane of incidence. This ratio, called the ellipsometric parameter, is defined as [27-30]
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R
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where Rp and Rs are the Fresnel reflection coefficients of polarized light parallel and perpen‐
dicular to the incident plane, respectively. Here, tan (ψ) and ∆ are the amplitude and phase of
ρ, respectively. The Fresnel reflection coefficients are represented as follows:

For p-polarized light,
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Here, ñ is the complex refractive index, and Φ, the incident angle.

In this study, a Gaussian oscillator was used to model a dielectric function to represent film
properties. Gaussian oscillators represent the normal distribution for the ε2 spectrum; the ε1

spectrum is determined by the ε2 values because the Kramers-Kronig (KK) relation couples
the real and imaginary parts of the complex dielectric constant. When a Gaussian oscillator is
used as a dielectric function, complex dielectric constants (ε1, ε2) are calculated as [31,32]
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where An is the amplitude of the oscillator; En, the central energy of the oscillator; Bn, the
broadening of the oscillator; and P, Cauchy’s principal value. Optical constants (n, k) are
equivalent to the complex dielectric constants (ε1, ε2). Therefore, optical constants (n, k) can be
determined from the Gaussian oscillator parameters, which show the best fitting for experi‐
mental values of Φ and ∆. Model fitting was carried out by minimizing the mean square error
(MSE) function defined as [27,29]
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where N is the number of (ψ, ∆) pairs, M is the number of variable parameters in the model, σ
is the standard deviation on the experimental points, and the superscripts “mod” and “exp”
represent the calculated and experimental values, respectively.
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Figure 7. Schematic illustration of the ellipsometry.

3. Optical properties of multiferroic BiFeO3 films

3.1. Fundamentals

Multiferroic materials, which simultaneously exhibit ferroelectricity and magnetic ordering,
have attracted considerable attention, not only in terms of scientific interest but also because
of their potential applications in novel functional devices. BFO is one of the few materials that
exhibit dielectric and magnetic ordering at room temperature. [17,18] BFO also exhibits a large
remanent polarization of 100 μC/cm2 in thin film form. [9,10] Therefore, the electric and
magnetic properties of BFO films have been the subject of intense research in recent years.
[11-13] However, few reports on their optical properties [14,15] or their applications [16] have
been published. It is important to know the exact optical properties of BFO films in order to
develop various optical applications. To apply BFO films to optical devices, the electro-optic,
magneto-optic, and thermo-optic effects of the films can be controlled by modulating their
refractive indices. Recently, a Mach-Zehnder-type optical switch, which employs the thermo-
optic effect, is a topic of immense interest in the photonics field. [33-35] In this section, we
examine the optical constant and the temperature dependence of the refractive index of
polycrystalline BFO films.

3.2. Experimental machines

• Crystal structure and orientation: X-ray diffractometer (PANalytical, X’pert PRO MPD)

• Morphology: field emission scanning electron microscope (JEOL, JIB-4500FE), transmission
electron microscope (Hitachi, HF-2000), atomic force microscope (SII, SPI3800N)

• Electrical property: ferroelectric test system (Toyo, FCE)

• Optical property: spectroscopic ellipsometer (J. A. Woollam, M-2000) with a heating stage,
as shown in Fig. 8( a) and 8(b).
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used as a dielectric function, complex dielectric constants (ε1, ε2) are calculated as [31,32]
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where An is the amplitude of the oscillator; En, the central energy of the oscillator; Bn, the
broadening of the oscillator; and P, Cauchy’s principal value. Optical constants (n, k) are
equivalent to the complex dielectric constants (ε1, ε2). Therefore, optical constants (n, k) can be
determined from the Gaussian oscillator parameters, which show the best fitting for experi‐
mental values of Φ and ∆. Model fitting was carried out by minimizing the mean square error
(MSE) function defined as [27,29]
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where N is the number of (ψ, ∆) pairs, M is the number of variable parameters in the model, σ
is the standard deviation on the experimental points, and the superscripts “mod” and “exp”
represent the calculated and experimental values, respectively.
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3. Optical properties of multiferroic BiFeO3 films

3.1. Fundamentals

Multiferroic materials, which simultaneously exhibit ferroelectricity and magnetic ordering,
have attracted considerable attention, not only in terms of scientific interest but also because
of their potential applications in novel functional devices. BFO is one of the few materials that
exhibit dielectric and magnetic ordering at room temperature. [17,18] BFO also exhibits a large
remanent polarization of 100 μC/cm2 in thin film form. [9,10] Therefore, the electric and
magnetic properties of BFO films have been the subject of intense research in recent years.
[11-13] However, few reports on their optical properties [14,15] or their applications [16] have
been published. It is important to know the exact optical properties of BFO films in order to
develop various optical applications. To apply BFO films to optical devices, the electro-optic,
magneto-optic, and thermo-optic effects of the films can be controlled by modulating their
refractive indices. Recently, a Mach-Zehnder-type optical switch, which employs the thermo-
optic effect, is a topic of immense interest in the photonics field. [33-35] In this section, we
examine the optical constant and the temperature dependence of the refractive index of
polycrystalline BFO films.

3.2. Experimental machines

• Crystal structure and orientation: X-ray diffractometer (PANalytical, X’pert PRO MPD)

• Morphology: field emission scanning electron microscope (JEOL, JIB-4500FE), transmission
electron microscope (Hitachi, HF-2000), atomic force microscope (SII, SPI3800N)

• Electrical property: ferroelectric test system (Toyo, FCE)

• Optical property: spectroscopic ellipsometer (J. A. Woollam, M-2000) with a heating stage,
as shown in Fig. 8( a) and 8(b).
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Figure 8. (a) Spectroscopic ellipsometer (J. A. Woollam, M-2000) used in this study, and (b) the heating stage used for
annealing sample from RT to 600oC.

3.3. Fundamental properties of polycrystalline BFO film

Polycrystalline BFO films were successfully formed on the Pt/Ti/SiO2/Si substrates through
CSD. Figure 9 shows the XRD θ-2θ pattern of the polycrystalline BFO film. The XRD analysis,
it was confirmed that the BFO film was crystallized into a single perovskite phase with a
random orientation.

Figure 10 shows the P-E hysteresis loop of the polycrystalline BFO film, measured with a single
triangular pulse of 100 kHz at room temperature. From this figure, the ferroelectricity of the
film can be confirmed. By a positive-up-negative-down (PUND) measurement technique [36]
using a pulse train with an amplitude of 1.53 MV/cm and a width of 5 μs, a remanent polari‐
zation of 30 μC/cm2, relative permittivity of 280, and leakage current density of 7.6 A/cm2 were
estimated at room temperature.

Figure 11 shows a) the surface morphology and the cross-sectional images of (b) the cleavage
face and (c) the worked surface using a focused ion beam. From Fig. 11(a) and (b), it can be
seen that the polycrystalline BFO film consists of small randomly grown grains, whereas the
bottom Pt layer has a columnar grain growth. From Fig. 11(c), voids in the film were confirmed.
Film thickness was estimated to be approximately 650 nm from cross-sectional images.
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Figure 10. The P-E hysteresis loop of the polycrystalline BFO film measured with a single triangular pulse of 100 kHz at
room temperature.

3.4. Optical constants of polycrystalline BFO film

Ellipsometric spectra in (∆, ψ) were recorded at tincident angles of θi = 50o, 60o, and 70o in a
spectral range of 245–1670 nm. Figure 12 shows the multilayer model used in this study. It was
assumed that the model consisted of ambient (air), a surface layer, a bulk layer, and a substrate
(Pt). The optical constants of the surface layer were represented by the Bruggeman effective
medium approximation (EMA) [37] consisting of a 0.50 bulk film/0.50 void mixture. In the
polycrystalline BFO film, 4 Gaussian oscillators were assumed to represent the film properties.
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3.3. Fundamental properties of polycrystalline BFO film

Polycrystalline BFO films were successfully formed on the Pt/Ti/SiO2/Si substrates through
CSD. Figure 9 shows the XRD θ-2θ pattern of the polycrystalline BFO film. The XRD analysis,
it was confirmed that the BFO film was crystallized into a single perovskite phase with a
random orientation.

Figure 10 shows the P-E hysteresis loop of the polycrystalline BFO film, measured with a single
triangular pulse of 100 kHz at room temperature. From this figure, the ferroelectricity of the
film can be confirmed. By a positive-up-negative-down (PUND) measurement technique [36]
using a pulse train with an amplitude of 1.53 MV/cm and a width of 5 μs, a remanent polari‐
zation of 30 μC/cm2, relative permittivity of 280, and leakage current density of 7.6 A/cm2 were
estimated at room temperature.

Figure 11 shows a) the surface morphology and the cross-sectional images of (b) the cleavage
face and (c) the worked surface using a focused ion beam. From Fig. 11(a) and (b), it can be
seen that the polycrystalline BFO film consists of small randomly grown grains, whereas the
bottom Pt layer has a columnar grain growth. From Fig. 11(c), voids in the film were confirmed.
Film thickness was estimated to be approximately 650 nm from cross-sectional images.
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3.4. Optical constants of polycrystalline BFO film

Ellipsometric spectra in (∆, ψ) were recorded at tincident angles of θi = 50o, 60o, and 70o in a
spectral range of 245–1670 nm. Figure 12 shows the multilayer model used in this study. It was
assumed that the model consisted of ambient (air), a surface layer, a bulk layer, and a substrate
(Pt). The optical constants of the surface layer were represented by the Bruggeman effective
medium approximation (EMA) [37] consisting of a 0.50 bulk film/0.50 void mixture. In the
polycrystalline BFO film, 4 Gaussian oscillators were assumed to represent the film properties.
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Furthermore, the density gradient along the film thickness, which affects the refractive index
gradient, was also introduced by applying the EMA. Figure 13(a)–(d) shows the ψ and ∆ spectra
of the polycrystalline BFO film measured at various incident angles and fitting curves. The
fitting parameters are summarized in Table 1. Figure 13(a) and (b) shows the results without
the assumption of the refractive index gradient. In this case, the fitting curve did not represent
the experimental result well and the MSE was relatively large. Figure 13(c) and (d) shows that
when the refractive index gradient was considered, the MSE decreased from 106.6 to 66.6, and
the fitting curves represented the experimental results well. This refractive index gradient
seems to be caused by the distribution of voids in the film, as shown in Fig. 11(c). The total
thickness of the polycrystalline BFO film was estimated to be approximately 650 nm. This value
coincided with that observed in the cross-sectional SEM image shown in Fig. 11(a).

Figure 11. (a) The surface morphology and the cross-sectional images of (b) cleavage face and (c) worked surface by
focused ion beam.
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Figure 14 shows the optical constant of the polycrystalline BFO film in the wavelength range
of 245 - 1670 nm calculated from the best-fitting results. In Fig. 14, the solid and broken lines
represent the maximum and minimum values, respectively, of each optical constant in the
graded layer. A large refractive index of 3.22 was estimated for the polycrystalline BFO film;
this value is higher than that of rutile-type TiO2 film, which has the highest refractive index
among oxides reported thus far. At a wavelength of 600 nm, the refractive index of our BFO
film was 3.22 and that of the TiO2 film was reported to be approximately 2.6. [38] Figure 15
shows the depth profile of the refractive index and the extinction coefficient of the BFO film
at a wavelength of 500 nm. This profile shows that the refractive index near the substrate is
larger than that at the surface area. The reason for this gradient is not yet clear, although one
possible explanation is the existence of voids in the film.

To determine the optical band gap, we plot (αE)2 vs. E for the polycrystalline BFO film, as
shown in Fig. 16(a), where α and E are the absorption coefficient and photon energy, respec‐
tively. The absorption coefficient α is given by

4 ,kp
a

l
= (16)

where k is the extinction coefficient and λ, is the wavelength. A good linear fit above the band
gap indicates that the BFO film has a direct gap. [15] The linear extrapolation of (αE)2 to 0
induces band gaps of 2.79 eV for the polycrystalline BFO film. This means that the absorption
edge of the BFO film is 445 nm. This value for the polycrystalline BFO film was similar to that
in recent reports. [15,39,40] Next, we plot (αE)1/2 vs. E in Fig. 16(b) for the BFO film. The (αE)1/2

vs. E plot did not show 2 clear slopes as was expected for an indirect gap material. [41] Finally,
the polycrystalline BFO film was found to show a sufficiently low light loss at a wavelength
greater than 600 nm so that its large reflective index at visible wavelengths is useful for electric-
optic devices such as an electro-optic spatial light modulator.

substrate

bulk layer
(BFO)

surface layer

db

ds

ambient(air)

Figure 12. A multilayer model used in this study.
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Figure 13. Ψ and Δ spectra of the polycrystalline BFO film measured at various incident angles and fitting curves ob‐
tained using the model (a) - (b) without and (c) - (d) with refractive index gradient.

ε1 = 1 +
2
π P ∫

0

∞
ξ ε2(ξ)

ξ 2 − E 2 dξ , ε2 = An exp − ( E − En
Bn

) + An exp − ( E + En
Bn

)

Fitting parameters
Sample-Model

BFO-single BFO-graded

Thickness 
(nm)

ds 3.566±0.635 4.597±0.224

db 667.423±3.31 644.839±1.92

Amplitude
An

An1 6.771 9.834

An2 8.981 10.973

An3 3.638 5.008

An4 0.735 0.716

Central energy
En (eV)

En1 4.175 4.119

En2 7.460 7.348

En3 3.024 3.052

En4 2.491 2.476

Broadening
Bn (eV)

Bn1 1.201 1.205

Bn2 4.254 4.254

Bn3 0.527 0.527

Bn4 0.215 0.215

MSE 106.6 66.66

Table 1. The fitting parameters in single layer model and graded layer model of the polycrystalline BFO films. Gaussian
oscillator defined as following equation.
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Figure 16. Plots of (a) (αE)2 and (b) (αE)1/2 vs. photon energy E for the polycrystalline BFO film. The linear extrapolation
of (αE)2 to 0 gives band gaps of 2.79 eV.

3.5. Thermooptic property of polycrystalline BFO film

3.5.1. Temperature dependence of lattice space

Figure 17 shows the lattice spacing of Si  (400),  BFO (100),  and Pt (111) as a function of
temperature, estimated from XRD patterns. All the d-spaces monotonically increased with
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increasing  temperature  because  of  thermal  expansion.  Thermal  expansion  coefficients,
estimated from Fig.  17,  are  shown in Table  2,  which includes reference data [42-44]  for
comparison. From this table, we can see that our experimental values are larger than those
in reference data, except for the Si substrate because of the effect of in-plane compressive
stress.
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Figure 17. The lattice spacing of Si (400), BFO (012), and Pt (111) as a function of temperature estimated from XRD
patterns.
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Material
Thermal expansion coefficient

Experimental data
(×10-6 K-1)

Reference data
(×10-6 K-1)

BFO 19 10-14

Pt 12 9

Si 2.4 2

Table 2. The thermal expansion coefficients of the BFO, Pt, and Si.

3.5.2. Temperature dependence of refractive index

Ellipsometric spectra in (Δ, Ψ) were recorded at incident angles of θi = 70o in a spectral range
of 245–1670 nm. The sample was loaded onto the customized heating stage and heated from
RT to 530oC. In these measurements, one Gaussian oscillator was assumed to represent film
properties, and the central energy En of the oscillator was fixed at 5 eV for each temperature.
Figure 18(a) – b) shows the wavelength dispersion of the refractive index and the extinction
coefficient measured at 50 and 530oC, respectively. From this figure, we observe that the
refractive index decreases with increasing temperature for all wavelengths. The refractive
index variation with increasing temperature is large for shorter wavelengths. Based on these
results, we investigated the origin of the temperature dependence of refractive index disper‐
sion, as shown in Fig. 18. In the short-wavelength region, the lattice vibration becomes more
intense with increasing temperature; therefore, in a high-temperature region, the amplitude
of the oscillator decreased, and the broadening of the oscillator expanded. At the same time,
density is decreased with increasing temperature owing to thermal expansion; therefore, the
refractive index decreased in all wavelength regions. This combination seems to be responsible
for the refractive index curve shown in Fig. 18(a).

Figure 19 shows the temperature dependence of the refractive index in a long- wavelength
region. It is found that refractive index decreases with increasing temperature at each wave‐
length, although there was some variability. The thermo-optic coefficient was estimated from
the slopes of linear approximation. A thermo-optic coefficient of 0.8 × 10 -4 K-1 was obtained at
a wavelength of 1550 nm for the BFO film. The thermo-optic coefficients of polymers and
glasses, which are known to be typical thermo-optic materials, have been reported to be
approximately 2 × 10 -4 K-1 and 0.1 × 10 -4 K-1, respectively. [45,46] It is found that the BFO film
shows a large refractive index and a thermo-optic coefficient comparable to that of these
traditional materials. Finally, it can be concluded that the BFO also has potential for use in an
electro-optic-type Mach-Zehnder modulator.
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Material
Thermal expansion coefficient

Experimental data
(×10-6 K-1)

Reference data
(×10-6 K-1)

BFO 19 10-14

Pt 12 9

Si 2.4 2

Table 2. The thermal expansion coefficients of the BFO, Pt, and Si.

3.5.2. Temperature dependence of refractive index
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sion, as shown in Fig. 18. In the short-wavelength region, the lattice vibration becomes more
intense with increasing temperature; therefore, in a high-temperature region, the amplitude
of the oscillator decreased, and the broadening of the oscillator expanded. At the same time,
density is decreased with increasing temperature owing to thermal expansion; therefore, the
refractive index decreased in all wavelength regions. This combination seems to be responsible
for the refractive index curve shown in Fig. 18(a).

Figure 19 shows the temperature dependence of the refractive index in a long- wavelength
region. It is found that refractive index decreases with increasing temperature at each wave‐
length, although there was some variability. The thermo-optic coefficient was estimated from
the slopes of linear approximation. A thermo-optic coefficient of 0.8 × 10 -4 K-1 was obtained at
a wavelength of 1550 nm for the BFO film. The thermo-optic coefficients of polymers and
glasses, which are known to be typical thermo-optic materials, have been reported to be
approximately 2 × 10 -4 K-1 and 0.1 × 10 -4 K-1, respectively. [45,46] It is found that the BFO film
shows a large refractive index and a thermo-optic coefficient comparable to that of these
traditional materials. Finally, it can be concluded that the BFO also has potential for use in an
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4. Conclusions

The optical and thermo-optic properties of BiFeO3 (BFO) films were studied. Polycrystalline
BFO films were formed on Pt/Ti/SiO2/Si substrates, and their basic optical and thermo-optic
properties were systematically evaluated. The new findings are summarized as follows:

i. The polycrystalline BFO films were evaluated using a spectroscopic ellipsometer.
Gaussian oscillators were assumed as a dielectric function to represent film proper‐
ties, and the graded model was assumed by introducing a refractive index gradient.
As a result, large refractive indexes of 3.22 and 2.91 were estimated for the polycrystal‐
line BFO film at wavelengths of 600 and 1550 nm, respectively, these refractive indexes
are higher than that of the rutile-type TiO2 film, which is known to have a high refractive
index. The optical band gap of the BFO film at RT was estimated as a direct transition
to be 2.79 eV, which corresponds to the absorption edge of 445 nm. It was found that
the BFO film shows sufficiently low light loss at wavelengths larger than 600 nm.
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ii. The thermo-optic properties of the BFO films were evaluated using a spectroscopic
ellipsometer with a heating stage. The refractive index of the polycrystalline film
decreased with increasing temperature. We considered that this change in refractive
index is caused by the balance between the increase in refractive index due to the
enhancement of the oscillator dispersion and the decrease in refractive index due to
the decreased density of the film. In addition, we obtained thermo-optic coefficient
of 0.8 × 10- 4 K-1 at a wavelength of 1550 nm for the BFO film, which is larger than those
of typical thermo-optic polymers (2 × 10- 4 K-1) and glasses (0.1 × 10 -4 K-1).

These results suggested that the BFO films have a high potential for application as an optical
material with a high refractive index, and that the effectual refractive index change can be
controlled by the balance of two factors, the activation of the oscillator and the thermal
expansion coefficient, even in the same material.
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Gaussian oscillators were assumed as a dielectric function to represent film proper‐
ties, and the graded model was assumed by introducing a refractive index gradient.
As a result, large refractive indexes of 3.22 and 2.91 were estimated for the polycrystal‐
line BFO film at wavelengths of 600 and 1550 nm, respectively, these refractive indexes
are higher than that of the rutile-type TiO2 film, which is known to have a high refractive
index. The optical band gap of the BFO film at RT was estimated as a direct transition
to be 2.79 eV, which corresponds to the absorption edge of 445 nm. It was found that
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ii. The thermo-optic properties of the BFO films were evaluated using a spectroscopic
ellipsometer with a heating stage. The refractive index of the polycrystalline film
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index is caused by the balance between the increase in refractive index due to the
enhancement of the oscillator dispersion and the decrease in refractive index due to
the decreased density of the film. In addition, we obtained thermo-optic coefficient
of 0.8 × 10- 4 K-1 at a wavelength of 1550 nm for the BFO film, which is larger than those
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Atomic Layer Deposition on Self-Assembled-
Monolayers
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1. Introduction

Atomic layer deposition (ALD) is an advanced technique for growing thin film structures. ALD
was developed by Tuomo Suntola and co workers in 1974. At first, the method was called
Atomic layer epitaxy (ALE). However, today the name “ALD” is more common. The motiva‐
tion behind developing ALD was the desire to achieve a technique for creating thin film
electroluminescent (TFEL) flat panel displays. [1]- [7]

Several types of materials including metals [8], metal oxides [9], metal nitrides [7] and metal
sulfides [10] can be deposited into ALD thin films, depending on the precursors used. ALD
advantages are: precise and easy thickness control, superior conformality, the ability to
produce sharp interfaces, the substrate size is limited by the batch size and straightforward
scale up and repetition of the process.[2-4,6] ALD is appropriate for deposition processes which
require angstrom or monolayer level control over coating thickness and/or are maintained on
complex topographies of the substrate. No other method for thin film creation can get close to
the conformality obtained by ALD.[4] ALD also has several limitations. The Achilles' heel of
the method is that ALD is a slow process and therefore is not economic for many industrial
processes.[2]

Atomic layer deposition controlled film growth is a significant technology for surface chem‐
istry. In the last four decades, ALD has developed into a system used for depositing thin films
in a variety of products. For example, ALD is used in microelectronic production, construction
of optical and magnetic devices, flat panel displays, catalysts, and energy conversion including
solar cells, utilizing fuel cells, storage batteries or supercapacitors, nanostructures as AFM tips,
biomedical purpose and more. [11]

© 2013 Moshe and Mastai; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Moshe and Mastai; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



Chapter 3

Atomic Layer Deposition on Self-Assembled-
Monolayers

Hagay Moshe and Yitzhak Mastai

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54814

1. Introduction

Atomic layer deposition (ALD) is an advanced technique for growing thin film structures. ALD
was developed by Tuomo Suntola and co workers in 1974. At first, the method was called
Atomic layer epitaxy (ALE). However, today the name “ALD” is more common. The motiva‐
tion behind developing ALD was the desire to achieve a technique for creating thin film
electroluminescent (TFEL) flat panel displays. [1]- [7]

Several types of materials including metals [8], metal oxides [9], metal nitrides [7] and metal
sulfides [10] can be deposited into ALD thin films, depending on the precursors used. ALD
advantages are: precise and easy thickness control, superior conformality, the ability to
produce sharp interfaces, the substrate size is limited by the batch size and straightforward
scale up and repetition of the process.[2-4,6] ALD is appropriate for deposition processes which
require angstrom or monolayer level control over coating thickness and/or are maintained on
complex topographies of the substrate. No other method for thin film creation can get close to
the conformality obtained by ALD.[4] ALD also has several limitations. The Achilles' heel of
the method is that ALD is a slow process and therefore is not economic for many industrial
processes.[2]

Atomic layer deposition controlled film growth is a significant technology for surface chem‐
istry. In the last four decades, ALD has developed into a system used for depositing thin films
in a variety of products. For example, ALD is used in microelectronic production, construction
of optical and magnetic devices, flat panel displays, catalysts, and energy conversion including
solar cells, utilizing fuel cells, storage batteries or supercapacitors, nanostructures as AFM tips,
biomedical purpose and more. [11]

© 2013 Moshe and Mastai; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Moshe and Mastai; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



Self Assembled Monolayers (SAMs) are ordered molecular (organic molecules in most cases)
assemblies formed by adsorption of molecules on a solid substrate. The surface properties of
the surfaces formed are determined by the nature of the adsorbed molecules. [12] A typical
surfactant molecule for SAMs is built from three main parts. The first part has a high affinity
to the solid surface and is called the "headgroup". The headgroup forms a chemical interaction
with the substrate. While adsorbing, the molecules make an effort to adsorb at all surface sites,
resulting in a close-packed monolayer. The second molecular part is the alkyl chain. The Van
der Waals interactions between these chains cause the SAMs to be ordered. The third part
which is exposed at the surface is called the "terminal group". The chain can be terminated
with several different groups e.g. CH3, OH, COOH or NH2, allowing the SAMs to be applied
for the modification of surface properties. Thus, SAMs can modify the surface free energies of
the substrates, ranging from reactive, high energies, to passive, low energies. [12],[13]

This book chapter will focus on a new application of ALD as a novel method for thin film
deposition on SAMs. Since ALD is very sensitive to surface conditions, it is an ideal method
for film deposition on SAMs. Examples for the application of ALD on SAMs are, for instance,
surface patterning and selective deposition of thin films. ALD is a very suitable method for
the deposition of thin films with three dimensional structures.[8] This book chapter will cover
the most recent and novel applications of ALD used for the preparation of chiral nanosized
metal oxide films using chiral SAMs.

1.1. Principle of technique

ALD is a Chemical vapor deposition (CVD) process with self-limiting growth and is controlled
by the distribution of a chemical reaction into two separate half reactions; the film is done in
a growth cycle. Throughout the process, the precursor materials have to be separate. A growth
cycle includes four stages: 1) Exposure of the first precursor, 2) purge of the reaction chamber,
3) exposure of the second precursor, and 4) a further purge of the reaction chamber [2,5] (Figure
1). In the first stage, the first precursor reacts with all the sites on the substrate receiving a
single molecular layer of the first precursor. The second stage consists of Argon flowing and
pumping of the residue of the first precursor to avoid unwanted gas phase reactions between
precursors, a reaction which will prevent acceptance of a single molecular layer. In the third
stage, the second precursor reacts with one molecular layer of the first precursor to get a single
molecular layer of the target material. The fourth stage consists of pumping the residuals of
the second precursor [2,5,6]. The cycle ends after four stages. The film thickness is determined
by the number of cycles because one cycle deposits one molecular layer (Figure 2). [9] Every
stage in the process has to be fully completed before the next stage starts. This means that all
the sites on the substrate must react with the precursor and the extra precursor molecules must
be removed. The molecular size of the precursor determines the film thickness per cycle. The
film density obtained depends on the molecular volume of the precursor- that is to say, a
molecule with steric hindrance will probably prevent the formation of a monolayer while small
molecules without steric hindrance will allow the formation of a full monolayer. The density
of the reactive sites on the substrate is also significant for the nature of the film obtained. One
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cycle can take from half a second to a few seconds depending on the reactivity between the
gas precursors and the solid substrate. In ALD, spontaneous reactions are desired. [2], [5], [6]

Figure 1. ALD growth cycle includes four stages: 1) Exposure of the first precursor, 2) purge of the reaction chamber,
3) exposure of the second precursor, and 4) a further purge of the reaction chamber.

Figure 2. UV absorbance and thickness of the TiO2 thin films versus the number of ALD cycles. [9]
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Depending on the precursors used, ALD can deposit several types of materials, including
metals as Pt14, Ru15 and Ir16; metal oxides as ZnO17, TiO2

9, ZrO2
18 and HfO2

19; metal nitrides as
Hf3N4

20 and Zr3N4
20; metal sulfides as PbS10 and Polymers as Polyimide [16]. Using the right

precursor is one of the keys for a successful ALD process. Good ALD precursors have to include
a number of properties during deposition conditions. First, they have to be stable, evaporable
and react with the substrate to completeness. In addition, they must be safe, non toxic and
inexpensive. Finally, there should be no etching of the substrate or the growing film and inert
volatile byproducts. [2,5-7]

The material type of ALD thin films depends on the precursor type. Normally halides, alkyl
compounds, and alkoxides are used as metal precursors. Nonmetal precursors include water,
hydrogen peroxide, and ozone for oxygen; hydrides for chalcogens; ammonia, hydrazine, and
amines for nitrogen; hydrides for the fifth group in the periodic table. [2], [5]

ALD precursors can be in any state of matter- gas state, liquid state, or solid state. In order to
have an effective feeding of precursor molecules to the system, vapor pressure should be high
enough. The precursor is also heated sometimes. There must be enough precursors to cover
all sites on the substrate surface. [2], [5]- [7]

1.2. Advantages and disadvantages

The ALD technique has a number of advantages: ALD has angstrom or monolayer level control
on thickness, the film thickness depends only on the number of reaction cycles. ALD has large
area deposition ability, the area size depends only on the ALD chamber size. ALD is a very
suitable method for the deposition of thin films with three dimensional structures. [8] As a
result, ALD has excellent conformality to substrate surfaces. ALD is a reproducible process,
can work on low temperatures and uses highly reactive precursors. The ALD method allows
processing of different materials in a continuous process. [2], [5], [7]

ALD’s weak point is its slow growth rate; one monolayer is deposited per cycle. The monolayer
thickness is a few angstroms; if a cycle takes a few seconds, micron thickness deposition will
take a few hours. Consequently, ALD is not a useful method for many applications. The growth
of films in micrometer size takes too long for ALD to be an economic industrial process. This
problem is sometimes overcome by using a big chamber to be able to contain many substrates
per batch, but a single wafer process is still more ideal. ALD is an unselective process.
Generally, precursor molecules react with all surfaces. In order to achieve selectivity control,
pretreatment is necessary. The places which should not be deposited on have to be passivated.
As a chemical process, ALD has a risk of impurities. The impurities can come from gas
precursors and/or a carrier gas, the process requires material with a high degree of cleanliness.
Impure chemicals can lead to the incorporation of impurities and to the growth of poor quality
films. [2], [5], [7]

1.3. ALD process at low temperature

The ability to perform ALD at low temperatures (ALD-LT) is very important. It is critical for
ALD on SAMs and it is the subject of this chapter. SAMs as well as polymers or biological
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samples are thermally sensitive materials. At high temperatures, they decompose. [3] In the
case of SAMs, there is also disabsorption from the surface. Inter-diffusions of materials occur
at high temperature processes, it has a devastating effect on nano-structured devices. ALD at
low temperatures avoids these effects. To carry out ALD-LT, a catalyst is sometimes used [3],
[21], [22] although there are reactions that occur without catalysts. [3], [23] Nanostructures of
biological structures have very interesting effects. For example, a lotus leaf shows highly
hydrophobic behavior due to its nanostructures. The coat of the lotus leaf can be copied by
ALD-LT, achieving similar effects. ALD-LT was also used on a tobacco mosaic virus (TMV)
on protein spheres [24] and on cellulose fibers from filter paper.[3], [25]

2. ALD on self-assembled-monolayer

The use of ALD for depositing thin films onto different SAMs has great potential applications.
SAMs are thin organic films which form spontaneously on solid surfaces. The SAM head group
has to connect to the substrate strongly enough for stable monolayers to form. Typical SAM
head groups are alkanethiols [X-(CH2)n−SH] which are formed on metal surfaces such as Ag,
Au, and Cu, and alkyltrichlorosilanes [X-(CH2)n−SiCl3] formed on SiO2, Al2O3, and other oxide
surfaces. [26]- [28]

In general, SAMs are formed by immersing the substrates into a solution comprising the
precursor molecules or by bringing the SAM precursors to the substrate surface as vapors. [16]
SAMs are well known to modify the physical and chemical properties of surfaces. The surface
features can be controlled by using the appropriate SAM. Potential applications include control
of wetting and friction behaviors, passivating layers, protection of metals against corrosion,
preparation of chiral surfaces, molecular electronics, chemical sensing, soft lithography and
more. [10], [26], [29] Figure 3 shows water droplet angle measurements demonstrating the
formation of hydrophobicity by ODTS (octadecyltrichlorosilane) SAM on originally hydro‐
philic SiO2. [26]

Figure 3. Contact angle measurements showing the control of surface energy by ODTS SAM before and after treat‐
ments on SiO2 substrate. [26]
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In general, SAMs are formed by immersing the substrates into a solution comprising the
precursor molecules or by bringing the SAM precursors to the substrate surface as vapors. [16]
SAMs are well known to modify the physical and chemical properties of surfaces. The surface
features can be controlled by using the appropriate SAM. Potential applications include control
of wetting and friction behaviors, passivating layers, protection of metals against corrosion,
preparation of chiral surfaces, molecular electronics, chemical sensing, soft lithography and
more. [10], [26], [29] Figure 3 shows water droplet angle measurements demonstrating the
formation of hydrophobicity by ODTS (octadecyltrichlorosilane) SAM on originally hydro‐
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Figure 3. Contact angle measurements showing the control of surface energy by ODTS SAM before and after treat‐
ments on SiO2 substrate. [26]
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ALD onto SAMs is interesting because the ordered structure of the monolayer can act as a
template for the growth of structured thin films. The SAM can be used to engineer the
properties of the interface to the original substrate, when the ALD coatings are protecting the
SAM. [30]

The thermal stability of the SAMs under the ALD process conditions is very important because
of the potential loss of ordering at elevated temperatures. In order to maintain the SAM order
during the growth of the ALD film, the ALD process must be done under conditions which
are compatible with the thermal budget of the underlying SAM film. [30]

2.1. Area-Selective ALD on SAM

Patterned SAMs are commonly used as growth-preventing masks for selective-area ALD.
Selective-area ALD is the growth of thin films on the substrate surface on designated sites only.
Selective-area ALD requires that the chosen regions of the surface are inert to ALD precursors.
In this case the function of the SAM is to protect the surface against deposition. ALD grows
only on areas without a SAM, on the desired sites of the surface [16]. High-resolution patterns
can be created by printing SAMs by means of soft lithography, [31]- [33] or by removing SAMs
using electron beams, [34] ion beams, photolithography, [35] or scanning probe microscopy.
[36] Generating patterned SAMs in the most economical way is a critical necessity for using
patterned SAMs in advanced applications. Photolithography can transfer an entire pattern on
a photomask to a SAM at a given time. Therefore, it is the most practical among various
patterning methods. [18]

During the past decade, several groups have used SAMs as a chemical resist to block various
ALD precursors, including ZnO [17] [37], TiO2[9], [38]- [40], ZrO2 [18], HfO2 [19], [41]- [45], Ru
[15], Ir [16], [40], [46], Pt [14], [42], [45], [47]- [49], PbS [10] and Polyimide [16]. In 2001 Yan et
al. reported on selective area ALD growth of ZnO, they used a microcontact printing (or μCP)
with poly(dimethylsiloxane) (PDMS) stamp as a soft lithographic technique. PDMS creates a
hydrophobic surface in the stamped area, leaving the ink-free hydrophilic surface unmodified.
The pattern consists of arrays of cylinders having cross sectional diameters ranging from 1.0–
40 μm with center-center distances of 100 μm. As ALD precursors they used diethylzinc (DEZ)
and deionized water. The deposition process for ZnO consists of two self-limiting chemical
reactions, repeated in alternation (ABAB...). Each AB reaction cycle deposits a single mono‐
layer of ZnO, [50] as shown in Eqs. (1) and (2), where asterisks indicate the outermost surface
functional groups.

2 3 2 2 3 2 6: ( )A Zn OH Zn CH CH Zn O Zn CH CH C H* *- + ® - - - +  (1)

2 3 2 2 6:B Zn CH CH H O Zn OH C H*- + ® - +  (2)

The deposition was carried out at a substrate temperature of 125 °C. The exposure times for
DEZ and water vapor were 0.7 sec and 0.5 sec, respectively. ZnO nucleation and growth do

Materials Science - Advanced Topics68

not occur on the; 2 nm thick SAM-patterned areas, but only on the bare, hydrophilic unpat‐
terned areas as illustrated in Figure 4. [17]

Park et al. reported on a patterning method of TiO2 thin films using microcontact printing of
alkylsiloxane SAMs, followed by selective atomic layer deposition of the TiO2. Park et al.
approach consists of two key steps. First, the patterned alkylsiloxane SAMs were formed by
using microcontact printing. Second, the TiO2 thin films were selectively deposited onto the
SAM-patterned Si substrate by atomic layer deposition. [9]

Figure 4. Schematic outline of the patterning and deposition procedures used for selective area ZnO thin film growth. [17]

Seo et al. reported on a patterning method for TiO2 thin films using microcontact printing of
alkanethiolate SAMs on gold, followed by selective atomic layer deposition of the TiO2. Seo et
al. approach consists of three key steps. First, patterned CH3-terminated alkanethiolate SAMs
on gold were formed by using microcontact printing. Second, the remaining regions of gold
were coated with OH-terminated alkanethiolate SAMs. Third, the TiO2 thin films were
selectively deposited onto the SAM-patterned gold substrate by atomic layer deposition. [38]
Both groups used PDMS stamp as a soft lithographic technique and same conditions for the
preparation of TiO2 thin films. As ALD precursors they used Titanium isopropoxide
(Ti(OPri)4) and deionized water. The Ti(OPri)4 and water were evaporated at 80 and 20 °C,
respectively. The cycle consisted of 2 sec exposure to Ti(OPri)4, 5 sec Ar purge, 2 sec exposure
to water, and 5 sec Ar purge. The total flow rate of the Ar was 20 sccm. The TiO2 thin films
were grown at 100 °C under 2 Torr. The deposition process for TiO2 also consists of two self-
limiting chemical reactions, repeated in alternation (ABAB...). Each AB reaction cycle deposits
a single monolayer of TiO2 [9], [38]. Figure 5 illustrates AFM images and cross sections of
micropatterned TiO2 thin films, which were selectively deposited onto the monolayer-
patterned gold substrate by ALD. The patterned SAMs showed high selectivity for TiO2 ALD;
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Seo et al. reported on a patterning method for TiO2 thin films using microcontact printing of
alkanethiolate SAMs on gold, followed by selective atomic layer deposition of the TiO2. Seo et
al. approach consists of three key steps. First, patterned CH3-terminated alkanethiolate SAMs
on gold were formed by using microcontact printing. Second, the remaining regions of gold
were coated with OH-terminated alkanethiolate SAMs. Third, the TiO2 thin films were
selectively deposited onto the SAM-patterned gold substrate by atomic layer deposition. [38]
Both groups used PDMS stamp as a soft lithographic technique and same conditions for the
preparation of TiO2 thin films. As ALD precursors they used Titanium isopropoxide
(Ti(OPri)4) and deionized water. The Ti(OPri)4 and water were evaporated at 80 and 20 °C,
respectively. The cycle consisted of 2 sec exposure to Ti(OPri)4, 5 sec Ar purge, 2 sec exposure
to water, and 5 sec Ar purge. The total flow rate of the Ar was 20 sccm. The TiO2 thin films
were grown at 100 °C under 2 Torr. The deposition process for TiO2 also consists of two self-
limiting chemical reactions, repeated in alternation (ABAB...). Each AB reaction cycle deposits
a single monolayer of TiO2 [9], [38]. Figure 5 illustrates AFM images and cross sections of
micropatterned TiO2 thin films, which were selectively deposited onto the monolayer-
patterned gold substrate by ALD. The patterned SAMs showed high selectivity for TiO2 ALD;
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hence, the patterns of the TiO2 thin films were defined and directed by the patterned SAMs
generated with microcontact printing. The TiO2 thin films are selectively deposited only on
the regions exposing the OH groups of the MUO-coated gold substrates, because the regions
covered with the ODT monolayers do not have any functional group to react with ALD
precursors. These AFM images clearly show that the patterned TiO2 thin films retain the
dimensions of the patterned SAMs used as templates with no noticeable line spreading. [38]

Figure 5. AFM images and cross sections of the patterned TiO2 thin films generated by using selective ALD on the
SAM patterned gold substrates: (a) 3.7 μm lines with 5.6 μm spaces, (b) 1.9 μm lines with 3.7 μm spaces, (c) 1.8 μm
lines with 1.9 μm spaces, (d) 0.5 μm lines with 0.4 μm spaces [38].

The successful use of poly(methyl methacrylate) (PMMA) [39] and octadecyltrichlorosilane
(OTS) SAMs [40] as a mask layer to obtain the direct patterned deposition of TiO2 films has
been reported.

Materials Science - Advanced Topics70

Lee and Sung reported on a fabrication method using photocatalytic lithography of octade‐
cylsiloxane SAMs, followed by selective deposition of ZrO2 thin films using ALD. Lee et al.
approach consists of three key steps. First, the alkylsiloxane SAMs were formed by immersing
Si substrate in alkyltrichlorosilane solution. Second, photocatalytic lithography using a quartz
plate coated with patterned TiO2 thin films was done to prepare patterned SAMs of alkylsi‐
loxane on the Si substrate. The patterned SAMs of the octade octadecylsiloxane on the Si
substrate were made by using the quartz plate coated with the patterned TiO2 thin films under
UV irradiation in air. The photocatalytic lithography is based on the fact that the decomposition
rate of the alkylsiloxane monolayers in contact with the TiO2 is much faster than that with the
SiO2 under UV irradiation in air. These patterned SAMs define and direct the selective
deposition of the ZrO2 thin films. Third, ZrO2 thin films were selectively deposited onto the
SAMs-patterned Si substrate by ALD. A ZrO2 thin film was selectively deposited using
Zr(OC(CH3)3)4 and water as ALD precursors. [18]

Chen et al. investigated a series of self assembled molecules as monolayer resists for HfO2

atomic layer deposition. A series of n-alkyltrichlorosilanes of chain lengths ranging from 1 to
18 carbon atoms was used to form self-assembled monolayers on the oxide-covered silicon
substrates. The ALD precursors for HfO2 deposition were hafnium tetrachloride (HfCl4) and
water. The HfO2 ALD process includes two self-limiting chemical reactions, repeated in
alternating ABAB sequences shown in Eqs. (3) and (4), where asterisks indicate the outermost
surface functional groups.

4 3:A Hf OH HfCl Hf O HfCl HCl* *- + ® - - +  (3)

*
2:B Hf Cl H O Hf OH HCl*- + ® - +  (4)

Each AB reaction cycle produces an HfO2 layer terminated by hydroxyl groups, with the
hydrochloride byproduct pumped away. After each exposure, the reaction chamber and the
gas manifold were purged with nitrogen to avoid possible gas-phase reactions and to eliminate
the possible physisorption of the precursors on the substrates. Deposition was carried out at
a substrate temperature of 300 °C. The exposure times for HfCl4 and water vapor were both 2
sec, followed by 3 min of nitrogen purging after each precursor was introduced into the
chamber. Chen et al. explained the blocking mechanism by three important factors that
influence the blocking efficiency of the monolayer organic films: chain length, tailgroup
structure, and headgroup reactivity. This investigation shows that to achieve satisfactory
deactivation toward the ALD process, it is crucial to form densely packed, highly hydrophobic
organic monolayers. This in turn requires deactivating agents with high reactivity, low steric
effect tail groups, and minimum chain length. [19]

Park et al. presented a method that combines SAM passivation and high-k dielectric deposi‐
tion. Tetradecyl-SAM is formed on a Ge (100) surface via a thermal method. Part of the SAM
is then removed by proper annealing, and a HfO2 film is deposited by ALD. The system
development was based on a previous research on the electrical properties of SAMs on Ge
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gas manifold were purged with nitrogen to avoid possible gas-phase reactions and to eliminate
the possible physisorption of the precursors on the substrates. Deposition was carried out at
a substrate temperature of 300 °C. The exposure times for HfCl4 and water vapor were both 2
sec, followed by 3 min of nitrogen purging after each precursor was introduced into the
chamber. Chen et al. explained the blocking mechanism by three important factors that
influence the blocking efficiency of the monolayer organic films: chain length, tailgroup
structure, and headgroup reactivity. This investigation shows that to achieve satisfactory
deactivation toward the ALD process, it is crucial to form densely packed, highly hydrophobic
organic monolayers. This in turn requires deactivating agents with high reactivity, low steric
effect tail groups, and minimum chain length. [19]
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surfaces showing that SAM/Ge interfaces are electrically stable compared to Ge surfaces
covered with native oxide. [51] Therefore, a combination of SAM passivation on a Ge surface
with high-k gate dielectric deposition is suggested for scaling down gate oxides. [43]

Liu et al. created sub- 10 nm patterns of high dielectric constant (high-k) HfO2 on Si substrate,
by combining the use of the reassembled S-layer proteins as nanotemplates and an area-
selective ALD process. To realize area-selective ALD of metal oxide-based high-k material
nanopatterns into the nanotemplates composed of protein architectures, it is necessary to
modify the S-layer proteins to introduce different surface functional groups upon them and
the silicon substrate surface used in Liu et al. study. As a result, ALD only happens on the Si
substrate and cannot take place on the modified surface of the S-layer proteins. ODTS used as
an effective monolayer resist on a hydrophilic SiO2 surface toward ALD of HfO2, was chosen
to modify the surface of the S-layer proteins but not the Si surface. Specifically, the ODTS-
modified S-layer proteins are terminated with aliphatic chains (R=(CH2)17CH3), while the Si
surface exposed through the pores defined by the protein units is terminated with -OH or -H
functional groups. Since atomic layer deposition has been achieved ideally on surfaces with -
OH groups and with an incubation time on surfaces with -H groups, it is therefore feasible to
achieve area-selective ALD on a surface with a contrast between aliphatic groups and -OH/-
H terminations. [52], [53] ODTS-modified S-layer protein nanotemplate was selectively
removed by thermal annealing. Therefore, S-layer proteins reassembled on Si substrate acted
as a promising nanotemplate for the sub-10-nm nanopatterning of high-k oxides for future
Metal Oxide Semiconductor Field Effect Transistor (MOSFET) applications. [44]

Park et al. demonstrated selective deposition of Ruthenium using contact printed self-
assembled monolayer resists by selective area atomic layer deposition. Ruthenium is of interest
for advanced metal/oxide/semiconductor (MOS) transistor gate electrodes to reduce polysili‐
con depletion effects and as nucleation layer for copper interconnect layers. [54] Ruthenium
is considered as a viable candidate for p-type MOS devices because it has a vacuum work
function near the conduction band edge of silicon, good thermal stability, and low resistivity
of the oxidation phase. [55] Selective deposition enables direct formation of Ru/HfO2(SiO2)/Si
capacitor stacks, and the effective work function of ALD Ru is characterized on HfO2 and
SiO2 dielectrics. They used PDMS stamps and OTS SAMs to prepare the patterned organic
monolayer. ALD Ru was carried out using bis-(cyclopentadienyl)rutheniumg (RuCp2) as a
precursor and dry oxygen. RuCp2 is solid at room temperature with vapor pressure of ~10
mTorr at the bubbler temperature of 80 °C. The ALD chamber was evacuated to 5*10−6 Torr,
and the precursor and oxidant gases were introduced into the reactor in separate pulses (3 and
6 sec, respectively) with a 20 sec Ar purge between each reactant. Argon was also used as a
carrier gas for the RuCp2 pulse. [15]

Färm et al. reported on selective deposition of Iridium by using octadecyltrimethoxysilane
(ODS), SAMs prepared from gas phase using a process where water-vapor pulses were given
alternately with ODS. SAMs were patterned by a simple lift-off process. [46] In another work,
narrow lines of OTS was printed by PDMS stamp which had 1.5 μm wide print lines and 1.5
μm wide spaces between. They also presented the passivation of copper surfaces using 1-
dodecanethiol (CH3(CH2)11SH) SAMs against iridium ALD growth. 1-dodecanethiol was
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chosen as a SAM precursor because it has relatively long carbon chain, it is liquid and volatile
enough so that SAM were prepared from the vapor phase using moderate heating. [16] Iridium
was grown only on non-SAM areas at 225 °C from Ir (pentanedione)3 and O2. [16], [40], [46]

Chen and Bent reported on deposition of Pt for the positive patterning area-selective ALD. Pt
is a promising electrode material for dynamic random-access memories because of its high
chemical stability in an oxidizing atmosphere and its excellent electrical properties. [56], [57]
It is also a promising gate metal candidate owing to its high work function (5.6 eV) and
compatibility with high-k dielectrics. [58] In the Chen and Bent paper, a deposition of Pt occurs
on a SiO2 film, providing a model process for the deposition of a gate metal on a dielectric.
They used 1-octadecene as a monolayer, which undergoes a hydrosilylation reaction selec‐
tively on the hydride surface. Following monolayer attachment onto oxide patterned silicon
wafers, Pt thin films were selectively deposited onto the substrates. ALD of a Pt thin film was
carried out using methylcyclopentadienyl(platinum)trimethyl (CH3C5H4Pt(CH3)3) and dry air.
Exposure times for the Pt precursor and air were 3 and 2 sec, respectively, followed by a 60
and 45 sec N2 purge after each precursor was introduced into the chamber. The Pt ALD process
includes two self-limiting chemical reactions, repeated in the alternating ABAB sequences
shown in Eqs. (5) and (6), where asterisks indicate the outermost surface functional groups
and OBP, H2O, CO2 are reaction byproducts. [14], [42]

*
2:A Pt O Pt O+ ® - (5)

*
3 5 4 3 3 2 2: ( )B CH C H Pt CH Pt O Pt CO H O OBP+ - ® +  +  +  (6)

Figure 6 illustrates the Auger electron spectroscopy (AES) analysis of the patterned lines at
higher spatial resolution. Figure 6a shows a SEM image of the patterned lines used for the
study. In the SEM image, the oxide and the deactivated hydride regions (areas 1 and 2 in Fig.
6.a, respectively) were chosen for AES compositional analysis. The Auger survey scans shown
in Figure 6.b reveal that, in the deactivated lines (area 2), the Pt signal is below the AES
detection limit (0.5 %), whereas significant Pt is seen in area 1. AES line-scan images that
compare the amounts of C and Pt as a function of position are displayed in Figure 6.c. A cross-
sectional line (similar to the dashed line shown in Fig. 3a) was obtained perpendicular to the
patterned lines. The C and Pt spectra clearly show the alternation as expected, and the edges
of the Pt lines are sharp. [14]

Jiang and Bent reported on area selective atomic layer deposition of Platinum on Yttria
stabilized zirconia (YSZ) substrates using microcontact printed SAMs. Jianga and Bentb
technique can be used to deposit Pt on an YSZ solid oxide electrolyte for the catalyst in solid
oxide fuel cell (SOFC). Pt is the catalyst used for a number of reactions, including the O2

reduction reaction at the cathode of a SOFC, and is especially useful at the lower operating
temperatures below (600 °C) that are desired for integratable fuel cell systems. [48], [49]

Lee et al. reported on capability of SAMs to block the deposition of PbS thin films by ALD.
ODTS SAMs were chosen to modify the surface termination because of their ability to
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chosen as a SAM precursor because it has relatively long carbon chain, it is liquid and volatile
enough so that SAM were prepared from the vapor phase using moderate heating. [16] Iridium
was grown only on non-SAM areas at 225 °C from Ir (pentanedione)3 and O2. [16], [40], [46]
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shown in Eqs. (5) and (6), where asterisks indicate the outermost surface functional groups
and OBP, H2O, CO2 are reaction byproducts. [14], [42]

*
2:A Pt O Pt O+ ® - (5)

*
3 5 4 3 3 2 2: ( )B CH C H Pt CH Pt O Pt CO H O OBP+ - ® +  +  +  (6)

Figure 6 illustrates the Auger electron spectroscopy (AES) analysis of the patterned lines at
higher spatial resolution. Figure 6a shows a SEM image of the patterned lines used for the
study. In the SEM image, the oxide and the deactivated hydride regions (areas 1 and 2 in Fig.
6.a, respectively) were chosen for AES compositional analysis. The Auger survey scans shown
in Figure 6.b reveal that, in the deactivated lines (area 2), the Pt signal is below the AES
detection limit (0.5 %), whereas significant Pt is seen in area 1. AES line-scan images that
compare the amounts of C and Pt as a function of position are displayed in Figure 6.c. A cross-
sectional line (similar to the dashed line shown in Fig. 3a) was obtained perpendicular to the
patterned lines. The C and Pt spectra clearly show the alternation as expected, and the edges
of the Pt lines are sharp. [14]

Jiang and Bent reported on area selective atomic layer deposition of Platinum on Yttria
stabilized zirconia (YSZ) substrates using microcontact printed SAMs. Jianga and Bentb
technique can be used to deposit Pt on an YSZ solid oxide electrolyte for the catalyst in solid
oxide fuel cell (SOFC). Pt is the catalyst used for a number of reactions, including the O2

reduction reaction at the cathode of a SOFC, and is especially useful at the lower operating
temperatures below (600 °C) that are desired for integratable fuel cell systems. [48], [49]

Lee et al. reported on capability of SAMs to block the deposition of PbS thin films by ALD.
ODTS SAMs were chosen to modify the surface termination because of their ability to
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deactivate ALD reactions as well as their good chemical and thermal stability. Microscale
patterns of ALD PbS with high spatial and chemical selectivity were fabricated on ODTS
patterned Si/SiO2 substrates. ODTS was selectively grown only on the oxide patterns defined
by the photolithography and deactivated PbS deposition during the ALD process. Hence,
materials were selectively deposited by the ALD process only where ODTS was not present.
The ALD precursors used were bis(2,2,6,6-tetramethyl-3,5-heptanedionato)lead(II)
(Pb(tmhd)2) and H2S. The base pressure of the ALD chamber was 50 mTorr. The substrate
temperature was maintained at 160 °C, and the precursor was sublimated at 140 °C. [59] The
PbS ALD process includes two self-limiting chemical reactions, repeated in an alternating
ABAB sequence. Lee et al. postulated the following ligand-exchange reactions, which are
typical of ALD half-reaction chemistry. In both reactions, a gas-phase precursor molecule
reacts with the surface functional species and saturates the entire surface in a self-limiting
manner. Each AB reaction cycle produces a PbS layer terminated by sulfhydryl groups, with
the corresponding byproducts pumped away. [10]

Färm et al. reported on passivation of copper surfaces for selective-area ALD using 1-dodec‐
anethiol SAMs against polyimide ALD growth. Polyimide is a new material for selective-area
ALD and has potential applications as an insulating material in copper interconnects. As test
substrates, silicon with evaporated copper dots was used. SAMs were prepared on the copper
surfaces from the vapor phase. Polyimide was deposited from 1,2,3,5-benzenetetracarboxylic
anhydride (pyromellitic dianhydride) and 4,4-oxydianiline at 160 °C. [16]

SAMs have typically been created by dipping the solid substrates into a solution containing
the precursor molecules. The vapor process in preferred and involves preparing SAMs by
bringing the precursors to the substrate surface as vapors. The vapor process has some
advantages over the liquid process, e.g., when SAMs have to be formed on three-dimensional
structures. The vapor process can prevent problems related to the absorption of liquids into
the porous structures. [16] The vapor-phase process also requires fewer precursors than the
liquid-phase processes. Moreover, the aggregation of the precursor molecules prior to
deposition on the substrate surface, which can cause defects in the arrangement of the SAMs
in the liquid-phase process, is significantly reduced using the vapor-phase process. Aggre‐

Figure 6. AES analysis on a patterned structure after the area-selective Pt ALD process: a) SEM image of the patterned
area, b) AES selected-area survey composition scan, and c) AES defined line scan. [14]
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gated precursors had lower vapor pressures than the single-molecule precursors and thus were
rarely vaporized. [45] The vapor-phase SAM formation can be carried out in a vacuum system
allowing easier combination with the ALD reactor. In principle, SAM formation can be
performed in the ALD reactor itself. [45] When SAMs are prepared as an initial stage of the
ALD process, the patterning of the SAMs has to be done by relying on the chemical selectivity
of the SAM formation. [16] Silane [40], [45], [46] and thiol [16] SAMs has been formed from the
vapor phase for selective-area ALD of TiO2 [36], HfO2 [45], Ir [16], [40], [46], Pt [45] and
Polyimide. [16]

The common way to block ALD by using SAMs is limited when the height of the deposited
inorganic film exceeds the height of the self-assembled monolayer (∼2 nm). In that case the
growth will not be area-selective anymore near the interface where the already deposited
inorganic film meets the end of the alkyl tails. Near that interface, the ALD reactants are able
to adsorb on the inorganic film.

Figure 7. (a) Conventional area-selective ALD in which the substrate is planar and contains patterns of self-assembled
monolayers. With increasing number of deposition cycles there occurs also sideways film growth originating from ad‐
sorption of ALD reactants on the previously deposited ALD film. b) Blocking the lateral ALD growth independent of
deposited film thickness by combining surface modification and topographical features. [37]

The inorganic film is  not  confined anymore to the original  pattern of  the SAM and the
lateral  dimension  of  the  film will  increase  when more  ALD cycles  are  carried  out  (see
Figure 7.a).  Robin at  el.  have shown a new concept to enable construction of  nanoscale
lateral structures by area-selective ALD. The concept is based on providing chemical in‐
ertness  by surface  modification combined by nanoscale  topographical  structures  (Figure
7.b).  Whereas surface modification, as traditionally used in area-selective ALD, is only a
chemical barrier for film growth, Robin et al. shows that the topographical structures are
also a physical barrier for film growth. Their concept allows ALD synthesis of constructs
that  have  lateral  dimensions  many  times  smaller  than  the  film  thickness.  Robin  et  al.
used cicada wings as a prototypical example from nature; however, their concept can be
also applicable  on other  types of  designed substrates  that  combine surface modification
(including SAMs) with nanoscale topographies. [37]
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2.2. Surface study by ALD on SAM

Lee et al. studied a surface free energy by atomic layer deposition of TiO2 on mixed SAMs.
They studied ALD growth modes as a function of surface free energy. [60] Mixed SAMs have
been used to modify the surface free energy of the Si substrates. By using solutions containing
two different silanes, it formed SAMs containing mixtures of them. The influence of the surface
free energy of the Si substrates on the growth modes of TiO2 thin films has been studied with
AFM, XPS and contact-angle analysis. Mixed SAMs with several surface compositions of H3C-
Si and HO-Si were formed on the Si substrates. The surface free energy of the SAM-contact
samples was derived from the contact-angle data by using water and diiodomethane, as shown
in Table 1. [60]

Table 1. Contact angle (θ) and surface free energy (γs) of Si substrates coated with SAMs (d: dispersive part, p: polar
part). [60]

The  surface  free  energy  of  the  mixed  SAM-contact  samples,  ranging  from  64  to  29
mN/m, appears to be determined primarily by the surface composition of the of H3C-Si
and HO-Si, which means that the surface free energy of solid substrate can be controlled
by mixed SAMs. The TiO2 thin films were grown on the mixed SAM-coated Si substrates
by  atomic  layer  deposition  from  titanium  isopropoxide  and  water.  The  ALD  growth
mode of the TiO2 film changes as function of the surface free energy of the Si substrates,
and the surface free energy can be modified by changing the ratio of the components of
the mixed SAMs. A two-dimensional growth mode is observed on the SAM-coated sub‐
strates  with high surface free energies.  As the surface free energy decreases,  a  three-di‐
mensional growth mode begins to dominate. From the results, Lee et al. have found that
the mixed SAMs can be used to control the growth modes of the atomic layer deposition
by modifying the surface free energy of the substrates. [60]

Xu and Musgrave used density functional theory (DFT) for investigated surface reactions
between trimethylaluminum (TMA) as precursor for alumina and SAMs terminated with
different functional groups. [30] They show that the reaction of TMA and the -OH-terminated
SAM is favored both thermodynamically and kinetically over the reaction with -NH2- and -
CH3-terminated SAMs. Reactions on the -NH2-terminated SAM form more stable complex
intermediates; however, because the ligand exchange barrier is large, the precursors are
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trapped in the adsorbed complex state. Furthermore, although there is a thermodynamic
driving force for this reaction, the reaction is relatively slow compared to the -OH-terminated
case and desorption of the precursor is favored over ligand exchange. In the case of the -CH3-
terminated SAM, there is no thermodynamic driving force for the reaction and the reaction
barrier is large. The reaction path and predicted energetics for reactions of TMA and -
OH/NH2/CH3-terminated SAMs as shown in Figure 8. [30]

Figure 8. I) Reaction path and predicted energetics for reactions of TMA and -OH-terminated SAM. The stationary
points correspond to (a) CH3CH2OH + TMA, (b) complex TMA●OHCH2CH3, (c) transition state, and (d) CH3CH2O-
Al(CH3)2+ CH4. II) Reaction path and predicted energetics for reactions of TMA and -NH2-terminated SAM. The station‐
ary points correspond to (a) CH3CH2NH2 + TMA, (b) complex TMA●NH2-CH2CH3, (c) transition state, and (d) CH3CH2NH-
Al(CH3)2 +CH4. III) Reaction path and predicted energetics for reactions of TMA and -CH3-terminated SAM. The
stationary points correspond to (a) CH3CH2CH3 + TMA, (b) transition state, and (c) CH3CH2CH2-Al(CH3)2 + CH4. [30]

The energetics of the reactions does not depend on the length of the SAM using ethyl and
pentyl groups as models. [30] After the initial TMA adsorption on the -OH-terminated SAM,
the second half-reaction of ALD growth of Al2O3 (Al-CH3*→Al-OH*) is calculated and the
mechanism and energetics are consistent with their previous results for ALD of Al2O3 using
TMA and water. [61] Because these adsorption reactions are highly localized, the conclusions
are not only limited to the effect of surface functionalization on ALD reactions on SAMs; they
can also be extended to reactions on other substrates and to ALD reactions involving other
precursors which form dative-bonded complexes. [30]

Lee et al. used DFT simulation for study reactions between Pb(tmhd)2 precursor to ODTS
SAMs and SiO2,  the results  showed an increased activation barrier  and a higher overall
reaction energy for the Pb(tmhd)2  precursor on an ODTS-terminated substrate than on a
SiO2 surface. [10]
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2.3. ALD on chiral SAMs

H. Moshe et al. proposed a new innovative type of stable chiral nanosized metal oxide surfaces.
[62] The structure and chirality of this type of chiral surface is based on chiral self-assembled
monolayers (SAMs) coated with nanosized films of metal oxide materials deposition by ALD.
The idea underlying this new design of nano-chiral surfaces is that the ceramic nanolayers
coating the chiral SAMs protects the chiral SAMs that would otherwise be destroyed under
the reactions conditions, thereby preserving their enantioselective nature. In Figure 9, the
overall structure of the new nanoscale hybrid chiral surfaces based on chiral SAM and ceramic
nanolayers is shown.

Figure 9. Illustration of the design and the synthesis paths for the new chiral SAM/ceramic nanolayers surfaces.

In their study, H. Moshe et al. used TiO2 to form the protective nanolayers for the chiral SAM
since its synthesis does not demand high temperatures that may harm the chiral SAMs. In the
research, they utilize the atomic layer deposition (ALD) technique since it provides excellent
thickness control and produces very dense and uniform layers. The first step in the synthesis
of this type of nano-chiral surface requires the preparation of chiral SAMs. For the chiral SAMs
preparation, they used enantiomers of cysteine and glutathione. TiO2 films were grown by
ALD using Ti(N(CH3)2)4 and water as the precursors. Their research focuses on evidence of the
chirality of the SAM/metal oxide nanosurfaces. Generally, several techniques [63] can be used
to study the chiral nature of nano-sized surfaces such as chiral AFM, STM, second-harmonic
generation (SHG) and isothermal titration calorimetry. [64] However, due to the unique
structure of their nanosized chiral surfaces, they are rather limited in the techniques that can
be used to prove the chirality of these surfaces. In their work, H. Moshe et al. have selected
several techniques namely quartz microbalance (QMB), second-harmonic generation circular-
dichroism (SHG CD) spectroscopy, enantioselective crystallization and chiral adsorption
measurements as the methods to study the chirality of the SAM/TiO2 nanolayer surfaces.

3. Conclusions

In this book chapter the preparation, properties and applications of ALD as a novel method
for thin film deposition on Self Assembled Monolayers have been briefly reviewed. We have
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reviewed a selective-area atomic layer deposition of a variety of materials such as metals, metal
oxides, and polymers. First, we presented a brief introduction reviewing the ALD method and
principle of operation. Second, we discussed the ability of SAMs to shape the surface of the
substrate before the ALD deposition stage. ALD is very sensitive to surface conditions and
therefore offers an ideal method for film deposition. Third, we reviewed procedures for
properties and applications of ALD on SAMs. We included a variety of molecules and materials
and different conditions used for atomic layer deposition. Fourth, we discussed studies which
used ALD on SAMs in order to learn surface properties. Finally, a novel application of ALD
for the preparation of chiral nanosized metal oxide films using chiral SAMs was discussed.
Future work is aimed at the modification and functionalization of surfaces by SAMs used as
templates for ALD.

ALD is a technique with high control capabilities. SAMs are a simple and versatile method
used for surface design. Integration of the ALD technique and the SAM method can increase
the ability to study and engineer substrate surfaces.
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and different conditions used for atomic layer deposition. Fourth, we discussed studies which
used ALD on SAMs in order to learn surface properties. Finally, a novel application of ALD
for the preparation of chiral nanosized metal oxide films using chiral SAMs was discussed.
Future work is aimed at the modification and functionalization of surfaces by SAMs used as
templates for ALD.

ALD is a technique with high control capabilities. SAMs are a simple and versatile method
used for surface design. Integration of the ALD technique and the SAM method can increase
the ability to study and engineer substrate surfaces.
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Plasma Electrolytic Oxidation of Valve Metals

Alex Lugovskoy and Michael Zinigrad

Additional information is available at the end of the chapter
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1. Introduction

Plasma electrolytic oxidation (PEO) is also known as micro-arc oxidation and spark anodizing
is often regarded as a version of anodizing of valve metals (Mg, Al, Ti, and several others) and
their alloys. Indeed, the essence of both anodizing and PEO is the production of oxide layers
on a metal surface by the action of electricity in a convenient electrolyte. An oxide layer has a
complex composition and includes various oxides of a base metal, alloy additives and species
coming from the electrolyte. For both anodizing and PEO, an oxide layer forms due to
electrochemical oxidation of the metal constituents and inclusion of some components of the
electrolyte with possible further interactions in the vicinity of the electrode.

However, some features of PEO are clearly different than those of the anodizing. Normally,
low-voltage direct currents are used for anodizing and the formation of the oxide layer occurs
under a quiescent regime. The produced layer has relatively homogeneous structure with more
or less evenly distributed blind pores. The thickness of an oxide layer is limited by ~ 20-50 μm
for most cases, because the electrical conductivity of the oxide layer is low and the formation
of the layer effectively breaks the electric circuit in the cell. It can be said that the formed layer
“passivates” the metal surface in the course of anodizing and thus prevents its own further
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Chapter 4

Plasma Electrolytic Oxidation of Valve Metals

Alex Lugovskoy and Michael Zinigrad

Additional information is available at the end of the chapter
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high local temperatures in the vicinity of plasma discharge channels [3] and are therefore
impermeable to corrosion media. The improved corrosion stability of PEO-treated metals as
compared to bare metals has been reported for aluminum [4-8] and magnesium alloys (see,
for instance, [9, 10]).

Figure 1. Main stages of an oxide layer formation in the processes of anodizing (stages I - II) and PEO (stages I – III)

Both direct and alternating current can be used for PEO. However, AC regime is preferable,
because pores formed during a cathodic breakdown “heal” by molten oxides during the next
anodic pulse [3], the electrolyte in the metal vicinity is refreshed and the produced oxide layers
are more uniform. Industrial 50–60 Hz sine-wave AC voltages of 100–600V are most frequently
used for the PEO processing. Due to the partial rectifying effect of the valve metal oxide,
complex sew-like waves are observed in practice (Fig. 2).

Figure 2. Observed voltage profile of a typical PEO processing of an aluminium alloy in alkaline silicate electrolytes
containing 10 g/L of Na2O SiO2 (solid line) or of Na2O 3SiO2 (dotted line). Industrial 50 Hz sine-wave voltage of 200V
was supplied for both cases.
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The detailed mechanism of the PEO process has not yet been revealed; however, most
investigators (see, for example, [3, 11]) agree that during each AC period several principal steps
occur: (1) a barrier oxide layer forms on the boundary between the metal and the electrolyte
during the initial anodic semi-period; (2) the potential difference between the two sides of the
dielectric oxide layer increases as the anodic semi-period advances until (3) dielectric break‐
down takes place. The breakdowns through the oxide layer are accompanied by sparks, so that
the process actually occurs in a mode of micro-arc discharges. Fresh portions of the electrolyte
are injected into the bare metal surface during the breakdowns, and the process continues as
long as the voltage is sufficient for new breakdowns which perforate the growing oxide layer.
Relaxation of the metal and oxide and partial reduction of the oxidized species occur during
cathodic semi-periods. Gas micro-phase formation (nucleation) and annihilation (cavitation)
processes apparently contribute to formation of the oxide layer, but these processes have been
scarcely studied because of obvious experimental difficulties.

The production of oxide layers by PEO was most often studied for aluminum and its alloys
(for example, in [5-8], [12-17]), magnesium and its alloys ([9, 10] and others), titanium and its
alloys (for example, in [18-19]). Studies of PEO on other metals (zirconium [20], zirconium
alloys [21] and steel [22]) are scarce.

The various versions of PEO differ from each other with respect to the profile of the applied
voltage and the composition of electrolyte. The oxide layer produced always consists of two
sub-layers: an outer brittle sub-layer, which typically has a hardness of 500–1000 HV and a
porosity of more than 15%, and an inner functional sub-layer, whose typical hardness is 900–
2000 HV and whose typical porosity is 2–10%. The outer brittle sub-layer can be easily removed
by polishing, and the inner harder sub-layer can be finished to a smooth marble surface.

Oxide layers can be produced in several types of electrolytes, whose action can differ (see the
survey in [11]). Acidic and alkaline electrolytes dissolve moderately the base metal, phosphate
and polymer electrolytes passivate it, and fluoride electrolytes interact with it in more complex
and less understood ways.

The most frequently used electrolytes for the PEO processing of aluminum and aluminum
alloys are aluminate [23, 24], phosphate [24, 25] and, most often, alkaline silicate solutions (for
example, [7, 11]). Magnesium and its alloys are normally PEO processed in alkaline phosphate
[26-28] or alkaline silicate electrolytes [10, 29, 30] often containing fluorides [27-30]. Aluminate,
phosphate and silicate electrolytes are used for titanium and its alloys (cf. a comparative study
in [31]).

Since silicate electrolytes are frequently used for the PEO processing of the valve metals, many
aspects of their influence on the properties of produced oxide layers have been intensively
studied. For example, it was established that the addition of silicates to the electrolytes
stabilizes the oxide layer toward alkaline attacks [12], causes some increase in the thickness of
the oxide layers, but reduces their hardness and wear resistance as compared to alkaline
electrolytes without silicates [13].

Less information is available about the effect of various forms of “water glasses,” i.e., polymer
silicates of various composition, on the structure and properties of PEO layers. Little or nothing
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is known about the difference between oxide layers obtained in silicate electrolytes having
identical or close element composition, but containing silicates of different SiO2-to-Na2O ratios
(silicate indexes).

Another point of interest is the influence of the fluoride additives on the structure and
properties of the PEO oxide layers produced not on aluminum alloys only, but also on other
base metals.

Here we try to summarize these two effects (the role of the silicate index and the influence of
fluorides) in a comparative study of the PEO processing of a magnesium alloy and of an
aluminum alloy.

2. Experimental

Rectangular flat (3 x 15 x 30 mm) specimens of aluminum A5052 alloy (Al as the base and
approximately 2.5% of Mg) and magnesium AZ9110D alloy (Mg as the base and 8.3-9.7% Al,
0.15% Mn min., 0.35-1.0% Zn, 0.10% Si max., 0.005% Fe max., 0.030% Cu max., 0.002% Ni max.,
0.02% max. others) were cut, polished with #1200 grit SiC abrasive paper and rinsed in tap
water prior to be PEO processed. The oxidation was performed in AC mode by the industrial
50 Hz sine voltage at the end current density 6.6 ± 0.2 A / dm2 for 30-60 minutes on a home-
made 40 kVA PEO station with a water-cooled bath made of stainless steel, which served as
the counter electrode. Potassium hydroxide KOH (Finkelman Chemicals, technical grade), KF
(Merck, 99%), sodium silicate Na2O SiO2 5H2O (pentahydrate, Spectrum, practical grade), and
water glass Na2O 3SiO2 (Spectrum, practical grade) having the silicate indexes n = 1 and n=3,
respectively were used for the preparation of the electrolytes.

Conductivities and рН of the electrolytes were measured by a YK-2005WA pH/CD meter, the
thickness of oxide layers was first roughly measured by a coating thickness gauge CM-8825
and then more exactly by SEM. The surface morphology, structure and composition were
inspected on SEM JEOL JSM6510LV equipped with an NSS7 EDS analyzer (Correction Method
Proza – Phi-Pho-Z was used for the quantitative analysis). Cross-section samples prepared
according to standard metallographic protocols [32] were used for SEM, EDS, XRD and
microhardness measurements. Microhardness was measured on Buehler Micromet 2100,
HV25. X-ray Diffractometer (XRD) Panalytical X’Pert Pro with Cu Kα radiation (λ=0.154 nm)
was used with the full pattern identification made by X'Pert HighScore Plus software package,
version 2.2e (2.2.5) by PANalytical B.V. Materials identification and analysis made by the
PDF-2 Release 2009 (Powder Diffraction File). Phase analysis identification made by XRD,
40kV, 40mA. The XRD patterns were recorded in the GIXD geometry at a=1°and 5° in the range
of 20-80º (step size 0.05º and time per step 2s).

Autolab12 Potentiostat with a standard corrosion cell was used for corrosion tests. Potentials
were measured against Ag|AgCl reference electrode and then related to SHE.
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3. Results and discussion

3.1. PEO of aluminum A5052 alloy in different alkaline silicate electrolytes

Two sodium silicates were taken for the comparison. The first, Na2O SiO2 will be hereafter
referred to as the “n=1 silicate” and the second, Na2O 3SiO2 will be referred to as the “n=3
silicate,” in accordance to their silicate index, that their SiO2-to-Na2O ratios. PEO processing
was performed in the electrolytes containing 1 gr/L (17.9 mmol/L) KOH and various amounts
of the silicates as specified in Table 1. Conductivities of the electrolytes were at least 4-5
mS/m and all the electrolytes had pH = 11-13 (see Table 1).

Na2O∙nSiO2 5 g/L 10 g/L 15 g/L

Na2O·SiO2 (n = 1)

molarity

12.68 / 10.27

0.021

12.74 / 15.5

0.041

12.80 / 22.7

0.062

Na2O·3SiO2 (n = 3)

molarity

11.08 / 4.53

0.024

11.18 / 5.47

0.047

11.24 / 6.52

0.071

Table 1. Typical electrolyte parameters (pH / Conductivity, mS/m)

As seen from Table 1, both the basicity and the conductivity are strongly affected by the silicate
index, which is not surprising because the molar fraction of sodium oxide is 0.5 for Na2O
SiO2 and only 0.25 for Na2O 3SiO2. The values of pH of the electrolytes only weakly depend
on the concentration of a given silicate, while their conductivities are roughly proportional to
the concentration of Na2O SiO2 or Na2O 3SiO2. As one could expect, better conductivities of
the “n=1 electrolytes” must facilitate the PEO process.

Figure 3. Typical voltage (U) and current density (j) amplitudes in the PEO process of an aluminium alloy in n=1 and
n=3 electrolytes.
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Indeed, lower current densities are needed for the plasma process initiation when n = 1 (Fig.
3). As seen from Fig. 3, not only the initial current densities, but also the process voltages are
higher for “n = 3 electrolytes”. Visual changes both in voltage and in current density are
observed after 100 - 200 seconds. These changes can indicate that a steady state has been
achieved, when only significantly fewer discharges occur and the oxide layer has mainly been
formed.

Figure 4. A SEM image (Secondary electron detector) of the morphology of an oxide layer produced by PEO of an
aluminium alloy in an alkaline silicate electrolyte.

Oxide layers produced after 30-60 min of PEO have porous morphology with blind “crater-
like” pores, which are the results of plasma discharges through the oxide (Fig. 4). No difference
in morphology was observed for the two types of electrolytes.

The morphology and elemental composition of a pore obtained by the EDS are presented in
Fig. 5 and Table 2. As follows from the data of the elemental analysis, the interior of a pore
contains much less silicon and much more aluminum than the exterior close to the surface.
This is not surprising, because aluminum comes from inside (from the metal substrate), while
silicon is provided by the electrolyte and only with difficulties can penetrate to the depths of
the oxide layer.
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Figure 5. Morphology and elemental composition of a pore at two characteristic points: point 1 (pt1) on the surface
of the specimen; point 2 (pt2) inside the pore.

At.% Al Si O Na Mg K

Point 1 5.9 31.2 60.3 1.2 0.3 1.2

Point 2 29.6 15.2 51.8 1.2 0.8 0.9

Table 2. Element composition of the oxide coating on the surface (point 1) and inside a pore (point 2)

The oxide layers, formed after 30 minutes of PEO, are 20-60 μm thick and consist of two clearly

pronounced sublayers: a denser inner sublayer and a loose porous outer sublayer (Fig. 6).

Figure 6. The structure of oxide layers on cross-sections of specimens obtained by PEO in (left image) 0.05 mol/L n=1
and (right image) n=3 electrolytes: (1) non-oxidized base alloy, (2) inner denser oxidized sublayer, (3) outer loose sub‐
layer, (4) resin wrapping. Back-Scattered Electron SEM image, x1,000.
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Figure 7. XRD patterns for oxide layers on specimens obtained by PEO in 0.05 mol/L n=1 and n=3 electrolytes. Minor
phases are not shown.

While the outer sublayer contains fewer pores, the pores in it are much larger than in the inner
sublayer. The mean density of the outer sublayer is lower than of the inner sublayer. Both
sublayers are considerably thicker for the “n=3 electrolytes”, but they contain 2-5 times as much
silicon as for the “n=1 electrolytes”. XRD phase analysis (Fig. 7) shows that the oxide layer
contains 60-70% of γ-alumina, 20-30% of η-alumina and about 1% of quartz for the “n=1
electrolytes.” For “n=3 electrolytes” the oxide layer consists mainly of mullite 3Al2O3 2SiO2 and
varied (for different concentrations of the n=3 silicate in the electrolyte) amounts of amorphous
silica, quartz and various types of alumina.

Silicate concentration in

electrolyte, mol·L-1

Microhardness, Vickers (HV)

n=1 electrolyte,

outer sublayer

n=1 electrolyte,

inner sublayer

n=3 electrolyte,

outer sublayer

n=3 electrolyte,

inner sublayer

0.019 840 1100 770 1060

0.025 1130 1380 1280 1570

0.050 890 1050 710 980

0.075 920 1630 700 910

Mean hardness 945 1290 865 1130

Table 3. Microhardness of oxidized sublayers produced by PEO in electrolytes containing different concentrations of
“n=1” and “n=3” silicates measured on cross-sectioned specimens perpendicularly to the section planes.)
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Results of hardness measurements of oxide layers are presented in Table 3. Obviously,
alumina-quartz layer formed in the “n=1 electrolytes” is harder than mullite layer formed in
the “n=3 electrolytes.”

Corrosion tests were made after a specimen was masked by resin except for a square window
having the area of 1 cm2 on the oxidized surface. Thus prepared specimen was held for 1 hour
in 1% NaCl for the achievement of steady-state corrosion and then its voltammetric curve was
measured using Linear Sweep Voltammetry (25 mV/sec). Broader potential range (normally,
OCP ± 500 mV) was first studied for the determination of the corrosion potential. Narrower
potential range of ± 50-70 mV relatively to the previously roughly determined corrosion
potential was then measured and used for Tafel slope analysis. All potentials were measured
against the Ag|AgCl reference electrode and then recalculated to the standard hydrogen
electrode potentials.

The results of thus measured corrosion characteristics of “bare” Al5052 alloy and different PEO
oxidized specimens are given in Table 4. As follows from Table 4, corrosion current densities
measured on oxidized samples are at least 3-4 times lower than for the untreated alloy.
Corrosion potentials for all the oxidized samples are considerably more positive than for the
untreated alloy, which evidences the increase of anodic stability in the test solution. The most
noble corrosion potentials are observed for lower concentrations of both n=1 and n=3 silicates
and correlate with higher microhardness of oxide layers (Table 3) observed for these concen‐
trations. We could carefully assume that the content of γ-alumina in an oxide layer plays the
key role in the shift of corrosion potentials to the positive direction.

Silicate concentration

in electrolyte, mol·L-1

n=1 electrolyte,

Ecorr, V vs. SHE

n=1 electrolyte,

icorr, A/cm2 x 106

n=3 electrolyte,

Ecorr, V vs. SHE

n=3 electrolyte,

icorr, A/cm2 x 106

“bare” Al5052 -1.126 15.99

0.013 -0.525 0.08

0.025 -0.497 3.60 -0.815 2.66

0.050 -0.796 4.30 -0.998 0.98

0.075 -0.972 1.68

0.100 -0.942 1.93

0.150 -0.995 3.77

Table 4. Corrosion current densities and potentials of Al5052 alloy oxidized in different electrolytes.

The results summarized in Table 4 are better than those obtained for anodizing [14], similar
to those obtained for much more expensive protection methods and similar or batter than those
obtained by PEO in other silicate electrolytes [6, 15-17]. All the measurements evidence that
specimens treated in “n=3 electrolytes” have better corrosion protection than those treated in
“n=1 electrolytes.” The microscopic inspection of cross-sections evidences (Fig. 4) that even
though the outer sublayer produced in “n=3 electrolytes” contains large caverns and the inner
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Figure 7. XRD patterns for oxide layers on specimens obtained by PEO in 0.05 mol/L n=1 and n=3 electrolytes. Minor
phases are not shown.
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The results summarized in Table 4 are better than those obtained for anodizing [14], similar
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sublayer looks more porosive than for the “n=1 electrolytes”, the larger thickness of the layer
produced in the “n=3 electrolytes” presents a more difficult barrier for the diffusion of
corrosive media and therefore forms better protection of the metal substrate. It deserves to be
reminded that the oxide layers produced in the “n=1 electrolytes” only contain oxide phases
(alumina and quartz), in contrast to the mullite layer produced in the “n=3 electrolytes.”
Obviously, the milder mullite better fills pores in the oxide layer than harder oxides do.
Somewhat similar results were obtained by another research group [7] for another Al alloy
(2219) and also demonstrated that higher silicate contents in silicate-alkaline electrolytes
increase the corrosion resistance of PEO coatings.

3.2. Fluoride influence on the properties of oxide layer produced by PEO

The surface of PEO layers produced on both the magnesium and the aluminum alloys is normal
for PEO coatings and consists of “volcanic” pores chaotically distributed on a fused surface
(Fig. 4).

Long PEO processing times (30-90 min) result in thick coatings for both alloys, but the initial
stages demonstrate a clear difference between the two metal alloys. For the PEO treatment in
the alkaline silicate electrolyte (0.08 mol /L KOH + 0.08 mol / L Na2SiO3) without the fluoride
addition, the 15 minute process produces approximately 20 μm thick non-continuous oxide
layer on the magnesium alloy and only about 5 μm thick non-continuous layer on the alumi‐
num alloy (Fig. 8).

Figure 8. SEM images (x3000) with EDS linear scans of cross-sectioned PEO layers on (a) the magnesium and (b) alumi‐
num alloys obtained after 15 minute oxidation. The black zone in the topmost parts is polymer tar fixing the specimen.
The base metals are in the bottom part of each image. The element composition at points 1, 2, 3 of each image is
specified in Table 5.

Both on the magnesium and on the aluminum alloys the coating is porous, but the porous are
blind. Element compositions at points 1, 2 and 3 along lines drawn from the pure base metal
to the outer border of the coatings (Fig. 8) are given in Table 5.
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Mg alloy Al alloy

Point 1 Mg 82 at%, Al 8 at%, O 9 at%, Si 1 at% Point 1 Al 94 at%, Mg 2 at%, O 4 at%

Point 2 Mg 67 at%, Al 13 at%, O 17 at%, Si 3 at% Point 2 Al 61 at%, Mg 3.5 at%, O 34 at%, Si 1.5 at%

Point 3 Mg 60 at%, Al 9 at%, O 27 at%, Si 4 at% Point 3 Al 70 at%, Mg 2.5 at%, O 15 at%, Si 9.5 at%, K 3

at%

Table 5. Element compositions at representative points 1, 2 and 3 as shown in Fig. 8.

As follows from Fig. 8 and Table 5, the oxidized layer on the magnesium alloy is not only
thicker, but also more uniform than that on the aluminum alloy, for which large voids
containing relatively high amounts of oxygen are formed between the base metal and the oxide
layer. It deserves to be noted that the percentage of oxygen is lower than what should be
expected according to the stoichiometry of magnesium and aluminum oxides (Mg : O = 1:1
and Al : O = 2 : 3). Therefore, the oxide layer never consists of the oxides only, but contains
some excess metal atoms.

Figure 9. BSE SEM images (x3000) with EDS linear scans of cross-sectioned PEO coating on the magnesium alloy ob‐
tained after 15 minute oxidation in the electrolyte containing 0.01 mol/ L KF.

As KF has been added to the electrolytes, the situation with the oxidation of magnesium alloy
becomes different. While the total thickness of the coating remains relatively the same (~ 20
μm after 15 minutes), its structure and composition are clearly distinguished from what was
observed without the fluoride. Already for the lowest studied KF concentration (0.01 mol / L)
the coating is continuous and consists of two very different sublayers (Fig. 9). The inner
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sublayer is only 2-3 μm thick and contains about 70 at% of Mg, 25 at% of O and 5 at% of Al.
The outer sublayer is 15-18 μm thick, porous and contains large voids filled by light elements
(darker sites in Fig. 9). The typical composition of the outer layer is 50-60 at% O, 35-40 at% Mg,
10 at% Si and 2-4 at% Al. As the content of KF in the electrolyte increases, the structure of the
layers does not change, but significant amounts of fluorine are detected in the coating.

Figure 10. Element composition profiles (EDS linear scan) across the PEO coating on the magnesium alloy obtained
after 15 minute oxidation in the electrolyte containing 0.2 mol/ L KF.

Figure 11. Small angle (1º) XRD pattern for the surface of the PEO coating on the magnesium alloy obtained after 15
minute oxidation in the electrolyte containing 0.02 mol/ L KF.

Interestingly, the maximal amount of fluoride was detected in the most inward part of the
outer sub-layer (Fig. 10). According to small angles (1º-5º) XRD measurements, the surface
consists of Periclase MgO (77%) and metal Mg (23%). Deeper layers of the coating demonstrate
the increase of Mg at the expense of MgO. No fluorine-containing phases could be identified
with confidence (Fig. 11).
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Figure 12. BSE SEM images (x3000) with EDS linear scans of cross-sectioned PEO coating on the aluminum alloy ob‐
tained after 15 minute oxidation in the electrolyte containing 0.2 mol/ L KF.

Figure 13. Small angle (5º) XRD pattern for the surface of the PEO coating on the aluminum alloy obtained after 15
minute oxidation in the electrolyte containing 0.05 mol/ L KF.

The addition of KF to the electrolytes for the PEO processing of the aluminum alloy has another
effect. While for lower concentrations of KF (<0.05 mol / L) only a very thin porous coating
layer is formed, higher KF contents result in the formation of 5-10 μm oxide layer. As the
thickness of the coating increases, two sublayers are revealed. As for the magnesium alloy, the
thin inner sublayer is denser and the thicker outer one is more porous (Fig. 12). As evidenced
by EDS, the outer sublayer contains 60 at% of O and 40 at% of Al. As much as 9% fluorine is
found in the inward part of the outer sublayer. XRD measurements show that the surface (1º
incident beam) consists of two crystal phases, whose composition is Al2MgO4 (56%) and MgO
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(44%). Deeper layers (5º incident beam) are formed by metal Al (78%) and MgO (22%). A
sample of an XRD pattern is given in Fig. 13.

The most obvious observation, which can be made from the comparison of the PEO of the
magnesium and of the aluminum alloys, is that magnesium is oxidized much more easily than
aluminum. While for all the studied magnesium systems 20 μm coating was produced after
15 minutes of the PEO, only 5-10 μm coating on the aluminum alloy could be obtained for the
same process time. An interesting issue is the ratio “Mg:Al” at different depth of the coatings
(Table 6).

CKF, mol / L Base metal Inner sublayer Outer sublayer

Mg alloy

0 10.3 6.7*

0.01 10.3 14 8.2

0.1 10.3 15 6.4

Al alloy

0 0.02 0.06 0.04

0.01 0.02 0.04 0.06

0.1 0.02 0.04 0.05

*No sublayers were observed for this PEO layer.

Table 6. “at% Mg : at% Al” ratio at different depths.

As follows from Table 6, magnesium content at the inner sublayer is always higher than in the
base metal, except for the oxidation of the magnesium alloy in the electrolyte containing no
fluoride, when no sublayers can be seen. The trend is less straightforward for the outer
sublayer, which can be explained by the fact that the latter is thicker, more porous and much
less uniform. XRD phase analysis confirms than the key role at the initial stage of the oxidation
is played by magnesium oxide and only on the surface aluminum starts to be oxidized to form
Al2MgO4. These can be explained by two facts: (1) that the amphoteric aluminum is readily
dissolved by the alkaline electrolyte while magnesium is not; (2) that according to Ellingham
diagrams [33] the oxidation of magnesium is thermodynamically more favorable than that for
aluminum in the entire range of temperatures below 1500K.

Many authors report that they could not identify a fluoride containing phase in PEO coatings
on aluminum or magnesium alloys obtained in alkaline fluoride-containing electrolytes (see,
for instance [34-37]). This is consistent with our XRD observation; however we could clearly
see the presence of fluoride on EDS cross-sectional profiles of the coatings (Fig. 4). This means
that considerable amounts of amorphous fluorides are found in the coatings very close to the
base metal. Summarizing, the action of fluoride additives can be assumed as follows: (1)
fluoride anions are first chemisorbed to the metal surface and create on it barrier layer; (2) as
the dielectric breakdown occurs, oxide layer is formed due to the exchange of fluorine by
oxygen atoms from the electrolyte; (3) fluoride remains in the vicinity of the metal and takes
part in the formation of an amorphous phase. This process is much more favorable for the
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magnesium alloy due to the easier breakdown of magnesium fluoride as compared to
aluminum fluoride.

4. Conclusions

Plasma Electrolytic Oxidation in alkaline silicate electrolytes containing 0.013-0.150 mol/L of
sodium silicates having silicate index n=1 or n=3, was performed on Al5052 aluminum alloy.
For all the electrolytes studied, 20-90 μm thick oxide layer was obtained and its composition,
structure and properties were studied. For each sample, the oxidized layer consists of a denser
inner and looser outer sublayer. While for “n=1 electrolytes” the oxidized layer is mainly
formed by several kinds of alumina, the principal constituent of the oxidized layer for “n=3
electrolytes” is mullite.

Measurements of microhardness evidenced that it is apparently not influenced by the kind of
silicate (n=1 or n=3) and by its concentration in the electrolyte.

Electrolytes with silicate index n=3 ensure better corrosion protection than those with n=1. This
might be caused by the milder and more plastic nature of the oxide layer produced in the “n=3
electrolutes” as compared to those produced in the “n=1 electrolytes.”

Corrosion protection parameters are significantly better for all PEO oxidized samples than for
the untreated Al5052 alloy.

The formation of PEO coating on magnesium and aluminum alloys in the presence of fluoride
starts with the fluorination of the metal surface and formation of a dielectric metal fluoride
layer. Electric breakdowns destruct this layer and form oxide layers containing also amor‐
phous fluorides.

The fluoride-supported PEO process proceeds more easily for the magnesium than for the
aluminum alloys. This difference might be caused by the easier breakdown of the dielectric
layer containing magnesium fluoride as compared to that containing aluminum fluoride. This
is consistent with the values of dielectric permeability of magnesium fluoride (4.87) [38] and
of aluminum fluoride (2.2) [39].

The external surface of the coating is enriched by magnesium as compared to the base metal.
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1. Introduction

Technological progress is intimately associated with creation of new materials, such as
composites, piezoelectrics, ferroelectrics, semiconductors, superconductors and nanomateri‐
als with preset functional properties. For the synthesis of these materials, it is necessary to
study the chemical processes that lead to the composition, structure, and accordingly desired
properties. Investigation of the interrelation between the composition, structure and properties
of matter and determination of synthetic conditions for obtaining substances with preset
composition and structure are the major problems of physicochemical analysis. Although
significant progress has been made in understanding several challenges remain for further
advancements. These challenges and new approaches include some definitions – stoichiome‐
try, nonstoichiometry, deviation from stoichiometry, substance, phase, component as well as
the use of phase diagrams in selecting conditions for the synthesis of nonstoichiometric solids.
Since nonstoichiometry is associated with defects, attention is also paid to their classification
and formation. Synthesys of solid involves control over phase transformations. For this reason
some features of the P–T–x phase diagrams are discussed. The following inportant features of
P–T–x phase diagrams will be considered: highest maximal melting point Tm,AB

max  of the solid
compound SAB, noncoincidence of the solid, liquid and vapor compositions (xL ≠ xS ≠ xV) at this
temperature, factors determining the value of the homogeneity range, some features of the
terms congruent and incongruent phases and phase processes. Criteria for evaluating the
homogeneity of nonstoichiometric solids are also considered.

The term Physicochemical analysis was introduced in [1] and defined as the field of chemistry
dealing with the interrelation between the composition and properties of matter [1]. The
foundations of physicochemical analysis were in [1-6].
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It has been realized that it is necessary to study the thermodynamic properties of solids and
the phase diagrams of the systems in which these solids occur. Because the properties of solids
depend significantly on their composition, great attention has been focused on the physico‐
chemical analysis and foundations of the directed synthesis.

2. The essence of physicochemical analysis — Some definitions

Investigation of the interrelation between the composition, structure, and properties as well
as determination of synthetic conditions for obtaining solids with preset composition and
structure are the the basic problems of physicochemical analysis.

The subject of chemistry is the conversions of substances. What is a substance, and what is its
conversion? A substance is a multitude of interacting particles possessing certain characteris‐
tics: composition, particle size, structure, and the nature of chemical bonding. It is these
characteristics that determine the properties of the substance (Figure 1).

Figure 1. Interrelation between the basic characteristics and properties of a substance.

Composition is defined as the kinds of particles constituting the substance. For example, a
sodium chloride crystal is built of sodium and chloride ions occupying cationic sites ( N aNa

+  )

and anionic sites ( ClNa
+  ), respectively. The constituent particles can be not only atoms or ions,

but also molecules (e.g., I 2 molecules in iodine crystals and water molecules in ice), coordina‐
tion polyhedra (e.g., SO4

2− tetrahedra in potassium sulfate), and other entities.

Structure is some ordered arrangement of the above particles in space.

The properties of a crystal, such as the lattice energy and electrical, optical, and chemical
properties, are determined by the composition and structure of the crystal. Different spatial
arrangements of the same particles, such as carbon atoms in diamond and graphite, are
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characterized by different lattice energies and, accordingly, different properties, including
melting and boiling points and hardness.

The chemical bond is understood as the forces binding the particles together. These forces arise
from the the Coulomb interaction of electrons and nuclei. Depending on the electron distri‐
bution among nuclei, there can be ionic, covalent, and metallic bonds.

The particle interaction energy depends on the particle size. At the nanometer level (1–100
nm), it changes markedly, making possible the formation of new physical and chemical
properties of the substance. This is explicable in terms of surface physics and chemistry
(dependence of the surface energy on the particle size).

A conversion of a substance is a change in one or several characteristics of the substance
(Figure1). This process is accompanied by a change in energy (dU) in the form of heat transfer
(δQ) or work execution (δА):

dU =δQ –δА. (1)

The main purpose of directed synthesis is to obtain substances with the preset composition,
structure, and, hence, properties.

The direct synthesis of solids includes control of phase transitions. Therefore, thermodynamic
data characterizing phases and their transitions are necessary to estimate the optimum
synthetic conditions.

Now let us consider some specific features of the concepts of a phase and a component.

2.1. Phase and component

A substance is made up of particles or their interacting sets with a certain structure and
chemical bonding. Energy is an equivalent or measure of these interactions. In thermodynam‐
ics, the state of a system is defined using a set of variables, or coordinates, such as pressure
Р, temperature Т, and volume V. For a thermodynamic state of a system characterized by a set
of coordinates (intensive thermodynamic properties), Gibbs suggested the term phase of
matter [7, 8]. This definition emphasizes that the phase of matter is size- and shape-independ‐
ent. Later, the word combination phase of matter gave way to the term “phase.”

The equation of state of a phase in terms of pressure (Р), temperature (Т), and composition (х)
is written as (2)

1 , ,
,i

i jP T x

G
x

dG SdT VdP dx
k
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where G, S, and V are the molar Gibbs energy, molar entropy, and molar volume of the phase,
espectively; x i is the mole fraction of the i-th component k; x j means the constancy of the mole
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chemical bonding. Energy is an equivalent or measure of these interactions. In thermodynam‐
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where G, S, and V are the molar Gibbs energy, molar entropy, and molar volume of the phase,
espectively; x i is the mole fraction of the i-th component k; x j means the constancy of the mole
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fractions of all components but not the i-th component. The phases can be individual solid,
liquid, gaseous compounds, or solid solutions, including nonstoichiometric compounds,
whose thermodynamic properties are described by equations of state like Eq. (2) and are
continuous functions of P, Т, and х.

Note the following specific features of the concept of a phase. Firstly, existing phases should
be distinguished from coexisting phases. The properties (Gibbs energy G, enthalpy, etc.) of an
existing phase, such as a solution containing different concentrations of the same substance,
are continuous functions of composition. By contrast, the properties of coexisting phases (i.e.,
phases that are in equilibrium) are equal in all parts of the system. The second specific feature
is associated with the definition of a phase as the homogeneous part of a heterogeneous system.
This definition is inexact because it does not specify whether homogeneous parts of a hetero‐
geneous system are one phase or different phases. Thirdly, the concept of a phase is broader
than the concept of a physical state (gas, solid or liquid). Finally, the fourth specific feature of
the concept of a phase is associated with the issue of the minimum set of particles describable
in terms of one equation of state like Eq. (2). From the standpoint of kinetic molecular theory,
this set should be sufficiently large to allow regular particle energy distribution. Estimates
demonstrate that the number of particles must be at least several tens. The properties of such
a phase will be affected by surface tension [9].

The components of a system are the types of particles constituting this system. They are called
constituents, and their number is designated n. If the concentrations of the n constituents are
related by m independent equations, then k = n – m is the number of independent constituents,
or, simply, the number of components. For example, the system NH 3(g) + HCl(g) = NH 4 Cl(s),
which consists of three substances (n = 3), whose concentrations are related by one equation
(m = 1), is two-component since k = n–m = 3–1= 2.

The components are subject to the following constraints:

1. their concentrations must be independent of one another;

2. they should completely describe the concentration dependence of the properties of the
system;

3. their number should satisfy the electroneutrality principle.

2.2. Stoichiometry, nonstoichiometry, deviation from stoichiometry

The properties of a substance depend on its composition. The great focus of materials sience
are the concepts of stoichiometry, nonstoichiometry, and deviation from stoichiometry.

The proportions in which substances react are governed by stoichiometric laws (stoichiome‐
try). These laws, which characterize the composition of chemical compounds, were discovered
by systematizing experimental data. The fundamental laws of stoichiometry include the law
of constant composition and the law of multiple proportions.

The law of constant composition, established in the 19th century by the French chemist Joseph
Louis Proust, states that the chemical composition of a compound is independent of the way
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in which this compound was obtained. The law of multiple proportions, formulated by the
English chemist John Dalton in 1807, states that, when two elements combine with each other
to form more than one compound, the mass fractions of the elements in these compounds are
in a ratio of prime numbers. Both laws follow from atomistic theory and suggest that the
saturation of the chemical bonds is necessary for the formation of a molecule from atoms. Any
change in the number of atoms or their nature or arrangement indeed means the formation of
a new molecule with new properties.

Are  the  law  of  constant  composition  and  the  law  of  multiple  proportions  always
obeyed?  They  are  valid  only  for  the  substances  constituted  by  molecules.  In  fact,  the
composition of  a  substance  can vary significantly,  depending on the  preparation condi‐
tions.  It  was long believed that only those chemical substances exist  whose composition
obeys the law of multiple proportions. They are stoichiometric and are called daltonides
in honor of John Dalton. However, as methods of investigation were making progress, it
turned out that the properties of solid inorganic substances, such as vapor pressure, elec‐
tric conductivity, and diffusion coefficients, are composition dependence. In some compo‐
sition  range,  the  structure,  i.e.  the  arrangement  of  the  components  in  space  remains
invariable,  while  the  component  concentrations  vary  continuously.  This  range  is  called
the homogeneity  range or  the  nonstoichiometry range.  These  substances  are  referred to
as  nonstoichiometric  or  variable-composition  compounds.  Earlier,  they  were  called  ber‐
thollides  in  honor  of  Claude  Louis  Berthollet,  Proust’s  compatriot.  A  nonstoichiometric
compound can  be  treated  as  a  solid  solution  of  its  components,  such  as  cadmium and
tellurium in the compound CdTe.

The homogeneity range is characterized by the corresponding deviation from stoichiometry.
The stoichiometric composition of a solid compound, e.g., АnBm, where n and m are prime
numbers, is the composition that obeys the law of multiple proportions. The deviation from
stoichiometry or, briefly, nonstoichiometry (Δ) is defined as the difference between the ratio
of the number of nonmetal atoms B to the number of metal atoms A in the real AnBm+δ crystal
(δ ≠ 0) and the same ratio in the stoichiometric crystal АnBm [10]:

.m m
n n n
d d+

 = - = (3)

For the three-component system A–B–C, the composition of the solid phase (А1–хВx)1–уСу is
conveniently expressed in terms of the mole fraction of the binary compound (х) and nonstoi‐
chiometry (Δ).

In this case, the nonstoichiometry Δ can be viewed as the difference between the ratio of the
equivalent numbers of nonmetal and metal atoms in the real crystal and the same ratio in the
stoichiometric crystal. For example, for (Pb1–хGex)1–уTey crystals with a NaCl structure,
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try). These laws, which characterize the composition of chemical compounds, were discovered
by systematizing experimental data. The fundamental laws of stoichiometry include the law
of constant composition and the law of multiple proportions.

The law of constant composition, established in the 19th century by the French chemist Joseph
Louis Proust, states that the chemical composition of a compound is independent of the way
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The stoichiometric composition of a solid compound, e.g., АnBm, where n and m are prime
numbers, is the composition that obeys the law of multiple proportions. The deviation from
stoichiometry or, briefly, nonstoichiometry (Δ) is defined as the difference between the ratio
of the number of nonmetal atoms B to the number of metal atoms A in the real AnBm+δ crystal
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The mole fraction (molarity) of the binary compound determines the fundamental properties
of nonstoichiometric crystals, including the band gap and heat capacity. The concentration of
carriers—electrons and holes—and, accordingly, the galvanomagnetic and optical properties
of nonstoichiometric crystals are also associated with nonstoichiometry.

3. Directed synthesis of nonstoichiometric solids

The strategy of directed synthesis of substances with the preset nonstoichiometry, structure, and
properties is based on physicochemical analysis and includes the steps presented in Figure 2.

Hypothesis as to
the composition and structure 
that could ensure the preset 

properties

Choosing a synthetic 
procedure and 

synthesis conditions 
(parameters)

Solid
with preset 
properties

Synthesis

Figure 2. Steps of the directed synthesis of nonstoichiometric solids.

Synthesis is the consequence of processes involved in the conversion of the starting compounds
into products. It includes selection and preparation of the starting chemicals (precursors),
homogenization of the growth medium (melt, vapor, etc,), the nucleation of the desired phase,
nucleus development (growth), and cooling (heating) of the product from the synthesis
temperature to room temperature.

Each synthesis step depends on certain conditions or operating parameters. These include the
chemical nature and composition of the growth medium, temperature, pressure, diffusion
coefficients, heat and mass transfer, and the driving forces of chemical reactions (such as
concentration, temperature, pressure, and chemical potential gradients). Figure 3 presents the
most important operating parameters of the synthesis.

Provided that the analytical relationship between the rate of solid synthesis (growth) and the
operating parameters is known, this process can be carried out under computer control. This
problem has been solved for the Czochralski growth of silicon and germanium crystals and
for the Bridgman growth of transition metal oxide crystals [10-14].

Solid synthesis involves phase transitions. For this reason, synthesis conditions are selected
using phase diagrams (see section 4). The phase diagram of a system indicates the number
of compounds forming in this system and the regions of their stability, specifically, the tem‐
perature, pressure, and composition intervals. Thus, using the phase diagram, it is possible
to choose the medium (melt, vapor, etc.) for the synthesis of the desired solid, the synthesis
conditions (temperature, pressure, and growth medium composition), and the way of carry‐
ing out the necessary conversions.

Materials Science - Advanced Topics108

 6 

coefficients, heat and mass transfer, and the driving forces of chemical reactions (such as 
concentration, temperature, pressure, and chemical potential gradients). Figure 3 presents the most 
important operating parameters of the synthesis. 
 

 

      Figure 3. Operating parameters of solid synthesis. 
 

Provided that the analytical relationship between the rate of solid synthesis (growth) and the 
operating parameters is known, this process can be carried out under computer control. This 
problem has been solved for the Czochralski growth of silicon and germanium crystals and for the 
Bridgman growth of transition metal oxide crystals [10-14]. 

Solid synthesis involves phase transitions. For this reason, synthesis conditions are selected 
using phase diagrams (see section 4). The phase diagram of a system indicates the number of 
compounds forming in this system and the regions of their stability, specifically, the temperature, 
pressure, and composition intervals. Thus, using the phase diagram, it is possible to choose the 
medium (melt, vapor, etc.) for the synthesis of the desired solid, the synthesis conditions 
(temperature, pressure, and growth medium composition), and the way of carrying out the necessary 
conversions. 

The thermophysical and chemical properties of the starting substances, final synthesis products, 
and the growth medium to be used (melt, vapor, other solid phases) should be known along with  
thermodynamic data. 

The conversion of a synthesis medium into a solid phase (crystallization) includes the 
nucleation and development of crystallization centers. Accordingly, it is related with heat and mass 
transfer and interfacial reaction kinetics. The general problem of analytically describing the 

Figure 3. Operating parameters of solid synthesis.

The thermophysical and chemical properties of the starting substances, final synthesis
products, and the growth medium to be used (melt, vapor, other solid phases) should be
known along with thermodynamic data.

The conversion of a synthesis medium into a solid phase (crystallization) includes the nucle‐
ation and development of crystallization centers. Accordingly, it is related with heat and mass
transfer and interfacial reaction kinetics. The general problem of analytically describing the
crystallization process has not been solved. Furthermore, it is not always possible to evaluate
the skill and equipment factors or to establish an unambiguous correlation between the
properties of a nonstoichiometric phase and its molecular composition. In this sense, directed
synthesis is regarded as being an art [13, 14].

4. Phase diagrams as a key to selecting conditions for synthesis of solid
with well-defined nonstoichiometry

The synthetic  conditions  for  nonstoichiometric  solids  (S  AB)  coexisting  with  a  vapor  (V)
and a  melt  (L)  can be estimated using Р–Т–х  diagrams or  their  Т–х  projections [15-17].
Let us consider the following features of  the Т–х  diagrams: the highest  (maximal)  melt‐
ing point Tm,AB

max  of the solid S  AB;  the compositions of the phases at this point; some fea‐
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homogenization of the growth medium (melt, vapor, etc,), the nucleation of the desired phase,
nucleus development (growth), and cooling (heating) of the product from the synthesis
temperature to room temperature.

Each synthesis step depends on certain conditions or operating parameters. These include the
chemical nature and composition of the growth medium, temperature, pressure, diffusion
coefficients, heat and mass transfer, and the driving forces of chemical reactions (such as
concentration, temperature, pressure, and chemical potential gradients). Figure 3 presents the
most important operating parameters of the synthesis.
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problem has been solved for the Czochralski growth of silicon and germanium crystals and
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Solid synthesis involves phase transitions. For this reason, synthesis conditions are selected
using phase diagrams (see section 4). The phase diagram of a system indicates the number
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tures  of  the  solidus,  liquidus,  and  vapor  lines;  the  nonvariant  points  of  congruent
melting ( Tm

c  ), sublimation ( TS
c  ), and evaporation ( Te

c  ); and, finally, congruent and in‐
congruent phases and phase processes.

4.1. Maximal melting point Tm,AB
max  of a nonstoichiomertic solid SAB

The Gibbs energy of a phase in a two-component system A–B is given by Eq. (2), so the phase
equilibria in this case are represented graphically in a four-dimensional space. This space is
explored as four three-dimensional projections: G–P–T, G–P–x, P–T–x, and G–T–x.

To clarify the features of the T–x diagram let us consider the derivation of part of the Т–х
projection from the G–T–x diagram. For this purpose, it should be considered the relative
positions of the G-surfaces of the solid phase S, liquid phase L, and vapor V. In order to
determine the arrangement of these three surfaces, we will traverse them with isothermal
planes. The projections of the sections of the G-surface on the G–x plane will appear as G S, G
L, and G V curves representing the dependence (5) of the Gibbs energy (per gram-atom) on
composition at a constant temperature (Figure 4):
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where μA
S  and μB

S  are the chemical potentials of the components A and B in the solid phase,

μA
L  and μB

L  are those of A and B in the liquid phase, μA
V  and μB

V  are those of A and B in the
vapor phase, and x B is the mole fraction of the component B.

Let  us  consider  the  effect  of  temperature  variation  on  the  relative  positions  of  the  G–x
curves. At T  1  > Tm,AB

max  (Figure 4a),  the solid phase S  AB  is  metastable and the two-phase
system L  + V  is stable because a common tangent line can be drawn for the correspond‐
ing G  curves, indicating the equality of the chemical potentials of the components in the
equilibrium phases.

As the temperature is decreased, the arrangement of the G curves changes. Since the temper‐

ature dependence of the Gibbs energy is determined by the entropy ( ∂G
∂T )

P ,x
 = –S and the

entropies of the vapor and melt are higher than the entropy of the solid phase, S V > S L > S S,
the G curves shift upwards upon cooling and the G V and G L curves do so more rapidly than
the G S curve. As a consequence, a common tangent for the G S, G L, and G V curves can appear
at some temperature T 2 = Tm, AB

max  (Figure 4b). This temperature Tm, AB
max  is referred as the highest

maximal melting point of the solid SAB.
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Figure 4. (G–x) sections of the G–T–x diagram: (a) T 1 > Tm,AB
max  ; (b) T 2 = Tm,AB

max  ; (c) T 3 < Tm,AB
max  ;(d) part of the T–x projec‐

tion near Tm,AB
max  .

From the definition of a phase as the totality of the parts of the system whose properties are
described by the same equation of state, it follows that the properties of the system are
homogeneous functions of composition, pressure, and temperature. Therefore, upon further
cooling, for example, to Т 3 < Tm,AB

max  , it will be possible to draw two tangent lines for each of

the GAB
S  , G L, and G V curves (Figure 4c). The coordinates of the equilibrium phases are

designated as V, L, and S in Figure 4d. The subscripts (') and ('') are given to the phase
compositions to the left and right, respectively, of the composition corresponding to Т <
Tm,AB

max  .

As the temperature changes, the G V -, G L - and G S-curves, shifting upwards and to the sides,
describe three surfaces: G V = G V (Т, х), G L = G L (Т, х) and G S = G S (Т, х) − and the projections
of the tangency points on the Т–х plane draw the solidus line S'–S'', the liquidus line L'–L'', and
the vapor line V'–V'' (Figure 4d). Thus, Figure 4d shows part of the Т–х projection of the Р–Т–
х diagram near the highest melting point of the SAB compound. The points V', L', and S' and
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where μA
S  and μB

S  are the chemical potentials of the components A and B in the solid phase,

μA
L  and μB

L  are those of A and B in the liquid phase, μA
V  and μB

V  are those of A and B in the
vapor phase, and x B is the mole fraction of the component B.

Let  us  consider  the  effect  of  temperature  variation  on  the  relative  positions  of  the  G–x
curves. At T  1  > Tm,AB

max  (Figure 4a),  the solid phase S  AB  is  metastable and the two-phase
system L  + V  is stable because a common tangent line can be drawn for the correspond‐
ing G  curves, indicating the equality of the chemical potentials of the components in the
equilibrium phases.

As the temperature is decreased, the arrangement of the G curves changes. Since the temper‐

ature dependence of the Gibbs energy is determined by the entropy ( ∂G
∂T )

P ,x
 = –S and the

entropies of the vapor and melt are higher than the entropy of the solid phase, S V > S L > S S,
the G curves shift upwards upon cooling and the G V and G L curves do so more rapidly than
the G S curve. As a consequence, a common tangent for the G S, G L, and G V curves can appear
at some temperature T 2 = Tm, AB

max  (Figure 4b). This temperature Tm, AB
max  is referred as the highest

maximal melting point of the solid SAB.
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Figure 4. (G–x) sections of the G–T–x diagram: (a) T 1 > Tm,AB
max  ; (b) T 2 = Tm,AB

max  ; (c) T 3 < Tm,AB
max  ;(d) part of the T–x projec‐

tion near Tm,AB
max  .

From the definition of a phase as the totality of the parts of the system whose properties are
described by the same equation of state, it follows that the properties of the system are
homogeneous functions of composition, pressure, and temperature. Therefore, upon further
cooling, for example, to Т 3 < Tm,AB

max  , it will be possible to draw two tangent lines for each of

the GAB
S  , G L, and G V curves (Figure 4c). The coordinates of the equilibrium phases are

designated as V, L, and S in Figure 4d. The subscripts (') and ('') are given to the phase
compositions to the left and right, respectively, of the composition corresponding to Т <
Tm,AB

max  .

As the temperature changes, the G V -, G L - and G S-curves, shifting upwards and to the sides,
describe three surfaces: G V = G V (Т, х), G L = G L (Т, х) and G S = G S (Т, х) − and the projections
of the tangency points on the Т–х plane draw the solidus line S'–S'', the liquidus line L'–L'', and
the vapor line V'–V'' (Figure 4d). Thus, Figure 4d shows part of the Т–х projection of the Р–Т–
х diagram near the highest melting point of the SAB compound. The points V', L', and S' and
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the points V'', L'', and S'', as examples, represent the compositions of the vapor V, solid phase
S, and liquid phase L that are in equilibrium at the temperature Т = Т 1 and are called conjugate
points. The lines VV'', LL'', and SS'' and the lines VV', LL', SS', as examples, formed by series of
these points, are called conjugate lines. The lines connecting conjugate points, such as V′L'S'
and V''L''S'', are called tie lines. Note that, among the various intersection points between the
vapor, liquidus, and solidus lines (Figure 4d), only the intersections points of the conjugate
lines (VV'', LL'', SS'', V V ′, LL ′, SS ′) have a physical meaning, as distinct from those of the
lines LL ′ и VV'', etc.

4.2. Specific features of the solids, liquidus and vapor lines

Here, let us consider the continuity of the solidus, liquidus, and vapor lines; the factors
determining the homogeneity range; the issue of whether this range must include the stoi‐
chiometric composition; the causes of the retrograde character of the solidus line; and the
concepts of a pseudocomponent and psevdobinary section in multicomponent systems.

The Т–х and Р–Т projections of the Р–Т–х diagram of a two-component system having a
compound AB [10, 15] are shown in Figure 5. The Gibbs energy of any phase is a homogeneous
function of composition, so the solidus line S'S'', the liquidus line L'L'', and the vapor line V
′V'', which represent the temperature dependence of the compositions of the equilibrium
phases, are continuous lines having no inflection points.

The homogeneity range of a solid compound is bounded by the solidus line. It is determined
by the coordinates of the tangency points of the common tangent line for the G curves of the
equilibrium phases (Figure 4), i.e., by the equality of the chemical potentials of the components.
Therefore, in the general case the homogeneity range (Δ in Eq. (3)) is determined by the relative
positions of the G S , G L and G V curves (Figure 4) (i.e., the properties of all coexisting phases)
and by the shape of the (G–x)P,T curves. Thus the nonstoichiometry value depends not only the
specific features of the nonstoichiometric solid, namely the radius value, electronic configu‐
ration and electronegativity of the constituents species, but on the properties of all coexisting
phases.

In the case of the compound AB formed from solid components A and B,

AS+BS= ABS; ΔfG
0 (6)

the homogeneity range can be estimated using the following relationship [17]:

'  /   ( ) (– '/  ,)' î
ff k f k Gd d = - (7)

where Δf G° is the standard Gibbs energy of reaction (6), f is the monotonic function of
composition δ, the subscripts ' and '' refer to the left and right sides of the homogeneity range,
and k is a tеmperature dependent parameter. It follows from Eq. (7) that, the more negative
the Gibbs energy Δf G°, the larger the difference f(δ'/k) – f(δ''/k) and, accordingly, the broader
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the homogeneity range δ'' – δ'. For crystals dominated by covalent bonding, such as those of
the A III B V compounds GaAs, InP, etc., δ'' – δ' is on the order of thousandths of an atomic
percent. For crystal with polar bonds (CdTe, PbSe, SnTe), the homogeneity range is between a
few tenths of an atomic percent and several atomic percent.

Figure 5. (a) T–x and (b) Р–Т- projections of the Р–Т–х diagram of a two-component system with a congruently melting
compound (S АВ).
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The homogeneity range may include the stoichiometric composition or not. Since the δ' + δ''
value defines the position of the center of the homogeneity range, the expression

( ) ( )'/  +f ''/    –  / –  ( ) ( ) 0  –  0  [ ( ) /( )]B A B Af k k B A RT RTd d m m m d m dù é = =û ë= (8)

describes the dependence of the position of the homogeneity range center on the differ‐
ence between the Gibbs energies of the pure components (first term in (8)) relative to the
isolated atoms in their ground states and on the difference between the chemical poten‐
tials  of  the components in the stoichiometric solid (second difference in (8).  If  the latter
quantity is  neglected in a series  of  crystallochemically similar  compounds,  the center  of
the  homogeneity  range,  (δ'  +  δ'')/2  will  shift  in  the  direction in  which the  difference  μ
B(B) – μ  A(A) increases. This can easily be illustrated by examples of nontransition metal
chalcogenides.

In the general case, the stoichiometric composition does not correspond to the minimum of
the free energy of the solid phase and can fall outside the homogeneity range. When this is the
case, the stoichiometric compound does not exist. For example, strictly stoichiometric ferrous
oxide can be obtained only at high pressure.

The temperature dependence of the solidus SAB
' SAB

maxSAB
"  (Figure 5), which defines the boun‐

daries of the homogeneity range of the nonstoichiometric compound S AB, is described by the
following equation [16, 18]:

( ) ,
2

2
,

/ ( ) / ( )S L S L SS
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S x S S x xdx
dT G

x
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(9)

where S L and S S are the molar entropies and х L and х S are the compositions of the solid phase
(S) and melt (L). The solubility of the components in the nonstoichiometric solid А 1-х В х = =А
1/2−δ В 1/2+δ can be retrograde: it can initially increase with increasing temperature ((dx S/dT)>0)
and, on passing though a maximum, decrease ((dx S/dT)Р < 0). The maximum solubility (x S)max

is found from the extremum condition for function (9) ((dx S/dT)Р = 0) since ( ∂2 G
∂ x 2 )

P
>0 ,

according to the phase stability criterion. The retrograde solubility is due to the difference
between the rates at which the entropies S L and S S, including their configurational compo‐
nents, grow with increasing temperature.

The liquidus line ( L Q1
L maxL Q2

 ) and vapor line ( VQ1
V maxVQ2

 ) in Figs. 4 and 5 represent the

temperature dependence of the compositions of the melt (L) and vapor (V) in equilibrium with
the nonstoichiometric solid S AB.
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4.3. Noncoincidence of the phase compositions at the maximum melting point of a
nonstoichiometric solid S AB

Both pressure and temperature extrema at Т = const and Р = const, respectively, exists in a
three-phase two-component system provided that the following condition is satisfied [16]:

( ) ( ) ( ) ( ) ( )L S V S L S V S L S V S(x -x / x -x  = S -S / S -S  = V -V / V -V) (10)

Thus, if the coexisting phases have different molar volumes V and entropies S, the composition
of one of them will be a linear function of the compositions of the two others: x L = βx S + (1 –
β)x V where β is a coefficient depending on the pressure and temperature and independent of
the composition. Since V L ≠ V S ≠ V V and S S ≠ S L ≠ S V in the general case, at Т = Tm, AB

max  the
composition of the solid phase SAB does not coincide with the composition of the melt L and
vapor V: х S ≠ х L≠х V. This is in agreement with the phase rule:

 2 – – ,c k r a= + (11)

where k is the number of components, 2 is the number of external fields (baric and thermal), r
is the number of phases, and α is the number of independent constraints imposed on the
intensive variables (с). Indeed, if it is assumed that, at Т = Tm, AB

max  х S = х L = х V, then α = 2 in Eq.
(11) and с = 2 + 2 – 3 – 2 = –1 < 0, which is impossible. Unfortunately, this mistake is frequently
encountered in the literature [18-21].

In the case of lead, germanium, tin, and cadmium chalcogenides, the vapor phase consists
mainly of a chalcogen, so it can be accepted that х S–х V = –0.5. At Р ≅ 1 atm, V S– V V ≅ 10–3 V
S and V S – V L ≅ 5∙10–2 V S. Therefore, х S – х L = 2.5 × 10–5; that is, the compositions of the phases
at the highest melting point do not coincide, even though they are very similar [14, 22, 23].

4.4. Nonvariant congruent melting, sublimation, and evaporation points of the three-phase
equilibrium S AB + L + V

Since the solid, liquid, and vapor phases are characterized by different temperature and
concentration dependences of the Gibbs energy, the following intersection points of the
conjugate liquidus, solidus, and vapor lines can appear on the Т–х projection. The temperature
of the intersection point of the conjugate liquidus and solidus lines refers to solid and liquid
phases of equal compositions (x S = x L) and is called the congruent melting point Tm

c of the S

AB phase. The temperature of the intersection point of the solidus and vapor lines refers to a
solid phase and vapor of equal compositions (x S = x V) and is called the congruent sublimation
point TS

c . The temperature of the intersection point of the conjugate liquidus and vapor lines
refers to a liquid phase and vapor of equal compositions (x S = x V) and is called the congruent
evaporation point Te

c . The temperatures Tm
c , TS

c and Te
c do not correspond to the stoichiometric
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according to the phase stability criterion. The retrograde solubility is due to the difference
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point TS

c . The temperature of the intersection point of the conjugate liquidus and vapor lines
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c . The temperatures Tm
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composition (δ = 0) of the solid phase А 1/2−δ В 1/2+δ, where х = 1/2 + δ and δ is the deviation from
its stoichiometric composition AB. For example, congruently melting lead telluride contains
(2.8 ± 0.3) 10–4 mol excess Te per mole of PbTe [22, 23]. Because the formation energies of the
defects responsible for the nonstoichiometries δ > 0 and δ < 0 are different, the G S curve (Figure
4a, 4b, 4c) is asymmetric relative to the δ = 0 composition. Accordingly, the coordinates of the
common tangency points of the G curves in the general case do not coincide with the δ = 0
composition.

The equality of the compositions of two phases of the three ones involved in the equilibrium
means the appearance of one more relationship α = 1 between independent variables (degrees
of freedom) in the phase rule expression (11). Therefore, the equilibrium at the points Tm

c , TS
c

and Te
c is nonvariant: с = 2+2–3–1 = 0. The solid S AB, which has a homogeneity range at these

points, can be considered a pseudocomponent whose properties are composition-independ‐
ent, and the sections through ternary, quaternary, and other multicomponent systems
involving the S AB solid can be considered as pseudobinary.

4.5. Congruent and inconguent phases and phase processes

The concept of congruence is of great significance in the synthesis of nonstoichiometric solids
because, in the case of noncoincidence between the synthetics medium (vapor, melt) and solids
compositions, there are fluxes of rejected material and the corresponding kinetic instability of
the crystallization front.

A phase can be congruent and incongruent in different temperature intervals. A phase
obtainable from the phases that are in equilibrium with it by mixing them in appropriate
proportions is called a congruent phase. A phase that cannot be obtained from the coexisting
phases is called incongruent [24, 25]. As an example, let us consider the phase S AB (Figure
5a) in the three-phase equilibrium S AB + L + V at different temperatures. Above the congruent
melting point ( Tm,⥄AB

c  < T < Tm, AB
max  ) the solid phase S AB is incongruent. In the temperature

range TS
c < Т < Tm,⥄AB

c  , it is congruent with respect to the vapor and melt. In designations of
three phase equilibria, a congruent phase is written in the middle. Thus, in the former case,
the three-phase equilibrium is designated VLS AB; in the latter case, VS AB L.

The concepts of congruent and incongruent phases should not be confused with the concepts
of congruent and incongruent phase processes.

Phase processes are changes in the state of the system such that the masses of some phases
increase owing to the decrease in the masses of others without changes in the intensive
parameters (temperature, pressure, phase compositions) [26]. A phase process in which one
phase forms or disappears is called congruent. A phase transition in which more than one
phase forms or disappears is called incongruent.

The same phase, for example, S AB (Figure 5a), can be involved both in congruent and in
incongruent  phase  processes.  At  a  temperature  or  pressure  corresponding  to  the  three-
phase line Q  1  Q  2  in Figure 5b,  the solid phase S  AB  melts congruently,  yielding a melt
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and a  vapor:  S  AB  =  L +  V.  The  compositions  of  the  phases  involved in  this  congruent
phase process are different and are represented by the solidus, liquidus, and vapor lines
in the Т–х projection (Figure 5a). The melt and solid phase compositions coincide only at
the congruent melting point Tm

c  .  At the temperatures corresponding to the eutectic non‐
variant  points  TQ1

 and  TQ2
 (Figure  5a),  the  S  AB  phase  is  involved  in  the  incongruent

phase processes

V + SA= L + SAB and SAB+ L = V + SB.

Thus, S AB phase can be said to melt congruently only in a certain temperature range.

Now let us consider the usage of the terms congruently melting compound and incongruent‐
ly melting compound  in the literature.  Firstly,  this differentiation is not strict,  because the
same compound (e.g., S АB) can be involved in congruent and incongruent phase process‐
es,  depending  on  the  temperature.  Sometimes,  a  congruently  melting  compound is  un‐
derstood  as  a  compound  melting  without  dissociation  or  decomposition.  However,  a
solid–melt  phase  transition  is  accompanied  by  the  breaking  and  relaxation  of  chemical
bonds in  the  crystal  and by long-range disordering.  Therefore,  the  term melting  without
decomposition is not quite correct, and it should be understood as the identity of the over‐
all  compositions of the coexisting phases.  In the strict sense, the overall  compositions of
the  phases  coincide  only  at  the  congruent  melting  point  Tm,⥄AB

c  ,  which  is  below  the

highest melting point Tm, AB
max  : Tm,⥄AB

c  < < Tm, AB
max  .

An incongruently melting compound is sometimes understood as a solid compound that
decomposes into a solid phase S B and a liquid L upon melting (Figure 6). The compositions of
the resulting phases differ from the composition of the parent phase. However, in some
temperature range, such as TQ1

 < T < T Р, the “incongruently melting compound” is involved

in the congruent melting process S AB = L + V.

An essential feature differentiating congruently and incongruently melting compounds is that
the highest melting point of a congruently melting compound is higher than the temperatures
of the nearest nonvariant points: Tm, AB

max  > TQ1
 and TQ2

 (Figure 5a).

The highest melting point of an incongruently melting compound is intermediate between the
temperatures of the nearest nonvariant points of the system.

Supersaturation and synthesis of a nonstoichiometric solid at a fixed vapor pressure of the
volatile component can be produced by cooling or, conversely, heating the three-phase system.
The latter case corresponds to the temperature range Т 1 < T < Т 2 in Figure 5b. For example,
cadmium telluride crystals were obtained by heating cadmium enriched melts [10]. Note that
the composition of the crystals that were grown using the vapor–liquid–crystal technique
always lies in the solidus line, i.e., at the boundary of the homogeneity range [15].
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composition (δ = 0) of the solid phase А 1/2−δ В 1/2+δ, where х = 1/2 + δ and δ is the deviation from
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(2.8 ± 0.3) 10–4 mol excess Te per mole of PbTe [22, 23]. Because the formation energies of the
defects responsible for the nonstoichiometries δ > 0 and δ < 0 are different, the G S curve (Figure
4a, 4b, 4c) is asymmetric relative to the δ = 0 composition. Accordingly, the coordinates of the
common tangency points of the G curves in the general case do not coincide with the δ = 0
composition.

The equality of the compositions of two phases of the three ones involved in the equilibrium
means the appearance of one more relationship α = 1 between independent variables (degrees
of freedom) in the phase rule expression (11). Therefore, the equilibrium at the points Tm

c , TS
c

and Te
c is nonvariant: с = 2+2–3–1 = 0. The solid S AB, which has a homogeneity range at these

points, can be considered a pseudocomponent whose properties are composition-independ‐
ent, and the sections through ternary, quaternary, and other multicomponent systems
involving the S AB solid can be considered as pseudobinary.

4.5. Congruent and inconguent phases and phase processes

The concept of congruence is of great significance in the synthesis of nonstoichiometric solids
because, in the case of noncoincidence between the synthetics medium (vapor, melt) and solids
compositions, there are fluxes of rejected material and the corresponding kinetic instability of
the crystallization front.

A phase can be congruent and incongruent in different temperature intervals. A phase
obtainable from the phases that are in equilibrium with it by mixing them in appropriate
proportions is called a congruent phase. A phase that cannot be obtained from the coexisting
phases is called incongruent [24, 25]. As an example, let us consider the phase S AB (Figure
5a) in the three-phase equilibrium S AB + L + V at different temperatures. Above the congruent
melting point ( Tm,⥄AB

c  < T < Tm, AB
max  ) the solid phase S AB is incongruent. In the temperature

range TS
c < Т < Tm,⥄AB

c  , it is congruent with respect to the vapor and melt. In designations of
three phase equilibria, a congruent phase is written in the middle. Thus, in the former case,
the three-phase equilibrium is designated VLS AB; in the latter case, VS AB L.

The concepts of congruent and incongruent phases should not be confused with the concepts
of congruent and incongruent phase processes.

Phase processes are changes in the state of the system such that the masses of some phases
increase owing to the decrease in the masses of others without changes in the intensive
parameters (temperature, pressure, phase compositions) [26]. A phase process in which one
phase forms or disappears is called congruent. A phase transition in which more than one
phase forms or disappears is called incongruent.

The same phase, for example, S AB (Figure 5a), can be involved both in congruent and in
incongruent  phase  processes.  At  a  temperature  or  pressure  corresponding  to  the  three-
phase line Q  1  Q  2  in Figure 5b,  the solid phase S  AB  melts congruently,  yielding a melt
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and a  vapor:  S  AB  =  L +  V.  The  compositions  of  the  phases  involved in  this  congruent
phase process are different and are represented by the solidus, liquidus, and vapor lines
in the Т–х projection (Figure 5a). The melt and solid phase compositions coincide only at
the congruent melting point Tm

c  .  At the temperatures corresponding to the eutectic non‐
variant  points  TQ1

 and  TQ2
 (Figure  5a),  the  S  AB  phase  is  involved  in  the  incongruent

phase processes

V + SA= L + SAB and SAB+ L = V + SB.

Thus, S AB phase can be said to melt congruently only in a certain temperature range.

Now let us consider the usage of the terms congruently melting compound and incongruent‐
ly melting compound  in the literature.  Firstly,  this differentiation is not strict,  because the
same compound (e.g., S АB) can be involved in congruent and incongruent phase process‐
es,  depending  on  the  temperature.  Sometimes,  a  congruently  melting  compound is  un‐
derstood  as  a  compound  melting  without  dissociation  or  decomposition.  However,  a
solid–melt  phase  transition  is  accompanied  by  the  breaking  and  relaxation  of  chemical
bonds in  the  crystal  and by long-range disordering.  Therefore,  the  term melting  without
decomposition is not quite correct, and it should be understood as the identity of the over‐
all  compositions of the coexisting phases.  In the strict sense, the overall  compositions of
the  phases  coincide  only  at  the  congruent  melting  point  Tm,⥄AB

c  ,  which  is  below  the

highest melting point Tm, AB
max  : Tm,⥄AB

c  < < Tm, AB
max  .

An incongruently melting compound is sometimes understood as a solid compound that
decomposes into a solid phase S B and a liquid L upon melting (Figure 6). The compositions of
the resulting phases differ from the composition of the parent phase. However, in some
temperature range, such as TQ1

 < T < T Р, the “incongruently melting compound” is involved

in the congruent melting process S AB = L + V.

An essential feature differentiating congruently and incongruently melting compounds is that
the highest melting point of a congruently melting compound is higher than the temperatures
of the nearest nonvariant points: Tm, AB

max  > TQ1
 and TQ2

 (Figure 5a).

The highest melting point of an incongruently melting compound is intermediate between the
temperatures of the nearest nonvariant points of the system.

Supersaturation and synthesis of a nonstoichiometric solid at a fixed vapor pressure of the
volatile component can be produced by cooling or, conversely, heating the three-phase system.
The latter case corresponds to the temperature range Т 1 < T < Т 2 in Figure 5b. For example,
cadmium telluride crystals were obtained by heating cadmium enriched melts [10]. Note that
the composition of the crystals that were grown using the vapor–liquid–crystal technique
always lies in the solidus line, i.e., at the boundary of the homogeneity range [15].
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Figure 6. T–x projection of the Р–Т–х diagram of a two-component system with an incongruently melting compound
(S АВ).
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5. Nonstoichiometry and defects in solids

Solids like S AB are grown from the vapor, melt (solution), or solid phases, which are called
growth media. Crystallization can be viewed as the transfer of atoms of the components A and
B from the growth medium (g.m.) to their regular sites AA

x and BB
x in the crystal lattice of the

S AB compound:
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where [ ] designates concentrations and a A and a B are the activities of the components in a
growth media. The generation of VB

x and VA
x vacancies via reactions (12) and (13) is explained

by the principle of conservation of the ratio of the numbers of sites characteristic of a given
crystal lattice.

Because of the size and energy differences, the Gibbs energies ΔG 1 and ΔG 2, the equilibrium
constants of reactions (12) and (13), and, accordingly, the numbers of atoms A and B in the
crystals turn out to be different: К 1 ≠ К 2 and [ AA

x ] ≠ [ BB
x ]. Thus, nonstoichiometry appears;

that is, the difference between the B-to-A ratios in the real and stoichiometric crystals becomes
nonzero.

Note that the properties of crystals are affected not by the nonstoichiometric atoms AA
x and BB

x

that occupy their regular sites, but by the defects (resulting from a disordering of the ideal
structure).

These defects may be the vacancies VA
x and VB

x or the interstitial atoms Ai
x and Bi

x

А g .m.. = Ai
x + ΔG3, (14)

. .
4. x

iBB G= + g m (15)

This circumstance is due to the fact that the AA
x and BB

x species do not change the energy

structure of the crystal, but complete it in a way. Near the defects ( VA
x , VB

x , Ai
x , Bi

x ), the
energy field and, accordingly, the electrical, mechanical and other properties of the crystal are
altered (Figure 7). Thus, defects play an important role in the description of the real structure
and properties of nonstoichiometric solids.
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Figure 7. Model of the energy spectrum of (a) an ideal and (b) a nonstoichiometric crystal containing VA vacancies.

6. Classification and formation of defects

Defect formation processes and defect classification are significant points in control of the
defect composition of solids in their directed synthesis.

An ideal, or perfect, solid is one in which all particles making up the substance or structure ele‐
ments (atoms, ions, molecules, etc.) occupy their regular sites in the lattice. Under heating, irradi‐
ation with a beam of high-energy particles, or mechanical treatment, the regular arrangement of
particles over their sites undergoes disordering: some particles can leave their sites. The result‐
ing disorder in the arrangement of particles over their normal sites is called defects [27].

In terms of geometry and size, all defects are divided into point and extended defects [27, 28]
(Figure 8).

The size of point, or zero-dimensional, defects is comparable with the interatomic parameter.
The zero-dimensional (OD) defects include electronic defects (holes, electrons, exitons), energy
defects (phonons, polarons), and atomic point defects (APDs). The APDs in nonstoichiometric
AB crystals include VA

x and VB
x vacancies (absence of atoms or ions in lattice sites); interstitial

atoms Ai
x , Bi

x and Fi
x , where F - foreign atoms (the upper symbol х means the neutrality of

the defect with respect to its environment), the lower symbol means the defect location.

The formation of an APD is an endothermic process requiring a small amount of energy: 0.5
≤ E f ≤ 3 eV. Therefore, APDs are equilibrium defects and their concentration depends on
synthesis conditions, namely, the temperature and the partial pressures of the components.
The size of an APD is 0.1–0.5 nm; however, APDs polarize their environment in the crystal
structure, causing slight displacements of neighborions, and largely determine the physical
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and chemical properties (diffusion, electric conductivity, etc.) of the nonstoichiometric crys‐
tal.

Figure 8. Classification of defects.

Vacancies, interstitial and antistructure ( AB
x , BA

x ) defects are classified as intrinsic defects of
a crystal. The concentration (c j) of these defects takes on a thermodynamically equilibrium
value at any Т > 0 K: c j ≈ exp(–W j/kT), where Wj is the defect formation energy, 0 < W j < 3 eV.
The higher the temperature, the higher the APD concentration c j. As the crystal is cooled to
room temperature, part of the APDs can annihilate via various mechanisms. However, many
APDs persist even at exceptionally low reactions (12)–(15), but also from the irradiation of the
crystal with high-energy (>1 MeV) electrons at very low temperatures.

Oppositely charged APDs can be attracted to one another to yield new APDs as electroneutral as‐
sociation species, such as ( VA

- VB
+ ), ( VA

- FA
+ ), ( VA

x )n. Dipole–dipole interaction leads to the for‐
mation of APD clusters, which can serve as nuclei of other phase in the nonstoichiometric crystal.

Extended defects include linear (1D), or one-dimensional, and two (2D)- and three-dimen‐
sional (3D) defects [29, 30] (Figure 8). Let us consider some specific features of these defects.

Linear defects, or dislocations, are similar to point and two-dimensional defects in the sense
that their size is comparable with the unit cell parameter. In the third dimension, the disloca‐
tions are fairly long or even infinite. The simplest kind of dislocation is the edge dislocation.
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tal.

Figure 8. Classification of defects.

Vacancies, interstitial and antistructure ( AB
x , BA

x ) defects are classified as intrinsic defects of
a crystal. The concentration (c j) of these defects takes on a thermodynamically equilibrium
value at any Т > 0 K: c j ≈ exp(–W j/kT), where Wj is the defect formation energy, 0 < W j < 3 eV.
The higher the temperature, the higher the APD concentration c j. As the crystal is cooled to
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mation of APD clusters, which can serve as nuclei of other phase in the nonstoichiometric crystal.

Extended defects include linear (1D), or one-dimensional, and two (2D)- and three-dimen‐
sional (3D) defects [29, 30] (Figure 8). Let us consider some specific features of these defects.
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The most important two-dimensional (2D) defects include solid surface, block (domain)
boundaries, stadling faults and crystallographic displacement planes, which are surfaces in
which coordination polyhedra of two contacting ideal are rearranged.

An example of periodic intergrowths is provided by the family of tungsten bronzes, AxWO3

(A = alkali metal). In these compounds, WO3 layers are intergrown with hexagonal bronze
bands. The formation of intergrown bronzes is likely favored by the synthesis conditions. The
boundaries of intergrowths can be periodic (ordered) or nonperiodic (disordered).

Note the following specific features of two-dimensional defects. Firstly, their formation energy
is fairly high (>3 eV) and they are kinetically stabilized nonequilibrium defects. The “frozen”
state of these defects is responsible for their “memory” for preparation history. Secondly, these
defects do not change the stoichiometry of the substance. Thirdly, planar defects result from
APD interaction and exert a significant effect on on the reactivity and physical properties of
nonstoichiometric solids.

The size of three-dimentional defects (Figure 8) exceeds the lattice constant in all three
directions. These defects are, in essence, macroscopic imperfections of the crystal structure and
are formed during crystal growth and subsequent processing. Three-dimentional defects
include separate blocks; mosaics (totality of a large number of small- and large-angle boun‐
daries); inclusions (microdeposits) resulting from phase transitions, such as the decomposition
of a solid solution; magnetic domains (crystal zones with the same orientation of spins or
electric dipoles); Guinier–Preston zones (parallel platelike formations as thick as a few unit
cells, separated by different distances and having the same composition as the crystal); cavities;
and cracks. Three-dimentional defects can be viewed as resulting from defect association and
ordering. For example, pores can be considered to result from the association of a large number
of vacancies. Bulk defects also include elastic tensile and compressive stresses.

Deviations from stoichiomrtry may be so large that defect interactions become significant
leading to direct ordering, clustering, superstructure formation, long-range ordering, and the
formation of new nonstoichiometric phases differing in symmetry, energy and other aspects
from the parent phase. In such systems defects are intrinsic components of the crystal structure
rather than being statistically distributed imperfections. The crystal-chemical and thermody‐
namic aspects of nonstoichiometric compounds with narrow and broad homogeneity range
as well the approaches for controlling the nonstoichiometry and considered in [31].

7. Substance homogeneity criterion in physicochemical analysis

The Gibbs energy (G) of a crystal is a statistical quantity related to the distribution function.
The mean G value determines the most likely distribution of zero-, one-, two-, and three-
dimensional defects. Fluctuations around the mean value are possible, and, in a closed system
(solid substance with a constant net composition at a fixed temperature), the configurational
fluctuation can manifest itself as a change in composition within a small region as a conse‐
quence of a random motion of particles inside some volume element or to its surface. This
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brings up the question of what substance can be called homogeneous. The degree of hetero‐
geneity of a solid phase is characterized by the statistical distribution of structure elements
from which the crystal is built. These structure elements are the atoms of the components of
the system in their regular sites, as well as various zero-, one-, two-, and three-dimensional
defects in their regular positions (Figure 8).

A quantitative estimate of the degree of heterogeneity can be based on the following three
types of distributions:

1. distribution of structure elements in some measurable volume,

2. distribution of these volumes in the crystal, and

3. distribution of measurement data and properties of the solid phase.

Let σ be the confidence interval and c i be the concentration of structure elements in the ith
microvolume. If

1
1 /

N

i i
i

c N c s
=

- £å (16)

the solid substance can be called homogeneous. If there is an i value at which this inequality
is invalid, the solid phase should be considered to be heterogeneous. For practical use of a
material, of significance are such deviations of the property in a given object from the weighted
average value for the entire system that go beyond the confidence interval. In this sense,
heterogeneity can be understood as the totality of property values, measured in all microvo‐
lumes, that fall outside the confidence interval. An analysis of generalized heterogeneity
criteria in terms of an autocorrelation function was carried out by Nikitina et al. [32]. A
thermodynamic analysis of defect ordering and an interpretation of the concentration de‐
pendences of physical properties taking into account short- and long- range order parameters
were made using a model based on the above stricture elements or cluster components [33].

Some features of homogeneity criteria, physicochemical analysis, thermodynamics in materi‐
als science and inorganic crystal engineering are discussed in [34-37].

8. Conclusion

Technological progress is intimately associated with creation of new materials, such as
composites, piezoelectrics, ferroelectrics, semiconductors, superconductors and nanomateri‐
als with preset functional properties. For the synthesis of these materials, it is necessary to
study the chemical processes that lead to the desired properties

Physicochemical analysis is the field of chemistry dealing with these processes, the interrela‐
tion between the composition, structure and properties of matter and determination of
synthetic conditions for obtaining such substances. Several challenges and new approaches
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have been discussed. They include the concepts of a substance, phase, component, directed
synthesis strategy as well as some definitions. Attention was paid to nonstoichiometry,
classification and formation of defects.

Synthesis of nonstoichiometric solid involves control over phase transformations. The P–T–x
phase diagram is a key to selecting conditions for synthesis of solid with well-defined
nonstoichiometry. For this reason the following features of P–T–x phase diagrams were
considered: highest melting point of a nonstoichiometric compound ( Tmax m,AB ), noncoinci‐
dence between the solid-, liquid-, and vapor-phase compositions (x L ≠ x S ≠ x V) at this tem‐
perature, factors determining the nonstoichiometry range, the terms congruent and
incongruent phases and phase processes. Criteria for evaluating the degree of heterogeneity
of nonstoichiometric solids were also considered.

Glossary of Abbreviations

Tm,AB
max  maximal melting point of a nonstoichiometric compound AB

( N aNa
+  ) cationic sites

( ClCl
−  ) anionic sites

U internal energy

Q heat

А work execution

δ nonstoichiometry

Tm
c nonvariant point of congruent melting

TS
c nonvariant point of congruent sublimation

Te
c nonvariant point of congruent evaporation

S solid phase

L liquid phase

V vapor

μA
S  chemical potential of the component A in solid phase

μB
S  chemical potential of the component B in solid phase

μA
L  chemical potential of the component A in liquid phase

μB
L  chemical potential of the component B in liquid phase
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μA
V  chemical potential of the component A in vapor phase

μB
V  chemical potential of the component B in vapor phase

xB mole fraction of the component B

SV entropy of vapor
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have been discussed. They include the concepts of a substance, phase, component, directed
synthesis strategy as well as some definitions. Attention was paid to nonstoichiometry,
classification and formation of defects.

Synthesis of nonstoichiometric solid involves control over phase transformations. The P–T–x
phase diagram is a key to selecting conditions for synthesis of solid with well-defined
nonstoichiometry. For this reason the following features of P–T–x phase diagrams were
considered: highest melting point of a nonstoichiometric compound ( Tmax m,AB ), noncoinci‐
dence between the solid-, liquid-, and vapor-phase compositions (x L ≠ x S ≠ x V) at this tem‐
perature, factors determining the nonstoichiometry range, the terms congruent and
incongruent phases and phase processes. Criteria for evaluating the degree of heterogeneity
of nonstoichiometric solids were also considered.
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1. Introduction

Zinc oxide (ZnO) is a versatile material of compound semiconductors with excellent proper‐
ties and extensive applications in electronics, optoelectronics, sensors, and catalyses (Das et
al, 2007). ZnO thin films have attracted considerable attention because they can be tailored
to possess high electrical conductivity, high infrared reflectance and high visible transmit‐
tance by different coating technique (Ryu et al, 2000). Some of the remarkable properties of
ZnO are its wide direct-band gap of 3.37 eV, the binding energy of the exciton of ZnO (60
meV) which makes it an excellent material for excitonic devices (Wang et al, 2003). Other
favourable aspects of ZnO include its broad chemistry leading to many opportunities for
wet chemical etching, low power threshold for optical pumping, radiation hardness and bio‐
compatibility. Together, these properties of ZnO make it an ideal candidate for a variety of
devices ranging from sensors through to ultra-violet laser devices and nanotechnology
based devices such as displays. As fervent research into ZnO continues, difficulties such as
the fabrication of p-type ZnO that have so far stated that the development of devices had
overcome (Yang etal, 2008). Mitra et al (1998) has prepared Zinc Oxide thin films using
chemical deposition technique. The structural, morphological properties of the prepared
films are characterized using X-ray diffraction and scanning electron microscope. They have
used Zn salts as precursor and successfully synthesized ZnO films. The growth of highly
textured Zinc oxide (ZnO) thin films with a preferred (101) orientation has been prepared by
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employing chemical bath deposition using a sodium zincate bath on glass substrates has
been reported by (Ramamoorthy et al, 2004).

(Natsume et al, 2000) have studied the d.c electrical conductivity and optical properties of
zinc oxide film prepared by a sol-gel spin coating technique. The temperature dependence
of the conductivity indicated that electron transport in the conduction band was due to ther‐
mal execution of donor electrons for temperatures from 250 to 300 K. (Chapparro et al, 2003)
have proposed the spontaneous growth of ZnO thin films from aqueous solutions. An elec‐
troless – chemical process is proposed, consisting in the formation of the super oxide radical
(O2

-) followed by chemical reaction of two O2
- with Zn (NH3)4

2+ cations. (Wellings et al, 2008)
have deposited ZnO thin films from aqueous zinc nitrate solution at 80ºC onto fluorine dop‐
ed tin oxide (FTO) coated glass substrates. Structural analysis, surface morphology, optical
studies and electrical conductivity were studied and thickness of the ZnO films was found
to be 0.40 μm. (Walter et al, 2007) have studied the characterization of strontium doped ZnO
thin films on love wave filter applications. X-ray diffraction, scanning electron microscopy
and atomic force microscopy studied the crystalline structure and surface morphology of
films. The electrochemical coupling coefficient, dielectric constant, and temperature coeffi‐
cient of frequency of filters were then determined using a network analyzer. (Vijayan et al,
2008, a, b; Chandramohan et al, 2010) have reported the preparation conditions for undoped
ZnO using double dip technique and used them for gas sensor applications. They have also
reported the synthesis of Sr doped ZnO using double dip technique and used them for gas
sensor applications. Recently (Chandramohan et al, 2010) have synthesized Mg doped ZnO
thin films using double dip chemical growth and reported the ferromagnetic properties of
the films. Saeed et al. (1995) have deposited thin films of mono phase crystalline hexagonal
ZnO from solutions of zinc acetate in the presence of ethylenediamine and sodium hydrox‐
ide on to glass microscope studies. Two distinct morphologies of ZnO were observed by
scanning electron microscopy. The deposited films were specular and adherent. (Cheng et al
2006) have fabricated thin films transistors (TFTs) with active channel layers of zinc oxide
using a low – temperature chemical bath deposition. Current voltage (I-V) properties meas‐
ured through the gate reveal that the ZnO channel is n-type. (Sadrnezhaad et al 2006) have
studied the effect of addition of Tiron as a surfactant on the microstructure of chemically de‐
posited zinc oxide. Addition of tiron charges the surface morphology and causes to form the
fine – grained structure. The obtained results indicate that increasing the number of dipping
carves to progress the deposition process. (Piticescu, et al 2007) have studied the influence of
the synthesis parameters on the chemical and microstructural characteristics of nanophases
synthesized in the two methods. ‘Al’ doping tends to a lower material density and to a
smaller gown size. Zhou et al (2007) have studied microstructure electrical and optical prop‐
erties of aluminium doped zinc oxide films. The ZnO:Al thin films are transparent (~ 90%) in
near ultraviolet and visible region A. with the annealing temperature increasing from 300ºC
to 500ºC. The film was oriented more preferentially along the (002) direction, the grain size
of the film increased, the transmittance also became higher and the electrical resistivity de‐
creased. Bulk ZnO is quite expensive and unavailable in large wafers. So, for the time being,
thin films of ZnO are relatively a good choice. Usually, the doped ZnO films with optimum
properties (perfect crystalline structure, good conducting properties, high transparency,
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high intensity of luminescence) are obtained when they are grown on heated substrates and
annealed after deposition at high temperature in oxygen atmosphere (Peiro et al, 2005 Lo‐
khande et al, 2000; Srinivasan et al, 2006; Chou et al, 2005). However, for an extensive use in
the commercial applications pure and doped ZnO films must be prepared at much lower
substrate temperatures. Therefore, it is necessary to develop a low-temperature deposition
technology for the growth of ZnO films. Many works are seen in the low temperature
growth of this interesting ZnO system both undoped and metal doped (Tang et al, 1998,
Cracium et al, 1994; Gorla et al, 1999; Kotlyarchuk et al, 2005) thin films and nano thin films.

Fe addition is expected to enhance the sensing ability of this system. When sensing of 300
ppm ethanol, the in situ extended X-ray absorption fine structure (EXAFS) spectra indicate
that the bond distances of Zn-O and Fe-O are 1.90 and 1.98 Å, respectively and restored to
1.91 and 1.97 Å in the absence of ethanol (Hsu et al., 2007). The single-phase Fe-doped ZnO
films  (x≤0.04)  exhibit  ferromagnetism  above  room  temperature  (Wei  et  al.,  2006).  The
Fe/ZnO composites display photoluminescence properties different from those of the ZnO
entities generated similarly but in the absence of Fe powder: (i) a UV emission band is ob‐
served over the latter but not over the former, and (ii) the former shows an emission peak
around 583 nm (wavelength) with intensity significantly stronger than that of the latter. Be‐
cause of the encapsulation of the Fe nanoparticles, the Fe/ZnO composites are highly stable
in air and high magnetization (Yang et al., 2009). Room temperature ferromagnetic Fe:ZnO
film was prepared by chemical deposition of ZnO film and chemical introduction of Fe im‐
purity in aqueous solutions. (Nielsen, et al., 2008) have reported on Magnetization meas‐
urements  show  clear  ferromagnetic  behavior  of  the  magnetite  layers  with  a  saturation
magnetization of 3.2μB/f.u. at 300 K. Their results demonstrate that the Fe3O4/ZnO system
is an intriguing and promising candidate for the realization of multifunctional heterostruc‐
tures. During recent years different techniques such as chemical vapor deposition (Hu, et
al., 1991), magnetron sputtering (Jiang, et al., 2003), spray pyrolysis (Pawar, etal., 2005), sol–
gel (Cheong et al., 2002), and molecular beam epitaxy (Kato et. al., 2002), have been used
for deposition of zinc oxide films on various substrates. The ease with which the deposi‐
tion can be made and the reproducibility of the method to produce doped oxide films in
any laboratory make this method quite attractive (Kato et. al., 2002) (Vijayan et al, 2008, a,
b) (Chandramohan et  al,  2010).  While  the sol-gel  method with double dipping has pro‐
duced highly oriented thin films of Li, Mg doped ZnO thin films by (Liu et al., 2005), they
have introduced a spin in the dipped films using spin coating set up to spread the films
over substrate. In the method used in this work no spinning is required as the dehydrogen‐
ation of the films is done using a dip in hot water. The magnetic properties of the metal
doped ZnO thin films grown by such a method has not been presented in detail  to our
knowledge. Nanostructured ZnO not only possesses high surface area, nontoxicity, good
bio-compatibility and chemical stability, but also shows biomimeticand high electron com‐
munication features. A reagentless uric acid biosensor based on ZnO nanorodes can be syn‐
thesized  from SILAR synthesized  ZnO thin  films.  The  enzyme is  immobilized  on  ZnO
nanocombs and nanorods to construct an amperometric biosensor for glucose biosensing.
Besides such systems have prospective applications in Dye-sensitized solar cells (DSSCs),
Sensor,  optoelectronic  devices,  UV detector,  Spintronics,  Dilute  Magnetic  Semiconductor
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high intensity of luminescence) are obtained when they are grown on heated substrates and
annealed after deposition at high temperature in oxygen atmosphere (Peiro et al, 2005 Lo‐
khande et al, 2000; Srinivasan et al, 2006; Chou et al, 2005). However, for an extensive use in
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Cracium et al, 1994; Gorla et al, 1999; Kotlyarchuk et al, 2005) thin films and nano thin films.
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purity in aqueous solutions. (Nielsen, et al., 2008) have reported on Magnetization meas‐
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b) (Chandramohan et  al,  2010).  While  the sol-gel  method with double dipping has pro‐
duced highly oriented thin films of Li, Mg doped ZnO thin films by (Liu et al., 2005), they
have introduced a spin in the dipped films using spin coating set up to spread the films
over substrate. In the method used in this work no spinning is required as the dehydrogen‐
ation of the films is done using a dip in hot water. The magnetic properties of the metal
doped ZnO thin films grown by such a method has not been presented in detail  to our
knowledge. Nanostructured ZnO not only possesses high surface area, nontoxicity, good
bio-compatibility and chemical stability, but also shows biomimeticand high electron com‐
munication features. A reagentless uric acid biosensor based on ZnO nanorodes can be syn‐
thesized  from SILAR synthesized  ZnO thin  films.  The  enzyme is  immobilized  on  ZnO
nanocombs and nanorods to construct an amperometric biosensor for glucose biosensing.
Besides such systems have prospective applications in Dye-sensitized solar cells (DSSCs),
Sensor,  optoelectronic  devices,  UV detector,  Spintronics,  Dilute  Magnetic  Semiconductor
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devices etc. SILAR is a modification of the chemical bath deposition technique. In CBD the
solution is in contact with a substrate for a longer period and the reaction is slow and the
formation is good (Hodes et. al., 2002). Accelerated by Bath temperature, agitation or bath
conditions. The film formation results when ionic product exceeds solubility product. In SI‐
LAR originally called as multiple dip method by (Ristov, et al.,  1987) and named SILAR
(Nicolau, et al., 1988) the reaction Cationic and anionic precursor solutions separated for re‐
action at chosen conditions like temperature,  pH, dipping rate,  waiting time, number of
dipping cycles. Time is important in ionic layer formations. Since deposition is in air too
many microstructural variations are possible. The aim of this work is to investigate the in‐
fluence of the preparation conditions on structural, optical and electrical properties of ZnO
and incorporate magnetic properties by doping Mn/Fe leading to dilute magnetic semi con‐
ducting system using CBD method. Advantages are effectiveness and simplicity of the dep‐
osition equipment, high deposition rates, wide spectrum of deposition parameters for the
control and the optimization of film properties, and film thickness. The sum of all  these
special features enables the growth of oxide thin films at low temperature substrates with
perfect  crystallinity.  The present work is  a  preparation and characterization of  undoped
ZnO, Mn- doped ZnO (MZO) and Fe- doped ZnO (FZO) thin films by chemical deposition
technique. In which the influence of solution concentration, solution pH value, film thick‐
enss, annealing temperature and concentration of strontium and aluminium atoms of the
grown films are investigated. In addition it demonstrates that any dopant can be used in
principle along with the precursor to enable them to be included in the system. The techni‐
que can be tuned to get the desired morphology and nanocrystallites of desired sizes dis‐
tributed over any type of substrate for various applications.

2. Synthesis, structure and morphology of the ZnO thin films

2.1. Synthesis

ZnO thin films were grown using a two-step chemical bath deposition technique using a sol‐
ution comprising 0.1 M Zinc Sulphate ( 99% emerk), 0.2 M sodium hydroxide with a pH val‐
ue of 9±0.2 deposited at bath temperature of 90 ºC under optimized condition. For Mg
doped ZnO (MZO) thin films Fe(SO4)3 was used at a concentration of 0.1mM. Before deposi‐
tion, the glass substrates were cleaned by chromic acid followed by cleaning with acetone.
The well-cleaned substrates were immersed in the chemical bath for a known standardized
time followed by immersion in hot water for the same time for hydrogenation. The process
of solution dip (step 1) followed by hot water dipping (step 2) is repeated for known num‐
ber of times. The cleaned substrate was alternatively dipped for a predetermined period in
sodium zincate bath and water bath kept at room temperature and near boiling point, re‐
spectively. According to the following equation, the complex layer deposited on the sub‐
strate during the dipping in sodium zincate bath will be decomposed to ZnO due to dipping
in hot water. The proposed reaction mechanism is according to the following equations (Vi‐
jayan et al, 2008, a, b) (Chandramohan et al, 2010).
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ZnSO4+ 2 NaOH→Na2ZnO2+ H2SO4 ↑

Na2ZnO2+ H2O→ZnO + 2 NaOH

Part of the ZnO so formed was deposited onto the substrate as a strongly adherent film and
the remainder formed as a precipitate. The addition of MSO4 in the ratio of Zn:M as 100:1 in
the first dip solution leads to the formation of Mg/Fe doped zinc oxide nano thin films
where M stands for Mg/Fe.

2.2. Structural analysis

The crystallographic structure of the films has been studied by X-ray diffraction (XRD). Fig.
1 shows the XRD spectrum of ZnO, MZO and FZO films deposited on the glass substrate
under optimized condition. It can be seen from the XRD data, that all samples are polycrys‐
talline and exhibit the single-phase ZnO hexagonal wurtzite structure [JCPDS (36–1451)]. All
peaks in recorded range were identified.
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Figure 1. Typical XRD patterns of doped and undoped ZnO thin films

The XRD pattern clearly showed the polycrystalline nature of the ZnO, MZO and FZO films,
whose c-axis was preferentially oriented normal to the glass substrate. In other words, those
grains of undoped and doped films are mainly grown with c-axis vertical to the glass sub‐
strate. Hence, the multiple-coating or the piling up of each film was considered not to dis‐
turb the overall growth of the films with c-axis orientation. Therefore, the c-axis orientation
may be a common phenomenon in the ZnO film deposition by the chemical process using
organo-zinc compounds. Such preferred basal orientation is typically observed also in metal
doped ZnO films (Vijayan et al, 2008, a, b) (Chandramohan et al, 2010). Moreover, from the
recorded spectrums the minor diffraction peaks of (102) and (103) are approved of randomly
oriented of the ZnO film (Roy, at al., 2004). The crystallite size was estimated to be 80 nm for
undoped film, 26 nm for MZO and 20 nm for FZO films from the Debye Scherrer formula.
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Figure 1. Typical XRD patterns of doped and undoped ZnO thin films
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2.3. Morphological studies

Figures 2(a, b, c) shows the scanning electron micrograph (SEM) of ZnO, MZO and FZO
films deposited at room temperature. The SEM micrograph of MZO thin film show the uni‐
form polycrystalline surface of the film with a hexagonal morphology consistent with XRD
result of P63mc crystal-structure with an average grain size of 300 nm. They are found to be
single-crystalline in nature. It can be seen that, films grown at room temperature by varying
Mn and Fe concentration consist of slightly agglomerated particles with less voids in the
surface of the film with average grains 200 nm for undoped and 300 nm for doped ZnO
films (Fig. 2(b)). This result confirmed that Mn and Fe doped into ZnO lattice and in good
agreement line with XRD result.
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Figure 2. (a,b,c,) Typical SEM micrographs obtained for (a) undoped ZnO thin films and (b) Mn (2%), (c) Fe (2%) doped
thin films prepared by SILAR

3. Optical properties of undoped and Fe doped ZnO thin films

Figure 3 shows the transmittance spectrum of the MZO, FZO thin films grown on glass
substrate. ZnO is a non-stoichiometric oxide and is known to contain zinc-ion excess de‐
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fects based on the presence of either zinc interstitial or oxygen vacancies. The films have
excellent transmittance and very low absorption and reflectance. The optical band gap of
the FZO and MZO thin films has decreased on Fe and Mn doping, respectively. Assuming
doping levels are well below Mott’s critical density, the change in optical band gap can be
explained in terms of Burstein–Moss band gap widening and band gap narrowing due to
the electron–electron and electron–impurity scattering. At high doping concentrations, fer‐
mi level lifts into the conduction band. Due to filling of the conduction band, absorption
transitions occurs between valance band and fermi level in the conduction band instead of
valance band and bottom of the conduction band. This change in the absorption energy
levels  shifts  the absorption edge to  higher  energies  (blue shift)  and leads to  the energy
band broadening.  While on Mn and Fe doping into the ZnO matrix can explain the in‐
crease in shift in the band gap value indicating that either it may due to any charged de‐
fects or the charged defects formed had been neutralized by other defects. Hence, the blue
shift in the band gap value by Mn and Fe doping suggest an increase in the n-type carrier
concentration, most of the Fe ions must be incorporated as interstitial donors into the struc‐
ture rather than substitution of acceptors.

Figure 3. Optical transmittance of typical doped and undoped ZnO thin films

4. Magnetic properties of undoped and Mn, doped ZnO thin films

The ZnO thin films when studied using VSM show a Coercivity (Hci) 238.70G Under Field
at Ms/20 G, its Hci, Negative -230.81 G and Hci, Positive 246.60 G, respectively. The undop‐
ed sample had Magnetization (Ms) 3.0830E-3 mu/cm² and Retentivity (Mr) 368.68E-6
emu/cm² respectively. The field at ms/2 0G specifies the absence of any soft or hard magnet‐
ic property. The magnetization M-H curve (Figure 4) also shows a behaviour anaalogus to a
non magnetic material for undoped ZnO thin films. However the FZO and MZO sample
showed the characteristics of a ferromagnetic behaviour magnetic field, and the saturated
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magnetization (Ms) is 697.32E-6 emu/cm². It’s a well known fact that the magnetic properties
of dilute magnetic systems can be explained by bound magnetic polaron (BMP) model (Hu,
et al., 1992; Jiang, et al., 2003). According to this model an impurity site (donor or acceptor)
plays the role of a trap and captures the carrier (electrons or holes) to form a bound polaron.
These polarons are usually surrounded by the magnetic Mg ions. The polaron interaction
with magnetic Mg ions causes the alignment fully or partially to generate the magnetic
property of the system. Considering the morphology of the Metal doped ZnO films which
had Zn defects and Fe+/Mn+ in the ZnO:Mn film. The ferromagnetism observed in the film
can be explained by using the BMPs model. The magnetic exchange interaction between
ZnO and Fe+/Mn+ occupying the same space is aligned with Fe1+/Mn1+ spins, forming BMPs.
Thus, the sample can exhibit ferromagnetism. Similar behavior of room temperature ferro‐
magnetism is exhibited by Mn doped ZnO thin films grown by SILAR.

Figure 4. (a) The VSM spectra of undoped and Fe and Mn doped ZnO thin films grown by SILAR.

In summary, Polycrystalline, hexagonal ZnO, MZO and FZO thin films with (002) preferen‐
tial orientation have been deposited from aqueous solutions using a modified two-step
chemical bath deposition technique onto a glass substrate. The microstructure of the films
are studied and reported. The studies revealed the potential of this SILAR method in creat‐
ing and designing varieties of morphologies suitable for various applications. Optical ab‐
sorption indicated the shift in band gap to 3.21 and 3.22 eV respectively for FZO and MZO
films with respect to band gap of ZnO matrix and refractive index to be around 2.34 for FZO
films and the bandgap decreased to 3.22 eV for MZO films with a refractive index around
2.3. The transmittance became higher for both MZO and FZO films with increase in doping
concentration. In the doped ZnO films, the films were oriented more preferentially along the
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(002) direction, the grain size of the films decreased, the transmittance also became higher
and the electrical resistivities decreased. It is shown that doped ZnO thin films deposited
with a CBD technique can have high temperature ferromagnetic property and this transition
may be explained by the BMP model. Extensive characterizations on the structure, micro‐
structure optical and electrical properties have been made and the exotic choice available in
this simple method has paved way for the synthesis of many similar systems by our group
like Fe, Mg and Mn doped ZnO thin films and other TCO systems like CdO, etc. Also the
properties of these thin film nanocrystallites can be tailored to suit variety of applications
like, phosphors, display panels, thermal conduction and opto electronic devices. The techni‐
que is easy for automation and anticorrosive coatings can be coated employing doped ZnO
systems on to various mechanical spares. The potential of this technique is yet to be exploit‐
ed in full by the industrial community. The crystallite shape and size control is also feasible
in this excellent method.
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1. Introduction

1.1. Theoretical background

Almost metals are in contact with wet atmosphere or another aggressive medium such as
seawater. Therefore, the corrosion process always occurs on the metal surface. This is also a
challenge for scientists to control and reduce the enormous damages due to corrosion. The
term ‘corrosion’ refers to deterioration of materials due to the chemical reactions with the
environment. Corrosion is involved in the conversion of the surface of metals in contact with
corrosive medium into another insoluble compound. Corrosion is also defined as 'the unde‐
sirable deterioration' of a metal or an alloy i.e. an interaction of the metal with its environment
affecting the main properties of the metal. Corrosion protection is required for a long life and
economical use of equipment in technical processes [1, 2].

Corrosion preventing technology has many options, for instance cathodic protection, anodic
protection, use of corrosion inhibitors, forming the precipitates on the metal surface and acting
as passive layers, organic coatings etc. Among the methods to prevent corrosion of metals,
protection by conducting polymers has been investigated extensively in the recent years [3-18].
This  is  considered as  a  possible  alternative for  friendly-environment coating because an
electrochemical process could eliminate the use of toxic chemicals. There are many publica‐
tions related to conducting polymer in corrosion protection. Conducting polymer can de‐
crease the corrosion rate of many metals such as iron, mild steel, aluminium, magnesium and
others [19-25].

Conducting polymer has been investigated extensively for corrosion protection of metal. It is
observed that a conducting polymer film alone cannot protect an unnoble metal completely.
With a galvanic coupling experiment it could be shown that the polymethylthiophene film did

© 2013 Duc and Trung; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
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1. Introduction

1.1. Theoretical background
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seawater. Therefore, the corrosion process always occurs on the metal surface. This is also a
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not act as a redox mediator, passivating the steel substrate within the defect and reoxidising
itself by dissolved oxygen [26]. Polypyrrole could not provide anodic protection for iron [9,
27]. Conducting polymers like polyaniline, polypyrrole (PPy) etc. can improve the corrosion
protection of unnoble metals but it is impossible that the porous films protect the metal surface
completely. It is expected that protective properties of polypyrrole can be improved by dopant
anion [28].

Counter anions, the so-called dopant anions play an important role in the development of
physical properties and morphology. These actions of the anions could be:

• Electroneutralising: dopant anions neutralise the positive charges on the polymer backbone
during synthesis of conducting polymers.

• Changing the morphology: the size of the dopant anion can control the microstructure and
the porosity of the polymer film.

• Improving the conductivity: the interaction between the positive charges of polymer and
anions can influence the conductivity of the polymer films.

• Stabilising the polymer films.

• Compatibility with other polymeric matrices.

• Corrosion inhibition: small dopant anions can be released from the polymer coating when
the coating is reduced. If these anions have some inhibiting properties they can provide for
some additional protection.

1.2. Mechanism for corrosion protection by polypyrrole

Corrosion at metal surfaces is a severe industrial problem. A large amount of metal is wasted
by corrosion. It can cause tremendous economic damages. Minimising this corrosion can save
substantial money and prevent accidents due to equipment failure. Corrosion has and
continues to be the research object of scientists [1, 2].

Corrosion is an electrochemical process in nature. An anode (negative electrode), a cathode
(positive electrode), an electrolyte (environment), and a circuit connecting the anode and the
cathode are required for corrosion to occur. For simplicity, the corrosion process of iron in
aqueous environment is discussed as a typical example.

The general reaction that occurs at the anode is the dissolution of metal atoms as ions:

Fe = Fe2++ 2e

Electrons from the anode flow to the cathode area through the metallic circuit and force a
cathodic reaction (or reactions) to occur. Depending on the pH of the electrolyte, different
cathodic reactions can occur. In alkaline and neutral aerated solutions, the predominant
cathodic reaction is

O2+ 2H2O + 4e → 4OH-

In aerated acids, the cathodic reaction could be
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O2+ 4H++ 4e → 2H2O

In deaerated acids, the cathodic reaction usually occurs is

2H++ 2e → H2

The corrosion product formed on iron surface in the presence of oxygen is:

Fe2++ 2OH- → Fe(OH)2

This hydrous ferrous oxide (FeO.nH2O) or ferrous oxide Fe(OH)2 composes a diffusion barrier
layer on the surface. This layer is green to greenish black in colour. In the presence of oxygen Fe2+

is oxidised to Fe3+. Ordinary rust is the product of this step. The formal reaction equation is

4Fe(OH)2+ O2+ 2H2O = 4Fe(OH)3

Hydrous ferric oxide is orange to red-brown in colour. It exists as nonmagnetic Fe2O3 (hematite)
or as magnetic Fe2O3. Fe3O4.nH2O often forms a black intermediate layer between hydrous
Fe2O3 and FeO. Hence, rust films can consist of up to three layers of iron oxides in different
states of oxidation [29].

Beck et al. suggested a model of corrosion protection by PPy [25]. The initial fast corrosion was
a superposition of cathodic film reduction and anodic oxidation. Cathodic process was the
driving process. The second step was caused of nucleophilic molecules dissolved in the solid.
Both processes were of pseudo-first-order.

Jude O. Iroh et al. suggested a corrosion protection mechanism of iron by PPy on the basis of
EIS results [10]. The double bonds and the polar –NH group in the ring caused the strong
adsorption of PPy and improved corrosion protection. PPy coating was acting as diffusion
barrier and was inhibiting charge transfer.

Su and Iroh reported a large shift of the corrosion potential (Ecorr) nearly 600 mV for PPy(oxa‐
late) on steel compared to bare steel [10]. Reut et al. also recorded this shift of corrosion poten‐
tial. The different shifts of Ecorr could be explained by the different pretreatment of the substrate
[30]. It was concluded from these results that PPy produced the significant ennobling of steel.

But controversial results were published by Krstajic et al. [9]. It was found that PPy(oxalate)
did not provide anodic protection of mild steel in 0.1 M H2SO4. PPy was undoped in a short
time. The dissolution of the steel continued in the pores of the coating. The mechanism of
corrosion protection of steel by PPy is not yet fully understood and it is likely to change with
the corrosion conditions [30].

PPy film doped with inhibitor anions such as molybdate were synthesised on mild steel in a
one-step process. Corrosion tests indicated a significant improvement of the protective
performance of PPy film. PPy coatings even prevented corrosion in defect of the coating. Now
the corrosion protection mechanism of PPy with small defect on mild steel will be discussed.

A defect on PPy coating deposited on mild steel substrate may be produced either because of
manufacturing or due to damage. When this occurs, bare mild steel is exposed to the corrosive
atmosphere. The oxidation of substrate occurs. The following corrosion or anodic reaction
takes place at the bottom of the defect:
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2+Fe = Fe +2e (1)

The open circuit potential of the coated sample drops down to the corrosion potential of iron
if the sample is immersed in NaCl (see Figure 11).

The electrons produced in (1) are consumed in cathodic reactions as followed:

-
2 2O + 2H O + 4e = 4OH (2)

( ) n-
OX REDPPy DOP  + ne = PPy + DOP (3)

Where PPyOX, PPyRED are the oxidised and reduced states of polypyrrole, respectively. DOPn-

is a dopant anion.

The PPy film is reduced (reaction 3) as a result of the galvanically coupling to metal substrate.
Reaction (2) takes place within the defect as well as on PPy film if Ppy is conductive and can
mediate the electron transfer [31, 32].

Figure 1. Model for the mechanism of corrosion protection of PPy proposed by Plieth et al. [34-36].

The dopant anions DOPn- form insoluble salts or complexes [FexOy(DOP)] with iron ions and
can prevent further corrosion. In other words, the defect is repaired by the inhibitor anions
produced during the reduction of PPy film.

Based on the model of Kinlen [33], the proposed mechanism of corrosion protection of PPy is
developed as in figure 1 [34-36]. However, from the results of the OCP and EIS measurement
re-oxidation of conducting polymer by of oxygen could not be found.
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In most studies on the corrosion protection of mild steel by PPy, the role of the dopant anion
as corrosion inhibitor has been investigated somewhere. The use of large anions such as
polystyrensulfonate, dodecyl sulphate could improve the corrosion protection of the PPy film
by preventing the penetration of chloride [20, 21]. Corrosion is not inhibited if the coating has
small defects. The defect is protected only if inhibitor anions can diffuse to the defect. Thus,
the mobility of dopant anions is one of the important parameters. The release of dopant anions
from the polypyrrole film is the first step of corrosion inhibition. Further studies presented in
this chapter are necessary to understand the role of dopants in PPy film for corrosion protec‐
tion. In addition, the organic coatings (such as epoxy) containing nanocomposites based on
suitable anion doped PPy seems to be an useful solution for application to replace the toxic
cromate paitings. Therrefore, in this chapter the corrosion protection of mild steel of epoxy
coatings using doped PPy nanocomposites is also presented.

2. Experimental and analytical methods

2.1. Chemicals

Pyrrole monomers (Aldrich, 98-99%), LiClO4 (Fluka, P.A), (C4H9)4NBr (Merck, P.A),
Na2MoO4 (Aldrich), Na2MoO4 (Acros) and NaCl (J.T.Baker, P.A). Clay obtained from Di Linh
mine, Vietnam, was refined by suspension method and then was sodized. Epoxy resin was
received from Dow (D.E.R 324); hardener DETA (Diethylentriamin) was also perchased from
Dow (USA) with amount of 10%.

2.2. Equipment

The following equipment was employed:

* EG&G-263A Model potentiostat/galvanostat.

* IM6 and Zenium impedance measurement system of ZAHNER-Elektrik. The ZAHNER
simulation software was integrated in this system. The frequency range used was 100 kHz –
0.1 Hz.

* The network analyser Advantest R3753BH was connected to the EG&G-263A Model
potentiostat/galvanostat to measure the impedance of the quartz electrode in EQCM.

* SEM pictures were obtained with Zeiss DSM 982 Gemini microscope (Carl Zeiss, Germany).

* Raman Spectrometer Series 1000 – Renishaw.

2.3. Cell of measurements

2.3.1. Cell for electropolymerisation

The cell consisted of two parts which can be screwed together by Teflon screws. The working
electrode (WE) was placed between of them. A silicon ring was used for sealing. The surface
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of the WE was 0.64 cm2. The Pt sheet counter electrode (CE) was placed in a narrow slot. The
distance between anode and cathode was 2.5 cm. The reference electrode was connected with
the working electrode through a salt bridge.

2.3.2. Cell for EIS measurement

The EIS cell consisted of two parts which could be fixed to each other with four metal screws
at the corners. The working electrode was placed between these parts. A silicon gasket defined
the immersion surface of working electrode (0.125 cm2). A glass container was placed on the
upper part to hold the electrolyte. Pt net was the counter electrode.

2.4. Pretreatments of substrates

The substrates were pretreated as below:

• Mild steel (20 x 20 mm2): Polishing with emery paper No 600; rinsing in ethanol in an
ultrasonic bath for about 15 minutes; then drying in an N2 stream.

• Passive film on mild steel (20 x 20 mm2): Treating as described above; immersion in 0.1 M
Na2MoO4 for 60 minutes, 300C; potentiostatic passivation at 0.5 VSCE for 1 hour; rinsing in
distilled water and drying in an N2 stream.

2.5. Condition for electrochemical polymerisation of polypyrrole

The PPy films were generated galvanostatically on the pretreated mild steel surface at a current
density of 1.5 mA.cm-2 in an aqueous solution of 0.1 M pyrrole (from Aldrich 98%, keep at 4oC
and distil in argon atmosphere before using) and 0.01 M sodium molybdate (pH=4.8). After
forming, the sample was rinsed in distilled water and dried in nitrogen atmosphere. The film
thickness was about 1–1.2 μm. For investigation of the release behaviour of molybdate anion
during the reduction of PPy, the films were electrodeposited on Pt.

2.6. Condition for chemical preparation of molybdate anions doped polypyrrole/
montmorillonite nanocomposites PPy(MoO4)/MMT

Nanomposites were prepared following a procedure described in Ref. [37, 38]. Firstly, a
dispersion was prepared by mixing (for 30 min.) of 3.0 g Na+-MMT, 0.87 g dopant and 1.0 mL
pyrrole monomers in distilled water. Then 3.94 g (NH4)2S2O8 was added to the dispersion
during stirring. The colour of the mixture was changed from grey to black. After 2 hours of
stirring, the solid product was cleaned by distilled water, filtered and dried at 40-500C for 6
hours under low pressure.

2.7. Preparation of epoxy coatings

Epoxy coatings containing molybdate anions doped PPy/montmorillonite nanocomposites
PPy(MoO4)/MMT were prepared by spray. The thickness of the coatings are 50-60μm. The
amounts of PPy(MoO4)/MMT in the coatings are 2; 3; 4% (by weight).
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2.8. Electrochemical impedance spectroscopy and its interpretation

Electrochemical Impedance Spectroscopy (EIS) primarily characterises a conducting polymer

system in terms of electrical properties. The electrochemical behaviour of the polymer film is

substituted by an equivalent circuit. The typical Bode plot and the equivalent circuit of a Ppy

film are shown in Figure 2 and in Figure 3, respectively.

Figure 2. Bode of PPy film: Impedance (solid line) and phase angle (dot line)

Figure 3. Equivalent circuit for fitting the impedance spectrum of PPy films [34-36].

The obtained impedance spectra of the polymer film can be divided in three regions:

• Region I (high frequency > 1 kHz): characterises the behaviour of the electrolyte. Phase angle

is nearly zero (dotted line in Figure 2). The resistance of the electrolyte is described by Re

in the equivalent circuit (Figure 3).
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• Region II (middle frequency): shows the properties of the polymer film. The PPy film behaves
as dielectricum with a capacitive impedance. The behaviour is simulated by a capacitance
CPM parallel to the resistance of the polymer film RPM.

• Region III (low frequency): represents the interface polymer/substrate. Cdl and Rct are the
capacitance of double layer and the charge transfer resistance of the interface, respectively.

The experimental EIS data could be modelled by the equivalent circuit in Figure 3 using the
fitting procedure of Zahner software.

3. Results and discussions

3.1. Molybdate anions doped polypyrrole films for corrosion protection

3.1.1. Electropolymerisation of pyrrole on mild steel

Electrochemical polymerisation of pyrrole on metals such as Fe, Zn, Al, and Mg is prevented
by the oxidation of these metals because the oxidation potentials are lower than that of pyrrole.
The dissolution of metals is so large that the PPy film has no adhesion to the substrate. This
problem can be overcome by many methods [39], one of them is the proper selection of the
electrolyte.

The role of molybdate as an inhibitor stored in the PPy film as well as the use of the PPy to
protect mild steel from corrosion is discussed in the part of theoretical background.

3.1.2. Behaviour of mild steel in molybdate solution

Figure 4 shows the open circuit potential (OCP) vs. time curves of the mild steel electrode
immersed in aerated and deaerated aqueous solution of 0.01 M Na2MoO4.

As seen in Figure 4, in both cases, the OCP shifts rapidly to positive potentials towards the
passive region of mild steel. This potential rise can be ascribed to the reaction between
molybdate anions and mild steel as soon as the electrode is immersed into the solution. The
insoluble product can block the surface and make the surface potential more positive. This
effect can be seen in deaerated medium. In the presence of oxygen, however, the OCP shift is
faster and achieves larger positive potentials.

In other words, MoO4
2- compound acts as an oxidant and passivates the surface of mild steel
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The polymerisation starts at a constant current of 1.5 mA.cm-2 for which the potential increases
rapidly and then decreases slowly. After 100 seconds, the potential is stabilised at about 0.9
VSCE which corresponds to the oxidation potential of pyrrole.

This behaviour indicates that the dissolution of mild steel is prevented. Pyrrole can be oxidised
on mild steel. However, the oxidation potential of pyrrole is higher than normal. The reasons
may be: i) the barrier effect of the passivating layer of molybdate on the surface ii) the lower
conductivity of the electrolyte.

It should be noted that the polymerisation in presence of molybdate on mild steel occurs
without an induction period. This is in contrast to other procedures which have been reported
[20, 42, 43]. The electropolymerisation of pyrrole in oxalate aqueous solution is a typical
example to elucidate the role of molybdate in the polymerisation. An induction time is present
during the polymerisation as shown in Figure 6.

Figure 6. Potential – time curve for the electrodeposition of PPy on Pt(1) and on mild steel (2) from 0.1 M H2C2O4; 0.1
M pyrrole, at 1 mA.cm-2

Obviously, the surface of mild steel needs nearly 200 seconds to be passivated in oxalic acid
(H2C2O4). The induction time is attributed to the active dissolution of mild steel. This active
range is assigned at the negative potential. Next, the formation of Fe-oxalate results in the
potential shift towards positive potentials high enough for oxidation of pyrrole. Finally, the
positive potential levels off until the end of polymerisation. The behaviour is different from
that of the electropolymerisation on Pt. Pyrrole can be oxidised immediately on Pt after
applying the current through the cell.
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3.1.4. Characterisation of PPy(MoO4)/mild steel film

3.1.4.1. Film morphology

Figure 7 shows SEM micrographs of PPy films doped with MoO4
2- on mild steel (left) and on

Pt (right). The total consumed charge for deposition was about 0.9 C cm-2. The films formed
on mild steel are homogenous, compact, but thinner than on Pt. The typical cauliflower
structure of PPy films on mild steel is observed.

Figure 7. SEM pictures of PPy(MoO4) on mild steel (left) and on Pt (right)

3.1.4.2. Thickness of PPy films on mild steel

A PPy film was formed on mild steel at the condition mentioned above, and then covered by
conducting resin. A cross-section of the sample was made by cutting and polishing with 1200
emery paper. SEM and Energy Dispersive X-ray (EDX) measurements were carried out to
determine the thickness of the PPy film.

As seen in Figure 8, three parts can be distinguished clearly. The Ppy film is determined in the
middle part. The thickness of the Ppy film was estimated to about 1.2 μm, the charge consumed
was 0.9 C cm-2. The result is reproducible.
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It has been known that total charge for electropolymerisation of pyrrole is about 0.4 C cm-2μ-1

on inert electrodes such as platinum. The value obtained in the current experiment is 0.75 C
μ-1cm-2. The reason of this difference may be: a part of charge is used for the passivation of
mild steel with molybdate.

3.1.4.3. XPS analysis

XPS spectra for molybdate in PPy(MoO4) on mild steel presented in [44] showed the XPS
surface analysis of the PPy(MoO4) on mild steel. PPy was electrodeposited under similar
conditions mentioned above.

The complex spectra of Mo 3d peaks correspond to the chemical states. The peaks are assigned:
Mo13d5 (231 eV), Mo13d3 (233 eV), Mo23d5 (234.5 eV) and Mo23d3 (236 eV) [45]. The XPS spectra
are supposed that molybdate should be in two compounds: [MoO4]2- (62%) and [Mo7O24]6-

(38%). Both types of molybdate are doped in PPy.

One should take into account the fact that molybdate exist in different forms depending on
the pH of solution [46]. This relation can be presented:

MoO4
2-⇔ Mo7O24

6-⇔ Mo8O26
4-⇔  Mo36O112

8-⇔ MoO3⋅2H2O
pH=6.5 – 4.5 pH=2.9 pH<2 pH= 0.9

In this condition of electropolymerisation (pH about 4.8), the presence of [MoO4]2- and
[Mo7O24]6- in polymer film is obvious.

3.1.5. Anion release from Ppy(MoO4)/mild steel

Electrochemical behaviour of PPy on mild steel was characterised by EIS combined with cyclic
voltammetry. Figure 9 shows the change of the resistance RPM and the capacitance CPM of
PPy(MoO4)/mild steel with the potential.

In the potential range from 0.6 V - 0.2 VSCE, the PPy film is conductive; RPM is small (about 20
Ω). Following the negative scan, RPM increases gradually. The reduction of the PPy film begins
at 0.2 VSCE. The behaviour is reversible (see reverse scan) i.e. RPM decreases nearly to the original
value. The PPy(MoO4) film is now in the oxidised state.

The change of the film capacitance CPM is inversely proportional to that of RPM. It decreases in
the negative scan and increases in the positive scan gradually. It is observed, however, that
the film capacitance does not return to the original value. The explanation for this phenomenon
is that the transport of solvent (water) accompanies by the anion exchange. It leads to the
conformation changes of the conducting polymer.

Hence, it can be concluded that:

• PPy(MoO4) can be synthesised electrochemically on active metals like mild steel, in a one-
step process. The dissolution of mild steel can be prevented with molybdate. The film is
homogenous and adhesive on mild steel.
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• PPy(MoO4) film formed on mild steel has the same redox property as on Pt. During
reduction in (Bu)4NBr solution the decrease of film capacitance is observed. It means that
molybdate releases from the film.

• There is no evidence of film decomposition. Corrosion test of PPy(MoO4) on mild steel

3.1.6. Polarisation curves

The protective effect of PPy(MoO4) film on mild steel was examined in aerated 0.1 M NaCl.
The corrosion potential Ecorr and corrosion current density icorr was determined by extrapolation
of anodic and cathodic Tafel lines.

Figure 10 indicates that Ecorr shifts towards positive potentials (about 500 mV) and icorr decreases
about one order in magnitude as compared to the bare mild steel electrode. The polymer film
can prevent the metal surface from corrosion. The inhibiting efficiency E of PPy(MoO4) is
obtained by equation:

E =
i o − i

i o %

Where io, i denote the corrosion current of bare mild steel and PPy(MoO4)/mild steel, respec‐
tively. The inhibiting efficiency E is about 98% for PPy(MoO4) on mild steel.

3.1.7. OCP measurement

The corrosion behaviour of mild steel covered by PPy(MoO4) films was investigated by OCP-
time measurements. The samples were immersed in a 0.1 M NaCl solution as corrosive
medium and the OCP was recorded versus time. The protection time is characterised by the

Figure 9. Change of RPM and CPM during reduction of PPy(MoO4)/mild steel in 0.1 M (Bu)4NBr, N2, Dotted line is the CV
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time during which the OCP of the covered electrode remains in the passive state of mild steel
before it drops down to the corrosion potential of unprotected mild steel.

The OCP-time curve of PPy(MoO4) coated on mild steel in NaCl is presented in Figure 11. The
OCP is initially positive at about 0.35 VSCE which corresponds to redox potential of PPy. The
mild steel electrode maintains in its passive state for about 7 hours. Then, the potential sharply
decreases to a second plateau at about -0.2 VSCE and is stable there for about 5 hours. In this
plateau, chloride anions have reached the metal surface through the pores of PPy film. The
anodic reaction can take place and the polymer is reduced partially. This reduction causes the
molybdate anion release which is needed to slow down the corrosion rate. This may be a reason
why OCP is stable at plateau 2. The release of molybdate from the PPy film in this second
plateau was confirmed by EIS measurement shown in Figure 12. The reduction of PPy film
causes the increase of the film resistance (marked by an arrow) and the release of molybdate
causes the decrease of the film capacitance.

Finally, OCP decreases towards the corrosion potential of the mild steel because of the large
concentration of chloride in the polymer/mild steel interface, PPy cannot protect mild steel any
longer.

This second plateau is only observed if the dopant anions of the conducting polymer have
some ability to inhibit the corrosion reaction of mild steel [9, 20]. If the anions cannot give this
protection, the second plateau is missing and the potential falls down to the corrosion potential
of mild steel at the end of the first plateau [47].

PPy(MoO4) has shown the protective ability for mild steel. The corrosion potential is kept at
the second plateau where mild steel is in a passive state.

Figure 10. Potentiodynamic curve of PPy(MoO4)/mild steel film (1) and bare mild steel (2) in 0.1 M NaCl, 1 mV.s-1
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3.1.8. The role of molybdate passive layers in corrosion protection

It is clear that a passive layer of molybdate is formed on mild steel during the electropoly‐
merisation process. This layer can reduce the oxidation of mild steel and facilitates the
polymerisation of pyrrole. In order to clarify the role of molybdate in this passive layer in
corrosion protection, a PPy film with the non-inhibitive anions ClO4

- was electrodeposited on

Figure 11. OCP-time curve of PPy(MoO4)/mild steel (thickness of 1.5 μm) in 0.1 M NaCl

Figure 12. EIS spectra of the PPy(MoO4) film in the second plateau of the OCP in 0.1 M NaCl solution. Impedance
(solid line) and phase angle (dotted line)
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mild steel electrode maintains in its passive state for about 7 hours. Then, the potential sharply
decreases to a second plateau at about -0.2 VSCE and is stable there for about 5 hours. In this
plateau, chloride anions have reached the metal surface through the pores of PPy film. The
anodic reaction can take place and the polymer is reduced partially. This reduction causes the
molybdate anion release which is needed to slow down the corrosion rate. This may be a reason
why OCP is stable at plateau 2. The release of molybdate from the PPy film in this second
plateau was confirmed by EIS measurement shown in Figure 12. The reduction of PPy film
causes the increase of the film resistance (marked by an arrow) and the release of molybdate
causes the decrease of the film capacitance.

Finally, OCP decreases towards the corrosion potential of the mild steel because of the large
concentration of chloride in the polymer/mild steel interface, PPy cannot protect mild steel any
longer.

This second plateau is only observed if the dopant anions of the conducting polymer have
some ability to inhibit the corrosion reaction of mild steel [9, 20]. If the anions cannot give this
protection, the second plateau is missing and the potential falls down to the corrosion potential
of mild steel at the end of the first plateau [47].

PPy(MoO4) has shown the protective ability for mild steel. The corrosion potential is kept at
the second plateau where mild steel is in a passive state.

Figure 10. Potentiodynamic curve of PPy(MoO4)/mild steel film (1) and bare mild steel (2) in 0.1 M NaCl, 1 mV.s-1
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3.1.8. The role of molybdate passive layers in corrosion protection

It is clear that a passive layer of molybdate is formed on mild steel during the electropoly‐
merisation process. This layer can reduce the oxidation of mild steel and facilitates the
polymerisation of pyrrole. In order to clarify the role of molybdate in this passive layer in
corrosion protection, a PPy film with the non-inhibitive anions ClO4

- was electrodeposited on

Figure 11. OCP-time curve of PPy(MoO4)/mild steel (thickness of 1.5 μm) in 0.1 M NaCl

Figure 12. EIS spectra of the PPy(MoO4) film in the second plateau of the OCP in 0.1 M NaCl solution. Impedance
(solid line) and phase angle (dotted line)
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mild steel passivated with molybdate. The corrosion test was carried out in 0.1 M NaCl
solution.

A mild steel electrode was passivated in molybdate solution with the following procedure:
immersion in 0.1 M Na2MoO4 for 60 minutes, 30oC; potentiostatic passivation at 0.5 VSCE for 1
hour; rinsing in distilled water and drying under N2 stream [48]. The PPy(ClO4) film was
electrodeposited under these conditions: 0.1 M LiClO4, 0.1 M pyrrole monomer, i = 1 mA cm-2.
The OCP of PPy(ClO4) was recorded in 0.1 M NaCl.

Figure 13 shows the OCP-time curve of PPy(ClO4)/passive layer/mild steel in 0.1 M NaCl. At
the beginning, the OCP is still in the passive range of mild steel. PPy(ClO4) can protect the
substrate from corrosion. Nevertheless, this protection only remains for a short time (about
100 seconds). The penetration of chloride through the film is very fast and breaks down the
passive film of molybdate formed in the pretreatment procedure. The OCP decreases sharply
to the active potential range.

Figure 13. OCP-time vurve of PPy(ClO4)/passive layer/mild steel in 0.1 M NaCl

This OCP measurement indicates that the passive film of molybdate on the mild steel cannot
prevent the penetration of chloride and cannot reduce the corrosion rate. Molybdate in a
passive layer under the polymer film does not play any role for corrosion protection.

3.1.9. The possibility of self-healing with PPy(MoO4) film on mild steel

The self-healing action of PPy(MoO4) film was investigated. On a fresh PPy(MoO4)/mild steel
film, a small defect (about 0.04 mm2) was made with a needle. OCP–time curve was recorded
in aerated 0.1 M NaCl as seen in Figure 14.

Materials Science - Advanced Topics158

After immersion, the potential decreases immediately and then levels off at a potential of about
-0.1 V for 4 hours. This observation could be explained as follows: the dissolution of mild steel
at defect occurs immediately after the PPy film contacts with the corrosive environment.
Because of the galvanical connection with mild steel, PPy will be reduced to compensate the
redox process. This reduction is a driving-force for molybdate anions to be released from the
PPy near the defect. A passive compound FexMoyOz is produced and it acts as inhibitor in the
defect. It results in the maintenance of the potential for a certain time. The fluctuation of the
OCP, numerous small spikes of potential are observed, is explained as the breakdown of the
passive film by chloride and the re-passivation by MoO4

2- in the defects. A small defect of the
PPy film is protected from corrosion by the PPy(MoO4) film.

Figure 14. OCP of PPy(MoO4)/mild steel with a defect (about 0.04 mm2) in aerated 0.1 M NaCl

The same experiment was carried out with a PPy film doped with PF6
- as non-inhibitive anion.

After passivating with molybdate, a mild steel electrode was covered with PPy in 0.1 M
(Bu)4NPF6, 0.1 M pyrrole in dichloromethane at 1.5 mA cm-2. A small defect was made with a
needle (0.04 mm2) on the fresh film. As corrosive medium 0.1 M NaCl was also used.

The polarisation curves shown in Figure 15 are obtained on two PPy films with different dopant
anions, namely PF6

- (curve 1) and molybdate (curve 2). Although there is a molybdate passive
layer, the corrosion potential of PPy(PF6) is still in the active range at the beginning of the
experiment. No shift of the corrosion potential is observed here. This behaviour shows that the
defect is attacked continuously by chloride. PPy(PF6) film cannot protect and repair this defect.

On the contrary, a positive shift of the corrosion potential and the decrease of the corrosion
current are observed on PPy(MoO4)/mild steel (curve 2). The defect is passivated for 4 hours.
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layer, the corrosion potential of PPy(PF6) is still in the active range at the beginning of the
experiment. No shift of the corrosion potential is observed here. This behaviour shows that the
defect is attacked continuously by chloride. PPy(PF6) film cannot protect and repair this defect.
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current are observed on PPy(MoO4)/mild steel (curve 2). The defect is passivated for 4 hours.
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The corrosion potential remains in the passive range. The corrosion current for PPy(MoO4) is
nearly two orders of magnitude smaller than that of PPy(PF6).

These results show that molybdate within a polymer plays an important role in self-healing
of a defect. Passive layers containing molybdate on mild steel can reduce the dissolution of the
active metal during the polymerisation but cannot act as corrosion inhibitor. The self-healing
action for mild steel only takes place on PPy films doped with corrosion inhibitors such as
molybdate.

3.1.10. Delamination

The corrosion process of PPy(MoO4) on mild steel was investigated with the Scanning
Kelvinprobe (SKP). The experimental set-up and the SKP measurements were made in MPI
(Max-Planck Institute for Iron, Dusseldorf - Germany). The artificial defect was prepared on
a part of PPy film shown in Figure 16.

The used SKP tip had a diameter of 100μm. Top-coat was polyacryl resin (BASF) applied on
the film in order to avoid the difficulties resulting from the folding of the film during the
delamination experiment. The humid atmosphere (93 – 95%) was controlled during the
experiment.

PPy was formed on mild steel under the following conditions: 0.1 M pyrrole + 0.01 M molyb‐
date aqueous electrolyte; current density 1.5 mA cm-2. The SKP measurements were obtained
in 0.1 M KCl solution. SKP experiment of PPy(MoO4)/mild steel in 0.1 M KCl presented in [34]

Figure 15. Fe/molybdate passive layer/PPy (PF6), i=1.5 mA.cm-2, in dichloromethane, about 1.5 μm; (2): Fe/PPy(MoO4),
ca. 1.5 μm, after dipping 4 hours
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showed the profile of corrosion potential Ecorr as function of the distance defect border for
different times after contact of the defect with electrolyte. The features must be mentioned: (i)
the region next to the defect where Ecorr is similar corrosion potential of bare mild steel (-0.45
VSHE). (ii) a region of abrupt increase low to high values of Ecorr. This region shifts from left to
right i.e. away from border with increasing time; (iii) a region where the adhesion is not yet
lost [49].

It can be seen that the delamination of PPy film is very fast in KCl (about 1600 μm for 2 hours).
The corrosion potential of the delaminated area remains in the active range potential of
corroding iron (about 0.45 VSHE). The passivation of the defect does not take place.

Because of their size, cations K+ can move into the PPy film easier than the release of molybdate
from the film during delamination process. The transport of anions in electrochemical
experiment is only few micron while the delamination over hundreds micron, that leads to the
predominately cation incorporation into the film for charge compensation. The amount of
molybdate is not enough to passivate the large defect.

The delamination of PPy(MoO4) film on mild steel investigated further in 0.1 M (Bu)4NCl
solution is shown in Figure 17. The delamination is much slower than that in small cation
solution. Now the delamination front reaches 1600μm after 33 hours instead of 2 hours in KCl
solution. The reduction of PPy at the defect is slowed down. Obviously, the size of cation in
electrolyte had effects on the delamination process. The incorporation of cation N(Bu)4

+ is
hindered because of their size. The release of molybdate anions is predominant.

Figure 16. Preparation of iron electrode coated by PPy(MoO4) folm for SKP experiment [34]
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Because of their size, cations K+ can move into the PPy film easier than the release of molybdate
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The release of molybdate in delamination process is confirmed by the XPS experiment of
PPy(MoO4)/mild steel in 0.1 M (Bu)4NCl [34]. After delamination, the PPy film was peeled
off and molybdate was detected by XPS in the film. No signals of molybdate were found,
only iron was seen in the spectra. The presence of iron may come from the corrosion process.
The  molybdate  has  moved  to  the  defect  during  the  corrosion  process.  The  same  SKP
experiment was repeated and the amount of  molybdate within the PPy film was meas‐
ured by XPS at the defect and at the interface polymer/metal.  The result is presented in
Figure 18.

It can be seen that there is a difference of the amount of molybdate at the defect and at the
interface polymer/substrate. At the defect, molybdate anions are expelled from the polymer
due to the reduction of PPy when the defect is connected with the substrate galvanically. The
amount of molybdate is consumed to form the passive layer and to suppress the cathodic
delamination. Nevertheless, the PPy film is still in the oxidised state in the undelaminated
region of PPy (point 2, Figure 18). Molybdate anions still remain in the PPy film. This is the
reason why the quantity of molybdate in the PPy film at the defect is smaller than at the
interface where the PPy protects the metal.

Figure 17. XPS measurement of PPy(MoO4) on mild steel after delamination in 0.1 M (Bu)4NCl [44]
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3.1.11. Raman spectroscopy of PPy(MoO4)

During the corrosion process, PPy will be reduced because a galvanic cell is established
between PPy and mild steel. Raman spectroscopy was used to characterise the state of PPy,
oxidised or reduced.

PPy(MoO4)/mild steel was prepared in aqueous solution of 0.1 M pyrrole + 0.01 M molybdate
at 1.5 mA cm-2. Three states of PPy (fully oxidised, partially reduced and totally reduced) were
determined through the OCP obtained by dipping samples in 0.1 M NaCl. Raman spectra of
these samples are shown in Figure 19.

Several bands are representative for the oxidised state. The band 1600 cm-1 belongs to the inter-
ring (C=C) of oxidized PPy (0.1 V). It shifts towards low wavenumbers in more negative
potential (1597 cm-1 at –0.4 V and 1594 cm-1 at –0.6 V). The bands 1052 cm-1, 1083 cm-1 are
assigned to the C-H in plane deformation [50, 51]. They are also shifted to lower wavenumbers
during the corrosion process. The Raman peaks of the dopant anion shift from 931 cm-1 to 920
cm-1 in the reduced state [52]. The PPy(MoO4)/mild steel film is in the oxidised state while it
protects mild steel substrate and is progressively changed to the reduced state during the
protection progress.

The properties of PPy(MoO4) can be summarised:

• PPy(MoO4) films covered on mild steel have the effect of corrosion inhibition. The Ecorr is in
the passive range of potential in chloride solution. The potential shift is nearly 500 mVSCE

compared to bare mild steel. At the same time, icorr decreases one order of magnitude when

Figure 18. Quality of molybdate in the PPy film at the defect (1) and at the interface polymer/substrate (2) after de‐
lamination in 0.1 M (Bu)4NCl [44]
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PPy(MoO4) covers on mild steel. The protective efficiency is fairly high (about 98%),
indicating a good property of PPy(MoO4) in corrosion protection for mild steel.

• The self-healing effect of PPy(MoO4) film can be observed by OCP measurement. In contrast,
PPy(PF6) cannot prevent corrosion of mild steel even with no defect. Molybdate in corrosion
protection of mild steel is acting as anodic inhibitor.

• The release of the molybdate is necessary for self-healing of defect by PPy. The reduction of
the PPy film during the corrosion process is the driving-force to release inhibitor anions.
Raman experiments show that PPy changes from the oxidised state to the reduced state
during the corrosion process. This observation is reported elsewhere [50, 53]. XPS results
confirm this observation.

• The EQCM and EIS results in aqueous solution indicate that the reduction of PPy(MoO4) is
accompanied by a mixed anion/cation transport and by water uptake. However, it is possible
to show that the medium size molybdate anion can be released from the film to improve the
protective properties of PPy film deposited on mild steel.

• The Scanning Kelvinprobe experiments of PPy(MoO4) film show that the release of molyb‐
date can be found when the film is reduced in a large size cation solution. The delamination
can be stopped. On the contrary, the delamination of PPy(MoO4) film is fast in a small cation
solution. The incorporation of cations is predominant. Therefore, the delamination cannot
be hindered [34].

• The release behaviour of molybdate from the PPy film depends much on the size and
mobility of cations in the electrolyte.

Figure 19. Raman spectra of PPy in different states: (1): complete oxidation (after formation), (2): partial reduction
and (3): complete reduction
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3.2. Epoxy coatings containing molybdate anions doped polypyrrole/montmorillonite
nanocomposites

3.2.1. SEM images

Figure 20 shows SEM micrographs of PPy (a), MMT (b) and PPy(MoO4)/MMT nanocomposite
(c). As shown in Figure 20, PPy is black powder (Figure 20a) and MMT consists of platelet
particles accumulating each other and as crystals (Figure 20b). Compared with MMT (Figure
20b), the hackly surface of PPy(MoO4)/MMT nanocomposite can be seen due to the deposition
of the PPy onto the layer surface of MMT (Figure 20c). At high magnification, it is easier to see
the flaky structure of MMT (Figure 20c). One can observe (as shown in Figure 20c at the tip of
the arrow) the antenna-like PPy ‘‘stretching out’’ from the layer surface of MMT.
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Figure 20. SEM images of PPy (a), MMT (b) and PPy/MMT nanocomposite (c)

3.2.2. XRD patterns

The XRD patterns of the materials before and after polymerization are shown in Figure 21. At
first, Na+-MMT was mechanically stirred for 30 min as reference. However, there are no
changes in the XRD patterns of MMT before and after stirring. Therefore, the stirring does not
affect the crystallinity of the MMT itself. The diffraction peak of Na+-MMT was observed at
2θ = 7.0°, therefore, the basal spacing of Na+-MMT was 1.22 nm (Fig. 21a). The intercalation of
pyrrole monomers and dopant into MMT is shown in Figure 21b. The basal spacing increased
from 1.22 nm to 1.58 nm (2θ = 5.8°), indicating the expansion of the interlayer space (d-
expansion) by 0.36 nm; and the successful intercalation by the mechanical intercalation
method. The diffraction peaks of the products after polymerization were shifted to a higher
angle than those before polymerization as shown in Figure 21c, indicating the synthesis of PPy
in the clay layers. As a result, the the basal spacing of monomer-absorbed MMT changed from
1.58 nm to 1.42 nm (2θ = 6.0°). They are in the agreement with other publications [54].
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solution. The incorporation of cations is predominant. Therefore, the delamination cannot
be hindered [34].

• The release behaviour of molybdate from the PPy film depends much on the size and
mobility of cations in the electrolyte.

Figure 19. Raman spectra of PPy in different states: (1): complete oxidation (after formation), (2): partial reduction
and (3): complete reduction
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3.2. Epoxy coatings containing molybdate anions doped polypyrrole/montmorillonite
nanocomposites

3.2.1. SEM images

Figure 20 shows SEM micrographs of PPy (a), MMT (b) and PPy(MoO4)/MMT nanocomposite
(c). As shown in Figure 20, PPy is black powder (Figure 20a) and MMT consists of platelet
particles accumulating each other and as crystals (Figure 20b). Compared with MMT (Figure
20b), the hackly surface of PPy(MoO4)/MMT nanocomposite can be seen due to the deposition
of the PPy onto the layer surface of MMT (Figure 20c). At high magnification, it is easier to see
the flaky structure of MMT (Figure 20c). One can observe (as shown in Figure 20c at the tip of
the arrow) the antenna-like PPy ‘‘stretching out’’ from the layer surface of MMT.
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Figure 20. SEM images of PPy (a), MMT (b) and PPy/MMT nanocomposite (c)

3.2.2. XRD patterns

The XRD patterns of the materials before and after polymerization are shown in Figure 21. At
first, Na+-MMT was mechanically stirred for 30 min as reference. However, there are no
changes in the XRD patterns of MMT before and after stirring. Therefore, the stirring does not
affect the crystallinity of the MMT itself. The diffraction peak of Na+-MMT was observed at
2θ = 7.0°, therefore, the basal spacing of Na+-MMT was 1.22 nm (Fig. 21a). The intercalation of
pyrrole monomers and dopant into MMT is shown in Figure 21b. The basal spacing increased
from 1.22 nm to 1.58 nm (2θ = 5.8°), indicating the expansion of the interlayer space (d-
expansion) by 0.36 nm; and the successful intercalation by the mechanical intercalation
method. The diffraction peaks of the products after polymerization were shifted to a higher
angle than those before polymerization as shown in Figure 21c, indicating the synthesis of PPy
in the clay layers. As a result, the the basal spacing of monomer-absorbed MMT changed from
1.58 nm to 1.42 nm (2θ = 6.0°). They are in the agreement with other publications [54].
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3.2.3. Raman spectra

Figure 22 presents the Raman spectrum of PPy/MMT nanocomposite measured at 514 nm with
1 mW laser power. Table 1 gives the assignments of some Raman bands and compares the
frequencies of the various vibration modes collected on the PPy/Ag spectra and with those
theoretically calculated by Faulques et al. [55]. According to the theoretical values reported by
Faulques et al. [55], the vibration frequency of the C=C double-bond of the PPy in the oxidized
form (at 1593 cm-1) is greater than that in the reduced form (Table 1). This evedence shows that
molipdate anion was doped into PPy.
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Figure 22. Raman spectrum of PPy(MoO4)/MMT nanocomposite

Figure 21. XRD patterns of MMT, monomer-absorbed MMT and PPy/MMT nanocomposites
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Wavenumber (cm-1)
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(oxidized PPy)
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1676.6 1584 1593 C=C ring stretching

1524.4 1414 1500

C-N stretching1307.2 1327 1373
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1049.4 1046 1057; 1092 C-H in plane deformation

955.8 989 973
C-H stretching

- 938 943

Table 1. PPy/MMT nanocomposites and their components

3.2.4. EDX spectra

In order to determine the presence of molipdate anion in the synthetic nanocomposites EDX
spectra were used. The EDX result of C6 is presented in Figure 23. The amount of element Mo
in the nanocomposite PPy/MMT nanocomposite is 5,55%.

Figure 23. EDX spectra of PPy(MoO4)/MMT nanocomposites

As seen in Figure 23 and Table 2, the amont of element Mo is 2.93% weight. It means that
Na2MoO4 occupied 6.29% weight. In addition, the presence of other elements Si, Al, Mg, Fe, O
in MMT and C in PPy component were presented in Fugure 23. Other peaks corresponding to
hydrogen and nitrogen did not disappeared in EDX spectra.
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Figure 22. Raman spectrum of PPy(MoO4)/MMT nanocomposite
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As seen in Figure 23 and Table 2, the amont of element Mo is 2.93% weight. It means that
Na2MoO4 occupied 6.29% weight. In addition, the presence of other elements Si, Al, Mg, Fe, O
in MMT and C in PPy component were presented in Fugure 23. Other peaks corresponding to
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Element % Weight % Element

C 54,53 64,15

O 37,07 32,74

Mg 0,27 0,16

Al 1,39 0,73

Si 3,33 1,68

Fe 0,46 0,12

Mo 2,93 0,43

Table 2. Amount of elements in PPy(MoO4)/MMT nanocomposites

3.2.5. Thermal analyses

Thermal analyses of PPy(MoO4)/MMT nanocomposites have been carried out. Figure 24 shows
the thermal analyses curves of PPy(MoO4)/MMT nanocomposites. Under 1200C, the weight
reduce origined from water inside samples. The strong reduce in this temperature range can
be explained by the hydrophilic property of MMT and the oxidized state of PPy. It is also the
source of the wide band between 4000 and 2500 cm-1 in the IR spectra. In the range of
120-3300C, the weight reduces are very small, corresponding to the decomposition of redun‐
dant monomers, oligomers. At higher temparature (300-7000C), the change of weight is
attributed to the decomposition of the oxidized PPy. From Figure 24, the amounts of PPy in
the PPy(MoO4)/MMT nanocomposites are approximately calculated to be 16%.
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Figure 24. TGA curves and PPy(MoO4)/MMT nanocomposite
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3.2.6. Tests of corrosion protection

Figure 25 shows the OCP-time curves of steels covered by epoxy coatings contaning
PPy(MoO4)/MMT nanocomposite. It shows that the OPC of steel covered by epoxy was
corroded after 2 weeks of immersion in NaCl solution. The OCP of the steel covered by epoxy
coatings PPy(MoO4)/MMT nanocomposite shows more possitive. Firstly the OCP of these
samples gradually decreased and then increased (Figure 25). The reduction of OCP could be
explained by the penetration of the corrosion medium. These results are in good agreement
with that preasented in Figure 12. However, the OCP of these samples then incresed. These
results shows the same phenomena of the sample PPy(MoO4)/mild steel presented in Figure
11. When epoxy coating containing 2% PPy(MoO4)/MMT, the OCP moved to anodic region
from 7th day to 21st day and then keft plateau untill 42nd day. After that the OCP of A3 reduced
to the value of -0.389VSCE on 56th day. In the case of epoxy containing 3% PPy(MoO4)/MMT
(sample A3), the OCP moved to anodic region from 7th to 28th day and keft plateu untill 42th
day. On the 56th day, the OCP approached the value of -0.296VSCE. When epoxy coating
containing 4% PPy(MoO4)/MMT, the OCP of the sample keft the constant value in the first
week showing that the barier role of coating containing MMT. Then the OCP moved ossitively
from 21st day to 28th day. This region could be explained by the by the penetration of the
corrosion medium as weel as the situation of samples A2 and A3. After 42nd day, the OCP of
sample A1 increased to -0.0087VSCE and keft plateau. This reason could be explained by the
role of molybdate inhibitor anions. These rerults are in good agreement with that of
PPy(MoO4)/mild steel presented in section 3.1.
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In comparision with epoxy coating (sample E), all three epoxy coatings containing PPy(MoO4)/
MMT could prevent mild steel from corrosion (Figure 25).

Figure 26 shows the impedance – time curves at 1Hz of steels covered by epoxy coatings
containing. At low frequency (1 Hz) the impedance of the system equals to the value of
resistance of epoxy coating (Figure 3). Generally, the imdepance of epoxy coatings gradually
reduced during time of immersion. These results could be explained by the penetration of the
corrosion medium. Epoxy coating had lowest impedance because of no nanocomposites
inside. The samples of A2 and A3 had the impedances of around 106 Ω and it was stable
throughout experiments. The sample A4 epoxy coating containing 4% PPy(MoO4)/MMT had
highest impedance value at 1 Hz. It even increased after the 56th day (Figure 26). This reason
could be explained by the role of molydate dopants.
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Figure 26. Impedance – time curves of steel samples coverd epoxy coatings

4. Conclusion

Inhibitors used as dopant anions in polymer films are responsible for the anticorrosion
behaviour of PPy. The PPy film can work as self-repairing for small defects of the film.
Molybdate was built-in into the film as dopant anion. The results of XPS revealed that
molybdate exist in two types: [MoO4]2- (62%) and [Mo7O24]6- (28%). The film was conductive,
homogenous, and compact. Cyclic voltammograms have shown that the film was active. By
scanning the potential, the Ppy film changed from the oxidised to the reduced state and at the
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same time the anions were released from the polymer. To support this observation, Electro‐
chemical Impedance Spectroscopy (EIS), Electrochemical Quartz Crystal Microbalance
(EQCM) and Raman Spectroscopy were used. EIS has indicated the change of the resistance
RPM and the capacitance CPM of the PPy film during reduction. EQCM has shown: the mass of
the Ppy film decreased in the cathodic region and increased in the anodic region. The anion
flux was also observed in Scanning Kelvinprobe (SKP) and X-ray Photoelectron Spectroscopy
(XPS) experiments. The release of anion is one of the important factors of the corrosion
protection property of the PPy film. However, the release behaviour of molybdate anions
depends much on the size of cations in the electrolyte. At negative potentials, the incorporation
of cations is predominant. Probably, molybdate is a medium size anion and not mobile enough
to compete with the cations in the electrolyte for the moving in or out of the PPy film.

It should be also noted that PPy(MoO4) can be electrodeposited on mild steel in a one-step
process. No induction period was observed during polymerisation. PPy(MoO4) shifted the
corrosion potential of mild steel into the passive range. The corrosion current decreased
simultaneously. The role of molybdate in corrosion protection was also investigated for Ppy
films with small defects. The Open Circuit Potential (OCP) showed the fluctuations around
-0.2 VSCE. It means that the defect was passivated / repassivated continuously for 4 hours. It
was assumed that molybdate was released from Ppy, move to the defect and act as corrosion
inhibitor by forming a complex with iron ion.

The application of PPy(MoO4)/MMT nanocomposites in corrosion protection for mild steel
was also investigated in this work. Mixture of core-shell particles with a polymer was used as
primer coatings. The positive effect on the corrosion protection of the coating was illustrated
by the increase of the coating resistance and the stabilisation of the film capacitance during
immersion in corrosive medium. These rerults show the promissing application potential to
exchange the paints containing toxic cromate.
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1. Introduction

Hydroxyapatite (Ca10(PO4)6(OH)2, HA), which is a calcium phosphate ceramic, has been
widely used as a biomaterial in various applications (e.g., artificial bone and dental root,
cosmetic foundation, etc.) because of its high biocompatibility and chemical stability. More‐
over, many attempts are being made to give new functions to HA by incorporating effective
components into a HA matrix. In particular, magnetite (Fe3O4)-incorporated HA (Fe3O4/HA)
nanocomposites have attracted much attention as a promising material for hyperthermia
therapy of malignant bone tumor [1–4]. Recently, Fe3O4/HA composites have also been used
as adsorbents [5–7] and catalysts [8,9].

Fe3O4/HA composites can be synthesized conventionally by mixing HA powder with Fe3O4

nanoparticles which are prepared individually [1–3,5–10]. The conventional synthesis meth‐
ods have disadvantages: reaction time required for completing the formation of HA and
Fe3O4 is relatively long, subsequent heat treatments for long periods of time are required for
aging and crystallization. Thus, the synthesis of Fe3O4/HA composites generally consist of
multi-step processes. Therefore, a simple method which can provide Fe3O4/HA composites
rapidly is needed to be developed.

In this  chapter,  a  mechanochemical  method for  the simple synthesis  of  Fe3O4/HA nano‐
composites is presented. In this method, superparamagnetic Fe3O4 nanoparticles are first
prepared mechanochemically from ferric  hydroxide [11],  and then the mechanochemical
synthesis of HA from dicalcium phosphate dihydrate (CaHPO4 2H2O) and calcium carbo‐
nate  (CaCO3,  calcite)  is  performed [12–14],  followed by  the  aging  for  a  short  period of
time. These mechanochemical treatments are sequentially performed in a single horizon‐
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tal tumbling ball mill at room temperature under wet conditions. The wet mechanochem‐
ical  process  can  also  contribute  to  the  distribution  of  Fe3O4  nanoparticles  in  the  HA
matrix,  which can result  in a  good hyperthermia property.  In addition,  the use of  hori‐
zontal  tumbling  ball  mills  is  reasonable  for  the  synthesis  of  Fe3O4/HA  nanocomposites
because the device structure is  simple,  the handling is  easy,  the energy consumption is
relatively low, and the scale-up is easy [15]. The influence of conditions on the formation
of Fe3O4/HA nanocomposites was investigated and the hyperthermia property was exam‐
ined. The details are described below.

2. Mechanochemical synthesis of hydroxyapatite nanoparticles

First of all, the synthesis of HA nanoparticles containing no Fe3O4 nanoparticles was investi‐
gated to optimize the synthesis process of Fe3O4/HA nanocomposites. In all the experiments
presented in this chapter, the chemicals of analytical grade were used as received without
further purification. Typically, 30 mmol of CaHPO4 2H2O and 20 mmol of CaCO3, corre‐
sponding to the stoichiometric molar ratio in the formation reaction of HA expressed by
Equation (1) [14], were added to 60 ml of deionized and deoxygenated water.

( ) ( )4 2 3 10 4 2 26 2
6CaHPO ·2H O + 4CaCO  Ca PO OH + 14H O + 4CO® (1)

The resulting suspension was subjected to a mechanochemical treatment using a horizontal
tumbling ball mill, as illustrated in Figure 1. The suspension was placed in a Teflon-lined
milling pot with an inner diameter of 90 mm and a capacity of 500 ml. Zirconia balls with a
diameter of 3 mm were used as the milling media; the charged volume of the balls (includ‐
ing voids among the balls) was 40% of the pot capacity. The wet milling was performed at
room temperature in air atmosphere under atmospheric pressure for a designated period of
time. The rotational speed was 140 rpm, corresponding to the ideal critical rotational speed.
After milling, the precipitate was isolated from the suspension by centrifugation, washed
with acetone, and dried at room temperature in air. As a control experiment without mill‐
ing, the starting suspension was vigorously stirred at room temperature for 24 h.

The samples obtained under various conditions were characterized according to standard
methods. The powder X-ray diffraction (XRD) pattern of samples was obtained by an X-ray
diffractometer (RINT-1500, Rigaku; CuKα radiation, 40 kV, 80 mA, 2θ=5°–50°, scanning rate:
1.0°/min). Figure 2 shows the XRD pattern of samples obtained in different milling times. As
the milling time increased, the diffractions indicating the presence of CaHPO4 2H2O and Ca‐
CO3 decreased. Simultaneously, the diffractions indicating HA appeared. In particular, a
drastic change was observed between 1 h and 3 h. On the contrary, when stirred for 24 h
without milling, the XRD pattern (not shown) hardly changed from the beginning, which
was almost the same as that before milling as shown in Figure 2a. These results indicate that
the milling promoted the solid phase reaction expressed by Equation (1). However, after
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milling for 12 h, the XRD pattern was almost the same and the diffraction at 2θ=29.4°, indi‐
cating the presence of CaCO3, still remained even in 24 h.

Figure 1. Schematic illustration of horizontal tumbling ball mill used in this work.

Figure 2. XRD pattern of samples (a) before milling and after milling for (b) 1 h, (c) 3 h, (d) 12 h, and (e) 24 h.

The differential scanning calorimetry (DSC) was performed using a thermal analyzer
(SDT2960, TA Instrument) with an argon flow rate of 100 ml/min. The temperature was
raised from ambient temperature to 900 °C at a rate of 20°C/min. Figure 3 shows the results
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of DSC analysis for the raw materials and the samples. In the sample obtained in 1 h (Figure
3d), the endothermic peaks were clearly observed at around 200°C and 750°C, which result‐
ed from the elimination of water of crystallization in CaHPO4 2H2O and the thermal decom‐
position of CaHPO4 2H2O and CaCO3. Although the peaks relating to CaHPO4 2H2O
disappeared as the milling time, the peak resulted from the thermal decomposition of Ca‐
CO3 remained even in 12 h. Accordingly, it was found that the milling was not sufficient to
complete the formation reaction of HA.

The morphology of samples was observed by field emission scanning electron microscopy
(FE-SEM; JSM-6700F, JEOL). Figure 4 shows typical SEM images of samples. In a milling
time of 1 h, coarse particles coated with fine particles of about 100 nm were observed. From
the particle size analysis of CaHPO4 2H2O and CaCO3 by the laser diffraction/scattering
method (SALD-7100, Shimadzu), the median sizes were determined to be 16.2 μm for CaH‐
PO4 2H2O and 2.0 μm for CaCO3. In general, horizontal tumbling ball mills are difficult to
produce nanoparticles for short milling times. Therefore, coarse and fine particles could be
the raw materials and HA, respectively. As the milling time increased, coarse particles dis‐
appeared and the number of HA nanoparticles increased. However, even after 12 h, a little
number of coarse particles was found.
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milled suspension of CaHPO4 2H2O and CaCO3 was heated under various conditions of
temperature and time. Figures 5, 6, and 7 show the XRD patterns of samples obtained with‐
out milling after heating at 40, 60, and 80°C, respectively. When the suspension was heated
at 40°C, the formation reaction of HA hardly took place. As increasing in the temperature,
the reaction was promoted and could complete at 80°C in 8 h. Thus, when without milling,
higher heating temperatures and longer heating times are needed for the formation of HA.

Figure 4. SEM image of samples obtained after milling for (a) 1 h, (b) 3 h, and (c) 12 h.
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Figure 5. XRD pattern of un-milled samples (a) before heating and after heating at 40°C for (b) 3 h, (c) 5 h, and (d) 8 h.

Figure 6. XRD pattern of un-milled samples (a) before heating and after heating at 60°C for (b) 1 h, (c) 3 h, (d) 5 h, and
(e) 8 h.
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Figure 7. XRD pattern of un-milled samples (a) before heating and after heating at 80°C for (b) 1 h, (c) 3 h, (d) 5 h, and
(e) 8 h.

Next, the effect of milling of the suspension before heating on the formation of HA was in‐
vestigated. Figures 8–14 show the XRD patterns of samples obtained under various condi‐
tions of milling time, heating temperature, and heating time. It was found that longer
milling times, higher heating temperatures, and longer heating times promoted the forma‐
tion reaction of HA. In particular, as shown in Figure 10c, when the heating was performed
at 80°C, only the milling for 1 h and the following heating for 1 h provided a single phase of
HA. The SEM images of samples obtained by milling for different times under constant
heating conditions of 80°C and 1 h are shown in Figure 15. When heating at 80°C for 1 h, a
typical morphology of HA was observed regardless of the milling time. However, the parti‐
cle size intended to decrease as the milling time increased. Consequently, the combination of
milling and heating of the suspension of CaHPO4 2H2O and CaCO3 can produce efficiently
HA for short periods of time.

Mechanochemical Synthesis of Magnetite/Hydroxyapatite Nanocomposites for Hyperthermia
http://dx.doi.org/10.5772/54344

181



Figure 5. XRD pattern of un-milled samples (a) before heating and after heating at 40°C for (b) 3 h, (c) 5 h, and (d) 8 h.

Figure 6. XRD pattern of un-milled samples (a) before heating and after heating at 60°C for (b) 1 h, (c) 3 h, (d) 5 h, and
(e) 8 h.

Materials Science - Advanced Topics180

Figure 7. XRD pattern of un-milled samples (a) before heating and after heating at 80°C for (b) 1 h, (c) 3 h, (d) 5 h, and
(e) 8 h.

Next, the effect of milling of the suspension before heating on the formation of HA was in‐
vestigated. Figures 8–14 show the XRD patterns of samples obtained under various condi‐
tions of milling time, heating temperature, and heating time. It was found that longer
milling times, higher heating temperatures, and longer heating times promoted the forma‐
tion reaction of HA. In particular, as shown in Figure 10c, when the heating was performed
at 80°C, only the milling for 1 h and the following heating for 1 h provided a single phase of
HA. The SEM images of samples obtained by milling for different times under constant
heating conditions of 80°C and 1 h are shown in Figure 15. When heating at 80°C for 1 h, a
typical morphology of HA was observed regardless of the milling time. However, the parti‐
cle size intended to decrease as the milling time increased. Consequently, the combination of
milling and heating of the suspension of CaHPO4 2H2O and CaCO3 can produce efficiently
HA for short periods of time.

Mechanochemical Synthesis of Magnetite/Hydroxyapatite Nanocomposites for Hyperthermia
http://dx.doi.org/10.5772/54344

181



Figure 8. XRD pattern of 1 h-milled samples (a) before heating and after heating at 40°C for (b) 1 h, and (c) 5 h.

Figure 9. XRD pattern of 1 h-milled samples (a) before heating and after heating at 60°C for (b) 1 h, (c) 3 h, and (d) 5
h.
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Figure 10. XRD pattern of 1 h-milled samples (a) before heating and after heating at 80°C for (b) 30 min, (c) 1 h, (d) 3
h, and (e) 5 h.

Figure 11. XRD pattern of 3 h-milled samples (a) before heating and after heating at 40°C for (b) 1 h, and (c) 5 h.
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Figure 12. XRD pattern of 3 h-milled samples (a) before heating and after heating at 60°C for (b) 1 h, (c) 3 h, and (d) 5
h.

Figure 13. XRD pattern of 3 h-milled samples (a) before heating and after heating at 80°C for (b) 1 h, (c) 3 h, and (d) 5
h.
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Figure 14. XRD pattern of 12 h-milled samples (a) before heating and after heating at 80°C for (b) 30 min, and (c) 1 h.

3. Synthesis and hyperthermia property of magnetite/hydroxyapatite
nanocomposites

In  the  synthesis  of  Fe3O4/HA  nanocomposites,  first  a  suspension  of  superparamagnetic
Fe3O4  nanoparticles  was  prepared  according  to  a  mechanochemical  method reported  in
elsewhere  [11].  This  method provides  Fe3O4  from ferric  hydroxide  (goethite)  in  the  ab‐
sence of a reducing agent; goethite is reduced to ferrous hydroxide by mechanochemical
effects  and  the  solid  phase  reaction  between  ferrous  hydroxide  and  goethite  generates
Fe3O4 [16].  Subsequently,  HA nanoparticles were synthesized in the suspension of Fe3O4

nanoparticles in the same container by the mechanochemical method mentioned above.

4.5  mmol  of  ferric  chloride hexahydrate  (FeCl3  6H2O) was dissolved in  60  ml  of  deion‐
ized and deoxygenated water.  To precipitate amorphous ferric  hydroxides (mostly,  goe‐
thite),  a  proper amount of  1.0 M sodium hydroxide (NaOH) solution was dropped into
the solution which was magnetically  stirred under  a  continuous flow of  argon at  room
temperature. The pH was adjusted to higher than 13. A brown suspension thus prepared
was placed in a gas-tight milling pot (inner diameter 90 mm, capacity 500 ml)  made of
18%Cr–8%Ni stainless steel. Stainless steel balls (diameter 3.2 mm) were used as the mill‐
ing media.  The charged volume including the voids among the balls  was about 40% of
the pot  capacity.  The pot  was purged of  air,  filled with argon,  and sealed.  The milling
was performed at room temperature for 11 h.  The rotational speed was 140 rpm, corre‐
sponding to the ideal critical rotational speed.
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Figure 15. SEM image of samples obtained by milling for (a) 1 h, (b) 3 h, and (c) 12 h, followed by heating at 80°C for
1 h.

The XRD pattern of Fe3O4 nanoparticles thus prepared is shown in Figure 16. The Fe3O4

nanoparticles had a high crystallinity and an average crystallite size of 11.7 nm which was
calculated from the full width at half-maximum (FWHM) of the Fe3O4 (311) diffraction peak
at 2θ=35.5° using Scherrer’s formula. The lattice constant was determined to be 8.387 Å from
several diffraction angles showing high intensity peaks, which was close to the standard val‐
ue of Fe3O4 (8.396 Å) as compared to that of maghemite (8.345 Å). Figure 16 also shows that
no reflections indicating formation of other compounds were observed. This indicates the
Fe3O4 nanoparticles were high purity.
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Figure 16. XRD pattern of Fe3O4 nanoparticles prepared by mechanochemical method.

As shown in Figure 17, the SEM image indicated that the Fe3O4 nanoparticles had a diameter
of approximately 10–20 nm, which almost agreed with the average crystallite size (11.7 nm).
The hydrodynamic size (number basis) was measured by dynamic light scattering (DLS; Ze‐
tasizer Nano ZS, Malvern Instruments) for a dispersion, as shown in Figure 18. The median
diameter was determined to be 16.4 nm from the size distribution, which was also near the
average crystallite size. These results reveal that the Fe3O4 nanoparticles have a single-crys‐
tal structure.

The magnetic property (magnetization-magnetic field hysteretic cycle) was analyzed using a
superconducting quantum interference device (SQUID) magnetometer (Quantum Design
model MPMS) at room temperature in the rage of magnetic field between –10 kOe and 10
kOe. Figure 19 shows the magnetization-magnetic field curve. The Fe3O4 nanoparticles had a
low coercivity (4 Oe), showing superparamagnetism. The saturation magnetization (78
emu/g) was a little lower than that of the corresponding bulk (=92 emu/g) because of the
smaller size [17].
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Figure 17. SEM image of Fe3O4 nanoparticles prepared by mechanochemical method.

Figure 18. DLS particle size distribution of Fe3O4 nanoparticles prepared by mechanochemical method.
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Figure 19. Magnetization-magnetic field curve of Fe3O4 nanoparticles prepared by mechanochemical method.

After the suspension of Fe3O4 nanoparticles was prepared, the milling pot was opened, and
then predetermined amounts of CaHPO4 2H2O and CaCO3 were added to the suspension.
Their amounts were adjusted so that the mass concentration of Fe3O4 nanoparticles in the
Fe3O4/HA nanocomposite was 10, 20, and 30 mass%. In order to prevent the oxidation of
Fe3O4 during milling, the pot was purged of air, filled with argon, and sealed prior to mill‐
ing. The suspension was milled at a rotational speed of 140 rpm for 1 h at room temperature,
followed by the heating at 80°C for 1 h.

Figure 20 shows the XRD pattern of Fe3O4/HA nanocomposites with different Fe3O4 concen‐
trations. It was confirmed that the nanocomposites consisted of Fe3O4 and HA having no by-
products regardless of the Fe3O4 concentration. The average crystallite sizes of Fe3O4 and HA
were calculated from the FWHM of the Fe3O4 (311) plane at 2θ=35.5° and the HA (002) plane
at 2θ=25.9°, respectively, using Scherrer’s formula, and listed in Table 1. The average crystal‐
lite sizes of Fe3O4 and HA were almost constant regardless of the concentration of Fe3O4 in
the Fe3O4/HA nanocomposites.
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Figure 20. XRD pattern of Fe3O4/HA nanocomposites with different Fe3O4 concentrations.

Fe3O4 concentration Crystallite size of Fe3O4 Crystallite size of HA

10 mass% 11.3 nm 20.3 nm

20 mass% 12.8 nm 18.8 nm

30 mass% 9.8 nm 17.8 nm

Table 1. Crystallite sizes of Fe3O4 and HA in Fe3O4/HA nanocomposites.

Figure 21 shows the SEM image of nanocomposite containing 30 mass% Fe3O4 as an exam‐
ple. The Fe3O4 nanoparticles with a diameter of about 20 nm were distributed homogeneous‐
ly in the HA matrix without forming large aggregates. It was confirmed that nanometer-
sized Fe3O4/HA composite particles were successfully synthesized.

The magnetic hyperthermia property was evaluated using an apparatus reported in else‐
where [18]. A proper amount of Fe3O4/HA nanocomposite powder sample was placed in a
polystyrene tube with a diameter of 16 mm, and packed by tapping the tube. The packing
volume was constant at 0.8 cm3 regardless of the Fe3O4 concentration. The temperature in‐
crease was measured in an AC-magnetic field using an optical fiber thermometer. The fre‐
quency and amplitude of the AC-magnetic field were 600 kHz and 2.9 kA/m, respectively.
Figure 22 shows the temperature increase for the nanocomposites in the AC-magnetic field.
As the Fe3O4 concentration increased, the temperature increased more rapidly. When the
Fe3O4 concentration was 30 mass%, the temperature increase of 40°C was achieved only after
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about 20 sec. This result supports that the Fe3O4/HA nanocomposites synthesized by this
mechanochemical process exhibit a good hyperthermia property [1–4].

Low-magnification observation 

High-magnification observation 

Figure 21. SEM images of 30 mass% Fe3O4/HA nanocomposites.
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Figure 22. Temperature profiles of HA nanoparticles and Fe3O4/HA nanocomposites with different Fe3O4 concentra‐
tions in AC-magnetic field.

4. Conclusion

A mechanochemical method for the simple synthesis of Fe3O4/HA nanocomposites has been
developed, in which superparamagnetic Fe3O4 nanoparticles and HA nanoparticles are se‐
quentially prepared in a single horizontal tumbling ball mill at room temperature under wet
conditions. First, the synthesis process of HA (containing no Fe3O4) was optimized. The ob‐
tained HA samples were characterized by XRD, DSC, and SEM. The influence of conditions
on the formation of HA nanoparticles was investigated. Mechanochemical effects induced
during wet milling promoted the reactions between CaHPO4 2H2O and CaCO3 forming HA
even at room temperature. The combination of milling and heating (aging) of the suspension
of CaHPO4 2H2O and CaCO3 can produce efficiently HA for short periods of time. The opti‐
mum operating conditions in the synthesis of HA were determined as follows: a rotational
speed of 140 rpm, a milling time of 1 h, an aging temperature of 80°C, and an aging time of 1
h. Next, the synthesis of Fe3O4/HA nanocomposites was investigated. The mechanochemi‐
cally synthesized Fe3O4 nanoparticles, of which the median diameter was 16 nm, had a high
crystallinity and a high saturation magnetization of 78 emu/g, and showed superparamag‐
netism. The wet mechanochemical process also contributed to the distribution of Fe3O4

nanoparticles in the HA matrix. The Fe3O4/HA nanocomposites were confirmed to have a
good hyperthermia property through the measurement of temperature increase in an AC-
magnetic field. For example, the 30 mass% Fe3O4/HA nanocomposites showed the tempera‐
ture increase of 40°C after about 20 sec under a frequency of 600 kHz and an amplitude of
2.9 kA/m. Consequently, the Fe3O4/HA nanocomposites thus synthesized were found to be a
promising material for hyperthermia therapy.
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Figure 22. Temperature profiles of HA nanoparticles and Fe3O4/HA nanocomposites with different Fe3O4 concentra‐
tions in AC-magnetic field.

4. Conclusion

A mechanochemical method for the simple synthesis of Fe3O4/HA nanocomposites has been
developed, in which superparamagnetic Fe3O4 nanoparticles and HA nanoparticles are se‐
quentially prepared in a single horizontal tumbling ball mill at room temperature under wet
conditions. First, the synthesis process of HA (containing no Fe3O4) was optimized. The ob‐
tained HA samples were characterized by XRD, DSC, and SEM. The influence of conditions
on the formation of HA nanoparticles was investigated. Mechanochemical effects induced
during wet milling promoted the reactions between CaHPO4 2H2O and CaCO3 forming HA
even at room temperature. The combination of milling and heating (aging) of the suspension
of CaHPO4 2H2O and CaCO3 can produce efficiently HA for short periods of time. The opti‐
mum operating conditions in the synthesis of HA were determined as follows: a rotational
speed of 140 rpm, a milling time of 1 h, an aging temperature of 80°C, and an aging time of 1
h. Next, the synthesis of Fe3O4/HA nanocomposites was investigated. The mechanochemi‐
cally synthesized Fe3O4 nanoparticles, of which the median diameter was 16 nm, had a high
crystallinity and a high saturation magnetization of 78 emu/g, and showed superparamag‐
netism. The wet mechanochemical process also contributed to the distribution of Fe3O4

nanoparticles in the HA matrix. The Fe3O4/HA nanocomposites were confirmed to have a
good hyperthermia property through the measurement of temperature increase in an AC-
magnetic field. For example, the 30 mass% Fe3O4/HA nanocomposites showed the tempera‐
ture increase of 40°C after about 20 sec under a frequency of 600 kHz and an amplitude of
2.9 kA/m. Consequently, the Fe3O4/HA nanocomposites thus synthesized were found to be a
promising material for hyperthermia therapy.
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1. Introduction

The Ruderman - Bialek paradigm

An image, or a general pattern of (Euclidean) dimension two or three, can be often analysed
and classified according to its autocorrelation properties. By means of a well-known theorem
of Fourier analysis (the Wiener - Khinchin - Einstein theorem), the autocorrelation
function relates to the power spectral density (of the image, of the pattern).

With reference to image analysis, D. L. Ruderman and W. Bialek, in the introductory
paragraph of a paper of theirs [1], wrote

efficient signal processing systems
take advantage of statistical structure in their input signals, . . .
to generate compact representations of seemingly complex data.

Their declared focus was on early visual processing, occurring in the central nervous system of
mammals. Nonetheless, their statement was to affect subsequent research on statistics-based
image analysis and classification.

More recently, progress in image analysis and in automated image understanding systems
has benefitted from the formalisation of statistical learning theory [2], [3], [4] and from
developments in functional analysis [5], [6].

Image classification and pattern recognition

The need for analysing and understanding (e.g., classifying) images with possibly high
throughput is felt everywhere in the natural sciences, in engineering and in medicine: optical
and electron microscopes and diagnostic instruments acquire and produce large amounts of
images.
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2 Materials Science

Two tasks can be assigned: a) classification, which is usually stated in broad terms, and b)
pattern recognition, where specific features, shapes, or objects are located and matched to a
library. The former task can rely on the statistical properties of the image encoded by the
power spectral density function. This function replaces the original image for statistics-based
classification. Pattern recognition, instead, requires processing at a higher, often cognitive,
level.

The satisfactory performance of classification and, respectively, recognition is still a challenge
in terms of reliability and efficiency. Namely, there are two main obstacles: at the system
input, faults in the overall design of experiments and, at the system output, biased judgment.

The "compact representation of seemingly complex data" requires a method to filter
information out. Unlike a procedure which may have been specifically designed for some
application and need not work in another case, a method reflects, and is affected by, prior
knowledge about what is being processed.

In other words, a method always relates to a model. The R. C. Conant - W. R. Asbhy [7]
paradigm (sensū lato) on the relation between system modelling and system control, comes
to mind here.

Feature extraction

In the realm of this article, the Ruderman - Bialek paradigm has served as a guideline
for obtaining quantitative image features (or descriptors) of statistical type. The procedure
relies on the comparison between the power spectral density of the image and some model
function of the spatial wavenumber or wave-vector.

Feature extraction usually complies with some requirements, dictated in turn by the materials
or body organs which images represent, and by the imaging technique. The requirements
which have been taken into account herewith are summarised as follows.

• Independence of the coarse (very low spatial frequency) details in the image and possibly
of the absolute intensity scale. This requirement is typical in optical or epifluorescence
microscopy, where background need not be uniform.

• Capability to separate image structure from image texture e.g., in terms of relative
power spectral densities. Structure may correspond to spatial organisation arising from
morphogenesis e.g., a cell colony, or from other processes e.g., turbulence. (The so-called
"coherent structures" [8].) Separation of structure from texture is one of the fundamental
tasks of image understanding, as formalised by the Osher-Rudin paradigm [6], Ch. 1.

A simple morphological model is obtained by regarding a gray scale image as the graph
of a (scalar, real valued) function which depends on two variables. If the function is
Fourier-transformed and the corresponding power spectral density, say |G[.]|2, is plotted
against spatial wavenumber, u, along a given ray on the {u1, u2} plane, then the roll-off of
log[|G[u]|2] vs. log[u] leads to an estimate of the surface fractal dimension [9], Ch. 4]. The
model here is represented by the roll-off law.

A more satisfactory model starts from a remark: the function log[|G[u]|2] generally exhibits
deviations from the simple-minded affine law with respect to log[u]; in fact, deviations may

Materials Science - Advanced Topics198
Nonlinear Image Filtering for Materials Classification 3

10.5772/55633

characterize the image or the image class. Rings in diffraction patterns (e.g., X-ray selected
area diffraction of polycrystalline materials) are the most intuitive example. In 1977 the first
author [10], in analyzing deposits of micron-sized particles on glass substrates by coherent
light, devised a texture analysis method based on the occurrence of local maxima in the
power spectral density profiles (i.e., rings) as a function of wave-number. In this frame of
mind it makes sense to focus on the relative departure e.g., a difference on a log scale, of
power spectral density from a given model, and classify images accordingly: this is the basic
idea behind the non-linear filtering algorithm named spectrum enhancement.

Scope

The purpose of this article is twofold

• to outline the principles of image feature extraction by means of the spectrum
enhancement algorithm;

• to describe applications of the algorithm to morphological analysis of nano-composite
materials.

The first application deals with the surface morphology of a compounded elastomer, tread
rubber, worn by abrasion and corrosion, the second application with the morphology of
nano-dispersions in a thermoplastic polymer.

2. The spectrum enhancement algorithm

Given an image g[.], its "enhanced spectrum" is a function h[.] of spatial wave-number u,
obtained by a sequence of operations on the power spectral density of g[.].

Broadly speaking, by "spectrum enhancement", ση for short, one understands a sequence of
linear and non-linear operations carried out in the spatial frequency domain, whereby either
the complex amplitude or the power spectral density of the given image are compared to a
reference function. Comparison emphasizes ("enhances") differences between the observed
properties, carried by the image, and the expected ones, represented by the reference
function, which plays the role of a model. The ση-algorithm of interest herewith [11] relies
on the following definitions.

Direct domain, image flop-flip

Let QΩ denote a square of sidelength L and T the surface of the torus obtained by glueing
the opposite sides of QΩ together. Let �x ≡ {x1, x2} ∈ QΩ be the position vector in the
direct domain and �u ≡ {u1, u2} be the spatial frequency vector (a.k.a. wave vector) in the
reciprocal domain. Assume the grayscale image is modeled by a scalar function Qg[x],
which is continuous on T . One way of obtaining such a Qg[�x] from an image g[.] defined in
a square tile Ω of sidelength L

2 is the application of the twofold Q[.] = flop[flip[.]] reflection.
Next let QΩ be discretized by a square grid of step-length ℓ. In practice, each square mesh
corresponds to a pixel.
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4 Materials Science

Reciprocal domain

The Fourier transform G[�u] of Qg[�x] is supported at grid nodes in the square

0 ≤ |u1|, |u2| ≤ umax =
L

2ℓ
− 1 cycles/image. (1)

and is distribution-valued. In particular G[O] = a0,0δ[O], where obviously |a0,0| > 0 for any
non-degenerate image. As a consequence of the continuity of Qg[�x] on T , the graph of G[�u]
exhibits no "cross artefact" [9], Ch. 4].

Let �u be represented in polar coordinates �u ≡ {u, θ}, where u = |�u| is wavenumber and θ
the polar angle, with 0 ≤ θ ≤ 2π.

Denote by G|[�u]|2 the power spectral density. Let

Θ := {θb ≤ θ ≤ θe} (2)

denote an arc of half-width θH , where 0 < θH ≤ π
2 . Typically Θ = [−θH , θH ] or Θ =

[π
2 − θH , π

2 + θH ]. Its length, |Θ|, is given by |Θ| = 2uθH (≤ πu).

Obtaining functions of wave number

Def. 1 (arc-averaged spectral density). The scaled, arc-averaged spectral density profile is the
function s[.] of u alone defined in 0 ≤ u ≤ umax (cycles/image) according to

s[u] =
1

|Θ|

∫

Θ
10Log10

[

|G[�u]|2

|a0,0|2

]

udθ, (3)

where the integral reduces to a finite sum over the grid nodes belonging to Θ.

Let m[u] be a model spectral density. For example choose the continuous function
parameterized by p and defined by

m(p)[u] := 0 , 0 ≤ u ≤ 1 , m(p)[u] := −10Log10[u
p] , u ≥ 1 cycles/image, (4)

where p (> 0) is the model exponent.

Def. 2 (log-enhanced spectrum). The m(p)-log enhanced spectrum h(p)[u] is defined by

h(p)[u] := s[u]− m(p)[u] , 0 ≤ u ≤ umax. (5)

The above operations are algebraic sums of logarithms. Since s[0] = 0 and m(p)[0] = 0, ∀p,

then h(p)[.] complies with h(p)[0] = 0. Intuitively, the function h(p)[.] represents deviations
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of s[.] from the model m(p). The values of L, umax, Θ and p are determined by the intended
application.

From now on the word "tile" will designate the function g[.] supported in Ω i.e., before the
flop[flip[.]] operation.

As it will be shown next, the enhanced spectrum is related to spatial differentiation of integer
order of the image, Qg[�x], followed by non linear operations.

Spectrum enhancement vs. spatial differentiation

Def. 3 (enhanced spectrum). The m(p)-(plain)enhanced power spectral density is defined by

H(p)[�u] := |�u|p
|G[�u]|2

|a0,0|2
+ δ[�u], (6)

where |�u|p := (u1
2 + u2

2)
p
2 .

Thm. 1. (Spectrum enhancement and spatial differentiation of integer order). Assume the image is
not degenerate and that all partial derivatives of g[.] up to a suitable order exist as tempered
distributions.

a) If the model exponent satisfies p/2 = N (> 0), integer, then H(p)[�u] has the representation

H(p)[�u] =
1

|a0,0|2

N

∑
n=0

(

N
n

) ∣

∣

∣

∣

F

[

∂NQg

∂(N−n)x1∂nx2

]∣

∣

∣

∣

2

+ δ[�u]. (7)
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c) In either case, if all Fourier coefficients satisfy
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then the relation between H(p)[.] and h(p)[.] is
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A relation between spectrum enhancement and the spatial differentiation of fractional order
when p/2 is not an integer has also been obtained ([11], Thm. 2).

The role of spectrum enhancement as a non linear image filter has thus been specified by
Thm. 1.
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Reciprocal domain
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L

2ℓ
− 1 cycles/image. (1)
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Fractal analysis vs. spectrum enhancement

Unlike linear regression of the log[G] vs. log[u] plot used in fractal analysis [9], ση serves
to separate structure from texture as suggested by the already mentioned Osher-Rudin

paradigm [6]. Namely, ση can be tuned to emphasise the low frequency behaviour of h(p)[.],
which corresponds to image structure.

Polynomial interpolation, image feature vector

The values of the raw enhanced spectrum generally form an oscillatory sequence. Whereas

differences between nearby values of h(p)[.] need not be informative (or, the other way ’round,

may be too difficult to explain), "trend" exhibited by h(p)[.] may be more significant and can
be obtained by polynomial interpolation.

A polynomial q[.] of suitable degree, d, can be obtained from h(p)[.] via singular value
decomposition [12]. Each tile is eventually represented by the graph of q[.], supported in
0 ≤ u ≤ umax, where discrete wavenumbers have non-negative integer values (Eq. 1). One
may want to restrict the support to the wave-number interval according to

(0 ≤)uL ≤ u ≤ uH(≤ umax). (11)

The variables and parameters on which the graph of q[.] depends are arranged as an n-tuple
i.e., a vector �ψ of n real-valued components

�ψ := {· · · , θb, θe, p, d, uL, uH}. (12)

Only some entries of the n-tuple are shown: the endpoints of Θ (Eq. 2), the model exponent
p of Eq. 4, the polynomial degree d, as well as uL and uH of Eq. 11.

As a consequence one states

Def. 4 (The ση -derived feature vector). Let

M := uH − uL + 1, (13)

and

um := uL +
uH − uL

M − 1
m, with m integer, 0 ≤ m ≤ M − 1, (14)

then the ση -derived feature vector of an image is the M-dimensional vector �w = [wm], the m-th
entry of which reads

wm := q[um; �ψ], 0 ≤ m ≤ M − 1. (15)

The dependence of �w[.] on �ψ may be occasionally emphasised by writing

�w = �w[�ψ]. (16)
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Applications of �w[�ψ]

As the Reader may have already deduced, the n-tuple �ψ can control the ση algorithm, hence
image feature extraction.

The most straightforward application of ση consists of choosing only a few n-tuples and
focussing on some properties of the corresponding polynomials, q[·; �ψ]. An example is
provided by the morphological analysis of worn tread rubber (Section 3).

In a more elaborate application, �ψ plays the role of a (vector-valued) control variable in the
training and validation of an image classifier. An example is provided by the morphological
analysis of nano-dispersions (Section 4).

Still more articulate applications include classifier training followed by image recognition in
complex experiment designs. This issue is not covered herewith.

3. Application to the morphology of worn tread rubber

3.1. Rubber and tread wear

Rubber wear

The term wear referred to tire rubber, in particular tread rubber, includes a variety of
processes which, according to the classification by Alan G. Veith [13] and, years earlier, by B.
Briscoe [14], can be divided into wear of cohesive and interfacial type. These processes are of
interest to industrial designers, product engineers and environmental scientists. Treadwear
occurs between tire and road and is essential to the performance of a tire. In addition to
determining the roadworthiness of a vehicle, treadwear affects fuel efficiency. It also has an
impact on the environment, because it contributes to the so-called non exhaust emissions
from vehicle traffic, in both gaseous and particulate form. Compound rubber, of which a
tire is made, is the result of scientific research and technological advancement which have
characterized the past 100 years. In essence, compounding consists of adding, under suitable
conditions, sub-micrometer-sized particles of a filler, such as carbon black or amorphous
silica, to an elastomer matrix, such as a styrene-butadiene block copolymer (SBR), natural
rubber, . . . , or mixtures thereof.

In designing laboratory or field experiments involving tread wear, regardless of the final
goal, scientists of any discipline, from chemistry to mechanical engineering to toxicology,
shall bear in mind four basic facts:

• rubber, as a polymer, has a complex thermodynamical behaviour [15];

• tire rubber is a composite material originating from filler dispersion and distribution
within the elastomer;

• different additives in the compound play different roles at different times in different
parts of the tire during its life cycle;

• many properties and processes, including fracture, are rate-dependent.
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Abrasive, corrosive and fatigue wear

The processes of interest herewith are abrasive wear and a kind of corrosive wear.

Quoting Veith [13], abrasive wear is "caused by cutting-rupture action of sharply cornered
asperities on the sliding counterface" among which road pavement or "third bodies
(particles)". Hence it belongs to the cohesive type, being "controlled by the rupture strength
or energy (toughness) of the wearing material".

Instead, corrosive wear results "from direct chemical surface attack", under albeit very mild
conditions, and as such is a type of interfacial wear, because it involves reactions originating
"in very thin surface layers" [13].

During normal use, tire tread undergoes both abrasive and fatigue wear. The latter is "caused
by rapid or gradual material property changes, that give rise to cracks and, with their growth,
to a loss of material" [13]. As by-products, gases, aerosols and material particles in a broad
range of sizes are released to the environment.

The material particles, generally called tire wear particles (TWP), carry information about the
thermo-mechanical degradation of compound rubber and the interaction between tread and
road. The TWP release rate of a vehicle is a function of the tread wear rate, ρtw, the ratio of
lost tread mass over traveled distance. For a four-tire passenger car, 50 ≤ ρtw ≤ 200 mg/km
[16].

The contribution of TWP to total suspended particulate matter is estimated to range from 2%
to 10%, with minor contribution to PM10 and to PM2.5 [17]. Once released, TWP undergo
degradation (corrosive wear) by environmental agents: this can be regarded as a secondary
process.

A thorough investigation of all processes involving treadwear is a broad scope, resource
intensive project, where interdisciplinary expertise is mandatory, if the risk of gross errors in
experiment design is to be kept under control.

Whenever the fracture or corrosion of materials are involved, quantitative morphological
information is needed. In this Section, the morphology of particles originated from
laboratory tread wear is analysed and an attempt is made at relating morphological features
to elemental microanalytical data.

3.2. Experimental

Tread abrasion material

In laboratory simulation experiments, tire tread abrasion particles can be obtained from
different equipment, which include steel brush abraders (material labeled TrBP) and high
severity abraders (material labeled hsWP). This article focuses on TrBP. However, some
properties of hsWP are described for comparison.

The steel brush abrader operates in air and is used for coarse balancing newly manufactured
tires. The passenger car tire rotates at vT ≃ 9 m/s (tangential speed) against the brush,
which exerts local pressure p in the range 105

< p < 106N/m2. (Average pressure is orders
of magnitude lower.) Steel brush abrasion does not compare to tread wear on the road,
because
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a) it causes degradation of the elastomer mass by mechanical fracture only,
b) it does not cause any significant thermal degradation, because the average tread
temperature never exceeds 50 C,
c) it does does not involve contact between tread and pavement, hence no foreign materials
contaminate rubber debris.

High severity abraders, instead, are intended to simulate the tire - road interaction. A much
higher pressure is exerted on the rubber and the tread surface temperature is remarkably
higher. The hsWP material was obtained by a Gent - Nah-type abrader [18], where a drum
clad by tread rubber rotates at vT = 8 · 10−2m/s against a steel blade. The latter exerts a
force F ≃ 35 N, resulting in p in the range 106

< p < 107N/m2 and surface temperature
T ≃ 120 C. For this reason hsWP is believed to represent real world TWP.

Sample images of TrBP and hsWP are shown by Figure 1.

Differences in the surface chemistry of TrBP and hsWP are best understood by means of
X-ray photoelectron (XP) spectroscopy [19]. Some XP spectra of TrBP and hsWP are shown
by Figure 2. The caption provides the details.

Figure 1. Materials TrBP and hsWP.

Scale bar: 60µm. Square side (both panels) ≃ 400µm. Coating: Au. Images from scanning electron microscopy as described
below and set at 500x magnification.

(Left panel) Material TrBP, made of sub-millimeter sized rubber particles.

(Right panel) Material hsWP: the two clusters (centre - left, centre - right) are ≃ 100µm-sized rubber particles clad by
micron-sized talc particles. Talc serves as anti-smear agent during abrader operation.

Leaching tests

From the arguments presented in the previous Subsection, TWP originated from vehicle
traffic are most likely going to remain on the ground and be leached out by rain and surface
waters at pH values ranging from 3 to 7.5. In principle, leaching can be simulated by
laboratory tests as part of a more comprehensive experiment design.

In spite of the differences between TWP (hsWP in particular) and TrBP outlined above, a
laboratory leaching test can be informative. Experiments were set up at the then Department
of Environmental Sciences, University of Milan - Bicocca, Milan, IT. In order to simulate
leaching by water in a pond, TrBP from the abrader were poured into half-filled, 5-litre
glass flasks containing water buffered at pH = 7.5. The flasks were fastened to the steel table
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Figure 2. C 1s and S 2p X-ray photoelectron spectra of TrBP and hsWP.
Spectra obtained at the Lawrence Livermore National Laboratory, Livermore, CA, by means of a Physical Electronics 5400 ESCA

using Mg Kα radiation (1253.6 eV). The left panel displays C 1s energy spectra for one TrBP specimen (bottom graph) and two
hsWP specimen (middle and top graphs). The right panel pertains to S 2p spectra.
The following bonds are found in both materials: on the left panel, C-H peaking @ 284.6 eV, on the right panel, the polysulfide

group (-S-S-)n@ 162.9±0.3 eV, which is typical of vulcanized rubber. In addition, the C 1s spectra of hsWP include contributions
by C-O @ 285.6 eV, O-C-O @ 287.0 eV and O-C=O @ 288.5 eV, which broaden peaks remarkably. From the S 2p spectra,
multiple R-S-O-R bonding states @ 165 eV can be assumed to exist on the surface of hsWP. Oxygen bonds are evidence of

thermomechanical degradation, not observed in TrBP.

of a LaboShake™apparatus, which rotated at ≃ 100 rpm on the horizontal plane, at room
temperature. Samples of the reference material (fresh TrBP, labelled e0) and the 24h- and
48h- leached TrBPs, respectively labelled e1 and e2, were then examined by the experimental
methods described below and images analysed by the algorithm outlined in Subsection

3.3.3.

Electron microscopy and microanalysis

Materials were analysed at the Electron Microscopy Laboratory, Center for Advanced Materials,
University of Massachusetts-Lowell, Lowell, MA by means of an Amray 1400 scanning
electron microscope (SEM) equipped with a Tracor Northern TN 3205 energy dispersive X-ray
(EDX) spectrometer. Specimen preparation complied with the laboratory standards. TrBP
were directly applied to Shinto Paint™carbon tape on top of Al studs, without depositing
any conductive coating. The electron optics magnification was set at 5,000 and the resulting
6402 pixel SEM images were saved in TIF. EDX spectra were acquired and saved by DTSA
software.

Sample images of the TrBP material are shown by Figure 3.

3.3. Surface roughness and EDX data vs. leaching time

Spectrum enhancement

The ση algorithm is applied to the images of TrBP. One 6402 pixel image per material is
available, from which four 5122 pixel tiles are obtained. Tiles represent different portions of
the original with overlap.

For reasons which will be explained below, the following n-tuple (as defined by Eq. 12) is
chosen
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Figure 3. Tire tread particles from a steel brush abrader (TrBP).

Length of square side (all panels) L
2 ≃ 40µm. Tile size = 5122 pixels. Coating: none.

Particles are sub-millimeter sized. Before the leaching experiment (left panel) surfaces show coarse and fine features i.e., carry

structure and texture. After 24h leaching in water at room temperature and pH = 7.5 (centre panel), and more so after 48h

(right panel), particle surfaces lose texture and become smoother.

�ψ := {θb = −
π

4
, θe =

π

4
, p = 2.6, d = 9, uL = 0, uH = 255}. (17)

The graphs of the corresponding polynomials q[.; �ψ]− q[0; �ψ] are assumed to describe surface
morphology. Three such graphs, one per material, are displayed by Figure 4. The figure
caption carries more details.
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Figure 4. Application of the ση algorithm to tiles of leached TrBP.
Wavenumber, u, is given in cycles per sidelength, L, where L = 80µm, is the side-length of the flop[flip[.]]-ed tile, in compliance
with Eq. 1.

Black curve: tile #1 from material e0 (reference); magenta curve: tile #3 from material e1 (leached for 24h); cyan curve: tile #2

from material e2 (leached for 48h).

In all three examples, the graphs of q[u; �ψ]− q[0; �ψ] strictly increase at low wavenumbers, exhibit a relative maximum, then
decrease with different slopes.

A positive value of q[u; �ψ]− q[0; �ψ] at a given u means a power spectral density higher than that of the model m(p) [u] (Eq. 4),
hence a more "structured" or "textured" image.
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Figure 2. C 1s and S 2p X-ray photoelectron spectra of TrBP and hsWP.
Spectra obtained at the Lawrence Livermore National Laboratory, Livermore, CA, by means of a Physical Electronics 5400 ESCA

using Mg Kα radiation (1253.6 eV). The left panel displays C 1s energy spectra for one TrBP specimen (bottom graph) and two
hsWP specimen (middle and top graphs). The right panel pertains to S 2p spectra.
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3.3.3.

Electron microscopy and microanalysis
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(EDX) spectrometer. Specimen preparation complied with the laboratory standards. TrBP
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The ση algorithm is applied to the images of TrBP. One 6402 pixel image per material is
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Figure 3. Tire tread particles from a steel brush abrader (TrBP).

Length of square side (all panels) L
2 ≃ 40µm. Tile size = 5122 pixels. Coating: none.

Particles are sub-millimeter sized. Before the leaching experiment (left panel) surfaces show coarse and fine features i.e., carry

structure and texture. After 24h leaching in water at room temperature and pH = 7.5 (centre panel), and more so after 48h

(right panel), particle surfaces lose texture and become smoother.

�ψ := {θb = −
π

4
, θe =

π

4
, p = 2.6, d = 9, uL = 0, uH = 255}. (17)

The graphs of the corresponding polynomials q[.; �ψ]− q[0; �ψ] are assumed to describe surface
morphology. Three such graphs, one per material, are displayed by Figure 4. The figure
caption carries more details.
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In all three examples, the graphs of q[u; �ψ]− q[0; �ψ] strictly increase at low wavenumbers, exhibit a relative maximum, then
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A positive value of q[u; �ψ]− q[0; �ψ] at a given u means a power spectral density higher than that of the model m(p) [u] (Eq. 4),
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Qualitative interpretation of enhanced spectra

Qualitatively, the graphs of Figure 4 are interpreted as follows. The reference material, tile #1
of e0 (black curve), shows a broad peak in 16 ≤ u ≤ 200 cycles/L, which is due to structure
(features ranging from 5 down to 2 µm) and texture (features down to 0.4 µm). In the 24-
and 48h-leached materials, tile # 3 of e1 (magenta, lowest curve) and tile #2 of e2 (cyan,
middle curve), surface texture disappears. The narrower peaks centered at 32 cycles/L come
from coarse features only (5 down to 1.5 µm). The relation between wavenumber values and
feature sizes is further explained by Table I below. The absolute ordinate values of q[.; �ψ] do
not carry information.

A surface roughness index

A quantitative indicator of surface morphology, of structure in particular, can be thus
obtained from integrating q[u; �ψ]− q[0; �ψ] over a suitable interval.

Def. 5 (The ση -derived surface roughness index). Let
u4 := 384 cycles/image;
u5 := argmax q[u; �ψ], in 0 < u ≤ u4, only if q[u5] is a relative maximum, else u5 = 0;
if u5 > 1 then

{u3 := argmax q′[u; �ψ], in 0 ≤ u ≤ u5}
and

u6 := argmin q[u; �ψ], in u5 < u ≤ u4}

else

{u3 = 0 and u6 = 0}.

As a consequence, the roughness index ρ is defined by

if u3 > 0 then {ρ :=
u6

∑
u=u3

(q[u; �ψ]− q[u6; �ψ])∆u }, else ρ := 0. (18)

Rem. 1 (Justification). The value of u4 is chosen high enough to account for both surface
structure and texture, but not too high in order to leave out high frequency image noise. For
the index ρ to be strictly positive, a proper maximum of q[u; �ψ] has to exist in 1 < u ≤ u4.
The values of u5 and u6 define the left and, respectively, right endpoints of the "bell" about
the maximum at u4. The index ρ, whenever > 0, is the area under such a bell.

Wavenumber values and feature sizes

Some representative values of the above defined u5, u3 and u6 in cycles/image (of side
length L) and of ρ are shown Table I, as well as the spatial periods ℓ5 and ℓ6, in µm, which
correspond to u5 and u6, respectively, by recalling L = 80µm.

With the exception of u6 of material e0, wave number values vary by one or two units from
tile to tile of the same material. The variation of ρ is more significant: standard deviations are
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material tile u5 ℓ5 u3 u6 ℓ6 ρ

e0 1 44 ≃ 1.8 0 382 ≃ 0.2 1515

e1 1 32 2.5 0 383 ≃ 0.2 1099

e2 2 31 ≃ 2.6 0 245 ≃ 0.33 358

Table 1. Typical values of the quantities of Def. 5: u5, u3 and u6 in cycles/image, spatial periods ℓ5 and ℓ6, in µm, and ρ in
arbitrary units.

displayed in Figure 5 below. The ℓ5 column of Table I suggests coarsening of the "dominant"
feature, from 1.8 to 2.6 µm, caused by elastomer leach out. The computed values of ρ confirm
the trend as well as the qualitative remarks about surface structure and texture given above
(before Def. 5).

How to choose �ψ and why

Rem. 2 (On the selection of �ψ and on the dependence of ρ on �ψ).
The values uH and uL of Eq. 17 are selected in order to include the coarsest image features
(uL = 0) and to filter out image noise (uH = 384). Since the computation of ρ is controlled
by �ψ, the entries θb, θe, p and d are chosen among a few 4-tuples (e.g., p= 2.2, 2.4, 2.6, 2.8; d=
7, 9, 11) in order to maximise the morphological discrimination of the materials through ρ.

Elemental microanalysis

Since the same materials had been analysed by an EDX probe, elemental microanalytical
data for S, Si, and Zn were available. The microanalytical data of Figure 5 (right axis)
were collected at three sampling points for each specimen. The operating conditions were:
incident electron beam energy = 200 keV, detector resolution = 143 eV, take-off angle = 68
deg, analyser channel width = 10 eV. Detector live times varied from one sampling point to
another, ranging between 4.9 to 9.0 s. The background count rates were estimated in the
neighbourhood of the spectral lines of interest, Si Kα, S Kα, and Zn Kα, then subtracted from
the corresponding peak count rates.

Surface morphology and microanalytical data

The sample-averaged values of elemental concentrations and of ρ are displayed by Figure 5
vs. leaching time.

The graphs of Figure 5 describe the corrosive wear of TrBP. As the surface becomes smoother
(decreasing ρ), the relative S content decreases as well i.e., the vulcanized elastomer loses its
cross-links; at the same time SiO2, the mineral filler, expressed as Si, becomes more and more
exposed, whereas Zn increases slightly.

Main result

In other words, Figure 5 correlates surface morphology to microanalysis during the corrosive
wear of the compounded elastomer.
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the corresponding peak count rates.
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Figure 5. Correlation between surface morphology and microanalysis.

Left axis: surface roughness index, ρ (arbitrary units). Right axis: elemental concentrations (detector counts per second). All
quantities derive from the leaching experiment of TrBP and have been averaged over each material.

4. Application to the morphology of nano-dispersions

4.1. Filler dispersion and distribution

Polymer nano-composites

A polymer nano-composite is a heterogeneous medium which is characterised, from a
geometrical point of view, by the same methods developed for random media [21]. The
host material is a polymer and the filler consists of nano-particles having suitable shape,
which shall comply with three requirements, all related to geometry.
a) At least one dimension shall be smaller than 100nm.
b) Filler nano-particles shall not form agglomerates i.e., shall be dispersed.
c) This property shall be exhibited everywhere in the material volume i.e., filler distribution
shall be uniform.

Interest in the quantitative assessment of dispersion and distribution arises because they
alter, in fact improve, many properties of the materials as compared to the raw polymer.

Let the nano-composite occupy a domain Ω and U ⊂ Ω be a test subdomain of suitable size.
Let U (= meas[U ]) be the volume of U and VF be the total volume of the filler particles in U .

Dispersion indicator

As suggested by experimental evidence, theoretical arguments and computer simulations
[22] - [23], polymer chains interact with the filler inside a hull of thickness t which surrounds
the filler particle. Alterations of the geometry and the physical properties of the chains
occurring inside the hull affect the material as a whole. Let VH be the total volume of hulls
in U . An indicator of dispersion in U is defined by
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Q :=
VH

VF
. (19)

Let r be the smallest dimension (e.g., radius of gyration) of the particle and δ := t
r . For

example, if the three assumptions hold:
A1) t depends on the polymer properties, not on the size of the filler particle (typically
3 ≤ t ≤ 10 nm);
A2) filler particles are spheres of radius r;
A3) individual filler spheres, not aggregates, are found in U ,
then

Q = δ3 + 3δ2 + 3δ, (20)

and the value of Q[δ] can be assumed to represent the degree of dispersion in U .

With particles of different shape the corresponding relation between δ and Q can be found.
Filler-host interaction is stronger if dispersion is higher: hence the interest in determining, or
estimating Q by some method.

Representative elementary domain

A high Q is a necessary requirement for a good nano-composite, but not the only one.
Namely, the quantities VF and r make sense in statistical terms. If the same degree of
uniformity as inside U is observed everywhere else in the nano-composite, then the values
of VF and r determined in U characterize the material and one says distribution to be good.
In this case, the function Q[δ] calculated by e.g., Eq. 20 is valid everywhere, hence U is a
representative elementary domain [21] of the heterogeneous medium and U its representative
elementary volume (REV). Conversely, if either r or VF fluctuate from one location to
another because of non-uniform distribution, then a larger domain is needed to represent
the composite. The Debye algorithm (Ch. 1 of [21]]) is applied to estimate the REV. Very
roughly speaking, for a fixed confidence level supplied to the Debye algorithm, a smaller REV
means better distribution. The practical implication of inhomogeneity at the micrometer (or
sub-millimeter) scale is a material which performs poorly or unreliably.

Since dispersion and distribution can be derived from the geometrical properties of the
nano-composite, and the latter can be seen by microscopy, the role of image analysis in
materials characterization should be evident.

4.2. Materials, visual scoring

The nano-composite materials [24] of interest herewith were prepared from polyethylene
terephthalate and alumina nanoparticles (Al2O3, approximately spherical of average
diameter = 48 nm). A Haake Rheomix 600 torque rheometer was used, hence the material is
labelled H for short. Four different sets of processing parameters (temperature, torque, feed
rate) gave rise to as many classes (1 to 4), hereinafter regarded as the classes of belonging.
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quantities derive from the leaching experiment of TrBP and have been averaged over each material.
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4.1. Filler dispersion and distribution

Polymer nano-composites

A polymer nano-composite is a heterogeneous medium which is characterised, from a
geometrical point of view, by the same methods developed for random media [21]. The
host material is a polymer and the filler consists of nano-particles having suitable shape,
which shall comply with three requirements, all related to geometry.
a) At least one dimension shall be smaller than 100nm.
b) Filler nano-particles shall not form agglomerates i.e., shall be dispersed.
c) This property shall be exhibited everywhere in the material volume i.e., filler distribution
shall be uniform.

Interest in the quantitative assessment of dispersion and distribution arises because they
alter, in fact improve, many properties of the materials as compared to the raw polymer.

Let the nano-composite occupy a domain Ω and U ⊂ Ω be a test subdomain of suitable size.
Let U (= meas[U ]) be the volume of U and VF be the total volume of the filler particles in U .

Dispersion indicator

As suggested by experimental evidence, theoretical arguments and computer simulations
[22] - [23], polymer chains interact with the filler inside a hull of thickness t which surrounds
the filler particle. Alterations of the geometry and the physical properties of the chains
occurring inside the hull affect the material as a whole. Let VH be the total volume of hulls
in U . An indicator of dispersion in U is defined by

Materials Science - Advanced Topics210
Nonlinear Image Filtering for Materials Classification 15

10.5772/55633

Q :=
VH

VF
. (19)

Let r be the smallest dimension (e.g., radius of gyration) of the particle and δ := t
r . For

example, if the three assumptions hold:
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then
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and the value of Q[δ] can be assumed to represent the degree of dispersion in U .

With particles of different shape the corresponding relation between δ and Q can be found.
Filler-host interaction is stronger if dispersion is higher: hence the interest in determining, or
estimating Q by some method.

Representative elementary domain

A high Q is a necessary requirement for a good nano-composite, but not the only one.
Namely, the quantities VF and r make sense in statistical terms. If the same degree of
uniformity as inside U is observed everywhere else in the nano-composite, then the values
of VF and r determined in U characterize the material and one says distribution to be good.
In this case, the function Q[δ] calculated by e.g., Eq. 20 is valid everywhere, hence U is a
representative elementary domain [21] of the heterogeneous medium and U its representative
elementary volume (REV). Conversely, if either r or VF fluctuate from one location to
another because of non-uniform distribution, then a larger domain is needed to represent
the composite. The Debye algorithm (Ch. 1 of [21]]) is applied to estimate the REV. Very
roughly speaking, for a fixed confidence level supplied to the Debye algorithm, a smaller REV
means better distribution. The practical implication of inhomogeneity at the micrometer (or
sub-millimeter) scale is a material which performs poorly or unreliably.

Since dispersion and distribution can be derived from the geometrical properties of the
nano-composite, and the latter can be seen by microscopy, the role of image analysis in
materials characterization should be evident.

4.2. Materials, visual scoring

The nano-composite materials [24] of interest herewith were prepared from polyethylene
terephthalate and alumina nanoparticles (Al2O3, approximately spherical of average
diameter = 48 nm). A Haake Rheomix 600 torque rheometer was used, hence the material is
labelled H for short. Four different sets of processing parameters (temperature, torque, feed
rate) gave rise to as many classes (1 to 4), hereinafter regarded as the classes of belonging.
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Unfortunately, the parameter values were not disclosed. Material samples were cut by a
diamond knife microtome and examined using a transmission electron microscope in bright
field mode at 100 keV. Recording took place on photographic film. Hardcopies were scanned,
giving rise to "master images". A number of tiles (8 to 9) can be read out of each master
image. Sample tiles of the material H classes are shown by Figure 6.

Figure 6. Al2O3 nano-dispersions in polyethylene terephthalate.

Square side (all panels): 5.3µm. From top left to bottom right, tiles represent classes 1 to 4.

In the past [24], images of each class had been visually rated by dispersion and distribution
and ranked by an expert according to a subjective criterion. Another expert looked for
a particle scoring method which could justify visual rating. A method was found and
the corresponding skewness index, β, was determined, which met expectation. As a
consequence, each class of belonging comes with its value of β.

4.3. Classification by ση

Scope

The purpose of this Subsection is to address the following question:
can ση lead to an automated classifier capable of replicating the expert’s, β-based, ranking ?

Classifier flow chart

The application of the ση algorithm to material H images is more complex than the previous
one (§ 3).
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Since master images were a priori known to belong to four classes, the algorithm is requested
to assign each tile to its own class with the highest possible score.

In the first place, the request can indeed be addressed, if one recalls how ση can be controlled
by �ψ of Eq. 12. Next, one has to design a scheme by which
• prior knowledge about the class of belonging is passed on to the algorithm,
• the class assigned by the algorithm is compared to that of belonging and class assignment
is displayed,
• the classifier success rate is measured and the best performing �ψ determined.

The first requirement includes the formation of training sets. The second relies on
multivariate statistics (principal components analysis). The third is based on the classifier
training matrix, MT [�ψ], where the row index is the class of belonging, the column index
the assigned class and each entry is a count; exact classification corresponds to a diagonal
matrix; non-zero off diagonal entries mean misclassification.

The ση algorithm thus becomes part of a feedback loop [25], which includes multivariate
statistical analysis and supervised training. An outline of the procedure is provided by
Figure 7 and its caption.

Figure 7. Flow chart of the ση-based classification algorithm.
(Top right) The data set consists of tiles (§2) from all materials to be classified. (Left arrow) Some tiles, of known class of

belonging, are chosen to form the training set and undergo morphological analysis (center left). This process is iterative

(feedback loop on left) and is based on the ση algorithm. The latter depends on a number of control parameters (the vector
�ψ). Supervised classification relies on principal components (PC) analysis and consists of
• entering the initial vector �ψ(0) (top left);

• analysing tiles, by determining the feature vectors �w[�ψ] of Eq. 15, which represent tiles hereinafter;
• applying principal components analysis to the �w[�ψ]’s and assigning each tile to a class;
• forming the classifier matrixMT [�ψ], and rating classification accordingly, by a suitable figure of merit, F[MT [�ψ]].
If rating is poor, �ψ is updated (leftmost block); if rating is acceptable, the resulting �ψ∗ is saved (right arrow) for validation and
recognition (rightmost blocks).
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a particle scoring method which could justify visual rating. A method was found and
the corresponding skewness index, β, was determined, which met expectation. As a
consequence, each class of belonging comes with its value of β.

4.3. Classification by ση

Scope

The purpose of this Subsection is to address the following question:
can ση lead to an automated classifier capable of replicating the expert’s, β-based, ranking ?

Classifier flow chart

The application of the ση algorithm to material H images is more complex than the previous
one (§ 3).
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Since master images were a priori known to belong to four classes, the algorithm is requested
to assign each tile to its own class with the highest possible score.

In the first place, the request can indeed be addressed, if one recalls how ση can be controlled
by �ψ of Eq. 12. Next, one has to design a scheme by which
• prior knowledge about the class of belonging is passed on to the algorithm,
• the class assigned by the algorithm is compared to that of belonging and class assignment
is displayed,
• the classifier success rate is measured and the best performing �ψ determined.

The first requirement includes the formation of training sets. The second relies on
multivariate statistics (principal components analysis). The third is based on the classifier
training matrix, MT [�ψ], where the row index is the class of belonging, the column index
the assigned class and each entry is a count; exact classification corresponds to a diagonal
matrix; non-zero off diagonal entries mean misclassification.

The ση algorithm thus becomes part of a feedback loop [25], which includes multivariate
statistical analysis and supervised training. An outline of the procedure is provided by
Figure 7 and its caption.

Figure 7. Flow chart of the ση-based classification algorithm.
(Top right) The data set consists of tiles (§2) from all materials to be classified. (Left arrow) Some tiles, of known class of

belonging, are chosen to form the training set and undergo morphological analysis (center left). This process is iterative

(feedback loop on left) and is based on the ση algorithm. The latter depends on a number of control parameters (the vector
�ψ). Supervised classification relies on principal components (PC) analysis and consists of
• entering the initial vector �ψ(0) (top left);

• analysing tiles, by determining the feature vectors �w[�ψ] of Eq. 15, which represent tiles hereinafter;
• applying principal components analysis to the �w[�ψ]’s and assigning each tile to a class;
• forming the classifier matrixMT [�ψ], and rating classification accordingly, by a suitable figure of merit, F[MT [�ψ]].
If rating is poor, �ψ is updated (leftmost block); if rating is acceptable, the resulting �ψ∗ is saved (right arrow) for validation and
recognition (rightmost blocks).
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Figure 8. Classifier output.

The output is displayed on the plane of the first two principal components, z1 and z2. I1 is the sample variance explained

by z1, I2 the variance explained by z1 and z2 together. The training class centroids are numbered 1 to 4, their counterparts

in validation are 5 to 8. According to error bars, classes 3 and 4 are not discriminated in training. Validation disclaims the

discrimination of class 1 (centroid 5) from classes 3 and 4.
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Wavenumber interval: 13 ≤ u ≤ 511; degree of q[.] : d = 13; ordinate scale: dB such that q[0] = 0 dB. Further comments in

the main text.
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With reference to Figure 9, the q[.] from class 1 (top left panel of Figure 6) rises steeply up
to u = 64 cycles/tile, then exhibits a slowly increasing trend: this corresponds to the lack
of relevant filler structure and texture. The q[.] from class 3 (bottom left panel of Figure 6)
reflects agglomerates. The graphs representing the other two materials can also be easily
interpreted: a graph of q[.] with a uniform trend (class 1) comes from a feature-less image;
instead, local maxima in 60 ≤ u ≤ 150 as in class 3 and 4 (bottom right panel of Figure

6) are due to particles of size ranging between 15 and 45 nm, regardless of aggregation or
agglomeration.

A class with feature-poor tiles, such as class 1, is more likely to yield inconsistent training vs.
validation results (Figure 8).

From the principal components plane display and from enhanced spectra, the dispersion and
distribution properties of the nano composite can be at least qualitatively inferred. Namely,
dispersion can be rated by the occurrence of agglomerates (e.g., class 1 vs. classes 3 and 4).
Class 1 turns out to have the poorest distribution (longest class error bars in Figure 3).

Correlation between visual scoring and automated classification

The first principal component, z1, of the class centroids, as determined by training and
validation, (Figure 8) when regressed against the visual scoring index, β, yields the result of
Figure 10.
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Figure 10. Correlation between morphological indices β and z1.

The index β derives from visual scoring, z1 from spectrum enhancement classification. The centroid z1 coordinates, as

determined by both training and validation, have been included into affine regression to make the result more realistic.

5. General discussion and conclusion

The core of image spectrum enhancement (ση) is spatial differentiation of a suitable order,
including a fractional one, followed by non linear transformations. When the control
parameters are optimized, enhanced spectra seem to adequately describe the morphology of
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With reference to Figure 9, the q[.] from class 1 (top left panel of Figure 6) rises steeply up
to u = 64 cycles/tile, then exhibits a slowly increasing trend: this corresponds to the lack
of relevant filler structure and texture. The q[.] from class 3 (bottom left panel of Figure 6)
reflects agglomerates. The graphs representing the other two materials can also be easily
interpreted: a graph of q[.] with a uniform trend (class 1) comes from a feature-less image;
instead, local maxima in 60 ≤ u ≤ 150 as in class 3 and 4 (bottom right panel of Figure

6) are due to particles of size ranging between 15 and 45 nm, regardless of aggregation or
agglomeration.

A class with feature-poor tiles, such as class 1, is more likely to yield inconsistent training vs.
validation results (Figure 8).

From the principal components plane display and from enhanced spectra, the dispersion and
distribution properties of the nano composite can be at least qualitatively inferred. Namely,
dispersion can be rated by the occurrence of agglomerates (e.g., class 1 vs. classes 3 and 4).
Class 1 turns out to have the poorest distribution (longest class error bars in Figure 3).

Correlation between visual scoring and automated classification

The first principal component, z1, of the class centroids, as determined by training and
validation, (Figure 8) when regressed against the visual scoring index, β, yields the result of
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The index β derives from visual scoring, z1 from spectrum enhancement classification. The centroid z1 coordinates, as

determined by both training and validation, have been included into affine regression to make the result more realistic.

5. General discussion and conclusion

The core of image spectrum enhancement (ση) is spatial differentiation of a suitable order,
including a fractional one, followed by non linear transformations. When the control
parameters are optimized, enhanced spectra seem to adequately describe the morphology of
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the image by separating structure from texture, which in turn are (statistical) properties of the
image, or of the image set, as a whole. Image classification based on spectrum enhancement
follows accordingly. If one is interested in structure and texture, then classification most
likely succeeds. Indeed, the algorithm has been shown to perform in a satisfactory way on a
variety of image sets, originated from as many different processes (nanodispersion, growth
of tubulin microfilaments, formation of cell colonies, light scattering by material particles).
Instead, spectrum enhancement, as any frequency domain method, is inappropriate to
exactly locate isolated features or details.

The applications to materials science described in this article differ by complexity of the
algorithm and by the degree of "assimilation" to other experimental data.

The morphology of TrBP has been described in a very simple way by means of the surface
roughness index, ρ (Def. 5). Graphs of enhanced spectra of the investigated materials (Figure

4) have been related to surface structure and texture (Table I). Finally, ρ has been related to
elemental microanalytical data from EDX spectroscopy (Figure 5).

Possible developments include: the analysis of other types of TWP and studies of fracture
dynamics.

Images of other TWP materials by the ση algorithm is possible, provided the particle
surfaces are visible. Namely, coarse particles from treadwear tests are clad by minerals
(from anti-smear agents or from road pavement), as shown by the right panel of Figure 1.
Micrometer sized particles are more easily imaged and analysed.

Quantitative morphology of wear debris is relevant to the characterisation of rate dependent
fracture mechanisms and therefore to assess the reliability of a given product.

The application to nanodispersions has included the development of an automated classifier,
capable of discriminating materials to some extent (Figure 8). Enhanced spectra of single
tiles have been interpreted in relation to particle dispersion and the formation of aggregates
(Figure 9). Correlation between the automated classifier and visual scoring has been
obtained (Figure 10). Knowledge of the mixer parameters might have deepened the
understanding of automated morphological analysis.
Developments are needed at least in two directions. In the first place a relation shall be
found between the Q of Eq. 19 and enhanced spectra. Namely, Q describes dispersion
if evaluated locally (i.e., estimated from a single image), whereas its statistical properties
describe distribution, and shall be estimated from an image set. Another issue of interest is
the estimation of the representative elementary domain, U , from ση and other experimental
techniques.
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1. Introduction

The history of homogenization methods describing the interaction of electromagnetic waves
with materials/matter (formed by a large number of periodic metal-lattices/atoms) goes a
long way back (see, for a detailed historical review, the books by [1] and [2]). Typically,
these methods are applied when the size of the material inclusions is small compared to the
wavelength of the incident wave. In such cases, the microscopic fluctuations are averaged out
to obtain smooth and slowly varying macroscopic quantities that can be used to characterize
the long range variations of the electromagnetic waves [3].

In recent years, there has been an increased interest in homogenization methods
characterizing artificial materials (such as metamaterial structures). In particular, materials
that constitute wire media have attracted special attention, due to their ability in enabling
interesting phenomena such as negative refraction [4, 12] and sub-wavelength imaging [6, 7],
among others. It has been recently shown in [8] that wire media exhibits strong spatial
dispersion at microwaves, and that the constitutive relations between the macroscopic fields
and the electric dipole moment are non-local [5]. Due to the non-local character of the
material, solving the reflection and transmission problems at interfaces associated with wire
media becomes difficult. This is because the non-local character of the material enables it
to support extra (or extraordinary) waves, which in general are not supported by materials
with local responses. To overcome this, uniquely solved ABCs [9–11, 13] which are pertinent
to the specific problem (composition of the structure) can be introduced.

In [10], the scattering problem of a wire-medium slab (consisting of long parallel array
of thin-metallic wires normal to the interface) was solved by deriving an ABC at the
interface of the wire medium and a dielectric material. Here the ABC was derived based
on the fact that the microscopic current must vanish at the tip of the wires and that the
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2 Metamaterial

macroscopic fields must satisfy the ABC at the interface. The above result was extended to
study the reflection characteristics of a textured surface [9], wherein the metallic wires are
connected to a ground plane. In this scenario, the ABC was derived by taking into account
that the microscopic electric charge density vanishes at the connection of wire end to the
ground plane. Later, the ABC developed in [9] was applied to characterize the reflection
and transmission properties of the single-layer [14, 15] and multilayer mushroom-type
structures [17] (composed of metallic patches). It should be noted that these structures
(single-layer and multilayer) were shown to suppress spatial dispersion in wire media. This
is because the presence of metallic patches at the wire ends diminishes charge buildup
in such a way that, upon homogenization, the mushroom structure can be treated as
a uniaxial continuous Epsilon-Negative (ENG) material loaded with a capacitive grid of
patches. Further, in [13] generalized additional boundary conditions (GABCs) have been
derived for wire media terminated with distributed loads (metallic patch arrays acting as
parallel loads to the wires) and lumped loads (arbitrary impedance insertions acting as
series loads to the wires) or a combination of both at the junction, with the latter case
presented in [18, 19]. Although, the GABCs derived in [13] are applied at the wire-to-patch
connection with the finite size of the patch (with certain restrictions imposed on the size of
the gap between the patches with respect to the separation of adjacent patch arrays), these
boundary conditions are valid only for perfect electric conductor terminations. However,
when the metallic terminations (patches) are thin (resistive) (or for no patch case [10]), the
charge accumulation and diffusion at the wire-to-patch interface (or charge accumulation
at the open wire end interface) becomes important (spatial dispersion effects have to be
considered), necessitating a new additional boundary condition at this interface [16], which
takes into account the finite conductivity of the material at the connection points. Upon
homogenization, these charge effects are reflected in the nonlocal slab permittivity. The ABC
developed in the later case (thin patch) is a generalized form from which one can easily
obtain the ABCs derived in [9] and [10].

The ABC derived in [16] can only be applied to a single-layer wire-medium slab terminated
with either PEC or thin resistive (metal/graphene) patches or a combination of both. It is
derived under the hypothesis that the material adjacent to it is either free space or a dielectric
filled material. However, for a more general configuration shown in Fig. 1 (where the metallic
wires of one wire-medium slab are connected to another wire medium with a thin resistive
patch at the junction), the ABC proposed in [16] cannot be applied.

In our recent paper [26] we further extend the theory of [16] and study the reflection
properties of a more general case of a multilayer mushroom-type structure composed of
thin resistive patches with a typical configuration shown in Fig. 1. Based on charge
conservation, new ABCs are derived at the interface of two uniaxial wire mediums with
thin imperfect conductors at the junction. The scattering problem is solved by imposing the
classical boundary conditions (at the thin resistive patch interface and at the ground plane),
and the new additional boundary conditions obtained at the wire-to-patch junctions. To
illustrate the application of the homogenization model with the new ABCs, we characterize
the reflection properties of the multilayer structure, demonstrating that such a configuration
with proper choice of the geometrical parameters acts as an absorber. Interestingly, it is
noticed that the presence of vias results in the enhancement of the absorption bandwidth
and an improvement in the absorptivity performance for increasing angles of the obliquely
incident TM-polarized plane wave. The results obtained using the homogenization model
for the proposed structure are validated against full-wave numerical simulations.
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Figure 1. Geometry of a multilayer mushroom structure formed by periodically loading a grounded wire medium with thin

resistive patches.

The chapter is organized as follows. In Section 2, at first, a review of the ABCs for the
wire media is provided. Then, generalized ABCs at the wire-to-thin-resistive-patch junction
are derived and the formalism of the nonlocal homogenization model is presented for the
analysis of the reflection characteristics of the multilayer mushroom-type structure. The
results of the single-layer, two-layer, and three-layer mushroom structures composed of thin
resistive patches are discussed in Section 3. Finally, concluding remarks are given in Section 4.

2. Homogenization of multilayered mushroom-type HIS structures

In this section, at first a brief review of the recently derived ABCs [9, 10, 16] for wire media
with applications to mushroom structures [14–17] is given (see Section 2.1). It should be
noted that the configurations studied in [14–16] are single-layer mushroom structures (wire
media loaded with patch arrays) with/without ground planes, and the one studied in [17]
was a multilayer mushroom structure without a ground plane. In all these cases, except the
one studied in [16], the vias, the patches, and the ground plane have all been assumed to be
perfect electric conductors (PECs). In [16], the vias, and the ground plane are assumed to
be PECs, however, the patch is a thin 2-D material. In [26] we study a multilayer structure
(shown in Fig. 1) that is backed by a perfect electrically conducting ground plane, and
assume that the vertical wires are PEC conductors and that the patches are arbitrary thin
resistive materials. Secondly, we show the derivation of ABCs for the interface of two uniaxial
wire mediums with thin imperfect conductors at the junction (see Section 2.2). Finally,
the reflection problem of the multilayer structure (shown in Fig. 1) will be solved for the
obliquely incident TM-polarized plane waves (see Section 2.3).

Referring to [8], it is known that the wire-medium slab is strongly spatially dispersive, and
supports three different modes: transverse electric (TEx), transverse magnetic (TMx), and
transverse electromagnetic (TEM) modes. Since TE incident waves do not interact with the
wires, the study is restricted to only TM incident waves. In what follows, the term microscopic
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wire mediums with thin imperfect conductors at the junction (see Section 2.2). Finally,
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obliquely incident TM-polarized plane waves (see Section 2.3).

Referring to [8], it is known that the wire-medium slab is strongly spatially dispersive, and
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4 Metamaterial

refers to currents and fields in the microstructure of the medium, i.e., on the wires and
patches of the actual physical structure. The term macroscopic refers to fields averaged over
the lattice period, i.e., the fields in the equivalent homogenized (continuous) medium. In the
following, a time variation of the form ejωt is assumed and suppressed.

2.1. Additional boundary conditions for wire media

The wire medium consists of an array of long metallic parallel wires arranged in a periodic
lattice as shown in Fig. 2. The wires are oriented along the x-direction and are embedded in a
host medium with permittivity εr. Solving the scattering problem for the wire-medium slab
(which supports three modes) with the regular classical boundary conditions is impossible.
To overcome this, an ABC is necessary. The ABC is derived by identifying some property of
the wire-medium slab which gives a relation between the macroscopic fields, which in turn
provides an extra degree of freedom to solve the scattering problem.

Figure 2. Geometry of a wire-medium slab with thickness h illuminated by a TM- polarized plane wave.

In [10], the authors showed that when the wire medium is adjacent to a nonconductive
medium (such as air) and that the wires are thin, the microscopic current must vanish at the
wire end x = x0,

Jc(x0) = 0 (1)

and that the macroscopic field must satisfy the ABC at the interface with air [11],

εrE · x̂|wire medium side = E · x̂|air side (2)

or, equivalently, the macroscopic field condition

k0εrEx(x0)− kzη0Hy(x0) = 0 . (3)

However, the ABC (3) is not valid when the wire medium is adjacent to a conducting material,
such as a perfect electrically conducting ground plane (shown in Fig. 3). In such a scenario,
the microscopic current (Jc) at the wire-to-patch interface does not vanish and thus the ABC
(3) is no longer applicable. The authors in [9, 10] have shown that it is relatively simple to
derive the boundary condition for the wire-to-PEC interface. More specifically, they proved
that the electric density of surface charge, σc, in a wire must vanish at the connection with
the PEC ground plane,
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Figure 3. Geometry of a wire-medium slab connected to a ground plane.

σc = 0 (at the interface) (4)

which necessitates that

dJc(x)

dx
|x=0+ = 0 (5)

or, in terms of macroscopic fields,

(

k0εr
dEx(x)

dx
− kzη0

dHy(x)

dx

)

|x=0+ = 0 . (6)

The above derived ABC (6) has been successfully applied by many researchers to various
configurations of interest in which wire media were connected to one or many conducting
elements (2-D array of patches). The most important of these configurations is the so-called
mushroom structure [21] (wire media loaded with PEC pacthes and backed by a ground
plane) which can be used in the design of high-impedance surfaces [14, 15] (shown in Fig.
4(a)) and metamaterials with negative refraction [17] (shown in Fig. 4(b)), among others.

(a) (b)

Figure 4. Mushroom-type wire medium structure: (a) Single-layer structure. (b) Multilayered structure.
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6 Metamaterial

However, this ABC applies only to a wire-to-PEC interface. When the skin depth is
such that the field penetrates throughout the material, the PEC model is a very poor
approximation of the actual physics. In this case, we need an ABC for a wire connected
to an imperfect conductor, or, more generally, to an arbitrary material characterized by its
complex conductivity. The same problem occurs when trying to model the ground plane
or patch as a 2-D material, such as graphene or a 2-D electron gas. To answer this, the
authors in [16] derived a generalized ABC for the wire-thin-metal-patch interface. The ABC
is derived based on the principle of conservation of charge and that the microscopic wire
current must satisfy the boundary condition,

(

Jc(x) +
σ2D

jωε0εr

dJc(x)

dx

)

|x=h− = 0 (7)

or, in terms of macroscopic field condition,

(

1 +
σ2D

jωε0

d

dx

) [

k0Ex(x)−
kzη0

εr
Hy(x)

]

|x=h− = 0. (8)

In the limiting case of σ2D → 0, we have the wire medium (bed-of-nails) result (3), and for
σ2D → ∞, we have the PEC patch result (6). Hence, (7) is the generalized form of ABC for
the wire-thin-metal-patch interface (or for any conductivity of the thin-resistive patch).

The ABC (7) is valid as long as the material adjacent to it is nonconductive (such as air). If
there is another spatially dispersive material (such as wire media) adjacent to it (see Fig. 1),
then the ABC given by (7) is no longer valid. In the next subsection we derive a generalized
ABC for the two uniaxial wire media with a thin resistive patch at the junction [26]. However,
when two wire mediums are connected with a PEC patch at the junction (see Fig. 4(b), for
the multilayer structure with PEC patches), GABCs similar to those proposed in [13] (for the
PEC patches) have to be considered at the connection x = x0:

dJc(x)

dx

∣

∣

∣

∣

x+
0

+
dJc(x)

dx

∣

∣

∣

∣

x−
0

=
2C

C0

[

Jc(x+0 )− Jc(x−0 )
]

(9)

dJc(x)

dx

∣

∣

∣

∣

x+
0

−
dJc(x)

dx

∣

∣

∣

∣

x−
0

= 0 (10)

where C is the capacitance of the wires and C0 is the capacitance of the metallic patch which
depends on the period a and gap g (the values of C and C0 are defined in [13]). These
ABCs are accurate for moderate and large gaps between the patches, provided the distance h
between the metallic patches in adjacent layers is much greater than g. When the gap between
the patches reduces and C0 → ∞, we have a perfect electric conducting ground plane with the
ABCs (9), (10) reduced to dJc(x)/dx|x+

0
= dJc(x)/dx|x−

0
= 0, which is the same expression

obtained above from (5). The PEC-ABC (5) is applicable at the junction of wire-PEC-wire
interface, because the electric surface charge density on the wires will vanish independently
at the junction making the fields in one media independent of the other. However, for the
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case of thin-resistive patch at the junction, this is not the case, where charge diffusion and
accumulation takes place with the fields in one wire media interacting with the ones in the
other. Hence an ABC is necessary for this kind of interface (wire-thin-resistive-patch-wire).

2.2. Additional boundary condition for the junction of uniaxial wire media with
thin resistive patch at the interface

Consider a plane wave incident on the configuration shown in Fig. 5, which consists of two
uniaxial wire mediums with a thin resistive sheet (or in general, an arbitrary 2-D material
such as graphene or a 2-D plasma characterized by a complex surface conductivity) placed at
the interface x = x0. Let a be the lattice period, σ2D be the complex surface conductivity of the
thin resistive patch (such as graphene patches with the surface conductivity given in [22]),
r1 and r2 be the wire radii with r1,2 ≪ a, and εr,1 and εr,2 be the corresponding dielectric
host material for the two uniaxial wire media. For thin materials with bulk conductivity σ3D,
the surface conductivity can be written as σ2D = σ3Dt = 1/Rs, where t ≪ δ is the material
thickness, δ =

√

2/ωµ0σ3D is the skin depth, and Rs is the sheet resistance. To understand
how a thin resistive material (with bulk conductivity) is made see [29]. The resistive sheets
can also be realized using commercially available resistive materials.

Due to the presence of discontinuities at the junction (sheet and different properties of the
wire media, i.e., different wire radii and host permittivities) one can expect irregularities
in the charge and the current distributions close to the junction. Let Jw,1 and Jw,2 be the
microscopic current densities on the surface of the wires in mediums 1 and 2, and ρs1 and ρs2

be the surface charge densities on the PEC wires with radii r1 and r2, respectively, which are
given by ρs1(x) = ε0εr,1En1(x) and ρs2(x) = ε0εr,2En2(x), where En1 and En2 are the normal
components of the microscopic electric fields at the wire surfaces. On the thin conductive
sheet, assumed local and isotropic, the microscopic current and the field are related as
Js(y, z) = σ2DEt, where Js is the surface current density and Et is the tangential electric
field on the sheet. It should be noted that the tangential fields on the sheet in mediums 1
and 2 are assumed to be continuous at x = x0, i.e.,

Et1(x−0 ) = Et2(x+0 ) = Et . (11)

Considering that, at the wire-to-sheet and sheet-to-wire connection points (x+0 and x−0 ) the
electric fields normal to the wires are the same as the tangential fields on the thin resistive
sheet, we can write

En1(x−0 ) = Et1(x−0 ) = ρs1(x−0 )/(ε0εr,1) (12)

En2(x+0 ) = Et2(x+0 ) = ρs2(x+0 )/(ε0εr,2) . (13)

From the continuity equation for the wires ρsi = −(1/jω)dJw,i(x)/dx (i = 1, 2) one can
write the surface charge densities at the connection points (x+0 and x−0 ) as

ρs1(x−0 ) = −(1/jω)(dJw,1(x)/dx)|x−
0

(14)

ρs2(x+0 ) = −(1/jω)(dJw,2(x)/dx)|x+
0

. (15)
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However, this ABC applies only to a wire-to-PEC interface. When the skin depth is
such that the field penetrates throughout the material, the PEC model is a very poor
approximation of the actual physics. In this case, we need an ABC for a wire connected
to an imperfect conductor, or, more generally, to an arbitrary material characterized by its
complex conductivity. The same problem occurs when trying to model the ground plane
or patch as a 2-D material, such as graphene or a 2-D electron gas. To answer this, the
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dJc(x)

dx
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|x=h− = 0 (7)
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1 +
σ2D

jωε0

d

dx
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Hy(x)
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ABC for the two uniaxial wire media with a thin resistive patch at the junction [26]. However,
when two wire mediums are connected with a PEC patch at the junction (see Fig. 4(b), for
the multilayer structure with PEC patches), GABCs similar to those proposed in [13] (for the
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∣

∣
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∣

∣

∣
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∣

∣

∣
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0
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∣

∣

∣

∣
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0
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where C is the capacitance of the wires and C0 is the capacitance of the metallic patch which
depends on the period a and gap g (the values of C and C0 are defined in [13]). These
ABCs are accurate for moderate and large gaps between the patches, provided the distance h
between the metallic patches in adjacent layers is much greater than g. When the gap between
the patches reduces and C0 → ∞, we have a perfect electric conducting ground plane with the
ABCs (9), (10) reduced to dJc(x)/dx|x+

0
= dJc(x)/dx|x−

0
= 0, which is the same expression

obtained above from (5). The PEC-ABC (5) is applicable at the junction of wire-PEC-wire
interface, because the electric surface charge density on the wires will vanish independently
at the junction making the fields in one media independent of the other. However, for the
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case of thin-resistive patch at the junction, this is not the case, where charge diffusion and
accumulation takes place with the fields in one wire media interacting with the ones in the
other. Hence an ABC is necessary for this kind of interface (wire-thin-resistive-patch-wire).

2.2. Additional boundary condition for the junction of uniaxial wire media with
thin resistive patch at the interface

Consider a plane wave incident on the configuration shown in Fig. 5, which consists of two
uniaxial wire mediums with a thin resistive sheet (or in general, an arbitrary 2-D material
such as graphene or a 2-D plasma characterized by a complex surface conductivity) placed at
the interface x = x0. Let a be the lattice period, σ2D be the complex surface conductivity of the
thin resistive patch (such as graphene patches with the surface conductivity given in [22]),
r1 and r2 be the wire radii with r1,2 ≪ a, and εr,1 and εr,2 be the corresponding dielectric
host material for the two uniaxial wire media. For thin materials with bulk conductivity σ3D,
the surface conductivity can be written as σ2D = σ3Dt = 1/Rs, where t ≪ δ is the material
thickness, δ =

√

2/ωµ0σ3D is the skin depth, and Rs is the sheet resistance. To understand
how a thin resistive material (with bulk conductivity) is made see [29]. The resistive sheets
can also be realized using commercially available resistive materials.

Due to the presence of discontinuities at the junction (sheet and different properties of the
wire media, i.e., different wire radii and host permittivities) one can expect irregularities
in the charge and the current distributions close to the junction. Let Jw,1 and Jw,2 be the
microscopic current densities on the surface of the wires in mediums 1 and 2, and ρs1 and ρs2

be the surface charge densities on the PEC wires with radii r1 and r2, respectively, which are
given by ρs1(x) = ε0εr,1En1(x) and ρs2(x) = ε0εr,2En2(x), where En1 and En2 are the normal
components of the microscopic electric fields at the wire surfaces. On the thin conductive
sheet, assumed local and isotropic, the microscopic current and the field are related as
Js(y, z) = σ2DEt, where Js is the surface current density and Et is the tangential electric
field on the sheet. It should be noted that the tangential fields on the sheet in mediums 1
and 2 are assumed to be continuous at x = x0, i.e.,

Et1(x−0 ) = Et2(x+0 ) = Et . (11)

Considering that, at the wire-to-sheet and sheet-to-wire connection points (x+0 and x−0 ) the
electric fields normal to the wires are the same as the tangential fields on the thin resistive
sheet, we can write

En1(x−0 ) = Et1(x−0 ) = ρs1(x−0 )/(ε0εr,1) (12)

En2(x+0 ) = Et2(x+0 ) = ρs2(x+0 )/(ε0εr,2) . (13)

From the continuity equation for the wires ρsi = −(1/jω)dJw,i(x)/dx (i = 1, 2) one can
write the surface charge densities at the connection points (x+0 and x−0 ) as

ρs1(x−0 ) = −(1/jω)(dJw,1(x)/dx)|x−
0

(14)

ρs2(x+0 ) = −(1/jω)(dJw,2(x)/dx)|x+
0

. (15)
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Figure 5. Geometry of a junction of two wire mediums with a thin resistive sheet at the interface.

Applying Kirchoff’s current law (conservation of charge) at the junction of two wire mediums
with thin resistive sheet at the interface (from Fig. 5), we have

Js = Jw,1 − Jw,2 . (16)

Using (11), the surface current density can be expressed as

Js = σ2DEt = σ2DEt1(x−0 ) = σ2DEt2(x+0 )

= σ2D[Et1(x−0 ) + Et2(x+0 )]/2 . (17)

Equating now (16) and (17), we have at the connection points

σ2D[Et1(x−0 ) + Et2(x+0 )]/2 = [Jw,1(x−0 )− Jw,2(x+0 )] . (18)

Substituting the tangential fields (12)-(13) in (18), we can write

σ2D[ρs1(x−0 )/(ε0εr,1) + ρs2(x+0 )/(ε0εr,2)]/2 = [Jw,1(x−0 )− Jw,2(x+0 )] . (19)

Now, using the surface charge densities of the two wires (14)-(15), in (19) we obtain the ABC

σ2D

2jωε0

[

1

εr,1

dJw,1(x)

dx
|x−

0
+

1

εr,2

dJw,2(x)

dx
|x+

0

]

+ [Jw,1(x−0 ) − Jw,2(x+0 )] = 0. (20)
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Using the fact that the tangential fields are continuous at the thin conductive sheet interface
(11), we obtain the second ABC for the microscopic wire current,

1

εr,1

dJw,1(x)

dx
|
x
−
0
−

1

εr,2

dJw,2(x)

dx
|
x
+
0
= 0 . (21)

In the next section, it will be shown that the ABCs (20) and (21) along with the classical
boundary conditions will completely characterize the reflection properties of the multilayer
mushroom-type HIS structure (shown in Fig. 1). Also, it is worth noting that the
conditions (20) and (21) derived in this section are rather general and applicable to the cases
of different conductivities of the thin conductive sheet at the wire-medium junction. In the
limiting case of σ2D → 0 (transparent sheet), we have a continuous wire-medium slab with

simple continuity conditions for the current: Jw,1(x
−
0 ) = Jw,2(x

+
0 ) and ε−1

r,1 dJw,1(x)/dx|
x
−
0
=

ε−1
r,2 dJw,2(x)/dx|

x
+
0

. For σ2D → ∞, we have a PEC conductor with the ABC for the wire

microscopic currents given by dJw,1(x)/dx|
x
−
0
= dJw,2(x)/dx|

x
+
0
= 0, i.e., the derivative of

each of the wire currents is independently zero at the connection points. This is consistent
with the result of the single-sided wire-medium junction with a PEC conductor [10].

For the limiting case of the same host material on either side of the thin resistive sheet
interface at x0 (i.e., εr,1 = εr,2 = εr), the ABCs (20) and (21) can also be obtained by
enforcing the continuity of surface charge densities and using the Kirchoff’s current law
at the connection points x

+
0 and x

−
0 (the junction of wire media with thin resistive sheet

at the interface), i.e., ρs1(x
−
0 ) = ρs2(x

+
0 ) = ρs = ε0εr Js/σ2D = (ρs1(x

−
0 ) + ρs2(x

+
0 ))/2 and

Jw,1 = Js + Jw,2.

It is interesting to note that (20) and (21) yield two independent ABCs. At first sight, this
may seem inconsistent with the result of [16], which considered a single ABC to model the
interfaces of wire media with an imperfect conductor. However, the reason why we obtain
an extra ABC is quite simple. Here we consider the junction of two different wire mediums;
that is, we have a spatially dispersive material on both sides of the interface (a double-sided
wire-medium junction). Quite differently, the configuration considered in [16] consists of a
single-sided wire-medium junction because one of the semi-spaces separated by the interface
is free space. To show this, consider the two ABCs (20) and (21). Rewritting them, we have

[

1

εr,1

dJw,1(x)

dx
|
x
−
0
+

1

εr,2

dJw,2(x)

dx
|
x
+
0

]

= −
2jωε0

σ2D

[

Jw,1(x
−
0 )− Jw,2(x

+
0 )

]

= 0 (22)

1

εr,1

dJw,1(x)

dx
|
x
−
0
−

1

εr,2

dJw,2(x)

dx
|
x
+
0
= 0 . (23)

By solving (22) and (23) and rearranging the terms, we can write

1

εr,1

dJw,1(x)

dx
|
x
−
0
= −

jωε0

σ2D

[

Jw,1(x
−
0 )− Jw,2(x

+
0 )

]

. (24)
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Figure 5. Geometry of a junction of two wire mediums with a thin resistive sheet at the interface.

Applying Kirchoff’s current law (conservation of charge) at the junction of two wire mediums
with thin resistive sheet at the interface (from Fig. 5), we have

Js = Jw,1 − Jw,2 . (16)

Using (11), the surface current density can be expressed as

Js = σ2DEt = σ2DEt1(x−0 ) = σ2DEt2(x+0 )

= σ2D[Et1(x−0 ) + Et2(x+0 )]/2 . (17)

Equating now (16) and (17), we have at the connection points

σ2D[Et1(x−0 ) + Et2(x+0 )]/2 = [Jw,1(x−0 )− Jw,2(x+0 )] . (18)

Substituting the tangential fields (12)-(13) in (18), we can write

σ2D[ρs1(x−0 )/(ε0εr,1) + ρs2(x+0 )/(ε0εr,2)]/2 = [Jw,1(x−0 )− Jw,2(x+0 )] . (19)

Now, using the surface charge densities of the two wires (14)-(15), in (19) we obtain the ABC

σ2D

2jωε0

[

1

εr,1

dJw,1(x)

dx
|x−

0
+

1

εr,2

dJw,2(x)

dx
|x+

0

]

+ [Jw,1(x−0 ) − Jw,2(x+0 )] = 0. (20)
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Using the fact that the tangential fields are continuous at the thin conductive sheet interface
(11), we obtain the second ABC for the microscopic wire current,

1

εr,1

dJw,1(x)

dx
|
x
−
0
−

1

εr,2

dJw,2(x)

dx
|
x
+
0
= 0 . (21)

In the next section, it will be shown that the ABCs (20) and (21) along with the classical
boundary conditions will completely characterize the reflection properties of the multilayer
mushroom-type HIS structure (shown in Fig. 1). Also, it is worth noting that the
conditions (20) and (21) derived in this section are rather general and applicable to the cases
of different conductivities of the thin conductive sheet at the wire-medium junction. In the
limiting case of σ2D → 0 (transparent sheet), we have a continuous wire-medium slab with

simple continuity conditions for the current: Jw,1(x
−
0 ) = Jw,2(x

+
0 ) and ε−1

r,1 dJw,1(x)/dx|
x
−
0
=

ε−1
r,2 dJw,2(x)/dx|

x
+
0

. For σ2D → ∞, we have a PEC conductor with the ABC for the wire

microscopic currents given by dJw,1(x)/dx|
x
−
0
= dJw,2(x)/dx|

x
+
0
= 0, i.e., the derivative of

each of the wire currents is independently zero at the connection points. This is consistent
with the result of the single-sided wire-medium junction with a PEC conductor [10].

For the limiting case of the same host material on either side of the thin resistive sheet
interface at x0 (i.e., εr,1 = εr,2 = εr), the ABCs (20) and (21) can also be obtained by
enforcing the continuity of surface charge densities and using the Kirchoff’s current law
at the connection points x

+
0 and x

−
0 (the junction of wire media with thin resistive sheet

at the interface), i.e., ρs1(x
−
0 ) = ρs2(x

+
0 ) = ρs = ε0εr Js/σ2D = (ρs1(x

−
0 ) + ρs2(x

+
0 ))/2 and

Jw,1 = Js + Jw,2.

It is interesting to note that (20) and (21) yield two independent ABCs. At first sight, this
may seem inconsistent with the result of [16], which considered a single ABC to model the
interfaces of wire media with an imperfect conductor. However, the reason why we obtain
an extra ABC is quite simple. Here we consider the junction of two different wire mediums;
that is, we have a spatially dispersive material on both sides of the interface (a double-sided
wire-medium junction). Quite differently, the configuration considered in [16] consists of a
single-sided wire-medium junction because one of the semi-spaces separated by the interface
is free space. To show this, consider the two ABCs (20) and (21). Rewritting them, we have

[

1

εr,1

dJw,1(x)

dx
|
x
−
0
+

1

εr,2

dJw,2(x)

dx
|
x
+
0

]

= −
2jωε0

σ2D

[

Jw,1(x
−
0 )− Jw,2(x

+
0 )

]

= 0 (22)

1

εr,1

dJw,1(x)

dx
|
x
−
0
−

1

εr,2

dJw,2(x)

dx
|
x
+
0
= 0 . (23)

By solving (22) and (23) and rearranging the terms, we can write

1

εr,1

dJw,1(x)

dx
|
x
−
0
= −

jωε0

σ2D

[

Jw,1(x
−
0 )− Jw,2(x

+
0 )

]

. (24)
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Figure 6. Schematic of a generic multilayer mushroom structure formed by periodically loading grounded wire medium with

thin resistive square patches (side view).

Assuming that there is no second wire medium, we have Jw,2 = 0, then (24) can be expressed
as

1

εr,1

dJw,1(x)

dx
|x−

0
= −

jωε0

σ2D
Jw,1

(

x−0
)

. (25)

or,

Jw,1(x−0 ) +
σ2D

jωε0εr,1

dJw,1(x)

dx
|x−

0
= 0 (26)

which corresponds exactly to the ABC derived in ([16], Eq. (5)). Therefore, while a single
ABC is sufficient to describe the electrodynamics of a single-sided wire-medium junction,
the general case of a double-sided junction requires two ABCs due to the increased number
of degrees of freedom (i.e., extra waves can be generated on both sides of the junction).
Hence, (20) and (21) are generalizations of the simpler case studied in [16].

2.3. Nonlocal homogenization of the multilayered mushroom-type HIS structure

In this section, we show how the ABCs (20) and (21) derived in the previous section
are necessary to calculate the reflection properties of a multilayered mushroom-type HIS
structure for a obliquely incident TM-polarized plane wave (with the geometry as that
shown in Fig. 6). Each of the wires with via radii rl ≪ a (where a is the period of the
patches and vias) are embedded in a dielectric host media (which is homogeneous and
isotropic) of thickness hl , characterized by relative permittivity εr,l and permeability of free
space, and are loaded with 2-D periodic thin resistive patches of conductivity σ2D,l at the
interfaces dl , l = 1, 2, . . . , m. Here, we assume that the wires are lossless (PEC).

The wire-medium slab is characterized by the nonlocal dielectric function [8, 9]

εeff,l = ε0εr,l [εxx,l(ω, kx)x̂x̂ + ŷŷ + ẑẑ] (27)
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where εxx,l(ω, kx) = 1 − k2
p,l/(k

2
h,l − k2

x), kh,l = k0
√

εr,l is the wavenumber in the host

material, k0 is the wavenumber in free space, kp,l is the plasma wavenumber which depends

on the period and radius of the vias: k2
p,l = (2π/a2)/[ln(a/2πrl) + 0.5275], and kx is the

x-component of the wave vector k = (kx, 0, kz). Let Jw,l be the currents induced on the
metallic wires. It is known that for a TM plane-wave incidence, the wire medium excites
both TEM and TMx modes, and thus, following [9], the magnetic field in all space is given
by:

η0Hy = eγ0(x−dm) + Re−γ0(x−dm), air side: x > dm (28)

η0H
(l)
y = A+

TM,le
γTM,l(x−dl−1) + A−

TM,le
−γTM,l(x−dl−1) + B+

TEM,le
γTEM,l(x−dl−1)

+B−
TEM,le

−γTEM,l(x−dl−1), wire medium slab: dl−1 < x < dl (29)

where dl = h1 + h2 + . . . + hl , l = 1, 2, . . . , m, d0 = 0, η0 =
√

µ0/ǫ0 is the free-space
impedance, R is the reflection coefficient, A±

TM,l , B±
TEM,l are the amplitude coefficients of the

TM and TEM fields, γ0 =
√

k2
z − k2

0, εTM
xx,l = 1 − k2

p,l/(k
2
z + k2

p,l), γTEM,l = jk0
√

ǫr,l , γTM,l =
√

k2
p,l + k2

z − k2
h,l , and kz = k0 sin θi. The corresponding electric fields can be expressed as

follows:

Ez =
−jγ0

k0

[

eγ0(x−dm) − Re−γ0(x−dm)
]

, air side: x > dm (30)

E
(l)
z =

−jγTM,l

εr,l k0

[

A+
TM,le

γTM,l(x−dl−1) − A−
TM,le

−γTM,l(x−dl−1)
]

−
jγTEM,l

εr,l k0

[

B+
TEM,le

γTEM,l(x−dl−1) − B−
TEM,le

−γTEM,l(x−dl−1)
]

,

wire medium slab: dl−1 < x < dl (31)

E
(l)
x =

kz

εTM
xx,l k0εr,l

[

A+
TM,le

γTM,l(x−dl−1) + A−
TM,le

−γTM,l(x−dl−1)
]

,

wire medium slab: dl−1 < x < dl . (32)

To calculate the unknown coefficients, R, A±
TM,l , B±

TEM,l , we impose boundary conditions at

x = 0, d1, d2, . . . , dm. Since, there are m dielectric layers and m interfaces, we have the total
number of unknowns as 4m+ 1 (i.e., four unknowns in each layer corresponds to 4m, and the
remaining unknown is R). Hence, 4m + 1 boundary conditions are necessary to calculate the
4m + 1 unknown coefficients. At the thin resistive patch interfaces (x = d±l , l = 1, . . . , m),
the macroscopic two-sided impedance boundary conditions establish that the tangential

electric (E
(l)
z ) and magnetic fields (H

(l)
y ), can be related via a sheet impedance, i.e.,

E
(l)
z |x=d+l

= E
(l)
z |x=d−l

= Zg,l

(

H
(l+1)
y |x=d+l

− H
(l)
y |x=d−l

)

(33)
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Figure 6. Schematic of a generic multilayer mushroom structure formed by periodically loading grounded wire medium with

thin resistive square patches (side view).

Assuming that there is no second wire medium, we have Jw,2 = 0, then (24) can be expressed
as
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σ2D
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x−0
)

. (25)

or,
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σ2D

jωε0εr,1

dJw,1(x)

dx
|x−

0
= 0 (26)

which corresponds exactly to the ABC derived in ([16], Eq. (5)). Therefore, while a single
ABC is sufficient to describe the electrodynamics of a single-sided wire-medium junction,
the general case of a double-sided junction requires two ABCs due to the increased number
of degrees of freedom (i.e., extra waves can be generated on both sides of the junction).
Hence, (20) and (21) are generalizations of the simpler case studied in [16].

2.3. Nonlocal homogenization of the multilayered mushroom-type HIS structure

In this section, we show how the ABCs (20) and (21) derived in the previous section
are necessary to calculate the reflection properties of a multilayered mushroom-type HIS
structure for a obliquely incident TM-polarized plane wave (with the geometry as that
shown in Fig. 6). Each of the wires with via radii rl ≪ a (where a is the period of the
patches and vias) are embedded in a dielectric host media (which is homogeneous and
isotropic) of thickness hl , characterized by relative permittivity εr,l and permeability of free
space, and are loaded with 2-D periodic thin resistive patches of conductivity σ2D,l at the
interfaces dl , l = 1, 2, . . . , m. Here, we assume that the wires are lossless (PEC).

The wire-medium slab is characterized by the nonlocal dielectric function [8, 9]

εeff,l = ε0εr,l [εxx,l(ω, kx)x̂x̂ + ŷŷ + ẑẑ] (27)
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where εxx,l(ω, kx) = 1 − k2
p,l/(k

2
h,l − k2

x), kh,l = k0
√

εr,l is the wavenumber in the host

material, k0 is the wavenumber in free space, kp,l is the plasma wavenumber which depends

on the period and radius of the vias: k2
p,l = (2π/a2)/[ln(a/2πrl) + 0.5275], and kx is the

x-component of the wave vector k = (kx, 0, kz). Let Jw,l be the currents induced on the
metallic wires. It is known that for a TM plane-wave incidence, the wire medium excites
both TEM and TMx modes, and thus, following [9], the magnetic field in all space is given
by:

η0Hy = eγ0(x−dm) + Re−γ0(x−dm), air side: x > dm (28)

η0H
(l)
y = A+

TM,le
γTM,l(x−dl−1) + A−

TM,le
−γTM,l(x−dl−1) + B+

TEM,le
γTEM,l(x−dl−1)

+B−
TEM,le

−γTEM,l(x−dl−1), wire medium slab: dl−1 < x < dl (29)

where dl = h1 + h2 + . . . + hl , l = 1, 2, . . . , m, d0 = 0, η0 =
√

µ0/ǫ0 is the free-space
impedance, R is the reflection coefficient, A±

TM,l , B±
TEM,l are the amplitude coefficients of the

TM and TEM fields, γ0 =
√

k2
z − k2

0, εTM
xx,l = 1 − k2

p,l/(k
2
z + k2

p,l), γTEM,l = jk0
√

ǫr,l , γTM,l =
√

k2
p,l + k2

z − k2
h,l , and kz = k0 sin θi. The corresponding electric fields can be expressed as

follows:

Ez =
−jγ0

k0

[

eγ0(x−dm) − Re−γ0(x−dm)
]

, air side: x > dm (30)

E
(l)
z =
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[
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γTM,l(x−dl−1) − A−
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]

−
jγTEM,l

εr,l k0

[

B+
TEM,le

γTEM,l(x−dl−1) − B−
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−γTEM,l(x−dl−1)
]

,

wire medium slab: dl−1 < x < dl (31)

E
(l)
x =

kz

εTM
xx,l k0εr,l

[

A+
TM,le

γTM,l(x−dl−1) + A−
TM,le

−γTM,l(x−dl−1)
]

,

wire medium slab: dl−1 < x < dl . (32)

To calculate the unknown coefficients, R, A±
TM,l , B±

TEM,l , we impose boundary conditions at

x = 0, d1, d2, . . . , dm. Since, there are m dielectric layers and m interfaces, we have the total
number of unknowns as 4m+ 1 (i.e., four unknowns in each layer corresponds to 4m, and the
remaining unknown is R). Hence, 4m + 1 boundary conditions are necessary to calculate the
4m + 1 unknown coefficients. At the thin resistive patch interfaces (x = d±l , l = 1, . . . , m),
the macroscopic two-sided impedance boundary conditions establish that the tangential

electric (E
(l)
z ) and magnetic fields (H

(l)
y ), can be related via a sheet impedance, i.e.,

E
(l)
z |x=d+l

= E
(l)
z |x=d−l

= Zg,l

(

H
(l+1)
y |x=d+l

− H
(l)
y |x=d−l

)

(33)
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where Zg,l is the grid impedance of the thin conductive patches [16, 23, 24] given by

Zg,l =
a

(a − g)σ2D,l
− j

π

2ωε0(ε
qs
r,l)a ln(csc

πg

2a
)

(34)

where ε
qs
r,l = (εr,l + εr,l+1)/2 for interior patches (l = 1, 2, . . . , m − 1) and ε

qs
r,m = (εr,m + 1)/2

for the patch located at the upper interface (l = m). This gives 2m boundary conditions.
At the ground plane interface (x = 0+), we have two more boundary conditions [9]: i)

tangential macroscopic total electric field vanishes (E
(1)
z |x=0+ = 0) and ii) derivative of

current is zero (dJw,1(x)/dx|x=0+ = 0) or in terms of macroscopic fields [10]



k0εr,1
dE

(1)
x (x)

dx
− kzη0

dH
(1)
y (x)

dx



 |x=0+ = 0 . (35)

Following [16], the boundary condition at the top patch interface, x = d−m , can be written as

Jw,m(d
−
m) +

σ2D,m

jωε0εr,m

dJw,m(x)

dx
|d−m = 0 (36)

or, equivalently, the macroscopic field condition

�

1 +
σ2D,m

jωε0

d

dx

� �

k0Em
x (x)−

kzη0

εr,m
Hm

y (x)

�

|d−m = 0. (37)

This gives the total number of 2m + 3 conditions, clearly insufficient to calculate the 4m + 1
unknown coefficients, which makes apparent the need of the ABCs derived in Section 2.2.

At the junction of two wire mediums with thin conductive patches at the interfaces (x =
d±l , l = 1, . . . , m − 1) it is necessary to impose the ABCs (20) and (21) (with the assumption
that the gap between the patches is small), in addition to the boundary condition (33)

σ2D,l

2jωε0

�

1

εr,l

dJw,l(x)

dx
|d−l

+
1

εr,l+1

dJw,l+1(x)

dx
|d+l

�

+[Jw,l(d
−
l )− Jw,l+1(d

+
l )] = 0 (38)

1

εr,l

dJw,l(x)

dx
|d−l

−
1

εr,l+1

dJw,l+1(x)

dx
|d+l

= 0 . (39)

In terms of macroscopic fields, (38) and (39) can be rewritten as

�

1+
σ2D,l

2jωε0

d

dx

��

k0E
(l)
x (x)−

kzη0

εr,l
H

(l)
y (x)

�

|d−l
=

�

1−
σ2D,l

2jωε0

d

dx

��

k0E
(l+1)
x (x)−

kzη0

εr,l+1
H

(l+1)
y (x)

�

|d+l

(40)

Materials Science - Advanced Topics232
Multilayered Wire Media: Generalized Additional Boundary Conditions and Applications 13

10.5772/36937

d

dx

[

k0E
(l)
x (x)−

kzη0

εr,l
H

(l)
y (x)

]

|d−l
=

d

dx

[

k0E
(l+1)
x (x)−

kzη0

εr,l+1
H

(l+1)
y (x)

]

|d+l
. (41)

Since there are m− 1 layers of two-sided wire-medium junctions, we have 2(m− 1) boundary
conditions and hence, the total number of boundary conditions are equal to 4m + 1. Using
the boundary conditions (33), (35), (8), (40), and (41), we can easily obtain a linear system
for the 4m + 1 unknowns of the problem. This system can be solved either numerically
or analytically for the unknown field coefficients, A±

TM,l and B±
TEM,l , and the reflection

coefficient R.

3. Numerical results

To illustrate the application of the proposed homogenization model, in this section we study
the reflection properties of different multilayered mushroom-type HIS structures. To test the
model, at first we analyze a single-layer wire medium loaded with an arbitrary material (a
thin copper patch with finite bulk conductivity and a graphene patch characterized by its
complex surface conductivity) at one end and a ground plane at the other. Next, we study
the prospects of the multilayered mushroom-type HIS structure being used as an absorber.
All the results obtained using the homogenization model are tested against the full-wave
numerical simulations.

3.1. Single-layer mushroom structure with thin metal/graphene patches

As a first example, a single-layer mushroom-type HIS structure with geometry shown in Fig.
7 is chosen. In this configuration, the patches are copper and have a thickness of 60 nm. The
parameters of the structure are: a = 2 mm, g = 0.2 mm, h = 1 mm, r0 = 0.05 mm, and
εr = 10.2. The analysis is performed for an obliquely incident TM-polarized plane wave.
Fig. 8(a) shows the comparison of reflection magnitude behaviors calculated using HFSS and
the proposed homogenization model for a TM-polarized plane wave incident at 30◦ to the
normal. Also, in Fig. 8(a) we have included the result obtained using the wire-PEC ABC
([10], or (6)). Clearly, one can notice the difference between the results obtained using the
ABC of the wire-PEC interface and the new ABC (GABC, wire-thin-metal interface - see (7)
or (26)). In fact, the result obtained using the GABC is in good agreement with the HFSS [31]
result.

Fig. 8(b) shows the behavior of reflection magnitude for a metal patch with σ3Dt = 0.058
S ( e.g. t = 20 nm and σ3D = 2.9 × 106 S/m). The remaining parameters are the same as
those considered in the previous example. Again, the results obtained using the new ABC
(wire-thin-metal interface) are in good agreement with the HFSS results, whereas the results
obtained using the old ABC (wire-PEC interface, (6)) deviate from the HFSS results.

Fig. 9 shows the reflection magnitude behavior for the mushroom structure loaded with
graphene patches with a chemical potential of µc = 0.5185 eV [see [22] for the surface
conductivity of graphene] for a plane wave incident at θ = 45◦. For example, at f =
11.96 GHz the complex surface conductivity, σ2D = 0.0304 − j0.0011 S. Clearly, excellent
agreement is seen between the GABC and the HFSS results. As is obvious, the ABC-PEC (6)
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unknown coefficients, which makes apparent the need of the ABCs derived in Section 2.2.
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coefficient R.

3. Numerical results

To illustrate the application of the proposed homogenization model, in this section we study
the reflection properties of different multilayered mushroom-type HIS structures. To test the
model, at first we analyze a single-layer wire medium loaded with an arbitrary material (a
thin copper patch with finite bulk conductivity and a graphene patch characterized by its
complex surface conductivity) at one end and a ground plane at the other. Next, we study
the prospects of the multilayered mushroom-type HIS structure being used as an absorber.
All the results obtained using the homogenization model are tested against the full-wave
numerical simulations.

3.1. Single-layer mushroom structure with thin metal/graphene patches

As a first example, a single-layer mushroom-type HIS structure with geometry shown in Fig.
7 is chosen. In this configuration, the patches are copper and have a thickness of 60 nm. The
parameters of the structure are: a = 2 mm, g = 0.2 mm, h = 1 mm, r0 = 0.05 mm, and
εr = 10.2. The analysis is performed for an obliquely incident TM-polarized plane wave.
Fig. 8(a) shows the comparison of reflection magnitude behaviors calculated using HFSS and
the proposed homogenization model for a TM-polarized plane wave incident at 30◦ to the
normal. Also, in Fig. 8(a) we have included the result obtained using the wire-PEC ABC
([10], or (6)). Clearly, one can notice the difference between the results obtained using the
ABC of the wire-PEC interface and the new ABC (GABC, wire-thin-metal interface - see (7)
or (26)). In fact, the result obtained using the GABC is in good agreement with the HFSS [31]
result.

Fig. 8(b) shows the behavior of reflection magnitude for a metal patch with σ3Dt = 0.058
S ( e.g. t = 20 nm and σ3D = 2.9 × 106 S/m). The remaining parameters are the same as
those considered in the previous example. Again, the results obtained using the new ABC
(wire-thin-metal interface) are in good agreement with the HFSS results, whereas the results
obtained using the old ABC (wire-PEC interface, (6)) deviate from the HFSS results.

Fig. 9 shows the reflection magnitude behavior for the mushroom structure loaded with
graphene patches with a chemical potential of µc = 0.5185 eV [see [22] for the surface
conductivity of graphene] for a plane wave incident at θ = 45◦. For example, at f =
11.96 GHz the complex surface conductivity, σ2D = 0.0304 − j0.0011 S. Clearly, excellent
agreement is seen between the GABC and the HFSS results. As is obvious, the ABC-PEC (6)
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Figure 7. (a) Mushroom-type wire-medium structure with thin metal/graphene patches: (a) Side-view showing incident TM

plane wave and (b) Top view of the structure.
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Figure 8. Reflection coefficient for a TM-polarized plane wave incident at θ = 30◦. (a) Copper patches with thickness 60 nm.
(b) A material patch with σ3Dt = 0.058 S.

and local model [14] results give significant errors since this ABC assumes that the surface
charge at the tip of the wires or at the wire-patch interface vanishes (4). This may hold true
for the wire-PEC interface, but does not apply for the wire-thin-metal/graphene interface.
This is because at the wire-thin-metal interface, charge accumulation and diffusion takes
place and the fields completely penetrate the metal. Hence, a new ABC (GABC) is required
to obtain the correct result.

Referring to Fig. 9, one can notice that the nonlocal model result (ABC-PEC) and the local
model result agree well with each other. This is because, for the large chemical potential
0.5185 eV considered in this example, it seems that the spatial dispersion effects in the wire
media are reduced, and the mushroom structure can be treated as a uniaxial continuous
Epsilon-Negative material loaded with PEC patches (although this is not the case with the
GABC, which sees the interface in a correct manner).
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Figure 9. Reflection coefficient of the mushroom structure loaded with graphene patches with θ = 45◦.

Overall Figs. 8 and 9 show the effectiveness of the new ABC. Hence, when a PEC wire is
connected to a thin-metal patch, as is the case considered here, the new ABC is the good
choice to obtain the correct result.

To understand the behavior (effects of spatial dispersion) of the grounded wire-medium slab
loaded with graphene patches, in Fig. 10 we plotted the normalized wire current along
the vias for different values of bias (µc). It can be noticed that for zero bias (µc = 0) the
current is quite nonuniform and as the bias increases, the current becomes more and more
uniform. This is because, for the case of zero bias the patch is almost transparent or in
other words its conductivity (σ2D) is very small (can be seen in Fig. 10) and behaves as a
dielectric material rather than a metal. As the bias increases, the conductivity increases and
the properties of the patch will be close to that of a metal (since, it is known that for a vias
truncated with a PEC patch the current is uniform [14]). Hence, the current starts to become
more and more uniform, indicating that the spatial dispersion effects are negligible and the
wire-medium slab can be treated as a uniaxial continuous Epsilon Negative material [14, 15]
loaded with patches. However, it should be noted that, despite the uniformity of the current
for the case of µc = 0.5185 eV, the homogenization model still needs an ABC to model the
graphene patch mushroom structure, indicating that spatial dispersion effects are important
for this structure. This is because, at the patch-to-wire interface, diffusion and accumulation
of charge occurs (unlike at a wire-to-PEC interface, where surface charge vanishes) and an
ABC is required to capture the physics.

By observing Figs. 8 and 9, one can notice a dip in the reflection magnitude curves for some
values of the conductivity or the thickness of the metal patch. This behavior of showing
reflection nulls allows the mushroom structures with thin-metal/graphene patches to be used
in absorber applications. By properly selecting the parameters of the mushroom structure,
one can easily obtain either a narrow band or even a wideband absorber. More on the design
and analysis of realizing the absorbers is explored in the next section.

3.2. Design and analysis of multilayered mushroom-type HIS structures with
applications to absorbers

In this section, we concentrate on the design and analysis of single-layer, two-layer, and
three-layer mushroom structures for obliquely incident TM-polarized plane waves using the
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Figure 7. (a) Mushroom-type wire-medium structure with thin metal/graphene patches: (a) Side-view showing incident TM

plane wave and (b) Top view of the structure.
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(b) A material patch with σ3Dt = 0.058 S.

and local model [14] results give significant errors since this ABC assumes that the surface
charge at the tip of the wires or at the wire-patch interface vanishes (4). This may hold true
for the wire-PEC interface, but does not apply for the wire-thin-metal/graphene interface.
This is because at the wire-thin-metal interface, charge accumulation and diffusion takes
place and the fields completely penetrate the metal. Hence, a new ABC (GABC) is required
to obtain the correct result.

Referring to Fig. 9, one can notice that the nonlocal model result (ABC-PEC) and the local
model result agree well with each other. This is because, for the large chemical potential
0.5185 eV considered in this example, it seems that the spatial dispersion effects in the wire
media are reduced, and the mushroom structure can be treated as a uniaxial continuous
Epsilon-Negative material loaded with PEC patches (although this is not the case with the
GABC, which sees the interface in a correct manner).
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Overall Figs. 8 and 9 show the effectiveness of the new ABC. Hence, when a PEC wire is
connected to a thin-metal patch, as is the case considered here, the new ABC is the good
choice to obtain the correct result.

To understand the behavior (effects of spatial dispersion) of the grounded wire-medium slab
loaded with graphene patches, in Fig. 10 we plotted the normalized wire current along
the vias for different values of bias (µc). It can be noticed that for zero bias (µc = 0) the
current is quite nonuniform and as the bias increases, the current becomes more and more
uniform. This is because, for the case of zero bias the patch is almost transparent or in
other words its conductivity (σ2D) is very small (can be seen in Fig. 10) and behaves as a
dielectric material rather than a metal. As the bias increases, the conductivity increases and
the properties of the patch will be close to that of a metal (since, it is known that for a vias
truncated with a PEC patch the current is uniform [14]). Hence, the current starts to become
more and more uniform, indicating that the spatial dispersion effects are negligible and the
wire-medium slab can be treated as a uniaxial continuous Epsilon Negative material [14, 15]
loaded with patches. However, it should be noted that, despite the uniformity of the current
for the case of µc = 0.5185 eV, the homogenization model still needs an ABC to model the
graphene patch mushroom structure, indicating that spatial dispersion effects are important
for this structure. This is because, at the patch-to-wire interface, diffusion and accumulation
of charge occurs (unlike at a wire-to-PEC interface, where surface charge vanishes) and an
ABC is required to capture the physics.

By observing Figs. 8 and 9, one can notice a dip in the reflection magnitude curves for some
values of the conductivity or the thickness of the metal patch. This behavior of showing
reflection nulls allows the mushroom structures with thin-metal/graphene patches to be used
in absorber applications. By properly selecting the parameters of the mushroom structure,
one can easily obtain either a narrow band or even a wideband absorber. More on the design
and analysis of realizing the absorbers is explored in the next section.

3.2. Design and analysis of multilayered mushroom-type HIS structures with
applications to absorbers

In this section, we concentrate on the design and analysis of single-layer, two-layer, and
three-layer mushroom structures for obliquely incident TM-polarized plane waves using the
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Figure 10. Normalized wire current for a graphene patch mushroom structure for different values of bias at f = 14 GHz.

proposed homogenization model. All the configurations are loaded with thin resistive sheets.
The results obtained using the homogenization model are confirmed with the numerical
HFSS simulations.

3.2.1. Single-layer mushroom HIS structure with thin resistive patches

Understanding the mechanism of the multilayered mushroom-type HIS structure as an
absorber is quite a complicated task. Hence, to make it is easier to comprehend, we
begin with the design and analysis of a simpler case, i.e., a single-layered mushroom HIS
structure (with the geometry shown in Fig. 11). Although this structure is analyzed in
the previous section, the aim here is to show that by proper selection of the mushroom
structure parameters (such as periodicity, gap between the patches, height and permittivity
of the dielectric substrate, radius of the vias, and resistivity of the patches) one can obtain
remarkably attractive results (such as increase in the absorption bandwidth, enhancement in
the absorption level, among others).
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Figure 11. (a) Single-layer mushroom-type HIS absorber with thin resistive patches. (b) Top view of the structure.

To show this effect, we considered the following parameters in the design of the absorber:
a = 6.8 mm, g = 0.5 mm, h = 3.5 mm, r0 = 0.08 mm, εr = 2.5, and Rs = 106.54 Ω. The sheet
resistance Rs, can be related to the grid impedance of the patch as follows: from (34) the grid
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impedance of the lossy patch array can be represented as a series RC circuit (Rg − j/(ωCg)),
where the real value corresponds to Rg (resistance per unit cell) given by a/((a − g)σ2D)
or Rsa/(a − g) and Cg is the capacitance of the patch grid whose value can be obtained
from (34). Although the selection of a particular value of Rs is a tedious process, the
procedure will be discussed later in this section. In order to show the advantage of the
mushroom-type absorber, we compare its reflection coefficient behavior against a similar
structure but without vias. Figs. 12(a) and 12(b) show the reflection magnitude curves for
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Figure 12. Comparison of analytical (solid lines) and full-wave HFSS results (crosses, circles, and plus signs) of the reflection

coefficient for the single-layer HIS absorber excited by a TM-polarized plane wave at oblique angles of incidence θ: (a) with vias.
(b) without vias.

30◦, 45◦, and 60◦ for a TM-polarized plane wave. Referring to the results shown in Fig.
12(a), one can see good agreements between the analytical results and the full-wave HFSS
results. The analytical results here are obtained using either the ABC given by (7) or (26)
obtained in Section 2.2 as a limiting case for a single-sided wire-to-patch junction. However,
the analytical results shown in Fig. 12(b) are obtained using the circuit theory model given
in [20, 24, 25]. By comparing Figs. 12(a) and 12(b) one can see that for the structure with vias,
the absorption bandwidth increases for increasing angles of incidence (i.e., the structure with
vias gives a better performance than the structure without vias), although, one can notice a
decrease in the absorption level for 30◦ and 45◦. Also, in Fig. 12(a) it is observed that the
lower frequency bound of the absorption band (around 6 GHz) is stable, which is in complete
contrast to the behavior of the structure without vias (Fig. 12(b)). This frequency stability
can be attributed to the increased interaction of the incident wave with the vias [30].

To comprehend the nature of the mushroom structure and its reasons to act as a wideband
absorber when compared to the structure without vias, we studied the reflection properties
(phase and magnitude) of the mushroom structure for various sheet resistivities for a
TM-polarized plane wave incident at 45◦ to the normal. Fig. 13 shows the reflection
phase and magnitude for various resistive values of the patch ranging from 0 (σ3Dt = ∞,
PEC case) to ∞ (σ3Dt = 0, transparent case) calculated using the nonlocal homogenization
model discussed in Section 2.3. Starting with the PEC case, i.e., Rs = 0, the reflection phase
behavior (shown in Fig. 13(a)) shows two resonances. One corresponding to 0◦ and the other
corresponding to 360◦ (shown in red circles) acting as a HIS at the two frequencies. These
resonances are such that one lies above the plasma frequency ( fp/

√
εr = 6.28 GHz) and

the other lies below fp/
√

εr, consistent with the result of the single-layer mushroom-type
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Figure 10. Normalized wire current for a graphene patch mushroom structure for different values of bias at f = 14 GHz.

proposed homogenization model. All the configurations are loaded with thin resistive sheets.
The results obtained using the homogenization model are confirmed with the numerical
HFSS simulations.

3.2.1. Single-layer mushroom HIS structure with thin resistive patches

Understanding the mechanism of the multilayered mushroom-type HIS structure as an
absorber is quite a complicated task. Hence, to make it is easier to comprehend, we
begin with the design and analysis of a simpler case, i.e., a single-layered mushroom HIS
structure (with the geometry shown in Fig. 11). Although this structure is analyzed in
the previous section, the aim here is to show that by proper selection of the mushroom
structure parameters (such as periodicity, gap between the patches, height and permittivity
of the dielectric substrate, radius of the vias, and resistivity of the patches) one can obtain
remarkably attractive results (such as increase in the absorption bandwidth, enhancement in
the absorption level, among others).
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Figure 11. (a) Single-layer mushroom-type HIS absorber with thin resistive patches. (b) Top view of the structure.

To show this effect, we considered the following parameters in the design of the absorber:
a = 6.8 mm, g = 0.5 mm, h = 3.5 mm, r0 = 0.08 mm, εr = 2.5, and Rs = 106.54 Ω. The sheet
resistance Rs, can be related to the grid impedance of the patch as follows: from (34) the grid

Materials Science - Advanced Topics236
Multilayered Wire Media: Generalized Additional Boundary Conditions and Applications 17

10.5772/36937

impedance of the lossy patch array can be represented as a series RC circuit (Rg − j/(ωCg)),
where the real value corresponds to Rg (resistance per unit cell) given by a/((a − g)σ2D)
or Rsa/(a − g) and Cg is the capacitance of the patch grid whose value can be obtained
from (34). Although the selection of a particular value of Rs is a tedious process, the
procedure will be discussed later in this section. In order to show the advantage of the
mushroom-type absorber, we compare its reflection coefficient behavior against a similar
structure but without vias. Figs. 12(a) and 12(b) show the reflection magnitude curves for
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Figure 12. Comparison of analytical (solid lines) and full-wave HFSS results (crosses, circles, and plus signs) of the reflection

coefficient for the single-layer HIS absorber excited by a TM-polarized plane wave at oblique angles of incidence θ: (a) with vias.
(b) without vias.

30◦, 45◦, and 60◦ for a TM-polarized plane wave. Referring to the results shown in Fig.
12(a), one can see good agreements between the analytical results and the full-wave HFSS
results. The analytical results here are obtained using either the ABC given by (7) or (26)
obtained in Section 2.2 as a limiting case for a single-sided wire-to-patch junction. However,
the analytical results shown in Fig. 12(b) are obtained using the circuit theory model given
in [20, 24, 25]. By comparing Figs. 12(a) and 12(b) one can see that for the structure with vias,
the absorption bandwidth increases for increasing angles of incidence (i.e., the structure with
vias gives a better performance than the structure without vias), although, one can notice a
decrease in the absorption level for 30◦ and 45◦. Also, in Fig. 12(a) it is observed that the
lower frequency bound of the absorption band (around 6 GHz) is stable, which is in complete
contrast to the behavior of the structure without vias (Fig. 12(b)). This frequency stability
can be attributed to the increased interaction of the incident wave with the vias [30].

To comprehend the nature of the mushroom structure and its reasons to act as a wideband
absorber when compared to the structure without vias, we studied the reflection properties
(phase and magnitude) of the mushroom structure for various sheet resistivities for a
TM-polarized plane wave incident at 45◦ to the normal. Fig. 13 shows the reflection
phase and magnitude for various resistive values of the patch ranging from 0 (σ3Dt = ∞,
PEC case) to ∞ (σ3Dt = 0, transparent case) calculated using the nonlocal homogenization
model discussed in Section 2.3. Starting with the PEC case, i.e., Rs = 0, the reflection phase
behavior (shown in Fig. 13(a)) shows two resonances. One corresponding to 0◦ and the other
corresponding to 360◦ (shown in red circles) acting as a HIS at the two frequencies. These
resonances are such that one lies above the plasma frequency ( fp/

√
εr = 6.28 GHz) and

the other lies below fp/
√

εr, consistent with the result of the single-layer mushroom-type
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Figure 13. (a) Phase and (b) Magnitude of the reflection coefficient of the single-layer mushroom structure for different values

of sheet resistivity Rs (in Ω), θ = 45o.

HIS discussed in [14, 15] (although the dimensions and fp/
√

εr are different). With the
increase in Rs, one can notice a deviation in the phase behavior from the actual HIS behavior.
This deviation can be attributed to the change in the impedance of the mushroom structure
due to change in the value of Rs. This deviation is referred to as perturbed HIS behavior.
Corresponding to this in Fig. 13(b), the reflection magnitude curves show some deviations
as Rs changes. The results in Fig. 13(b) can also be treated as the perturbed behavior of the
HIS (the result of HIS when Rs = 0 is not included here, since its magnitude is unity).

At first glance, by noticing the results in Fig. 13(b) one might only comprehend that
for different values of Rs there are different lossy patches, and hence, different reflection
magnitudes. However, the results add meaning when they are seen with the increasing
values of resistivities. Starting from Rs = 27.8 Ω, the reflection magnitude curve (dashed
red curve) shows two partial nulls, which correspond closely to the two perturbed HIS
resonances (shown in Fig.13(a)). With the further increase in the sheet resistivity, the two
partial reflection nulls start to deviate in such a way that one of the null deepens and the
other null either subdues or remains the same. As mentioned before, this is because as Rs

changes, the grid impedance changes, which in turn changes the surface impedance of the
mushroom structure. For example, for Rs = 70.6 Ω one of the reflection nulls has reached its
minimum at 5.612 GHz (perfect match to free-space impedance) and the other reflection null
is at the around 20 dB level, which is same as that of the second reflection null of Rs = 27.8
Ω case. Similarly, one can only see one deep reflection null for Rs = 241.8 Ω at 13.25 GHz.
Based on these facts (how reflection nulls deviate), one can correlate the partial reflection
magnitude curves (for the case of Rs = 106.54 Ω) in Fig. 12(a) with the perturbed HIS
resonances. With the further increase in the sheet resistivity (for Rs = ∞, the patch array is
fully transparent and we have a grounded wire-medium slab), the reflection phase behavior
shown in Fig. 13(a) deviates further to the right and shows two resonances corresponding
to 0◦ and 360◦ (acting as a HIS). Hence, for any value of Rs between 0 and ∞, the behavior
of the structure should either resemble the properties of a perturbed HIS or a perturbed
wire-medium slab. Thus, by utilizing the two resonances of the mushroom structure, and
with the proper choice of the resistivity of the patch arrays one can increase the absorption
bandwidth. This behavior of the mushroom structure which shows two resonances makes it
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more attractive to consider compared to the structure without vias (which has only one HIS
resonance, even when perturbed).
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Figure 14. Normalized wire current in the single-layer mushroom structure for different values of sheet resistivity Rs (in Ω) at

f = 7GHz, θ = 45o.

To further validate that the behavior observed in Fig. 12(a) is in fact due to the perturbed
HIS behavior of the mushroom structure with PEC patches, we plotted the current behavior
for various Rs varying from 0 to ∞. Fig. 14 shows the normalized wire current in the
single-layer mushroom structure at f = 7 GHz. It can be observed that for small values of
resistivity (Rs = 0 to 120 Ω), the current is uniform, which indicates that spatial dispersion
effects are negligible (although requires the ABC (26)). This result is consistent with the
result shown in Fig. 10, where the current distribution was uniform for large values of σ2D

indicating that spatial dispersion effects were almost negligible (although it required the
ABC (26) to characterize the properties of the mushroom structure with graphene patches).
Also, it should be noted that the value of Rs chosen in the design of absorber shown in
Fig. 11 is in the range of 0 to 120.4 Ω, hence the current behavior will be uniform similar to
the case of mushroom structure with PEC patches, [14, 15]. Since, the current distribution is
uniform and the phase behavior is close to that of the mushroom structure with PEC patches,
the magnitude behavior or resonances of the absorber shown in Fig. 12(a) are indeed the
perturbed HIS resonances of the mushroom structure with PEC patches.

Although the increase in absorption bandwidth and the enhancement in the absorption level
is due to the presence of vias and proper choice of Rs, the absorption mechanism occurs
mainly due to the lossy patch array. Since, the amount of energy lost or energy absorbed
by the patch array is evaluated based on the value of Rs, it is important to determine
the right value of Rs in designing wideband absorbers. The most common way is to use
numerical optimization techniques such as [27, 28], among others. However, discussion of
these techniques is beyond the scope of this work. Since, the analytical model gives the results
instantaneously, it provides a reliable, fast, and efficient solution in selecting an optimum
sheet resistance of the patch arrays. The idea is to obtain a certain range for Rs (in the
range between the PEC case and wire-medium slab case) for each of the angles of incidence,
where perfect reflection nulls are noticed for one of the two perturbed HIS resonances of the
structure.
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of sheet resistivity Rs (in Ω), θ = 45o.

HIS discussed in [14, 15] (although the dimensions and fp/
√

εr are different). With the
increase in Rs, one can notice a deviation in the phase behavior from the actual HIS behavior.
This deviation can be attributed to the change in the impedance of the mushroom structure
due to change in the value of Rs. This deviation is referred to as perturbed HIS behavior.
Corresponding to this in Fig. 13(b), the reflection magnitude curves show some deviations
as Rs changes. The results in Fig. 13(b) can also be treated as the perturbed behavior of the
HIS (the result of HIS when Rs = 0 is not included here, since its magnitude is unity).

At first glance, by noticing the results in Fig. 13(b) one might only comprehend that
for different values of Rs there are different lossy patches, and hence, different reflection
magnitudes. However, the results add meaning when they are seen with the increasing
values of resistivities. Starting from Rs = 27.8 Ω, the reflection magnitude curve (dashed
red curve) shows two partial nulls, which correspond closely to the two perturbed HIS
resonances (shown in Fig.13(a)). With the further increase in the sheet resistivity, the two
partial reflection nulls start to deviate in such a way that one of the null deepens and the
other null either subdues or remains the same. As mentioned before, this is because as Rs

changes, the grid impedance changes, which in turn changes the surface impedance of the
mushroom structure. For example, for Rs = 70.6 Ω one of the reflection nulls has reached its
minimum at 5.612 GHz (perfect match to free-space impedance) and the other reflection null
is at the around 20 dB level, which is same as that of the second reflection null of Rs = 27.8
Ω case. Similarly, one can only see one deep reflection null for Rs = 241.8 Ω at 13.25 GHz.
Based on these facts (how reflection nulls deviate), one can correlate the partial reflection
magnitude curves (for the case of Rs = 106.54 Ω) in Fig. 12(a) with the perturbed HIS
resonances. With the further increase in the sheet resistivity (for Rs = ∞, the patch array is
fully transparent and we have a grounded wire-medium slab), the reflection phase behavior
shown in Fig. 13(a) deviates further to the right and shows two resonances corresponding
to 0◦ and 360◦ (acting as a HIS). Hence, for any value of Rs between 0 and ∞, the behavior
of the structure should either resemble the properties of a perturbed HIS or a perturbed
wire-medium slab. Thus, by utilizing the two resonances of the mushroom structure, and
with the proper choice of the resistivity of the patch arrays one can increase the absorption
bandwidth. This behavior of the mushroom structure which shows two resonances makes it
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more attractive to consider compared to the structure without vias (which has only one HIS
resonance, even when perturbed).
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Figure 14. Normalized wire current in the single-layer mushroom structure for different values of sheet resistivity Rs (in Ω) at

f = 7GHz, θ = 45o.

To further validate that the behavior observed in Fig. 12(a) is in fact due to the perturbed
HIS behavior of the mushroom structure with PEC patches, we plotted the current behavior
for various Rs varying from 0 to ∞. Fig. 14 shows the normalized wire current in the
single-layer mushroom structure at f = 7 GHz. It can be observed that for small values of
resistivity (Rs = 0 to 120 Ω), the current is uniform, which indicates that spatial dispersion
effects are negligible (although requires the ABC (26)). This result is consistent with the
result shown in Fig. 10, where the current distribution was uniform for large values of σ2D

indicating that spatial dispersion effects were almost negligible (although it required the
ABC (26) to characterize the properties of the mushroom structure with graphene patches).
Also, it should be noted that the value of Rs chosen in the design of absorber shown in
Fig. 11 is in the range of 0 to 120.4 Ω, hence the current behavior will be uniform similar to
the case of mushroom structure with PEC patches, [14, 15]. Since, the current distribution is
uniform and the phase behavior is close to that of the mushroom structure with PEC patches,
the magnitude behavior or resonances of the absorber shown in Fig. 12(a) are indeed the
perturbed HIS resonances of the mushroom structure with PEC patches.

Although the increase in absorption bandwidth and the enhancement in the absorption level
is due to the presence of vias and proper choice of Rs, the absorption mechanism occurs
mainly due to the lossy patch array. Since, the amount of energy lost or energy absorbed
by the patch array is evaluated based on the value of Rs, it is important to determine
the right value of Rs in designing wideband absorbers. The most common way is to use
numerical optimization techniques such as [27, 28], among others. However, discussion of
these techniques is beyond the scope of this work. Since, the analytical model gives the results
instantaneously, it provides a reliable, fast, and efficient solution in selecting an optimum
sheet resistance of the patch arrays. The idea is to obtain a certain range for Rs (in the
range between the PEC case and wire-medium slab case) for each of the angles of incidence,
where perfect reflection nulls are noticed for one of the two perturbed HIS resonances of the
structure.
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Figure 15. Reflection magnitude of the single-layer mushroom structure for different values of sheet resistivity Rs (in Ω),

θ = 30o.

To obtain a range of values for Rs for different incident angles, we plotted the reflection
magnitude curves (shown in Fig. 15) for various Rs varying from 0 to ∞ (results for RS = 0
and ∞ are not included here) for a TM-polarized plane wave incident at 30◦ to the normal.
Clearly, one can notice the deviation of the reflection nulls as Rs is increased. Then, we fix
the range of Rs where perfect reflection nulls are obtained. Based on this fact, from Fig.
15, the range of Rs is 60.8 - 294.6 Ω. A similar procedure is repeated for θ = 60◦ and the
range of Rs is found to be 94.03-146.38 Ω. From Fig. 13(b), the range of Rs for 45◦ can be
given as 70.6-241.8 Ω. Then, based on these values of Rs, a unique range that fits for all
angles of incidence (up to 60o) can be found: (94.03 − 146.38) Ω for the case under study.
A further optimization procedure limited to the above range gives us an optimum value of
Rs = 106.54 Ω, which is the one used in the absorber design in Fig. 11.

3.2.2. Two-layer mushroom HIS structure with thin resistive patches

The goal of this section is two-fold. The first being the applicability of the derived ABCs
(Section 2.2) for the interface of two uniaxial wire media with thin resistive patches at the
junction. The second aim is to improve the performance of the single-layer mushroom
HIS absorber. To achieve these goals, we first design an absorber over a wide range
of frequencies (wider than the single-layer structure) using the homogenization model
(discussed in Section 2.3) and compare its results with the full-wave HFSS simulations.

Figure 16 shows the two-layer mushroom HIS absorber, which consists of two wire media
embedded in a dielectric host media, loaded with thin resistive patch arrays, and backed
by a ground plane. The parameters of the dielectric slabs used in the design together with
the dimensions and sheet resistivity values of the square patches are given in the caption of
Fig. 16. Figures 17(a) and 17(b) show the reflection magnitude behavior of the two-layer HIS
absorber with and without vias for oblique angles of incidence. At first instance, it is clear
that the structure with vias offers a significant improvement in the bandwidth, and at the
same time shows an enhancement in the absorption level when compared to the reference
structure without vias. For example, for θ = 60o, it can be noticed that the 20 dB absorption
bandwidth of the structure with vias covering the frequency band from 9.03 GHz to 25.29
GHz has a 55.5% bandwidth increase in comparison to the structure without vias with the
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Figure 16. Two-layer mushroom-type HIS absorber with thin resistive patches. Structural parameters used in this work:

h1 = h2 = 3.2mm, εr,1 = 2.2, εr,2 = 1.33, r1 = r2 = 0.05mm, a1 = a2 = 5mm, g1 = g2 = 0.1mm, Rs1 = 196 Ω,

Rs2 = 1078 Ω.

frequency band from 12.67 GHz to 18.86 GHz. Referring to Fig. 17(a), it can be noticed that
the results obtained using the nonlocal homogenization model agree very well with the HFSS
results in the entire frequency band. This also verifies the new ABCs derived in Section 2.2 for
the interface of two uniaxial wire media with thin resistive patch at the junction. This would
not be possible using the PEC-ABC (discussed in Section 3.1 for the single-layer mushroom
structure with thin metal/graphene patch), which indicates that the new ABCs are in fact
important to capture the physics at the thin resistive patch junction of two uniaxial wire
media.
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Figure 17. Comparison of analytical (solid lines) and full-wave HFSS results (crosses, circles, and plus signs) of the reflection

coefficient for the two-layer HIS absorber excited by a TM-polarized plane wave at oblique angles of incidence θ: (a) with vias.
(b) without vias.

Due to increased degrees of freedom in the two-layer structure when compared to the
single-layer structure, one can easily see the differences in the relative bandwidth of
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Figure 15. Reflection magnitude of the single-layer mushroom structure for different values of sheet resistivity Rs (in Ω),

θ = 30o.

To obtain a range of values for Rs for different incident angles, we plotted the reflection
magnitude curves (shown in Fig. 15) for various Rs varying from 0 to ∞ (results for RS = 0
and ∞ are not included here) for a TM-polarized plane wave incident at 30◦ to the normal.
Clearly, one can notice the deviation of the reflection nulls as Rs is increased. Then, we fix
the range of Rs where perfect reflection nulls are obtained. Based on this fact, from Fig.
15, the range of Rs is 60.8 - 294.6 Ω. A similar procedure is repeated for θ = 60◦ and the
range of Rs is found to be 94.03-146.38 Ω. From Fig. 13(b), the range of Rs for 45◦ can be
given as 70.6-241.8 Ω. Then, based on these values of Rs, a unique range that fits for all
angles of incidence (up to 60o) can be found: (94.03 − 146.38) Ω for the case under study.
A further optimization procedure limited to the above range gives us an optimum value of
Rs = 106.54 Ω, which is the one used in the absorber design in Fig. 11.

3.2.2. Two-layer mushroom HIS structure with thin resistive patches

The goal of this section is two-fold. The first being the applicability of the derived ABCs
(Section 2.2) for the interface of two uniaxial wire media with thin resistive patches at the
junction. The second aim is to improve the performance of the single-layer mushroom
HIS absorber. To achieve these goals, we first design an absorber over a wide range
of frequencies (wider than the single-layer structure) using the homogenization model
(discussed in Section 2.3) and compare its results with the full-wave HFSS simulations.

Figure 16 shows the two-layer mushroom HIS absorber, which consists of two wire media
embedded in a dielectric host media, loaded with thin resistive patch arrays, and backed
by a ground plane. The parameters of the dielectric slabs used in the design together with
the dimensions and sheet resistivity values of the square patches are given in the caption of
Fig. 16. Figures 17(a) and 17(b) show the reflection magnitude behavior of the two-layer HIS
absorber with and without vias for oblique angles of incidence. At first instance, it is clear
that the structure with vias offers a significant improvement in the bandwidth, and at the
same time shows an enhancement in the absorption level when compared to the reference
structure without vias. For example, for θ = 60o, it can be noticed that the 20 dB absorption
bandwidth of the structure with vias covering the frequency band from 9.03 GHz to 25.29
GHz has a 55.5% bandwidth increase in comparison to the structure without vias with the
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Figure 16. Two-layer mushroom-type HIS absorber with thin resistive patches. Structural parameters used in this work:

h1 = h2 = 3.2mm, εr,1 = 2.2, εr,2 = 1.33, r1 = r2 = 0.05mm, a1 = a2 = 5mm, g1 = g2 = 0.1mm, Rs1 = 196 Ω,

Rs2 = 1078 Ω.

frequency band from 12.67 GHz to 18.86 GHz. Referring to Fig. 17(a), it can be noticed that
the results obtained using the nonlocal homogenization model agree very well with the HFSS
results in the entire frequency band. This also verifies the new ABCs derived in Section 2.2 for
the interface of two uniaxial wire media with thin resistive patch at the junction. This would
not be possible using the PEC-ABC (discussed in Section 3.1 for the single-layer mushroom
structure with thin metal/graphene patch), which indicates that the new ABCs are in fact
important to capture the physics at the thin resistive patch junction of two uniaxial wire
media.
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Figure 17. Comparison of analytical (solid lines) and full-wave HFSS results (crosses, circles, and plus signs) of the reflection

coefficient for the two-layer HIS absorber excited by a TM-polarized plane wave at oblique angles of incidence θ: (a) with vias.
(b) without vias.

Due to increased degrees of freedom in the two-layer structure when compared to the
single-layer structure, one can easily see the differences in the relative bandwidth of
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absorption of Figs. 17(a) and 17(b), when compared to Figs. 12(a) and 12(b). Even
though, the results of the two-layer mushroom structure show significant improvements in
the bandwidth and the absorption level, there can be many design solutions (with different
Rs) which can yield better results than that shown in Fig. 17(a). Hence, designing an absorber
with optimum performance, particularly with many degrees of freedom, is a challenging
task. The simpler way is to use the analytical procedure described in the previous section for
designing a single-layer mushroom absorber. Although, this procedure may seem simple for
the single-layer structure, implementing it for the two-layer structure is a tedious task and,
hence, that design procedure is not explained here for the sake of brevity. The other way is
to use the numerical optimization techniques [27, 28].
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Figure 18. a) Phase and (b) magnitude of the reflection coefficient of the two-layer mushroom structure for different values of

sheet resistivity Rs (in Ω), θ = 45o.

In order to understand the nature of the resonances or the wideband behavior of the
two-layer mushroom absorber, here we will use the strategy that was implemented to
study the wideband behavior of single-layer mushroom absorber, i.e., studying the reflection
magnitude behavior for various Rs ranging from 0 to ∞. Since, the value of sheet resistivity
for the patch arrays in the top layer is high (Rs = 1078 Ω) and low in the bottom layer
(Rs = 196 Ω), one can start the analysis either from the PEC case (Rs = 0 in both the
layers) or the wire-medium case (Rs = ∞ in both the layers). Then, either decrease the
sheet resistivities in both the layers at the same time (if the wire-medium case is considered)
or increase the sheet resistivities in both the layers at the same time (if the PEC case is
considered). The other way is start from either the PEC case or the wire-medium case, then
fix Rs in one layer while increasing the Rs in the other (if PEC case is chosen) or fix Rs in one
layer while decreasing the Rs in the other (if wire-medium case is chosen). Here, we employ
the later strategy, because the goal is to explain the wideband behavior of the absorber
with Rs1 = 196 Ω and Rs2 = 1078 Ω. Figures 18(a) and 18(b) show the reflection phase and
magnitude behavior of the two-layer mushroom HIS structure for different values of Rs. With
the resistivity of the top patch array being fixed and by gradually decreasing the resistivity
of the patch array in the bottom layer it is observed that the phase behavior starts to deviate
from the wire-medium slab case (shown in Fig. 18(a)). It is also observed from Fig. 18(b)
that the reflection nulls deviate for varying Rs, and for some cases there are perfect reflection
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nulls (similar to the behavior observed in a single-layer mushroom structure) corresponding
to the zero phases of the perturbed HIS resonances of the wire-medium slab.
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Figure 19. Normalized wire current in the two-layer mushroom structure for different values of sheet resistivity Rs (in Ω) at

f = 15 GHz, θ = 45o. Here h is the total thickness of the two-layer structure given by h1 + h2.

This proves the fact that the partial reflection nulls/resonances shown in Fig. 17(a) , for the
case of Rs1 = 196 Ω and Rs2 = 1078 Ω are associated with the perturbed HIS resonances
of the actual wire-medium slab. It should be noted that the bandwidth enhancement is
not only observed for higher angles of incidence, but also observed for smaller angles of
incidence. The difference is that for small angles of incidence the electric field interaction
with the vias is negligible, and the bandwidth enhancement is due to interactions between
the patches in the adjacent layers, and for higher angles of incidence vias play a dominant
role in widening the absorption band. Hence, by using the resonances of the mushroom
structure, along with the proper choice of dimensions and resistivities of the patch arrays,
and with good selection of the permittivities of the dielectric slabs (perforated with metallic
vias) the absorption bandwidth can be enlarged, as compared to the case with no vias.

The behavior of current along the vias has also been studied to validate that the resonances
are the perturbed HIS resonances of the wire-medium slab. Figure 19 shows the normalized
wire current in the two-layer mushroom structure at f = 15 GHz. For the values of Rs used
in Fig. 18, it can be observed from Fig. 19 that the current along the metallic vias varies
significantly, which indicates that the spatial dispersion effects are not suppressed. The
reason is that when the Rs is large (conductivity is small), the thin resistive patch resembles
a dielectric rather than a metal, and charges accumulate at the tip of the double-sided
wire-to-patch junction, which necessitates the ABCs derived in Section 2.2. This behavior
is consistent with the results shown in Fig. 10 (Section 3.1) for small values of σ2D, however,
it should be noted that the structure analyzed in that section has a single-sided wire-to-patch
junction. Since, the current distribution is nonuniform and the phase behavior is close to that
of the wire-medium slab case, the resonances of the absorber are indeed the perturbed HIS
resonances of the wire-medium slab.
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absorption of Figs. 17(a) and 17(b), when compared to Figs. 12(a) and 12(b). Even
though, the results of the two-layer mushroom structure show significant improvements in
the bandwidth and the absorption level, there can be many design solutions (with different
Rs) which can yield better results than that shown in Fig. 17(a). Hence, designing an absorber
with optimum performance, particularly with many degrees of freedom, is a challenging
task. The simpler way is to use the analytical procedure described in the previous section for
designing a single-layer mushroom absorber. Although, this procedure may seem simple for
the single-layer structure, implementing it for the two-layer structure is a tedious task and,
hence, that design procedure is not explained here for the sake of brevity. The other way is
to use the numerical optimization techniques [27, 28].
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Figure 18. a) Phase and (b) magnitude of the reflection coefficient of the two-layer mushroom structure for different values of

sheet resistivity Rs (in Ω), θ = 45o.

In order to understand the nature of the resonances or the wideband behavior of the
two-layer mushroom absorber, here we will use the strategy that was implemented to
study the wideband behavior of single-layer mushroom absorber, i.e., studying the reflection
magnitude behavior for various Rs ranging from 0 to ∞. Since, the value of sheet resistivity
for the patch arrays in the top layer is high (Rs = 1078 Ω) and low in the bottom layer
(Rs = 196 Ω), one can start the analysis either from the PEC case (Rs = 0 in both the
layers) or the wire-medium case (Rs = ∞ in both the layers). Then, either decrease the
sheet resistivities in both the layers at the same time (if the wire-medium case is considered)
or increase the sheet resistivities in both the layers at the same time (if the PEC case is
considered). The other way is start from either the PEC case or the wire-medium case, then
fix Rs in one layer while increasing the Rs in the other (if PEC case is chosen) or fix Rs in one
layer while decreasing the Rs in the other (if wire-medium case is chosen). Here, we employ
the later strategy, because the goal is to explain the wideband behavior of the absorber
with Rs1 = 196 Ω and Rs2 = 1078 Ω. Figures 18(a) and 18(b) show the reflection phase and
magnitude behavior of the two-layer mushroom HIS structure for different values of Rs. With
the resistivity of the top patch array being fixed and by gradually decreasing the resistivity
of the patch array in the bottom layer it is observed that the phase behavior starts to deviate
from the wire-medium slab case (shown in Fig. 18(a)). It is also observed from Fig. 18(b)
that the reflection nulls deviate for varying Rs, and for some cases there are perfect reflection

Materials Science - Advanced Topics242
Multilayered Wire Media: Generalized Additional Boundary Conditions and Applications 23

10.5772/36937

nulls (similar to the behavior observed in a single-layer mushroom structure) corresponding
to the zero phases of the perturbed HIS resonances of the wire-medium slab.
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Figure 19. Normalized wire current in the two-layer mushroom structure for different values of sheet resistivity Rs (in Ω) at

f = 15 GHz, θ = 45o. Here h is the total thickness of the two-layer structure given by h1 + h2.

This proves the fact that the partial reflection nulls/resonances shown in Fig. 17(a) , for the
case of Rs1 = 196 Ω and Rs2 = 1078 Ω are associated with the perturbed HIS resonances
of the actual wire-medium slab. It should be noted that the bandwidth enhancement is
not only observed for higher angles of incidence, but also observed for smaller angles of
incidence. The difference is that for small angles of incidence the electric field interaction
with the vias is negligible, and the bandwidth enhancement is due to interactions between
the patches in the adjacent layers, and for higher angles of incidence vias play a dominant
role in widening the absorption band. Hence, by using the resonances of the mushroom
structure, along with the proper choice of dimensions and resistivities of the patch arrays,
and with good selection of the permittivities of the dielectric slabs (perforated with metallic
vias) the absorption bandwidth can be enlarged, as compared to the case with no vias.

The behavior of current along the vias has also been studied to validate that the resonances
are the perturbed HIS resonances of the wire-medium slab. Figure 19 shows the normalized
wire current in the two-layer mushroom structure at f = 15 GHz. For the values of Rs used
in Fig. 18, it can be observed from Fig. 19 that the current along the metallic vias varies
significantly, which indicates that the spatial dispersion effects are not suppressed. The
reason is that when the Rs is large (conductivity is small), the thin resistive patch resembles
a dielectric rather than a metal, and charges accumulate at the tip of the double-sided
wire-to-patch junction, which necessitates the ABCs derived in Section 2.2. This behavior
is consistent with the results shown in Fig. 10 (Section 3.1) for small values of σ2D, however,
it should be noted that the structure analyzed in that section has a single-sided wire-to-patch
junction. Since, the current distribution is nonuniform and the phase behavior is close to that
of the wire-medium slab case, the resonances of the absorber are indeed the perturbed HIS
resonances of the wire-medium slab.
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Figure 20. Three-layer mushroom-type HIS absorber with thin resistive patches. Structural parameters used in this work:

h1 = 2.7mm, h2 = h3 = 3.2mm, εr,1 = 3.2, εr,2 = 1.8, εr,3 = 1.33, r1 = r2 = r3 = 0.05mm, a1 = a2 = a3 = 5mm,
g1 = g2 = g3 = 0.1mm, Rs1 = 196 Ω, Rs2 = 588 Ω, Rs3 = 1176 Ω.
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Figure 21. Comparison of analytical (solid lines) and full-wave HFSS results (crosses, circles, and plus signs) of the reflection

coefficient for the three-layer HIS absorber excited by a TM-polarized plane wave at oblique angles of incidence θ: (a) with vias.
(b) without vias.

3.2.3. Three-layer mushroom HIS structure with thin resistive patches

Figure 20 shows a three-layered mushroom HIS absorber, which consists of three resistive
patch arrays separated by dielectric slabs perforated with metallic vias, and backed by a
ground plane. The parameters of the dielectric slabs together with the dimensions and sheet
resistivities of the square patches are given in the caption of Fig. 20. Figs. 21(a) and 21(b)
show the reflection magnitude curves for different incidence angles.
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Referring to Fig. 21(a), it can be observed that the analytical results obtained using the
nonlocal homogenization model described in Section 2.3 agree very well with the HFSS
results. As stated before, the absorption level increases for increasing angles of incidence
due to increase in the interaction with vias. By comparing Fig. 21(a) with Fig. 21(b) one can
clearly see significant improvements in the absorption bandwidth for the structure with vias
for increasing angles of incidence. For example, for θ = 60o, the 20 dB absorption bandwidth
of the structure with vias covering the frequency band from 9.93 GHz to 24.93 GHz shows
a 38 % increase in the bandwidth when comparing to the structure with no vias, having the
bandwidth from 9.01 GHz to 14.6 GHz. Also, it should be noted that the HFSS results shown
in Fig. 21(a) for θ = 45o and 60o have been obtained up to 30 GHz only (due to lack of
convergence at higher frequencies).

4. Conclusion

Generalized additional boundary conditions are derived for the interface of two uniaxial
wire media with thin resistive sheet at the junction. Based on these conditions a nonlocal
homogenization model has been proposed to characterize the reflection properties of the
multilayered mushroom HIS structures with thin resistive patches. The homogenization
model has been applied to four different structures and the results are validated using the
full-wave numerical simulations. An analytical design procedure for selecting resistivities
of the patch arrays has been presented. The prospect of using the multilayer mushroom
structures as absorbers has been studied. It has been shown that the presence of vias in
fact enhances the absorption band and increases the absorption level for increasing angles of
incidence for the obliquely incident TM-polarized plane wave.
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Figure 20. Three-layer mushroom-type HIS absorber with thin resistive patches. Structural parameters used in this work:

h1 = 2.7mm, h2 = h3 = 3.2mm, εr,1 = 3.2, εr,2 = 1.8, εr,3 = 1.33, r1 = r2 = r3 = 0.05mm, a1 = a2 = a3 = 5mm,
g1 = g2 = g3 = 0.1mm, Rs1 = 196 Ω, Rs2 = 588 Ω, Rs3 = 1176 Ω.
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Figure 21. Comparison of analytical (solid lines) and full-wave HFSS results (crosses, circles, and plus signs) of the reflection

coefficient for the three-layer HIS absorber excited by a TM-polarized plane wave at oblique angles of incidence θ: (a) with vias.
(b) without vias.

3.2.3. Three-layer mushroom HIS structure with thin resistive patches

Figure 20 shows a three-layered mushroom HIS absorber, which consists of three resistive
patch arrays separated by dielectric slabs perforated with metallic vias, and backed by a
ground plane. The parameters of the dielectric slabs together with the dimensions and sheet
resistivities of the square patches are given in the caption of Fig. 20. Figs. 21(a) and 21(b)
show the reflection magnitude curves for different incidence angles.
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Referring to Fig. 21(a), it can be observed that the analytical results obtained using the
nonlocal homogenization model described in Section 2.3 agree very well with the HFSS
results. As stated before, the absorption level increases for increasing angles of incidence
due to increase in the interaction with vias. By comparing Fig. 21(a) with Fig. 21(b) one can
clearly see significant improvements in the absorption bandwidth for the structure with vias
for increasing angles of incidence. For example, for θ = 60o, the 20 dB absorption bandwidth
of the structure with vias covering the frequency band from 9.93 GHz to 24.93 GHz shows
a 38 % increase in the bandwidth when comparing to the structure with no vias, having the
bandwidth from 9.01 GHz to 14.6 GHz. Also, it should be noted that the HFSS results shown
in Fig. 21(a) for θ = 45o and 60o have been obtained up to 30 GHz only (due to lack of
convergence at higher frequencies).

4. Conclusion

Generalized additional boundary conditions are derived for the interface of two uniaxial
wire media with thin resistive sheet at the junction. Based on these conditions a nonlocal
homogenization model has been proposed to characterize the reflection properties of the
multilayered mushroom HIS structures with thin resistive patches. The homogenization
model has been applied to four different structures and the results are validated using the
full-wave numerical simulations. An analytical design procedure for selecting resistivities
of the patch arrays has been presented. The prospect of using the multilayer mushroom
structures as absorbers has been studied. It has been shown that the presence of vias in
fact enhances the absorption band and increases the absorption level for increasing angles of
incidence for the obliquely incident TM-polarized plane wave.
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1. Introduction

Fiber reinforced composite materials  have been increasingly used as structural  members
in many structures such as airplane. The advantages of these materials are derived from
their  high  strength,  stiffness  and  damping  together  with  low  specific  weight.  Low
temperature  mechanical  properties  of  glass  fiber-reinforced  epoxy  have  to  be  assessed,
because of composite materials are subjected to low temperatures in service. Experimen‐
tal  or  analytical  investigation  on  the  tensile  failure  behavior  of  glass/epoxy  laminated
composite  with/or  without  stress  concentration  subjected  to  thermo-mechanical  static
loadings at  low temperatures has not been done yet.  In the present work,  a model was
developed to perform the progressive failure analysis of quasi isotropic composite plates
at  low temperatures.  The  initial  failure  load  is  calculated  by  means  of  an  elastic  stress
analysis. The load is increased step by step. For each given load, the stresses are evaluated
and the appropriate failure criterion is applied to inspect for possible failure. For the failed
element,  material  properties  are  modified  according  to  the  failure  mode  using  a  non-
zero stiffness degradation factor. Then, the modified Newton–Raphson iteration is carried
out until  convergence is reached. This analysis is repeated for each load increment until
the final failure occurs and the ultimate strength is determined. The present method yields
results  in  a  reasonable  agreement  with  the  experimental  data  at  room temperature  and
-60  ºC.  The  effect  of  low temperature  on  the  failure  mechanism of  the  plates  was  also
determined.
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2. Materials and mechanical testing

2.1. Material properties

Unidirectional glass fibers have been used in this investigation as reinforcing material, while
epoxy resin has been utilized as the matrix material. Hand lay-up method was used to fabricate
thin laminates with epoxy resin ML-506 with hardener HA11. Test specimens were cut from
laminates according to relevant standard codes. All specimens had a constant cross section
with tabs bonded to the ends. The fiber volume fraction of the composites was 55%.

2.2. Mechanical test equipments

The specimens are tested from beginning to the failure mode both at room and low tempera‐
tures. All tests were conducted under displacement control condition using Instron 5582
machine adaptable for cryogenic service by an environmental chamber. The displacement rate
was 2 mm/min. Environmental chamber has the ability to cool down the temperature to -196
°C by evaporating liquid cryogenic Nitrogen. During the tests, a pressurizing device is used
to control the cooling time from room temperature to -20 °C and -60 °C and maintain an
evaporating pressure of 152 kPa. In order to reach thermal equilibrium in mechanical parts of
machine one hour prior to first time of testing, temperature of environmental chamber was
kept at desired low temperatures. Since composite materials require more time than metal
materials to reach thermal equilibrium states in low temperatures, specimens stayed in a
constant low temperature for at least an hour prior to start loading. Environmental chamber
was equipped with a fan to perform a uniform temperature. A digital thermometer was
mounted inside of environmental chamber to monitor active temperature during the tests.
Experimental set up for mechanical tests at different temperature is shown in Figure 1.

Figure 1. Experimental setup for mechanical tests at both room and low temperatures
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3. Material characterization

In order to apply progressive damage modeling to a laminated composite, mechanical
properties of unidirectional laminates should be assessed. For this purpose test specimens was
fabricated for tensile, compressive and shear loading in longitudinal and transverse direction.
In this section, for each case, specimen dimensions and experimental results are reported. Also
some master curves are illustrated to predict mechanical properties in the assumed tempera‐
ture range. Finally all of mechanical properties are assessed by a regression function.

3.1. Tensile test

The unidirectional glass fiber-reinforced epoxy which composed of ten plies was used in this
test; the total thickness of the laminate is 2 mm. Unidirectional tensile specimens were cut out
of the laminates in both fiber and matrix directions (longitudinal and transverse) according to
ASTM D3039 [1]. Woven glass/epoxy tabs with tapered ends were locally bonded on each side
of the specimens. These tabs allow a smooth load transfer from the grip to the specimen
especially for low temperature test. The geometries of the specimens for longitudinal and
transverse tensile tests are shown in Figure 2.
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Figure 2. Geometry of the specimens for longitudinal and transverse tensile tests at different temperatures

The purpose of the static tensile tests was to determine the low temperature effects on the
tensile strength, Young modulus and ultimate strain of unidirectional laminates in longitudi‐
nal and transverse directions. Figure 3 show the typical stress-strain behavior of unidirectional
laminate under tensile loads in longitudinal direction at room temperature, -20 °C and -60
°C. The laminate exhibits a linear elastic behavior until breakage and the slope of the stress-
strain curve increases as the temperature decreases. On the other hand, by decreasing tem‐
perature, strain to failure decreases slightly. The strain to failure reduction was very small
(from 0.037, at room temperature, to 0.032 at -60 °C). However, the strength and stiffness
increase significantly as temperature decreases. The average value of tensile strength increases
from 700.11 MPa, at room temperature, to 784.98 MPa, at -60 °C, whereas the Young modulus
also increases from 23.05 GPa at room temperature, to 28.65 GPa at -60 °C. Some authors eported
increasing of tensile strength and modulus for a UD glass-epoxy composite at cryogenic
temperatures [10], [38]. Consequently, it was speculated that the brittleness of the fibers had
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The purpose of the static tensile tests was to determine the low temperature effects on the
tensile strength, Young modulus and ultimate strain of unidirectional laminates in longitudi‐
nal and transverse directions. Figure 3 show the typical stress-strain behavior of unidirectional
laminate under tensile loads in longitudinal direction at room temperature, -20 °C and -60
°C. The laminate exhibits a linear elastic behavior until breakage and the slope of the stress-
strain curve increases as the temperature decreases. On the other hand, by decreasing tem‐
perature, strain to failure decreases slightly. The strain to failure reduction was very small
(from 0.037, at room temperature, to 0.032 at -60 °C). However, the strength and stiffness
increase significantly as temperature decreases. The average value of tensile strength increases
from 700.11 MPa, at room temperature, to 784.98 MPa, at -60 °C, whereas the Young modulus
also increases from 23.05 GPa at room temperature, to 28.65 GPa at -60 °C. Some authors eported
increasing of tensile strength and modulus for a UD glass-epoxy composite at cryogenic
temperatures [10], [38]. Consequently, it was speculated that the brittleness of the fibers had
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a major influence on the stiffness and strength increase of UD composites at low temperatures.
Especially the brittleness of the fibers rapidly increased within a temperature range from RT
to -60 °C which was indicated by Ref [10].
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Figure 3. Typical stress-strain behavior of unidirectional laminate under tensile loads in longitudinal direction at room
temperature, -20 °C and -60 °C
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Figure 4. Typical stress-strain behavior of unidirectional laminate under tensile loads in transverse direction at room
temperature, -20 °C and -60 °C

Figure 4 show the load-deflection curve of unidirectional laminates under tensile loads in
transverse direction. The behavior is the same as described in the previous tests. The only
difference is that the stress-strain curve in this case showed insignificant nonlinearity before
reaching the maximum stress, which is due to the nature of the plasticity of epoxy. It was
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observed because the composite becomes more brittle in low temperatures, this nonlinearity
behavior of matrix decreased by decreasing temperature in Figure 4 and Ref. [37]. Typical
results was also reported that both transverse tensile strength and stiffness increased by
decreasing temperature from RT for glass-epoxy composites [39].

Failure regions of the composite specimens at different temperatures in longitudinal and
transverse directions under tensile loading are shown in Figure 5 and Figure 6 respectively. It
is found that in the case of longitudinal tension, the failure mechanism changes with temper‐
ature while no significant change was observed on the transverse direction.

Figure 5. Failure regions of the composite specimens at different temperatures in longitudinal direction under tensile
loading

Figure 6. Failure regions of the composite specimens at different temperatures in transverse direction under tensile
loading
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a major influence on the stiffness and strength increase of UD composites at low temperatures.
Especially the brittleness of the fibers rapidly increased within a temperature range from RT
to -60 °C which was indicated by Ref [10].
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Figure 3. Typical stress-strain behavior of unidirectional laminate under tensile loads in longitudinal direction at room
temperature, -20 °C and -60 °C
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Figure 4. Typical stress-strain behavior of unidirectional laminate under tensile loads in transverse direction at room
temperature, -20 °C and -60 °C

Figure 4 show the load-deflection curve of unidirectional laminates under tensile loads in
transverse direction. The behavior is the same as described in the previous tests. The only
difference is that the stress-strain curve in this case showed insignificant nonlinearity before
reaching the maximum stress, which is due to the nature of the plasticity of epoxy. It was
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observed because the composite becomes more brittle in low temperatures, this nonlinearity
behavior of matrix decreased by decreasing temperature in Figure 4 and Ref. [37]. Typical
results was also reported that both transverse tensile strength and stiffness increased by
decreasing temperature from RT for glass-epoxy composites [39].

Failure regions of the composite specimens at different temperatures in longitudinal and
transverse directions under tensile loading are shown in Figure 5 and Figure 6 respectively. It
is found that in the case of longitudinal tension, the failure mechanism changes with temper‐
ature while no significant change was observed on the transverse direction.

Figure 5. Failure regions of the composite specimens at different temperatures in longitudinal direction under tensile
loading

Figure 6. Failure regions of the composite specimens at different temperatures in transverse direction under tensile
loading
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For the longitudinal direction, from a visual inspection of the damage surfaces, a significant
change could be observed in the fracture surface at room temperature to -60 ºC. There is a small
amount of tab de-bonding near the gauge area for room temperature tested specimens. Also,
fiber breakage which is more visible for low temperature case was occurred. At low temper‐
ature, due to weak interface between the fiber and matrix, fibers lose their bonds to the matrix.
Moreover, matrix cracking and fiber pull-out were also observed. At shown in Figure 5,
damage area was more limited at RT while by decreasing temperature to -60 °C; the damage
was extend further and covered the entire gauge region. In the transverse tension loading, net
matrix failure observed near the gauge area. The major difference between room temperature
and low temperatures tests in this case is that in low temperatures (Figure 6) small fiber-matrix
deboning is observed which is not obvious in room temperature specimens. Also, bigger failure
region of matrix is obvious at low temperatures. There is no significant change in failure
mechanism for specimens at -20 ºC and -60 ºC.

3.2. Compression test

The specimens used for compression test had the same material as those of the tensile test
except that these specimens were made of fifteen plies so that the total thickness is 3 mm.
Unidirectional compression specimens were cut in the longitudinal and transverse directions
for longitudinal and transverse compression tests and also a fixture is used for the tests
according to ASTM D3410 [2]. The geometries of the specimens are shown in Fig. 2. Woven
glass/epoxy tabs were locally bonded on each side of the specimens to reduce the gripping
effects. Also, a thin Teflon sheet, as a weakly bonded area, was inserted on each of the
contacting surfaces between the specimens and the tabs to reduce the gripping effects in fiber
compression specimens.

 

Dimensions(mm) 
 

6
3

10
20
65

2

1

=
=

=
=
=

T
t
W
L
L

 

 

Dimensions (mm) 
 

6
3

25
20
65

2

1

=
=

=
=
=

T
t
W
L
L

 

Figure 1. Geometry of the specimens for longitudinal and transverse compressive tests at different 
temperatures 

 

Fiber compression specimen ([0]15)  

Matrix compression specimen ([90]15)  

Figure 7. Geometry of the specimens for longitudinal and transverse compressive tests at different temperatures

In order to determine the effect of low temperature service on the strength and strain to failure
of composite specimens in longitudinal and transverse directions, a set of experimental tests
were performed. For this reason, a special fixture recommended in ASTM D3410 was used to

Materials Science - Advanced Topics254

prevent possible buckling. Figure 8 illustrate typical stress-strain behavior of composite
laminate under compressive loading in longitudinal direction at various temperatures. As
shown, the stress-strain relation is slightly nonlinear and final failure occurs catastrophically
in all cases. The main specific property of longitudinal compressive stress-strain curves is that
against other nonlinear stress-strain curves of UD composite in longitudinal or transverse
directions, these curves exhibit positive curvature. This may be due to interface bonding
between matrix and fibers. Imperfect fiber-matrix bonding is a manufacturing defect that is
created during curing process. This defect influences the role of the matrix that supports the
fibers when the composite is under compression [28], [29]. From stress-strain curves, it seems
that by increasing compression in longitudinal direction, this bonding becomes grater and the
role of matrix against microbuckling of fibers is more highlighted. As shown in the figure,
significant non-linear deformation was often observed before the maximum load [30], [31],
and this behavior was associated to the plastic deformation of the polymeric matrix. Com‐
pressive strength in longitudinal direction increases significantly by decreasing temperature
(from 570.37 MPa at room temperature, to 731.94 MPa at -60 °C).
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Figure 8. Typical stress-strain behavior of unidirectional laminate under compressive loads in longitudinal direction at
room temperature, -20 °C and -60 °C

Figure 9 depict stress-strain curves of unidirectional composite under transverse compressive
loading at different temperatures. Again significant increase in strength of composite was
observed by decreasing temperature (from 122.12 MPa at room temperature, to 186.22 MPa at
-60 °C). Typical behavior was reported by [32] for glass-epoxy composites. But in this case
against other directions of loading, by decreasing temperature, transverse compressive
stiffness was decreased and strain to failure was increased significantly. The reason of the
observed phenomenon in this type of loading is unknown and it is interested to investigate
more about this behavior in future works.
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In order to determine the effect of low temperature service on the strength and strain to failure
of composite specimens in longitudinal and transverse directions, a set of experimental tests
were performed. For this reason, a special fixture recommended in ASTM D3410 was used to
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prevent possible buckling. Figure 8 illustrate typical stress-strain behavior of composite
laminate under compressive loading in longitudinal direction at various temperatures. As
shown, the stress-strain relation is slightly nonlinear and final failure occurs catastrophically
in all cases. The main specific property of longitudinal compressive stress-strain curves is that
against other nonlinear stress-strain curves of UD composite in longitudinal or transverse
directions, these curves exhibit positive curvature. This may be due to interface bonding
between matrix and fibers. Imperfect fiber-matrix bonding is a manufacturing defect that is
created during curing process. This defect influences the role of the matrix that supports the
fibers when the composite is under compression [28], [29]. From stress-strain curves, it seems
that by increasing compression in longitudinal direction, this bonding becomes grater and the
role of matrix against microbuckling of fibers is more highlighted. As shown in the figure,
significant non-linear deformation was often observed before the maximum load [30], [31],
and this behavior was associated to the plastic deformation of the polymeric matrix. Com‐
pressive strength in longitudinal direction increases significantly by decreasing temperature
(from 570.37 MPa at room temperature, to 731.94 MPa at -60 °C).
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Figure 8. Typical stress-strain behavior of unidirectional laminate under compressive loads in longitudinal direction at
room temperature, -20 °C and -60 °C

Figure 9 depict stress-strain curves of unidirectional composite under transverse compressive
loading at different temperatures. Again significant increase in strength of composite was
observed by decreasing temperature (from 122.12 MPa at room temperature, to 186.22 MPa at
-60 °C). Typical behavior was reported by [32] for glass-epoxy composites. But in this case
against other directions of loading, by decreasing temperature, transverse compressive
stiffness was decreased and strain to failure was increased significantly. The reason of the
observed phenomenon in this type of loading is unknown and it is interested to investigate
more about this behavior in future works.
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Figure 9. Typical stress-strain behavior of unidirectional laminate under compressive loads in transverse direction at
room temperature, -20 °C and -60 °C

Figure 10 and Figure 11 show failed specimens under compressive loading in longitudinal and
transverse directions at different temperatures, respectively.

Figure 10. Failure regions of the composite specimens at different temperatures in longitudinal direction under com‐
pressive loading

Figure 11. Failure regions of the composite specimens at different temperatures in transverse direction under com‐
pressive loading
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The main failure mode of specimens in this case is micro buckling of fibers in shear or
extensional mode. Also, in this case, there is a small amount of tab deboning near the gauge
area for room temperature specimens. The change in the mechanical response with decreasing
temperature is associated with a change in failure modes. As shown in Figure 11, failure
occurred at the middle of specimen under micro-buckling failure mode. The difference is that,
in low temperature cases, more fiber pull-out was occurred. Also, extensive deboning between
fibers and the matrix was also observed because of weaker fiber and matrix bonding at low
temperatures. In this case, only at low temperatures failed specimens fractured in two separate
parts. In the case of compression failure in the transverse direction at low temperature, the
failure area is much more than the room temperature specimens. Also at room temperature,
specimen is not fractured in two separate parts. This is because of major effects of low
temperature on mechanical properties of epoxy matrix of composites. In this case, there is no
significant change in failure mechanism for specimens at -20 ºC and -60 ºC. It is found the role
played by two dominant damage mechanisms (decohesion at the interface and shear band
formation in the matrix) in controlling the composite strength. On the other hand, if decohesion
is inhibited, failure took place by the development of shear bands in the matrix which
propagated through the microstructure at angle of ±45o with respect to the plane perpendicular
to the compression axis [32]. The compressive strength was slightly higher than the matrix
strength under compression due to the additional strengthening provided by the fibers.
Parametric studies showed that other factors (such as the matrix friction angle, the interface
fracture energy and the thermo-elastic residual stresses) exerted a secondary influence on the
compressive strength of PMC under transverse compression [32]. But the matrix is more
susceptible to the formation of shear bands. The angle formed between the failure plane and
in-plane loading direction is slightly above 45o and typical values reported are in the range
50-56o [40]-[42].

3.3. In-plane shear test

In the following, method of static experiments for characterizing material properties under in-
plane shear loading is illustrated. Among numerous testing methods, the three-rail shear test
method, described by the ASTM A4255 [3], is a fairly reliable technique. This method is
modified by Shokrieh [28]. He developed new specimen by inserting notches into the edges
of specimen. The reason behind the insertion of notches at the locations of stress concentrations
is to replace a very sharp crack with a blunt crack with much lower stress concentration factor.
To increase the stability of the specimen during the test, a [0,90]s configuration is selected in
this test. The specimen and the dimension are shown in Figure 12.

Electric strain gauges were used to measure the strains of the specimens during the shear tests.
The strain gauges are attached to the specimens in the direction of 45°. The strain gauges and
lead wires were manufactured by TML Corporation for low temperature ranges. However,
since the changing in temperature would also affect the strain in strain gauges, Wheatstone
half bridge circuit has been used to reduce this unfavorable effect.
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Figure 9. Typical stress-strain behavior of unidirectional laminate under compressive loads in transverse direction at
room temperature, -20 °C and -60 °C

Figure 10 and Figure 11 show failed specimens under compressive loading in longitudinal and
transverse directions at different temperatures, respectively.

Figure 10. Failure regions of the composite specimens at different temperatures in longitudinal direction under com‐
pressive loading

Figure 11. Failure regions of the composite specimens at different temperatures in transverse direction under com‐
pressive loading
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The main failure mode of specimens in this case is micro buckling of fibers in shear or
extensional mode. Also, in this case, there is a small amount of tab deboning near the gauge
area for room temperature specimens. The change in the mechanical response with decreasing
temperature is associated with a change in failure modes. As shown in Figure 11, failure
occurred at the middle of specimen under micro-buckling failure mode. The difference is that,
in low temperature cases, more fiber pull-out was occurred. Also, extensive deboning between
fibers and the matrix was also observed because of weaker fiber and matrix bonding at low
temperatures. In this case, only at low temperatures failed specimens fractured in two separate
parts. In the case of compression failure in the transverse direction at low temperature, the
failure area is much more than the room temperature specimens. Also at room temperature,
specimen is not fractured in two separate parts. This is because of major effects of low
temperature on mechanical properties of epoxy matrix of composites. In this case, there is no
significant change in failure mechanism for specimens at -20 ºC and -60 ºC. It is found the role
played by two dominant damage mechanisms (decohesion at the interface and shear band
formation in the matrix) in controlling the composite strength. On the other hand, if decohesion
is inhibited, failure took place by the development of shear bands in the matrix which
propagated through the microstructure at angle of ±45o with respect to the plane perpendicular
to the compression axis [32]. The compressive strength was slightly higher than the matrix
strength under compression due to the additional strengthening provided by the fibers.
Parametric studies showed that other factors (such as the matrix friction angle, the interface
fracture energy and the thermo-elastic residual stresses) exerted a secondary influence on the
compressive strength of PMC under transverse compression [32]. But the matrix is more
susceptible to the formation of shear bands. The angle formed between the failure plane and
in-plane loading direction is slightly above 45o and typical values reported are in the range
50-56o [40]-[42].

3.3. In-plane shear test

In the following, method of static experiments for characterizing material properties under in-
plane shear loading is illustrated. Among numerous testing methods, the three-rail shear test
method, described by the ASTM A4255 [3], is a fairly reliable technique. This method is
modified by Shokrieh [28]. He developed new specimen by inserting notches into the edges
of specimen. The reason behind the insertion of notches at the locations of stress concentrations
is to replace a very sharp crack with a blunt crack with much lower stress concentration factor.
To increase the stability of the specimen during the test, a [0,90]s configuration is selected in
this test. The specimen and the dimension are shown in Figure 12.

Electric strain gauges were used to measure the strains of the specimens during the shear tests.
The strain gauges are attached to the specimens in the direction of 45°. The strain gauges and
lead wires were manufactured by TML Corporation for low temperature ranges. However,
since the changing in temperature would also affect the strain in strain gauges, Wheatstone
half bridge circuit has been used to reduce this unfavorable effect.
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Figure 12. Geometry of the specimens for in-plane shear tests at different temperatures

Figure 13 show the stress-strain behavior of modified specimen under in-plane shear loadings
at room temperature, -20 °C and -60 °C. As shown, this behavior is highly nonlinear for all
temperature tests. Also, as temperature decreases to -60 °C from the room temperature, both
the in-plane shear modulus and strength increased significantly.
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Figure 13. Typical stress-strain behavior of unidirectional laminate under in-plane shear loading at room temperature,
-20 °C and -60 °C
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For metallic materials, the linear region of the stress-strain curve corresponds to elastic
deformation and the nonlinear region to plastic deformation. However, when working with
non-crystalline substances (such as epoxy), the glass transition temperature (Tg) determines
whether a material can exhibit viscous, or non-linear, behavior. Below the glass transition
temperature a non-crystalline material is considered an amorphous solid, above it a rubbery
solid and, as the temperature increases, a viscous liquid [33]. A non-crystalline material such
as a polymer can only exhibit viscous behavior above Tg; below Tg, the material will fail before
it plastically deforms. All of the tests in the current study were conducted well below Tg for
the epoxy resin (≈157 °C). This indicates that the nonlinear regions of the shear stress-shear
strain curves generated by the tests at room and low temperatures are not the result of viscous,
or plastic, deformation [37]. This nonlinear behavior is thought to be the result of micro-crack
accumulation throughout the matrix. The extensive nonlinear region displayed in the room
temperature stress-strain curves would correspond to a high density of micro-cracks through‐
out the material (Figure 13). The more limited nonlinear region in the curves generated from
the tests done at low temperatures imply that there is a progressive decrease in micro-crack
accumulation within the specimen with decreasing temperature. Reduction the nonlinear
region of stress-strain curves at low temperatures also confirmed by a suitable candidate model
to study the nonlinear behavior of composites under shear loading which was proposed by
Hahn and Tsai [28]. Parameter of material nonlinearity decreased from 1.76e-8 MPa-3 at room
temperature to 1.33e-8 MPa-3 at -60 ºC. Figure 14 show tested specimens and failure regions
under in-plane shear loading at different temperatures. As shown in the figure, more damaged
area was observed with decreasing temperature from room temperature to -60 ºC.

Figure 14. Tested specimens under shear loading at different temperatures

3.4. Master curves for mechanical properties

Figure 15 show the experimental values of tensile and compressive strengths for unidirectional
laminates at different temperatures in longitudinal and transverse directions with their
calculated standard deviations.
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Figure 13 show the stress-strain behavior of modified specimen under in-plane shear loadings
at room temperature, -20 °C and -60 °C. As shown, this behavior is highly nonlinear for all
temperature tests. Also, as temperature decreases to -60 °C from the room temperature, both
the in-plane shear modulus and strength increased significantly.

0

30

60

90

120

0 0.01 0.02 0.03 0.04

Sh
ea

r s
tre

ss
 (M

Pa
)

Strain

RT

-20

-60

ºC

ºC

Figure 13. Typical stress-strain behavior of unidirectional laminate under in-plane shear loading at room temperature,
-20 °C and -60 °C
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For metallic materials, the linear region of the stress-strain curve corresponds to elastic
deformation and the nonlinear region to plastic deformation. However, when working with
non-crystalline substances (such as epoxy), the glass transition temperature (Tg) determines
whether a material can exhibit viscous, or non-linear, behavior. Below the glass transition
temperature a non-crystalline material is considered an amorphous solid, above it a rubbery
solid and, as the temperature increases, a viscous liquid [33]. A non-crystalline material such
as a polymer can only exhibit viscous behavior above Tg; below Tg, the material will fail before
it plastically deforms. All of the tests in the current study were conducted well below Tg for
the epoxy resin (≈157 °C). This indicates that the nonlinear regions of the shear stress-shear
strain curves generated by the tests at room and low temperatures are not the result of viscous,
or plastic, deformation [37]. This nonlinear behavior is thought to be the result of micro-crack
accumulation throughout the matrix. The extensive nonlinear region displayed in the room
temperature stress-strain curves would correspond to a high density of micro-cracks through‐
out the material (Figure 13). The more limited nonlinear region in the curves generated from
the tests done at low temperatures imply that there is a progressive decrease in micro-crack
accumulation within the specimen with decreasing temperature. Reduction the nonlinear
region of stress-strain curves at low temperatures also confirmed by a suitable candidate model
to study the nonlinear behavior of composites under shear loading which was proposed by
Hahn and Tsai [28]. Parameter of material nonlinearity decreased from 1.76e-8 MPa-3 at room
temperature to 1.33e-8 MPa-3 at -60 ºC. Figure 14 show tested specimens and failure regions
under in-plane shear loading at different temperatures. As shown in the figure, more damaged
area was observed with decreasing temperature from room temperature to -60 ºC.

Figure 14. Tested specimens under shear loading at different temperatures

3.4. Master curves for mechanical properties

Figure 15 show the experimental values of tensile and compressive strengths for unidirectional
laminates at different temperatures in longitudinal and transverse directions with their
calculated standard deviations.
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Figure 15. Experimental values of the tensile and compressive strengths for unidirectional laminates at different tem‐
perature in a) longitudinal and b) transverse directions

In each case in the above figures, by a polynomial curve fitting to experimental data, the
increasing trend of strengths by decreasing the temperature is shown. However, the increasing
rate of compressive strength by decreasing temperature is more for that of the tensile strength
in both longitudinal and transverse directions. Figure 16 show experimental values of tensile
modulus for unidirectional laminates at different temperatures in longitudinal and transverse
directions. Both longitudinal and transverse tensile modulus increased by decreasing temper‐
ature to -60 ºC.
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Figure 16. Experimental values of compressive strength for unidirectional laminates at different temperature in longi‐
tudinal and transverse directions

Decreasing temperature, in this case, has lower effect on the final failure mode of the com‐
pression tests of the unidirectional plies in longitudinal and transverse directions at various
temperatures in comparison with the previous one. Experimental magnitudes of shear strength
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and modulus at different temperatures are compared in Figure 17. In the case of shear loading,
low temperature has major effect on mechanical properties of composites.
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Figure 17. Experimental values of shear strength and modulus for cross ply laminates at different temperatures

Temperature effects on mechanical properties of UD composites which are plotted in Figure
15 to Figure 17 can be assessed also using a regression function defined by:

M (T )=αT 2−βT + γ

where, M and T are the mechanical property and temperature, respectively. Also α, β and γ
are the material constants. The values for α, β, γ and R (the correlation coefficient) are given
in Table 1.

Material constants α β γ R

Longitudinal compressive strength 0.0093 1.5706 604.05 0.9575

Transverse compressive strength 0.0121 0.3784 124.04 0.9678

Longitudinal tensile strength 0.0098 0.3808 718.52 0.9642

Transverse tensile strength 0.0010 0.0789 70.390 0.9622

In-plane shear strength 0.0058 0.0341 65.339 0.9682

Longitudinal modulus 0.0011 0.0326 22.800 0.9666

Transverse modulus 0.0007 0.0420 6.1913 0.9920

In-plane shear modulus 0.0002 0.0184 2.477 0.9769

Table 1. Material constants and correlation coefficients -60 °C ≤ T ≤ 23 °C
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Figure 15. Experimental values of the tensile and compressive strengths for unidirectional laminates at different tem‐
perature in a) longitudinal and b) transverse directions

In each case in the above figures, by a polynomial curve fitting to experimental data, the
increasing trend of strengths by decreasing the temperature is shown. However, the increasing
rate of compressive strength by decreasing temperature is more for that of the tensile strength
in both longitudinal and transverse directions. Figure 16 show experimental values of tensile
modulus for unidirectional laminates at different temperatures in longitudinal and transverse
directions. Both longitudinal and transverse tensile modulus increased by decreasing temper‐
ature to -60 ºC.
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Figure 16. Experimental values of compressive strength for unidirectional laminates at different temperature in longi‐
tudinal and transverse directions

Decreasing temperature, in this case, has lower effect on the final failure mode of the com‐
pression tests of the unidirectional plies in longitudinal and transverse directions at various
temperatures in comparison with the previous one. Experimental magnitudes of shear strength
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and modulus at different temperatures are compared in Figure 17. In the case of shear loading,
low temperature has major effect on mechanical properties of composites.
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Figure 17. Experimental values of shear strength and modulus for cross ply laminates at different temperatures

Temperature effects on mechanical properties of UD composites which are plotted in Figure
15 to Figure 17 can be assessed also using a regression function defined by:

M (T )=αT 2−βT + γ

where, M and T are the mechanical property and temperature, respectively. Also α, β and γ
are the material constants. The values for α, β, γ and R (the correlation coefficient) are given
in Table 1.

Material constants α β γ R

Longitudinal compressive strength 0.0093 1.5706 604.05 0.9575

Transverse compressive strength 0.0121 0.3784 124.04 0.9678

Longitudinal tensile strength 0.0098 0.3808 718.52 0.9642

Transverse tensile strength 0.0010 0.0789 70.390 0.9622

In-plane shear strength 0.0058 0.0341 65.339 0.9682

Longitudinal modulus 0.0011 0.0326 22.800 0.9666

Transverse modulus 0.0007 0.0420 6.1913 0.9920

In-plane shear modulus 0.0002 0.0184 2.477 0.9769

Table 1. Material constants and correlation coefficients -60 °C ≤ T ≤ 23 °C
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4. Specimen geometry

Quasi-isotropic lay-up ([0/±45/90]2s) was used in this study for tensile tests at room temperature
and -60 °C. For this reason, thin laminate composed of ten plies of reinforcement with epoxy
resin were fabricated with considered configuration, giving a laminate approximately 2 mm
in thickness. For laminate with stress concentration, a central hole was made by a machine.
Woven glass/epoxy tabs with tapered ends were locally bonded on each side of the specimens.
These tabs allow a smooth load transfer from the grip to the specimen especially for low
temperature test. All specimens had a constant cross section with tabs bonded to the ends. The
geometry of the specimen with stress concentration for tensile tests is shown in Figure 18.
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Quasi-isotropic tensile specimen with stress concentration ([0/±45/90]2s)  

Figure 18. Geometry of the specimen with stress concentration for tensile test at room temperature and -60°C

5. Progressive Damage Modeling (PDM)

5.1. Stress analysis

The first component of the PDM is finite element stress analysis. Consider a composite plate
with/without stress concentration (Figure 18). The plate has width w = 25 mm, length l =170
mm, thickness t = 2 mm and central hole D = 6 mm (if applicable). The plate is a laminated
composite with quasi-isotropic ply orientation. A two dimensional macro code by APDL of
ANSYS [33] is developed to perform finite element analysis. In this paper, the 8-node layered
element SHELL 99 is adopted to model the laminates, which allows up to 250 different material
layers in the thickness direction in each element without much increase of counting time.
Mechanical properties of a unidirectional laminate at room temperature and -60°C, which is
used as initial values in FEM and listed in Table 2, were tested by the present authors [34].

In this table, the script x refers to the fiber direction, and y refers to direction perpendicular to
the fiber direction. In this study, the stress resultants are defined as follow:

Total M Ts s s= + (1)
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where σM  and σT  are the mechanical and thermal stresses respectively. Thermal stresses are
due to decreasing temperature from room temperature to -60 °C. These stress resultants will
be calculated by the following relation:
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In the above equation, Q̄ij  is transformed reduced stiffness matrix for a laminated composite

and {εij
T } is thermal strain vector which is defined as follow:
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where ΔT  and {αij} are temperature difference from room temperature and coefficients of
thermal expansion for an angle ply laminate, respectively. {αij} can be given in terms of the
coefficients of thermal expansion for a unidirectional laminate as:
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(4)

Mechanical properties 23 °C -60 °C

Longitudinal modulus Ex (GPa) 19.94 28.65

Transverse modulus Ey (GPa) 5.83 11.03

Shear modulus Gxy (GPa) 2.11 4.21

Longitudinal tensile strength Xt (MPa) 700.11 784.98

Longitudinal compression strength Xc (MPa) 570.37 731.94

Transverse tensile strength Yt (MPa) 69.67 75.2

Transverse compression strength Yc (MPa) 122.12 186.22

Shear strength S (MPa) 68.89 91.22

Table 2. Mechanical properties of GFRP at room and low temperatures
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and T  is a transformation matrix for an angle ply laminate [35].

5.2. Failure criterion

The second part of PDM is failure analysis. By using finite element results, at layer level in
each element, stiffness reduction is carried out considering five types of damages: fiber and
matrix in tension and compression and fiber-matrix shearing modes. To detect them, a set of
two dimensional stress based failure criterion is selected. The following Hashin criteria [28]
are used to detect five different failure modes. The first two of the failure modes are cata‐
strophic and the others are not.

Condition Failure criteria Failure relation
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e
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+ ( σxy

S )2
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2 {eFM ≥1 Fail

eFM < 1 Safe

Fiber-Matrix shearing failure σxx≺0

Table 3. Hashin failure criterian

5.3. Material properties degradation rules

The last component of PDM is material properties degradation. As failure occurs in a unidir‐
ectional ply of a laminate, material properties of that failed ply are changed by a set of sudden
material property degradation rules. In the present method after failure occurrence in a ply of
the laminate, instead of inducing real crack, the failed region of the unidirectional ply is
replaced by an intact ply of lower material properties. A complete set of sudden material
property degradation rules for all various failure modes of a unidirectional ply under a uni-
axial static stress is explained in the following. The rules must be carefully applied to avoid
numerical instabilities during computation by the computer program.

• Fiber tension failure

Fiber tension failure mode of a ply is a catastrophic mode of failure and when it occurs, the
failed material cannot sustain any type or combination of stresses. Thus, all material properties
of the failed ply are reduced, as follows:
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, , , , , , , ,x y xy xy yx cdr x cdr y cdr xy cdr xy cdr yxE E G E E Gu u l l l l u l ué ù é ù®ë û ë û (5)

, , , , , , , ,t t c c cdr t cdr t cdr c cdr c cdrX Y X Y S X Y X Y Sl l l l lé ù é ù®ë û ë û (6)

where λcdr is coefficient of degradation rules. Extensive comparative studies are carried out to
study the effect of λcdr, which indicates that λcdr would greatly influence the strength prediction
and failure mechanism in the progressive damage model. After a careful comparative study,
λcdr=0.001 is applied in the current model.

• Fiber compression failure

Fiber compression failure mode of a unidirectional ply is a catastrophic mode of failure and
when it occurs, the failed material cannot sustain any type or combination of stresses. Thus,
all material properties of the failed ply are reduced. Equations 7 and 8 show this degradation
rule.

, , , , , , , ,x y xy xy yx cdr x cdr y cdr xy cdr xy cdr yxE E G E E Gu u l l l l u l ué ù é ù®ë û ë û (7)

, , , , , , , ,t t c c cdr t cdr t cdr c cdr c cdrX Y X Y S X Y X Y Sl l l l lé ù é ù®ë û ë û (8)

As mentioned, these two modes of failure are catastrophic, therefore if it occurs, the other
modes of failure do not need to also be verified.

• Matrix tension failure

In matrix tension failure mode of a ply, that is not catastrophic failure, only matrix direction
affected, therefore other material properties are left unchanged. (Eq. 9 and 10)

, , , , , , , ,x y xy xy yx x cdr y xy xy cdr yxE E G E E Gu u l u l ué ù é ù®ë û ë û (9)

, , , , , , , ,t t c c t cdr t c cX Y X Y S X Y X Y Slé ù é ù®ë û ë û (10)

• Matrix compression failure

Matrix compression failure mode results in the same type of damage to the composite ply as
the matrix tension failure mode. This mode of failure is not catastrophic; therefore, other
material properties are left unchanged:

, , , , , , , ,x y xy xy yx x cdr y xy xy cdr yxE E G E E Gu u l u l ué ù é ù®ë û ë û (11)
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• Fiber-Matrix shear failure

In fiber-matrix shearing failure modes of a ply, the material can still carry load in the fiber and
matrix directions, but in-plane shear stress can no longer be carried. This is modeled by
reducing the in-plane shear material properties of the failed ply, as follows:

, , , , , , , ,x y xy xy yx x y cdr xy cdr xy cdr yxE E G E E Gu u l l u l ué ù é ù®ë û ë û (13)

, , , , , , , ,t t c c t t c c cdrX Y X Y S X Y X Y Slé ù é ù®ë û ë û (14)

The PDM is an integration of the three important components: stress analysis, failure analysis
and material property degradation. The model is capable of simulating the first and final failure
load of composite laminates with arbitrary geometry and stacking sequence under tensile static
loading at room temperature and -60 °C.

A computer program, the algorithm of which is shown in Figure 19, is established to analyze
the failure mechanism of composite plates at low temperatures using APDL of ANSYS. All
material properties are set to initial values which are experimentally evaluated by present
authors [34]. The initial failure load is calculated by means of an elastic stress analysis. The
load is increased step by step. For each given load, the stresses at each integration point are
evaluated and the appropriate failure criterion is applied to inspect for possible failure. At the
point with failure, the material properties are modified according to the failure mode using a
non-zero stiffness degradation factor. Then, the modified Newton–Raphson iteration is carried
out until convergence is reached. The convergence tolerance is assumed to be 0.001. This
analysis is repeated for each load increment until the final failure occurs and the ultimate
strength is determined.

Theoretically, the smaller load increment between successive steps, the more accurate analysis
result can be achieved. However, a reasonable load increment should be prescribed to avoid
too much analysis time and to ensure accuracy. After sensitivity analysis on load increment,
1 KN is applied in the current model.

6. Results and discussion

The specimens are tested under static tensile loading at room and low temperatures. In each
case (with or without stress concentration) at room temperature four specimens and at -60 ºC
five coupons were tested to show statistic scatter of experiments. By statistical evaluation
(mean values and standard deviation) reliability of results were appraised. The experimental
setup for low temperature tests using an environmental chamber is shown in Figure 20.
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Figure 20. Environmental chamber for low temperature tests

Figure 19. The algorithm of progressive damage modeling
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The average tensile properties such as first ply failure (FPF) load, final failure (FF) load and
ultimate strain to failure (USF) for quasi-isotropic laminates with/without stress concentration
determined based on results of stress–strain curves from experimental tests and numerical
analysis are summarized in Table 4.

With stress concentration Without stress concentration

Analytical Experimental Analytical Experimental

RT -60ºC RT -60ºC RT -60ºC RT -60ºC

FPF (KN) 2.045 6.28 1.8 5.75 3.12 5.62 2.15 4.52

FF (KN) 13.72 18.27 11.96 16.31 15.58 18.53 13.86 17.37

USF 0.041 0.036 0.040 0.037 0.056 0.058 0.055 0.057

Table 4. Average test results on glass/epoxy laminated composite at room temperature and -60 °C

Figure 21 and Figure 22 show the failure process predicted by the model at room temperature
and -60 ºC, respectively. At the FPF load, a mainly obvious damage around the hole of plate
is matrix cracking (see Figure 21a and Figure 22a). By increasing the load, other failure modes
are also occurred (see Figure 21b and Figure 22b). At the final failure load, the plate breaks
along the transverse direction through the central hole edge, the same as noticed in the
experimental tests. In this load, the mainly failure mode is fiber breakage (see Figure 21c
and Figure 22c). As shown in the following figures, the failure regions of specimens at -60 ºC
at each step is much more than room temperature.

(a) (b) 

) 

(c) 

Figure 21. Failure process of plate with stress concentration at room temperature: (a) F=2.04 kN (FPF), (b) F=8 kN, (c)
F=13.72 kN (FF)
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Figure 22. Failure process of plate with stress concentration at -60 °C: (a) F=6.28 kN (FPF), (b) F=10 kN, (c) F=18.27 kN
(FF)

In all cases, major failure mode was fiber breakage, matrix cracking and fiber-matrix shearing
which are shown in the figures by red, pink and blue paints respectively. Other failure modes
are also occurred in the final failure but can not be shown in the figures.

Figure 23 illustrates mean values of tensile strength for quasi-isotropic laminate at room
temperature and -60 °C with and without stress concentration. This figure also compares
experimental results with those obtained from the present finite element model. Results show
that strength of laminate increased by decreasing temperature. This is because of change of
micromechanical properties of composites at low temperature.
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Figure 23. Tensile strength of laminates at different temperatures (a) without (b) with stress concentration

Figure 24 shows typical stress-strain curve for the laminate with stress concentration based on
experimental results at room temperature and -60 °C.
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In all cases, major failure mode was fiber breakage, matrix cracking and fiber-matrix shearing
which are shown in the figures by red, pink and blue paints respectively. Other failure modes
are also occurred in the final failure but can not be shown in the figures.

Figure 23 illustrates mean values of tensile strength for quasi-isotropic laminate at room
temperature and -60 °C with and without stress concentration. This figure also compares
experimental results with those obtained from the present finite element model. Results show
that strength of laminate increased by decreasing temperature. This is because of change of
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Figure 23. Tensile strength of laminates at different temperatures (a) without (b) with stress concentration

Figure 24 shows typical stress-strain curve for the laminate with stress concentration based on
experimental results at room temperature and -60 °C.
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Figure 24. Typical stress-strain curve for quasi-isotropic laminate with central hole at room temperature and -60°C

Failure mechanism of tested specimens with central hole at room temperature and -60 °C are
different. Figure 25 shows failed specimens at two different temperatures. From a visual
inspection, there is a small amount of tab de-bonding near the gage area for both two cases
with more fiber pull-out for low temperature specimen. At low temperature, because of the
interface between fiber and matrix are much weaker and the fiber debond from the matrix,
synchronous with fiber breakage, matrix cracking and a few fiber-matrix shearing were
occurred. However, the mainly failure mode for all cases is fiber breakage and matrix cracking.

25 ºC

-60 ºC

Figure 25. Failure regions of glass–fiber reinforced epoxy composites at room temperature and -60 °C

7. Conclusion

Tensile failure behavior of glass/epoxy laminated composite subjected to thermo-mechanical
loadings at low temperatures with/without stress concentration was investigated experimen‐
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tally and numerically. A finite element code was utilized to model the progressive failure
analysis of quasi-isotropic composite plates at low temperatures under static loading. For each
given load step, the stresses at each integration point are evaluated and the appropriate failure
criterion is applied to inspect for possible failure by using Hashin failure criteria. At the point
with failure, the material properties are modified according to the failure mode using a non-
zero stiffness degradation factor. In case of failure detection, because of nonlinear behavior,
the modified Newton–Raphson method was carried out until convergence is reached. This
analysis is repeated for each load increment until the final failure occurs and the ultimate
strength is determined. Based on the results of the present study, the following conclusions
can be drawn:

1. The stress-strain behavior of UD laminate under tensile loads in longitudinal direction
was linear elastic until breakage and the slope of the stress-strain curve and the strength
increased about 12% as the temperature decreased to -60 °C. On the other hand, by
decreasing temperature, strain to failure decreased slightly about 10%. However, the
laminate under transverse tensile loading exhibited insignificant nonlinearity (especially
at room temperature) before reaching the maximum stress, which is due to the nature of
the plasticity of epoxy.

2. The UD laminate showed a nonlinear elastic relation between stress and strain under
compressive loads in both directions until final failure occurred catastrophically. The
compressive strength increased by decreasing temperature (for longitudinal direction
28% and transverse direction 50%) while the strain to failure decreased. But in transverse
direction, strain to failure increased by decreasing temperature and against other nonlin‐
ear curves, positive curvature was observed.

3. The UD laminate under in-plane shear loading behaves highly nonlinear for all temper‐
ature tests until final failure. Again, in this case, both shear strength and stiffness increased
by decreasing temperature in about 32% and 70% respectively. Also nonlinear region
decreased by decreasing temperature due to increasing brittleness of epoxy matrix.

4. Failure type of UD laminates under various loadings was affected by low temperature. It
was found that, by decreasing temperature a small amount of tab deboning occurred near
the gauge area of specimens in longitudinal tensile loading. Also, because of the interface
between fiber and matrix was much weaker at low temperature, fibers deboned the matrix
in all test cases. Therefore, it may be concluded that the low temperature affects the micro
mechanisms of damage in composite specimen.

5. From general master curves and illustrated regression function, mechanical properties of
unidirectional glass fiber polymeric composites at temperature range of -60 °C to 23 °C
can be evaluated.

6. The stress-strain behavior of laminate under tensile loads was linear elastic until first ply
failure (FPF). After this, the behavior of laminate was nonlinear until final failure occurred.
This trend was observed for laminated composite with/without stress concentration at
both temperatures.
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Figure 24. Typical stress-strain curve for quasi-isotropic laminate with central hole at room temperature and -60°C
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inspection, there is a small amount of tab de-bonding near the gage area for both two cases
with more fiber pull-out for low temperature specimen. At low temperature, because of the
interface between fiber and matrix are much weaker and the fiber debond from the matrix,
synchronous with fiber breakage, matrix cracking and a few fiber-matrix shearing were
occurred. However, the mainly failure mode for all cases is fiber breakage and matrix cracking.
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1. The stress-strain behavior of UD laminate under tensile loads in longitudinal direction
was linear elastic until breakage and the slope of the stress-strain curve and the strength
increased about 12% as the temperature decreased to -60 °C. On the other hand, by
decreasing temperature, strain to failure decreased slightly about 10%. However, the
laminate under transverse tensile loading exhibited insignificant nonlinearity (especially
at room temperature) before reaching the maximum stress, which is due to the nature of
the plasticity of epoxy.

2. The UD laminate showed a nonlinear elastic relation between stress and strain under
compressive loads in both directions until final failure occurred catastrophically. The
compressive strength increased by decreasing temperature (for longitudinal direction
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3. The UD laminate under in-plane shear loading behaves highly nonlinear for all temper‐
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by decreasing temperature in about 32% and 70% respectively. Also nonlinear region
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in all test cases. Therefore, it may be concluded that the low temperature affects the micro
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unidirectional glass fiber polymeric composites at temperature range of -60 °C to 23 °C
can be evaluated.

6. The stress-strain behavior of laminate under tensile loads was linear elastic until first ply
failure (FPF). After this, the behavior of laminate was nonlinear until final failure occurred.
This trend was observed for laminated composite with/without stress concentration at
both temperatures.
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7. The slope of the stress-strain curve and the strength of laminate increased as the temper‐
ature decreased to -60 °C. On the other hand, by decreasing temperature, strain to failure
decreased slightly. So, in spite of improvement in strength and stiffness of composites
under static loading at low temperatures in comparison with room temperature, their
strain to failure under these environmental conditions becomes weaker.

8. The failure mode of laminated composite at low temperature changes from matrix
cracking at FPF to mixed mode failure (fiber breakage, fiber matrix shearing and matrix
cracking) at final failure load.

9. Failure type of laminates under various loadings was affected by low temperature. It was
found that, by decreasing temperature a small amount of tab deboning occurred near the
gage area with more fiber pull-out. Also, due to weakness of the interface between fiber
and matrix at low temperature, fiber debones the matrix. Therefore, it may be concluded
that the lower temperature affects the micro mechanisms of damage.

10. Good agreement was achieved between results from experimental and analytical calcu‐
lation at room temperature and -60 °C. This agreement also showed the validity of model.
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1. Introduction

Trends in the packaging of semiconductors are towards miniaturization and high functional‐
ity. Increased functional density and reduced I/O (Input/Output) spacing are the market
trends. In the assembly process with surface mount technology (SMT), a solder paste consisting
of solder particles and flux is deposited onto the PCB’s bonding pads through stencil printing.
The electronic components are then placed onto the printed circuit board (PCB) by a pick-and-
placement machine. During reflow soldering, the solder paste melts and solidifies to form
reliable solder joints. With the continuously increasing demands of electronic appliances,
energy consumption and the use of hazardous substances, such as heavy metals and chemical
ingredients, have become of serious concern. Traditionally used tin-lead solder is known to be
harmful to human life and not compatible with an eco-environment. Environmental protection
has become an international issue, and on July 1, 2006, the. European Union (EU) implemented
a directive restricting hazardous substances (RoHS). One lead-free solder candidate, SAC305
(Sn96.5/Ag3.0/Cu0.5), has been widely used as a replacement for traditional tin-lead solder
(Sn63/Pb37). Industry reports indicate that approximately 50–70% of soldering defects are
attributed to the solder paste printing process. A sufficient amount of paste and the desired
reflow soldering profile are mandatory for reliable interconnections. Solderability analysis is
one of the major approaches in characterizing PCB assembly, quality control and reliability.

First, the procedure of solder paste evaluation is illustrated. In the lead-free process, the flux
and solder alloy play important roles in the effectiveness of electrical resistance and the
strength of the solder joints. Test items include wettability, spread, solder balls, slump,
tackiness, viscosity, copper minor, silver chromate, assembly test and reliability tests. This
study demonstrates the use of measuring tools combined with statistical methods to investi‐
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gate the effects of the laser cutting taper angle and speed on the stencil quality for the fine pitch
solder paste printing process. The stencil quality is defined by the amount of stainless steel
residue after laser cutting and the roundness of the stencil aperture for a circular aperture
design. The solder paste inspection data is analyzed to investigate the influences of electro‐
polishing and the stencil area ratio on the transfer ratio during solder paste deposition. The
aim of this study is to determine the optimal parameters for stencil fabrication and the
corresponding performance in solder paste deposition. The temperature profiles on the critical
locations of the PCB during reflow soldering are also important to achieve the desired solder
joint quality. This study establishes a procedure to predict the temperature profile based on
given information about the PCB design and component loading. Critical factors, such as the
conveyor speed and temperature settings of adjacent zones, that can influence the heating
process are identified and investigated. A regression model and artificial neural network are
constructed to more accurately predict the temperature profile. Results of this study will help
improve the efficiency of the temperature setting process, especially in the pilot run stage.
Finally, the analytical techniques used for soldering properties, including visual inspection,
side-view microscopy, x-ray inspection and dye staining analysis, are also discussed. The crack
size and percentage are classified according to the crack area. In this study, the solderability
analysis is carried out to determine whether any cracks in the solder joints occur in the CPU
and RAM of the ball grid arrays (BGAs) components. It may cause the failure symptom of no
display to appear on an ultrabook while the power is on.

2. Stencil evaluation of ultra-fine pitch solder paste printing process

The surface mount technology (SMT) is commonly used in electronics industry to assemble
the components onto the PCB. It (SMT) enables the production with relatively low cost. Stencil
printing is known to significantly influence the process quality in Surface Mount Technology
(SMT). For ultra-fine pitch applications, solder paste printing acts as one of the most critical
steps in the SMT assembly process. A review of the literature indicates that solder paste
printing is responsible for around 60% of the total process defects. One of the key factors for
the performance of solder paste deposition is the stencil fabrication quality. Other important
factors include the stencil aperture design, paste printing parameters and stainless steel raw
material. The incoming inspection of the stencil typically includes a frame appearance
examination and tension force measurement. Inspection of individual apertures under a
microscope is not feasible due to the large size of the stencil. Related research also shows that
stencil aperture and wall roughness impact the solder paste deposition quality. Laser cutting
is widely used due to its advantageous performance with respect to cost and aperture quality.
While electroformed stencils are typically considered for the assembly of 01005 passives,
evaluations of the laser cut stencil manufacturing process through solder paste printing
optimization are lacking. The stencil manufacturing process generally includes three stages,
namely, screen stretching, laser cutting and electropolishing/deburring (Fig. 1).
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Figure 1. Stencil manufacturing process

Measuring tools combined with statistical methods were used to investigate the effects of the
laser cutting taper angle and speed on the stencil quality. The stencil quality is defined by the
amount of stainless steel residue after laser cutting and the roundness of the stencil aperture
for a circular aperture design. The solder paste inspection data was analyzed to investigate the
influence of electropolishing and stencil area ratio on the transfer ratio during solder paste
deposition. Weighted ranking was adopted to indicate the variation in solder paste deposits
for 01005 and 0.4/0.3mm pitch CSP pads due to the stencil fabrication process. The aim was to
determine the optimal parameters for stencil fabrication and corresponding performance in
solder paste deposition.

The laser machine and materials used for stencil aperture cutting and stencil materials were
evaluated. Experiments included: (1) material properties assessment – to test the durability of
the screen; (2) stencil quality inspection – to evaluate the occurrence of clogging, aperture
roundness and taper angle; (3) electropolishing process inspection – to determine the optimal
process parameters for laser cutting for various taper angles; and (4) printing process assess‐
ment – to evaluate the stencil printing performance for 01005/0201 RLC and 0.4/0.3mm pitch
CSP applications.

2.1. Experiments

2.1.1. Material properties assessment

The durability of various raw materials against IPA cleaning solvent was evaluated. The test
samples were 736 mm square and 0.1 mm thick. The stencils (without aperture) were cleaned
by the cleaning machine. After cleaning for 90 min, the samples were dried for 10 min. As the
cleaning time is 10 min in the process currently in use, 90 min of cleaning was equivalent to 9
times the cleaning cycle. The criteria for acceptance were readings above -0.22 mm at the stencil
center and above -0.22 mm on the other locations.

2.1.2. Stencil quality inspection

The two-factor three-level full factorial experimental design was used. The factors considered
were taper angle and laser cutting speed. Details of the experimental design are shown in
Table 1. The taper angle (Fig. 2.) was determined by Equation (1). Quality characteristics
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included the occurrence of clogging and aperture roundness, as in Fig. 3. Clogging was defined
as the percentage of aperture area covered by the steel scrap, while roundness was determined
by image measurement software. The stencil aperture design is shown in Fig. 4.

Figure 2. Taper angle

-1α=tan d1(( )-d2 /2*T) (1)

The d1 and d2 are the aperture sizes at the entrance side and exit side, respectively; T is the
stencil thickness.

Table 1. Laser cutting experimental design

2.1.3. Electropolishing process

The anodic polarization chart (Fig. 5) shows the relationship between the applied voltage and
the anode current density. When the voltage reached the polishing region (DE), further
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increases in voltage did not have a significant effect. The stencil aperture logging scenario
considered three polishing times.

Figure 5. Anodic polarization chart

Figure 3. Clogging and aperture roundness

Figure 4. Stencil design for stencil cutting evaluation
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2.1.4. Printing process assessment

Three stencil thicknesses (0.08mm, 0.1mm, 0.12mm), three post treatment methods (CP:
chemical polishing, EP: electropolishing, NP: no polishing) and three taper angles (2°, 4°, 7°)
were considered. Details of the experimental design are shown in Table 2. Ten stencils in total
were used for the printing experiments. The squeegee printing angle remained at 60°. Stencils
were cleaned after every printing. The separation velocity was 0.5 mm/sec, the printing
pressure was 12 Kg and the printing velocity was 40 mm/sec. The sample size was forty, i.e.,
there were forty identical apertures on the stencil for each treatment. The printing was
duplicated 15 times. The transfer ratio of printing was used as quality performance.

Table 2. Experimental design for printing performance evaluation

The test board was a bare board without a solder mask in order to minimize the potential
printing variation. It is not reasonable to compare the transfer ratio when evaluating the
printing performance of stencils with different thicknesses. While the amount of solder paste
printed is a major factor influencing the solder joint reliability, a thick stencil with a smaller
transfer ratio may still have a greater amount of solder paste deposition. Therefore, a 0.1 mm
stencil was used as the standard thickness (Fig. 6). The printing performance was normalized
and evaluated through the steps below.

The equation used to calculate the transfer ratio is shown below:

solder pastevolumevolumetransferratio=
stencil thickness*aperturearea (2)

After ten printings, the average and standard deviation are calculated.

The stencil with the highest average printing volume is assigned a score of 10, and the second
highest is assigned a score of 9….

The performance of printing variation is considered for an extra score. The top three stencils
with the least printing variation (standard deviation) are assigned a score of 3, 2, 1, respectively.
The results of printing for a 0.3 mm BGA are shown below.
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Table 3. The results of printing for a 0.3 mm BGA

Figure 6. Plot showing difference in transfer ratio for various stencil thicknesses even with similar solder volume depo‐
sition

2.2. Results

2.2.1. Material properties assessment

After a total of 30 hours IPA cleaning (180 cleaning cycles), separation occurred to one of screen
model. It showed that the test method can be an effective evaluation of the durability of raw
materials.

2.2.2. Stencil quality inspection

Results show that a taper angle of 2° and a laser speed of 8 mm/s resulted in minimal stencil
aperture clogging (Fig. 7(a)). A slower laser speed was preferred for better aperture roundness
(Fig. 7(b)).

2.2.3. Electropolishing process

Results showed that clogging was minimized by increasing the polishing time (Fig. 8). The
residue was found to be carbon and oxide through scanning electron microscope/energy
dispersive X-ray spectroscopy (SEM/EDS) analysis (Fig. 9). Therefore, the electropolishing
process did not seem to be effective in removing the non-metal contamination and improving
solder deposition. Also, chloride was detected and this may have introduced additional
concerns.
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Figure 9. Residue compound SEM/EDS analysis

(a) (b) 

Figure 7. Main effects of taper angle and laser speed on (a) clogging and (b) aperture roundness

Figure 8. Main effect of polishing time on aperture clogging
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2.2.4. Printing process assessment

The effect of the stencil aperture shape was evaluated. For both 0.08 mm and 0.1 mm stencils,
the circular aperture design was superior to the home plate shape aperture design for 01005
solder paste printing with respect to the transfer ratio (Figs. 10 and 11). For the 0.08 mm stencil,
a chemical polished stencil was superior to an electropolished stencil. However, for the 0.1 mm
stencil, the electropolished stencil and the stencil with no polishing performed better than the
chemical polished stencil. This result was consistent with SEM/EDS analysis in that post
treatment did not remove steel scraps and improve solder deposition.

The solder paste transfer ratio scores for various components are shown in Table 4. The transfer
ratio for the 0201, 0.5mm BGA and 0.4mm connector were all above 100%. The stencil per‐
formance was evaluated for miniaturization applications. The components with a transfer ratio
above 100% were excluded. The top three scenarios with the highest scores were (1) the
electropolished stencil with a 0.1 mm thickness and a 40° taper angle; (2) the stencil with no
polishing, 0.1 mm thick and a 2° taper angle; and (3) the stencil with no polishing stencil, 0.12
mm thick and a 2° taper angle.

Figure 10. Influence of aperture shape on transfer ratio for stencil with thickness 0.08 mm

Figure 11. Influence of aperture shape on transfer ratio with thickness 0.1 mm
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chemical polished stencil. This result was consistent with SEM/EDS analysis in that post
treatment did not remove steel scraps and improve solder deposition.

The solder paste transfer ratio scores for various components are shown in Table 4. The transfer
ratio for the 0201, 0.5mm BGA and 0.4mm connector were all above 100%. The stencil per‐
formance was evaluated for miniaturization applications. The components with a transfer ratio
above 100% were excluded. The top three scenarios with the highest scores were (1) the
electropolished stencil with a 0.1 mm thickness and a 40° taper angle; (2) the stencil with no
polishing, 0.1 mm thick and a 2° taper angle; and (3) the stencil with no polishing stencil, 0.12
mm thick and a 2° taper angle.

Figure 10. Influence of aperture shape on transfer ratio for stencil with thickness 0.08 mm

Figure 11. Influence of aperture shape on transfer ratio with thickness 0.1 mm
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Also, the 0.1 mm stencil performed better than the 0.08 mm stencil with respect to the transfer
ratio. The stencil with no polishing performed better than the electropolished or chemical
polished stencils.

The correlations between the transfer ratio and area ratio were investigated for the stencils
with three different post treatment technologies (Figs. 12 and 13). No correlation was found
for either the electropolished or chemical polished stencils. The process variation of laser
machine A was more severe than that of machine B. While the industry standard IPC-7525
(IPC-7525 3.2.1.1, 2000) suggests an area ratio above 0.66, stencils with an area ratio of 0.5 still
achieved a 60% transfer ratio for machine B. Also, as regards stencil manufacturing, stencils
with no polishing performed better than stencils that were either electropolished or chemical
polished. Significant variations in the stencil manufacturing machine were observed, which
may have affected the effectiveness of the stencil evaluation. The area ratio could be used to
verify the process variations of stencil manufacturing in future stencil quality assessment
studies. The development of printing capability contributes to the miniaturization of electronic
products with greater functionality.

Table 4. Solder paste transfer ratio score for various components

Figure 12. Correlation between the transfer ratio and area ratio for laser machine A
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Figure 13. Correlation between the transfer ratio and area ratio for laser machine B

3. Characterization of reflow temperature profile

During reflow soldering, the solder paste melts and solidifies to form reliable solder joints. In
the reflow soldering process, the PCBs are transported by the conveyor and go through the
various heating zones. Prior to mass production, the process engineer has to ensure that the
desired temperature is achieved by using a profile board with the same characteristics as the
real product to be assembled. This is critical to ensure that the desired solder joint is formed,
while at the same time taking into consideration the heat resistibility of the PCB and the
electronic components. The trial and error approach is commonly used, which involves
adjusting the temperature setups at various heating zones and the conveyor speed to achieve
the temperature profiles on important locations of the PCB so that all comply with the process
specifications [Su 1997]. The process to determine the appropriate temperature setups is time
consuming as it includes the time to measure the PCB temperature, time for the thermal tracker
to cool down to room temperature and the time for the reflow chamber to reach a stabilized
temperature. Therefore, the schedule for production could be detained. Characterization of
the reflow heating process helps to reduce setup time and the number of trials while ensuring
the quality of the solder interconnections.

Temperature simulation using finite difference (FD) and computational fluid dynamics (CFD)
modeling tools can achieve a high degree of accuracy, but they are complex to generate and
analysis times are unacceptably long. Whalley (2004) developed a less complex approach using
simplified representations of both the product and the process. Sarva and Conway (1998)
abandoned mathematical modeling and utilized the concept of What-If to forecast temperature
profiles. This approach, however, is appropriate primarily at the phase of product design and
process planning. Su (1997) proposed a knowledge-based approach to design and implement
a profile identification decision support system. Inferences through an expert system usually
apply only to certain categories of products. Gao (2008) offered a convenient method to develop
an oven recipe for a specific soldering profile. The method was devised to quickly achieve the
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proper profile shape, but the accuracy of the profiling was constrained, especially for compli‐
cated products in real applications.

Our research considered real PCBs of server applications, usually having six to eight copper
layers, but sometimes up to a total of eighteen layers, which are loaded with complicated
components with a large heat capacity. The algorithm suggested by Gao (2008) was used in
this study as a baseline model for prediction. Data (real temperature setups) of a total of twelve
server models collected from production environments were then employed to make the
needed modifications to the baseline model. A ‘correction value’ for the baseline model was
the ‘response’, and the temperature setting of the heating zone, conveyor speed and the total
PCBA heat capacity were the independent variables. Stepwise regression analysis (SRA) was
used to effectively express the relationship between the response variable and the independent
variables (for each heating zone).

3.1. Preliminary experiments

Preliminary experiments were conducted to assess the stability of the reflow oven under study
and the influence of the heating zone setup on the resulting temperature profile. The effect of
the PCB carrier was also considered. The three preliminary experiments considered a total of
five heating zone setups (Table 5). The oven used in these experiments had nine heating zones
and natural cooling (Fig. 14). The test vehicle was a bare board with eight stacking layers (Fig.
15). The length, width and thickness were 241 mm, 335 mm and 1 mm, respectively. The
thickness of the copper layers on the PCB surface was 0.5 oz, and 1 oz for the inner layers. Six
thermal couples were attached at four corners on the top side and center locations of both the
top and bottom sides. The fixture used in this study is shown in Fig. 16.

Table 5. Heating zone setups considered in the preliminary experiments

In the first experiment, the temperature setting for all heating zones was maintained at 180℃.
The measured preheating and cooling temperature slopes for the PCB samples with a carrier
were smaller than those for PCB samples without a carrier. The peak temperature (Tp) during
the reflow zone for the PCB samples with a carrier was also lower than that for PCB samples
without a carrier and with less variation (∆T). The above mentioned observations showed the
inconsistency in heating phenomena due to the carrier’s heat capacity. Secondly, the measured
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temperatures near the adjustable side of the conveyor were higher than those near the fixed
side of the conveyor. This was because the adjustable side of the conveyor was close to the
center of the heater and the heating source was more stable and effective (Fig. 17). In the second
experiment, the temperature setting at Z4~Z6 was 200℃ and all the other zones maintained at

Figure 14. Reflow oven used in the preliminary experiments

Figure 15. PCB used in the preliminary experiments

Figure 16. Fixture used in this study
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180℃. The results showed that the PCB temperature also increased by approximately 20℃
when the temperature setting at the heating zone increased by 20℃. This indicated that the
heating zone was stabilized and that the heat transfer was effective. The third experiment, in
reference to Cho (2008) (Fig. 18), considered three temperature settings: (1) reflow heating
zones Z7-Z9 maintained at 240℃; (2) reflow zone Z7 at 250℃ and the remaining zones (Z8 and
Z9) decreasing 5℃ progressively; and (3) reflow zone Z7 at 260℃ and the remaining zones
decreasing 20℃ progressively. The purpose was to investigate the effect of the temperature
setting at the reflow zones on the reflow time (time above 217℃) and the peak temperature.
Temperature setting (2) resulted in a higher reflow peak temperature, a longer reflow time and
the least variation in peak temperature for the various PCB locations (Table 6), i.e., the reflow
temperature setting decreasing 5℃ progressively resulted in the desired stable (hat type)
temperature profile.

Figure 17. Plot showing location of heater and the PCB

3.2. Reflow process specification

The specifications used in this study are shown in Fig. 19 and described below: (1) the
temperature slope increase from 50℃ to 120℃ during the preheat stage should be less than
3℃/s to prevent damaging the PCB/component due to thermal shock; (2) a slow temperature
rise at the soak stage reduces temperature variation across the PCB before the reflow soldering
commences. A temperature rise from 150℃ to 180℃ should be within 60s to 120s; (3) the time
above soldering material SAC305’s melting point 217℃ should be within 40s to 90s; and (4)
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rapid cooling is preferred to achieve the desired solder joint metallurgy. The temperature slope

from 210℃ to 170℃ should not exceed 3℃/s to reduce thermal shock.

Figure 18. Temperature setting at reflow zone from Cho (2008)

Table 6. Results of the third experiment
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Figure 19. Reflow temperature profile process specifications

3.3. Basic model suggested temperature settings

This study started with calculations of the suggested temperature settings based on the reflow
profile prediction algorithm proposed by Gao (2008). The results were compared with the real
temperature settings in the manufacturing process so that the measured PCB temperature
complied with the process specifications. The result of a sample product is shown in Table 7.
This task was then duplicated for a total of twelve server products.

Table 7. Basic algorithm suggested temperature settings versus real settings

3.4. Constructing the function of the correction value through stepwise regression analysis

The temperature settings of twelve server products used in real manufacturing environments
were collected. It is noted that the settings were determined by experienced process engineers
through trial and error. This was time consuming and iterative modification efforts were
required to ensure that the temperatures at critical locations of the PCB were within process
specifications. This was essential before the mass-production commenced. Table 7 and Fig.
20 show the basic algorithm suggested temperature settings compared to the real settings. Real
temperature settings exhibited longer soak times (in a temperature range of 150℃~180℃) and
reflow times (above 217℃). Apparently, PCBs with a higher layer count and loaded with
complicated electronic components were more suitable. In contrast, the basic model was only
appropriate for the experimental bare board and/or low-end products. Therefore, the aim of
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this study was to determine the ‘correction value’ used to modify the suggested settings
proposed by the basic algorithm and feasible for high-end products, such as a high-layer count
server.

Figure 20. Basic algorithm suggested temperature settings compared to the real settings

The correction value is considered as a function, f(x), of the product and process-related factors,
namely, the total PCB assembly’s (PCBA’s) heat capacity, Htotal(m); the temperature setting at
zone i, x1; the temperature setting at the previous zone (zone i-1), x2; the temperature setting
at the following zone (zone i+1), x3; and the conveyor speed, x4. The PCBA consisted of FR4
(flame retardant-4) material, copper layer and components. The total PCBA heat capacity
(J/k) is the product of the materials’ mass (g) and corresponding specific heat capacities (J/g-
k) (Equation 3). In this study, the mass of PCBA was measured with a digital balance. While
CAD Gerber file provided information on the total volume of copper, the mass of copper was
determined by multiplying the copper density (1.9 g/cm3). The components mass could thus
be determined by deducting the mass of PCBA by the masses of copper and components.

( ) 1 1 2 2 3 3totalH m m c m c m c= + + (3)

where m1, m2 and m3 are the masses of FR4, copper and components of a given product; c1,
c2 and c3 are 0.6 J/g-k, 0.38 J/g-k and 0.1 J/g-k, respectively, which are the specific heat capacities
of FR4, copper and components, respectively.

The function of the correction value was constructed through the data of eleven server
products. Data of the other server product was then used for model verification. SRA integrates
the forward regression and the backward regression. First, the forward regression brings in
the item with the most prediction ability; the backward regression then removes the item(s)
that are not significant (expected explanation ability) from the model. The test criteria, partial

Materials Assessment and Process Characterization for Lead-Free Soldering
http://dx.doi.org/10.5772/51392

293



Figure 19. Reflow temperature profile process specifications

3.3. Basic model suggested temperature settings

This study started with calculations of the suggested temperature settings based on the reflow
profile prediction algorithm proposed by Gao (2008). The results were compared with the real
temperature settings in the manufacturing process so that the measured PCB temperature
complied with the process specifications. The result of a sample product is shown in Table 7.
This task was then duplicated for a total of twelve server products.

Table 7. Basic algorithm suggested temperature settings versus real settings

3.4. Constructing the function of the correction value through stepwise regression analysis

The temperature settings of twelve server products used in real manufacturing environments
were collected. It is noted that the settings were determined by experienced process engineers
through trial and error. This was time consuming and iterative modification efforts were
required to ensure that the temperatures at critical locations of the PCB were within process
specifications. This was essential before the mass-production commenced. Table 7 and Fig.
20 show the basic algorithm suggested temperature settings compared to the real settings. Real
temperature settings exhibited longer soak times (in a temperature range of 150℃~180℃) and
reflow times (above 217℃). Apparently, PCBs with a higher layer count and loaded with
complicated electronic components were more suitable. In contrast, the basic model was only
appropriate for the experimental bare board and/or low-end products. Therefore, the aim of

Materials Science - Advanced Topics292

this study was to determine the ‘correction value’ used to modify the suggested settings
proposed by the basic algorithm and feasible for high-end products, such as a high-layer count
server.

Figure 20. Basic algorithm suggested temperature settings compared to the real settings

The correction value is considered as a function, f(x), of the product and process-related factors,
namely, the total PCB assembly’s (PCBA’s) heat capacity, Htotal(m); the temperature setting at
zone i, x1; the temperature setting at the previous zone (zone i-1), x2; the temperature setting
at the following zone (zone i+1), x3; and the conveyor speed, x4. The PCBA consisted of FR4
(flame retardant-4) material, copper layer and components. The total PCBA heat capacity
(J/k) is the product of the materials’ mass (g) and corresponding specific heat capacities (J/g-
k) (Equation 3). In this study, the mass of PCBA was measured with a digital balance. While
CAD Gerber file provided information on the total volume of copper, the mass of copper was
determined by multiplying the copper density (1.9 g/cm3). The components mass could thus
be determined by deducting the mass of PCBA by the masses of copper and components.

( ) 1 1 2 2 3 3totalH m m c m c m c= + + (3)

where m1, m2 and m3 are the masses of FR4, copper and components of a given product; c1,
c2 and c3 are 0.6 J/g-k, 0.38 J/g-k and 0.1 J/g-k, respectively, which are the specific heat capacities
of FR4, copper and components, respectively.

The function of the correction value was constructed through the data of eleven server
products. Data of the other server product was then used for model verification. SRA integrates
the forward regression and the backward regression. First, the forward regression brings in
the item with the most prediction ability; the backward regression then removes the item(s)
that are not significant (expected explanation ability) from the model. The test criteria, partial

Materials Assessment and Process Characterization for Lead-Free Soldering
http://dx.doi.org/10.5772/51392

293



F value and type I error, α, used in this study were 4 and 0.15, respectively. The cross validation
continued until all the items in the complete function were tested. Statistics software Minitab
was used to analyze data of the eleven server products and construct the correction value
function for each heating zone. The tenth heating zone, Z10, was used for illustration (Table
8). The complete function included first power items, second power items and two way
interaction items (Equation 4). The twenty items were tested for their significance, and the
results showed that only item x1 2 was brought into the function model.

2 2 2 2 2
0 1 2 1 3 2 4 3 5 4 6 7 1 8 2 9 3 10 4

11 1 12 2 13 3 14 4 15 1 2 17 2 3

19 2 4 20 3 4
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(4)

Table 8. Data to construct correction value function for Z10

The correction value functions for all heating zones determined by SRA are shown in Table
9. Firstly, the setting at Z1 was at 120℃ for an efficient temperature rise and to prevent thermal
shock to the PCBA during the preheat stage. The setting at Z9 was in the range of 260℃~275℃
for the desired wetting performance and to limit the exposure of the PCBA in the elevated
temperature environment during the reflow stage. Secondly, the effectiveness of the regression
functions were determined by the index of model explanation ability, R-sq(adj), and model
prediction ability index, R-sq(pred). The R-sq(pred) of the prediction function for the Z11
temperature setting was only 13%, and thus considered an invalid model. For heating zones
Z4-Z8, no item was brought into the function with α equal to 0.15. On the other hand, prediction
functions for the Z2, Z3 and Z10 temperature settings were valid. Both prediction functions
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for Z2 and Z3 included the interaction item of ‘total heat capacity’, Htotal(m), and ‘temperature
setting’. The reason for this was as follows. Z2 and Z3 corresponded to the preheat stage of
the temperature profile. PCBA at this stage had a significant heat absorption which resulted
in a rapid rise in temperature. The efficiency of the heat absorption and the rise in temperature
depended on the heat capacity of the PCBA; therefore, the interaction item (between ‘heat
capacity’ and ‘temperature setting’) appeared as a critical item. Also, the prediction function
for Z10 included only the ‘temperature setting’, x1. This was because Z9-Z11 corresponded to
the reflow stage of the temperature profile. The purpose of Z10 was not to raise the PCBA
temperature, but to extend the reflow time duration to ensure the complete wetting of the
soldering material onto the bonding pads. The PCBA’s heat absorption and rise in temperature
were slow; therefore, ‘total heat capacity’ did not play a critical role in the prediction function.
Another server product was used for the verification test. The PCB temperatures were
measured with the settings suggested by the baseline model and the SRA model (Table 10).
The resulting temperature profiles were then compared to the process specifications. As shown
in Table 11 and Fig. 21, the temperature profile resulting from the settings suggested that the
SRA model was close to the target.

Table 9. Correction value functions by SRA

Table 10. PCB temperatures measured with settings suggested by the baseline model and the SRA model
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Table 10. PCB temperatures measured with settings suggested by the baseline model and the SRA model
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Table 11. Temperature profiles versus process specs

Figure 21. Temperature profiles versus process specs

3.5. Summary

This research characterized the IR-based reflow oven and calculated the desired temperature
setting through a baseline algorithm proposed in reference to twelve server samples. Correc‐
tion values were as suggested by the SRA model. The results of the SRA analysis indicated
that the regression functions of heating zones Z2, Z3 and Z10 were valid models with signif‐
icant prediction ability. Functions of Z2 and Z3 included the item of interaction between ‘total
heat capacity’ and ‘temperature setting’, while functions of Z10 included only ‘temperature
setting’. The results of the confirmation tests indicated that the temperature profile resulting
from the settings suggested that the SRA model was close to the target.

4. Solderability analysis

Solderability analysis is one of the most important characterizations for PCB assembly (PCBA),
quality control and reliability (Huang et al., 2009 and 2011). The analytical techniques used for

Materials Science - Advanced Topics296

soldering properties, including visual inspection, side-view microscopy, x-ray inspection and
dye staining analysis, were conducted (Huang et al., 2011 and Castello et al., 2006). The crack
size percentage was classified according to the crack area. In this case, the solderability analysis
was carried out to determine whether any cracks in the solder joints occurred in the CPU and
RAM BGAs. The one CPU and eight RAM chips were examined to clarify the suspect ones. It
may cause the failure symptom of no display to appear on an ultrabook while the power is on.

4.1. Side-view inspection

Side-view is mainly executed to observe the surface mount components, especially the exterior
row BGA solder joints in detail, non-destructively, such as foreign matter, solder joint cracks,
BGA shift, missing balls and soldering related defects.

However, for an interior analysis or inspection of BGAs or PCBA components, side-view
microscopy has blind spots and should be combined with other analysis methods, such as x-
ray, dye staining and cross section, for further confirmation and judgment. In this study, from
the side view inspection results, no abnormalities were found for the CPU1 and RAM1~8 BGAs.
An illustration of the CPU1 inspection results is shown in Fig. 22. The corresponding and
complementary analyses were characterized and are presented in the next sections.

4.2. X-ray inspection

X-ray is mainly executed to examine soldering related defects for BGA, CSP and QFN, etc. X-
ray inspection is regarded as a non-destructive method and is used when a high proportion
of BGA solder joints is hidden under the IC package. As the internal material of BGA package
shows different levels of absorbency, x-rays can determine the solder joint related defects, for

Figure 22. Side-view inspection results from the CPU1 BGA
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example, solder bridges, missing balls, solder voids, insufficient solder or excessive solder
volume. The presence and location of solder joint defects under these types of IC package may
be determined by conventional 2-D X-ray in a production environment. X-ray inspection has
become a common tool for soldering characterization analysis performed to verify product
quality (Harrison et al., 2001).

In this study, from the x-ray inspection results, no soldering defects (short, missing balls, etc.)
were observed for the CPU1 and RAM1~8 BGAs. An illustration of the CPU1 inspection results
is shown in Fig. 23. Voids may exist in the solder joints and make surface mount area arrays
risky. According to IPC-A-610E (IPC-A-610E 8.3.12.4, 2010), the acceptance criterion for voids
in solder joints is 25% or less voiding of the ball x-ray image area. In this case, void percentages
were all within the inspection criterion (<25% ball x-ray image area). While some critical defects
in BGA solder joints were not readily detectable by the side-view microscope and/or the x-ray
inspections, dye staining analysis was carried out for more accurate soldering analysis.

Figure 23. X-ray inspection results from the CPU1 BGA

4.3. Dye staining analysis

The dye staining analysis is commonly applied to verify whether solder joint cracks have
occurred under BGA packages (Liu et al., 2010 and Lau et al., 2004). The dye staining technol‐
ogy, which is a destructive test method used to reveal defects on the solder balls, relies on a
liquid dye that penetrates existing micro cracks or under open solder balls. After the dyeing
process, a heating process is used to dry the dye followed by prying off the BGA. The presence
of the dye on solder balls shows the location of the failure within the solder joint and the degree
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of crack propagation. It is a commonplace method applied to grid array soldering problems
(Huang et al., 2011).

Since RD can not identify the failure locations, dye staining analysis is performed to determine
the possible causes for the no display issue when the ultrabook power is on. If the failure
locations can be identified, cross section analysis is suggested to obtain more failure symptom
information from other aspects.

In this study, from the dye staining analysis, solder joint cracks were found in the CPU1
(corners 2 and 3) and RAM2 (corner 4) BGAs (Figs. 24 and 25). For CPU1, the failure mode was
located between PCB pad/PCB laminate (Type 5) and the crack size percentage was between
1-25%. For RAM2, the failure mode was also Type 5 and the crack size percentage was 26-50%.
Cracks are one of the most important reasons for the failure symptom showing no display for
the integrated chips and board in an ultrabook product.

Figure 24. Dye staining analysis results from the CPU1 BGA (a) component and (b) PCB side (corner 3), (c) failure mode

4.4. Summary

In this study, visual inspection, side-view microscopy, x-ray inspection and dye staining
analysis were successfully used to characterize the soldering quality associated with micro‐
electronics assembly. Side-view microscopy and x-ray inspection were used for a preliminary
screening for failure symptoms. Consequently, dye staining analysis was used to identify the
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failure mode and crack size accurately. This method facilitated determining the failure causes
for most soldering problems.
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Tensile Mechanical Properties and Failure Behaviors of
Friction Stir Processing (FSP) Modified Mg-Al-Zn and
Dual-Phase Mg-Li-Al-Zn Alloys
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1. Introduction

With the gradually depletion of natural resources, especially for the petrochemical fuel in
the Earth, and the global warming problems, the energy-saving, increasing fuel-efficiency
and eco-technologies have become worldwide interested subjects of nowadays. Recently, al‐
ternative green energies, such as solar energy/cells, fuel cells, Li-ion batteries, biomass fuel
and algae fuel, have been developed and used as eco-friendly energies. In addition, materi‐
als choosen to give high performance in use with minimized impact to the environment dur‐
ing manufacture and delivery is another important concept to take into consideration. For
the purpose of reducing fuel consumption, therefore, lightweight metallic materials are gen‐
erally applied to replace traditional ferrous structural metals in the transportation vehicles

The definition of “Light metals” has typically been given to metallic materials with which
density less than 4.5 g cm-3. On this basis, the alkali metals for lithium (Li, 0.54 g cm-3), so‐
dium (Na, 0.97 g cm-3), potassium (K, 0.86 g cm-3), rubidium (Rb, 1.53 g cm-3), cesium (Cs, 1.9
g cm-3), and alkaline earth metals for berylium (Be, 1.85 g cm-3), magnesium (Mg, 1.74 g
cm-3), calcium (Ca, 1.55 g cm-3), strontium (Sr, 2.63 g cm-3), barium (Ba, 3.51 g cm-3) can be
thought of light metals. In addition, the core group of metals, such as aluminum (Al, 2.7 g
cm-3) and titanium (Ti, 4.5 g cm-3), are also classed as light metals. Considering for the engi‐
neering applications of these metals in structural components, Mg, Al, Ti metals and their
alloys are the generally recognized as light metals in inductrial applications with respect to
other engineering alloys because the specific strength (i.e., a strength-to-density ratio) is an
important factor to be concerned with the weight reduction. The advantages of decreased
density become important in engineering design when mechanical properties of stiffness
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and resistance to buckling are involved. Comparative stiffness for equal weights of a similar
beam increase in the ratios 1:2.9:8.2:18.9 for steel, Ti, Al and Mg, respectively.

Lightweight magnesium (Mg), which has the lowest density (1.74 g cm-3) of any metallic
constructional material in inductrial applications [1,2]. It has many advantages such as high
specific strength, high specific stiffness, well recyclability and radiation absorption of elec‐
tromagnetic waves. It also provides high damping capacities, high thermal and electrical
conductivities [1,3]. These effects combine to make Mg alloy be an efficient heat sink with
good noise and vibration reduction properties. Researches and developments of Mg and its
alloys are expanded during the past decade. They are now widely used in consumer elec‐
tronic industries, biomedical and sports applications. There are numerous applications with‐
in the automobiles and aerospace [4,5] of nowadays for the purpose of reducing vehicle
weight and fuel consumption [1,6,7]. However, the more widespread commercial applica‐
tions of Mg alloys are limited due to its poor formability at room temperature arising from
its hexagonal close-packed (hcp) crystal structure. Therefore, it is important to develop the
Mg alloys having excellent mechanical properties, especially for applications at elevated
temperatures. Additionally, the welded structure is inevitably used in the engineering appli‐
cation of wrought Mg alloys. The welding of Mg alloys can be achieved by using TIG, MIG,
resistance spot welding (RSW), laser beam welding [8,9] and vacuum electron beam weld‐
ing [10] processes. But the Mg-based alloys are generally of poor weldability because of their
exceptional thermal and electrical properties and oxidation characteristics. In 1991, a novel
friction stir welding (FSW) process was invented by The Welding Institute (TWI) of UK [11].
FSW is a solid-state joining technique and the joining temperature is lower then that in the
melting welding process. It uses a high speed rotating tool consisting of a pin and tool
shoulder to apply frictional heat and severe plastic deformation of the base metal and to
produce a reliable metallurgical joint. Compared with the traditional melting welding tech‐
niques, FSW has many advantages [12-14] and it is quite suitable for the welding of Mg al‐
loys and other lightweight aluminum (Al) and titanium (Ti) alloys [15-19]. In recent years,
numbers of researches have been conducted to evaluate the feasibility of FSW process for
Mg aloys. Moreover, the joining of dissimilar metals of Mg, Al, Cu and Ti can also be easily
achieved by the FSW process [20-24].

The present chapter focuses on investigating the modification effect of friction stir process
(FSP) on the tensile mechanical properties and failure behaviors of Mg-Al-Zn (AZ-series)
and Mg-Li-Al-Zn and LAZ-series alloys. Section 2 will give a overview for the recently re‐
searches and applications of the these Mg-based alloys and the FSW-joining/FSP-modifica‐
tion techniques. In section 3, extruded Mg-6Al-1Zn (AZ61) alloys with full-annealed (AZ61-
O) and FSP-modified (AZ61-FSP) specimens were used for evaluating the strain rate and
texture effects on the tensile properties and failure behaviors. In section 4, we focused on in‐
vestigating tensile mechanical properties and failure behaviors of the α/β-dual-phase
Mg-10Li-2Al-1Zn (LAZ1021) extruded alloy. A significant ductile-to-brittle transition phe‐
nomenon was confirmed for the dual-phase Mg-Li alloy. Since the phase composition and
crystallographic structure vary significantly according to Li content, it is important to inves‐
tigate the mechanical properties, as well as deformation and failure behaviors of Mg-Li al‐
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loys with performing the FSP modification. The aim in section 5 also focuses on improving
tensile mechanical properties and evaluating failure behaviors of compositional-stabilized
dual-phase LAZ1021 extruded alloy through the modification of FSP technique.

2. Overview of magnesium-based alloys and friction stir process

2.1. Lightweight magnesium (Mg) alloys

Mg alloys can generally be divided into casting alloys and wrought alloys. The casting Mg
alloys include die casting, sand casting and thixomolding alloys, and wrought Mg alloys are
available as bars, forgings, extrusion sheets and plates. Because of the difficulty of cold
working Mg alloys, the castings are more prevalent product (account for about 85-90%) of
Mg alloys usage than wrought products. Die casting is one of the most effective fabrication
methods and has been extensively used to produce Mg components. Mg alloys are designat‐
ed by a combination of two capital letters followed by two numbers. The first two letters in‐
dicate the two major alloying elements in the alloy. The following two numbers stand for
the approximate amounts (in weight percentage, wt.%) for the first and second alloying ele‐
ments, respectively. The Mg alloy designation of alloying elements is indicated according to
the following code: A-aluminum, B-bismuch, C-copper, D-cadmium, E-rare earth elements,
F-iron, H-thorium, K-zirconium, L-lithium, M-manganese, N-nickel, P-lead, Q-silver, R-
chromium, S-silicon, T-tin, W-yttrium, Y-antimony and Z-zinc. For example, the alloy
AZ91contains approximately 9 wt.% Al and 1 wt.% Zn. The present section will give an
overview of the generally used Mg-Al based, Mg-Zn based alloys, Mg-Li based alloys and
rare earth elements (RE)-containing Mg alloys. In addition, topics of Mg alloys applied as
orthopaedic, dental implants and surface treating methods for corrosion resistance are also
introduced in the end of this section.

2.1.1. Mg-Al based alloys

The Mg-Al alloy system are the most popularly used Mg alloys. Aluminum (Al) is alloyed
with Mg because it increases strength, castability and corrosion resistance. The addition of
Al also provides solid solution strengthening by increasing the critical resolved shear stress
for slip along the basal planes of Mg-Al alloys. Fig. 1(a) shows the equilibrium phase dia‐
gram of a binary Mg-Al alloy system. Since Al has a maximum solubility in Mg of 12.7 wt.%
at 437°C and its solubility decreases to about 2 wt.% at room temperature, it is expected that
this system can be strengthened by precipitation hardening when the addition of Al in
amount greater than 6 wt.%. However, a coarse, incoherent precipitate of the γ-Mg17Al12

phase intermetallic compound that discontinuously precipitated around grain boundaries
without the formation of GP zones or intermediate metastable phase [25]. Since Mg alloys
undergo creep mainly through the grain boundary sliding (GBS), the γ-Mg17Al12 phase,
which has a melting point of about 460°C, can not serve to pin grain boundaries at elevated
temperatures, and then the creep resistance of Mg-Al alloys is reduced.
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dual-phase LAZ1021 extruded alloy through the modification of FSP technique.
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Mg alloys can generally be divided into casting alloys and wrought alloys. The casting Mg
alloys include die casting, sand casting and thixomolding alloys, and wrought Mg alloys are
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Mg alloys usage than wrought products. Die casting is one of the most effective fabrication
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rare earth elements (RE)-containing Mg alloys. In addition, topics of Mg alloys applied as
orthopaedic, dental implants and surface treating methods for corrosion resistance are also
introduced in the end of this section.

2.1.1. Mg-Al based alloys

The Mg-Al alloy system are the most popularly used Mg alloys. Aluminum (Al) is alloyed
with Mg because it increases strength, castability and corrosion resistance. The addition of
Al also provides solid solution strengthening by increasing the critical resolved shear stress
for slip along the basal planes of Mg-Al alloys. Fig. 1(a) shows the equilibrium phase dia‐
gram of a binary Mg-Al alloy system. Since Al has a maximum solubility in Mg of 12.7 wt.%
at 437°C and its solubility decreases to about 2 wt.% at room temperature, it is expected that
this system can be strengthened by precipitation hardening when the addition of Al in
amount greater than 6 wt.%. However, a coarse, incoherent precipitate of the γ-Mg17Al12

phase intermetallic compound that discontinuously precipitated around grain boundaries
without the formation of GP zones or intermediate metastable phase [25]. Since Mg alloys
undergo creep mainly through the grain boundary sliding (GBS), the γ-Mg17Al12 phase,
which has a melting point of about 460°C, can not serve to pin grain boundaries at elevated
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Figure 1. (a) Mg-Al equilibrium phase diagram, and (b) castability of the Mg-Al-Zn alloy system [26].

Zinc (Zn) is the second most important alloying elements, and the Mg-Al-Zn alloys sys‐
tem, which is known as the AZ-series, is the one most widely used for castings. General‐
ly,  Mg alloys are limited to a total  Al and Zn content of less than 10 wt.% (the narrow
region in  Fig.  1(b)  [26])  for  obtaining good castability  and weldability,  whereas  the  hot
cracking is  occurred and the ductility of Mg is significantly reduced with the formation
of γ-phase Mg17Al12.  The castable domain of high-Zn content Mg alloys is obtained with
controlling  suitable  Al  content  and the  Zn/Al  ratio,  as  shown in  Fig.  1(b).  When Zn is
added to the Al-containing Mg alloys,  it  can help to refine the precipitates.  It  increases
the strength by a  combination of  solid solution strengthening and precipitation harden‐
ing  because  Zn  is  approximately  three  times  more  effective  than  Al  in  increasing  the
yield strength for alloys that are in the solution treated and quenched condition. Zn also
assists to overcome the harmful corrosive effect of iron (Fe) and nickel (Ni). For the cast‐
ing Mg alloys, AZ91D is the most widely used die casting Mg alloy, and other common‐
ly used alloys of this type are AZ81 and AZ63 alloys.  AZ91D alloy offers a good room
temperature mechanical properties, corrosion resistance and die castibility, however, it is
unsuitable  for  use  at  temperatures  higher  than  120°C  due  to  its  poor  creep  resistance.
The  Mg-Al  and  Mg-Al-Zn  alloys  with  the  addition  of  manganese  (Mn)  element  are
known as the AM-series alloys, such as AM60B and AM50A. They display better ductili‐
ty  and fracture  resistant  property  than AZ91 alloy,  and these  alloys  are  often  used for
cast  wheels  on  automobiles.  Moreover,  adding  sufficient  Mn  element  can  help  to  im‐
prove the corrosion resistance by removing Fe and other heavy-metal impurties from the
alloy.

Wrought Mg alloys are much less applied than castings. A relatively limited number of the
AZ-series (for AZ31, AZ61 and AZ80) and ZK-series (for ZK60) alloys are used for most ex‐
trusion and forging Mg products. AZ31B is the most widely used alloy in plates and sheets.
Since the room temperature formability of Mg alloys is limited, heavy deformation must be
performed at above 250°C. In addition, even if wrought Mg alloys are strengthened by a
combination of cold working, grain refinement and solid solution strengthening, they still
relatively limited use due to the strength is much lower than medium-strength Al-Mg-Si
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based alloys and the softening at elevated temperatures. Thus, the attempts to obtain high-
strength wrought Mg alloys are made and some alloys have been developed [27].

2.1.2. Mg-Zn based alloys

Mg-Zn alloys respond to age hardening, which is associated with two intermediate pre‐
cipitates of β1′-MgZn2  phase (rods, coherent) and β2′-MgZn2  phase (discs,  semicoherent).
The  final  equilibrium  precipitate  is  β-Mg2Zn3  phase  (incoherent).  Since  AZ91D  alloy  is
unsuitable  for  applications at  elevated temperatures  due to  its  decrease in  strength and
poor creep resistance [28,29],  Mg-Zn-Al alloys (designated as the ZA-series) with a high
Zn content is developed as a promising alloy system, which is able to improve the above
requirements [29-31]. Fig. 2(a) shows the ternary phase diagram of Mg-rich Mg-Zn-Al al‐
loy,  the  ternary  intermetallic  compounds  of  τ-phase  (Mg32(Al,Zn)49),  Mg-rich  φ-phase
(Mg5Zn2Al2)  and the binary intermetallic compound of ε-phase (MgZn) are found in the
Mg-Zn-Al  system.  In  addition,  a  ternary icosahedral  quasi-crystalline  phase,  denoted as
the Q-phase,  is  also identified in the ZA-series Mg alloys [30,32].  Zhang et  al.  indicated
that the change of  microstructral  constituent of  alloys is  dominated by both the content
of Zn, Al elements and the Zn/Al ratio [32]. As shown in Fig. 2(b), ZA-series alloys with
a high Zn/Al ratio and a low Al content fall  into the ε-phase,  and alloys with an inter‐
mediate  Zn/Al  ratio  and  an  intermediate  Al  content  display  the  τ-phase.  Those  alloys
with a  low Zn/Al  ratio  and a  high Al  content  are  dominated by the  icosahedral  quasi-
crystalline  Q-phase  with  an  approximate  composition  of  Mg9Zn4Al3,  and  such  phase
shows a short-range order of the crystalline state. Althought the ZA-series alloys show a
lower elongation than the AZ91, however, it is noted that the creep resistance of ZA-ser‐
ies  alloys  is  significanly  higher  than  the  AZ91  alloy  because  no  γ-Mg17Al12  phase  is
formed. Moreover, the elevated temperatures creep resistance property of the τ-type and
the Q-type ZA-series alloys are superior to that of the ε-type alloys [32].

(a) (b) 

Figure 2. (a) Liquidus projection of the Mg-rich Mg-Zn-Al ternary phase diagram, and (b) schematic illustration of mi‐
crostructural constituent as a function of the Zn/Al ratio and the Al content [32]. Boundary 1 and 2 are the two boun‐
daries of the hot cracking area in Fig. 1(b).
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The Mg-Zn alloys with the addition of zirconium (Zr) element are known as the ZK-series
alloys, such as ZK51 and ZK61 casting alloys. Zr is added to Mg to reduce the harmful ef‐
fects of Fe and Si elements on corrosion performance. Zr is used in casting alloys for grain
refinement, and the strength of ZK-series alloys is higher than AZ-series alloys. However,
they are not widely used due to they are vulnerable to microporosity during casting, and
they cannot be welded for their high Zn content.

2.1.3. Mg-Zn-RE alloys

For aerospace and emerging automotive applications, Mg alloys with high strength, wear
and creep resistance are required for engine blocks, steering wheels and transmission cases.
Since the formation of low-melting Mg17Al12 eutectic at grain boundaries sharply degrades
creep resistance, the creep resistance of cast Mg-Al-based alloys will be improved when the
amount of discontinuous Mg17Al12 precipitates in grain boundary regions is reduced by add‐
ing minor elements. For example, the addition of Si can form the a new stable Mg2Si precipi‐
tate that increase the creep strength by suppress grain boundary sliding at elevated
temperatures. Reports indicated that Mg-Al-based die-cast alloys containing Ca, Sr or Si ele‐
ments are now available for automotive applications [33-36]. In addition, rare earth elements
(RE) containing Mg alloys exhibit improved corrosion resistance, excellent high-temprature
strength and creep resistance. Therefore, the aim of recent researches is to improve the prop‐
erties and broaden the structural applications of Mg alloys by alloying with RE elements.
The RE elements have been shown to have a wide range of benefits for Mg alloys. It is recog‐
nized that the addition of RE elements, such as yttrium (Y), lanthanum (La), neodymium
(Nd) or cerium (Ce), can improve the high temperature mechanical properties and creep
strength of Mg-Al and Mg-Zn based alloys [37-46]. The Mg-Y-Nd alloys for WE54 and
WE43, Mg-2.5wt.%Ag-2.0wt.%RE (QE22), Mg-RE-Zn alloys for EZ33 and EZ41 are also
creep-resistant alloys which can be used for aerospace applications [47-49].

Recently, high strength Mg-Zn-RE (the alloying RE elements are Y or Gd) alloys with a long
period stacking ordered (LPSO) phase were developed. The LPSO phase leads to the excel‐
lent mechanical properties. The 0.2% proof yield strength of RE-containing Mg-Zn alloys
can exceed 600 MPa when they are produced by rapid solidfication process [50], and a value
of over 470 MPa has been obtained for the 0.2% proof yield strength in an
Mg-1.8Gd-1.8Y-0.7Zn-0.2Zr alloy produced by conventional hot extrusion [51]. It is recog‐
nized that the Mg-Zn-Y alloys consisting α-Mg and LPSO phases have higher strength
[52,53] and superior heat resistance properties as compared to conventional Mg alloys, and
the plastic deformation behavior of Mg97Zn1Y2 alloy has been investigated [54,55]. In the Mg-
Zn-Gd alloys, LPSO phase precipitates from α-Mg supersaturated solid solution with an‐
nealing at high temperature results in strengthening of the Mg97Zn1Gd2 alloy [56].
Mg96.5Zn1Gd2.5 alloys with an LPSO structure exhibited high tensile yield strength (345 MPa)
and large elongation (about 7%) due to the refinement of α-Mg grains and the high disper‐
sion of a hard LPSO structure phase [57]. Although Mg-Zn-RE alloys with alloy-reinforcing
LPSO phase precipitates display superior mechanical properties, this two-phase structure
negatively affects corrosion resistance between α-Mg and LPSO phases. The corrosion resist‐
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ance of Mg-Zn-Y alloy can be improved with the addition of Al element, and it is expected
to obtain oxide layer reforming in Mg alloys and improves corrosion resistance without
changing the structure [58]. However, this Mg alloys system still require a larger quantity of
adding RE elements, and the drawback is that RE elements are obtained from few sources
and relatively expansive for a widespread commercial application.

2.1.4. Mg-Li based alloys

Mg displays the lowest density (1.74 g cm-3) of any constructional metal, and lithium (Li) el‐
ement (0.53 g cm-3) containing Mg-Li alloys show lower density (1.4-1.6 g cm-3) than com‐
monly used AZ-series and ZK-series alloys (the density is about 1.8-1.9 g cm-3). The density
of Mg-Li alloys can even lower to about 1.3 g cm-3 when the addition of Li content is higher
than 40 wt.% [59]. The Mg-Li alloys system has attracted attention as a basis for ultra-light‐
weight materials, which can be a good candidate for making components for aerospace ve‐
hicles [60], such as the skin of fuselage, wings and landing frame. Adding Li to Mg alloys
can transform the hcp structure to a body-centered cubic (bcc) structure, substantially in‐
creasing the ductility of the Mg-Li alloys and further reducing its density [59]. According to
the equilibrium Mg-Li phase diagram as shown in Fig. 3 [61], Li has a high solid solubility in
Mg. When Li content is less than 5 wt.%, only Mg-rich α-phase (hcp) exists. Mg alloying
with the addition of about 5-11 wt.% Li content exhibits a dual-phase eutectic crystal struc‐
ture, which consists of a Mg-rich α-phase and a Li-rich β-phase (bcc). A bcc single-phase
Mg-Li alloy is obtained if Li content of more than 11 wt.% is added. Mg-Li alloys have excel‐
lent formability and better vibration resistance than commonly used wrought AZ-series al‐
loys [59,62,63]. The superplasticities of Mg-Li based alloys were also investigated [64-68].
But Mg-Li alloys exhibit low mechanical strength and they are not very useful in engineer‐
ing applications. Recent studies investigated the effects of cold working, addition of alloying
elements, aging and precipitation hardening on improving mechanicals of Mg-Li alloys
[69-78]. Al and Zn are the commonly used elements, and Mg-Li-Al (LA-series), Mg-Li-Zn
(LZ-series) and Mg-Li-Al-Zn (LAZ-series) are generally applied Mg-Li alloys. It is recog‐
nized that the precipitation of θ′-phase (MgLi2X, X = Al or Zn) in the β-phase results in the
aging hardening effect of Mg-Li-(Al,Zn) alloys. The over aging is attributed to the precipita‐
tionof the α and θ-MgLi(Al,Zn) phases [74].

In orthopaedic and dental fields, commonly used stainless steel (e.g., ASTM F-138/139a, type
316L SS), cobalt-chromium-based alloys (e.g., ASTM F-799: Co-28Cr-6Mo, hot forged, ASTM
F-562: Co-35Ni-20Cr-10Mo, cold worked and aged) and titanium-based alloys (Ti6Al4V-ELI,
ASTM F-136) play an essential role as metallic biomaterials to assist with the replacement of
hard tissues. However, limitations of these commonly used metallic biomaterials are the
possible release of toxic metallic ions [79-81] and the stress shielding effects [82] resulted
from their much higher elastic moduli than human bone tissues. Besides the applications in
automotive, aerospace and electronics industry fields, Mg-based alloys have been identified
as potential lightweight metallic implants in the orthopaedic field due to their high specific
strength and much lower elastic modulus [83-85]. The elastic modulus of Mg alloys (about
41-45 GPa) is closer to the natural human bone (about 3-20 GPa) and much lower than com‐
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they cannot be welded for their high Zn content.

2.1.3. Mg-Zn-RE alloys

For aerospace and emerging automotive applications, Mg alloys with high strength, wear
and creep resistance are required for engine blocks, steering wheels and transmission cases.
Since the formation of low-melting Mg17Al12 eutectic at grain boundaries sharply degrades
creep resistance, the creep resistance of cast Mg-Al-based alloys will be improved when the
amount of discontinuous Mg17Al12 precipitates in grain boundary regions is reduced by add‐
ing minor elements. For example, the addition of Si can form the a new stable Mg2Si precipi‐
tate that increase the creep strength by suppress grain boundary sliding at elevated
temperatures. Reports indicated that Mg-Al-based die-cast alloys containing Ca, Sr or Si ele‐
ments are now available for automotive applications [33-36]. In addition, rare earth elements
(RE) containing Mg alloys exhibit improved corrosion resistance, excellent high-temprature
strength and creep resistance. Therefore, the aim of recent researches is to improve the prop‐
erties and broaden the structural applications of Mg alloys by alloying with RE elements.
The RE elements have been shown to have a wide range of benefits for Mg alloys. It is recog‐
nized that the addition of RE elements, such as yttrium (Y), lanthanum (La), neodymium
(Nd) or cerium (Ce), can improve the high temperature mechanical properties and creep
strength of Mg-Al and Mg-Zn based alloys [37-46]. The Mg-Y-Nd alloys for WE54 and
WE43, Mg-2.5wt.%Ag-2.0wt.%RE (QE22), Mg-RE-Zn alloys for EZ33 and EZ41 are also
creep-resistant alloys which can be used for aerospace applications [47-49].

Recently, high strength Mg-Zn-RE (the alloying RE elements are Y or Gd) alloys with a long
period stacking ordered (LPSO) phase were developed. The LPSO phase leads to the excel‐
lent mechanical properties. The 0.2% proof yield strength of RE-containing Mg-Zn alloys
can exceed 600 MPa when they are produced by rapid solidfication process [50], and a value
of over 470 MPa has been obtained for the 0.2% proof yield strength in an
Mg-1.8Gd-1.8Y-0.7Zn-0.2Zr alloy produced by conventional hot extrusion [51]. It is recog‐
nized that the Mg-Zn-Y alloys consisting α-Mg and LPSO phases have higher strength
[52,53] and superior heat resistance properties as compared to conventional Mg alloys, and
the plastic deformation behavior of Mg97Zn1Y2 alloy has been investigated [54,55]. In the Mg-
Zn-Gd alloys, LPSO phase precipitates from α-Mg supersaturated solid solution with an‐
nealing at high temperature results in strengthening of the Mg97Zn1Gd2 alloy [56].
Mg96.5Zn1Gd2.5 alloys with an LPSO structure exhibited high tensile yield strength (345 MPa)
and large elongation (about 7%) due to the refinement of α-Mg grains and the high disper‐
sion of a hard LPSO structure phase [57]. Although Mg-Zn-RE alloys with alloy-reinforcing
LPSO phase precipitates display superior mechanical properties, this two-phase structure
negatively affects corrosion resistance between α-Mg and LPSO phases. The corrosion resist‐
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ance of Mg-Zn-Y alloy can be improved with the addition of Al element, and it is expected
to obtain oxide layer reforming in Mg alloys and improves corrosion resistance without
changing the structure [58]. However, this Mg alloys system still require a larger quantity of
adding RE elements, and the drawback is that RE elements are obtained from few sources
and relatively expansive for a widespread commercial application.

2.1.4. Mg-Li based alloys

Mg displays the lowest density (1.74 g cm-3) of any constructional metal, and lithium (Li) el‐
ement (0.53 g cm-3) containing Mg-Li alloys show lower density (1.4-1.6 g cm-3) than com‐
monly used AZ-series and ZK-series alloys (the density is about 1.8-1.9 g cm-3). The density
of Mg-Li alloys can even lower to about 1.3 g cm-3 when the addition of Li content is higher
than 40 wt.% [59]. The Mg-Li alloys system has attracted attention as a basis for ultra-light‐
weight materials, which can be a good candidate for making components for aerospace ve‐
hicles [60], such as the skin of fuselage, wings and landing frame. Adding Li to Mg alloys
can transform the hcp structure to a body-centered cubic (bcc) structure, substantially in‐
creasing the ductility of the Mg-Li alloys and further reducing its density [59]. According to
the equilibrium Mg-Li phase diagram as shown in Fig. 3 [61], Li has a high solid solubility in
Mg. When Li content is less than 5 wt.%, only Mg-rich α-phase (hcp) exists. Mg alloying
with the addition of about 5-11 wt.% Li content exhibits a dual-phase eutectic crystal struc‐
ture, which consists of a Mg-rich α-phase and a Li-rich β-phase (bcc). A bcc single-phase
Mg-Li alloy is obtained if Li content of more than 11 wt.% is added. Mg-Li alloys have excel‐
lent formability and better vibration resistance than commonly used wrought AZ-series al‐
loys [59,62,63]. The superplasticities of Mg-Li based alloys were also investigated [64-68].
But Mg-Li alloys exhibit low mechanical strength and they are not very useful in engineer‐
ing applications. Recent studies investigated the effects of cold working, addition of alloying
elements, aging and precipitation hardening on improving mechanicals of Mg-Li alloys
[69-78]. Al and Zn are the commonly used elements, and Mg-Li-Al (LA-series), Mg-Li-Zn
(LZ-series) and Mg-Li-Al-Zn (LAZ-series) are generally applied Mg-Li alloys. It is recog‐
nized that the precipitation of θ′-phase (MgLi2X, X = Al or Zn) in the β-phase results in the
aging hardening effect of Mg-Li-(Al,Zn) alloys. The over aging is attributed to the precipita‐
tionof the α and θ-MgLi(Al,Zn) phases [74].

In orthopaedic and dental fields, commonly used stainless steel (e.g., ASTM F-138/139a, type
316L SS), cobalt-chromium-based alloys (e.g., ASTM F-799: Co-28Cr-6Mo, hot forged, ASTM
F-562: Co-35Ni-20Cr-10Mo, cold worked and aged) and titanium-based alloys (Ti6Al4V-ELI,
ASTM F-136) play an essential role as metallic biomaterials to assist with the replacement of
hard tissues. However, limitations of these commonly used metallic biomaterials are the
possible release of toxic metallic ions [79-81] and the stress shielding effects [82] resulted
from their much higher elastic moduli than human bone tissues. Besides the applications in
automotive, aerospace and electronics industry fields, Mg-based alloys have been identified
as potential lightweight metallic implants in the orthopaedic field due to their high specific
strength and much lower elastic modulus [83-85]. The elastic modulus of Mg alloys (about
41-45 GPa) is closer to the natural human bone (about 3-20 GPa) and much lower than com‐
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monly used Ti alloys (about 110 GPa) [85]. In addition, the fracture toughness of Mg alloys
(about 15-40 MPa m1/2) is higher than dense HA bulks. In vivo studies also indicated that Mg,
which is a basic element in the growth of new bone tissue, metabolism and an essential ele‐
ment of the enzyme system in human body [86-89], are gradually applied as biodegradable,
load bearing orthopaedic implants [84]. Therefore, several Mg alloy systems, such as com‐
monly used Mg-Al-Zn series (e.g., AZ31B and AZ91D), Mg-Ca, Mg-Zn, Mg-Zr, Mg-4wt.
%Y-3wt.%RE (WE43, RE is a mixture consisting of Nd, Ce and Dy) and Mg-4wt.%Li-4wt.
%Y-2wt.%RE (LAE442, RE is a mixture consisting of Ce, La and Nd) alloys [1,83-85,90-94],
have been investigated and developed for using in biomedical applications in recent years.
However, Mg alloys have high electrochemical activity, and the major drawback of Mg al‐
loys in many applications is their low corrosion resistance, especially in an electrolytic aque‐
ous environment of the human body. Thus, biomedical usage of Mg alloys is not
widespread.

Figure 3. Mg-Li equilibrium phase diagram [61].

Mg alloys are susceptible to corrosion. An appropriate alloying composition can improve
their mechanical properties and corrosion resistance.  Mg alloys with moderate corrosion
resistance and improved mechanical properties can be obtained by adding 2-10 wt.% Al
with  trace  addition  of  Zn  and  Mn  elements.  The  corrosion  resistance  and  mechanical
properties  can  also  be  further  enhanced  with  adding  a  small  amount  of  RE  elements,
such as Y, La, Nd, Ce, Zr and etc. [84]. Surface treatments, including chemical conversion
coatings, anodizing, electrochemical plating, electroless nickel plating and etc. [95-97], are
commonly used methods to enhance the corrosion resistance.  Among these various sur‐
face treatments, the chemical conversion of Mg alloys is easier to perform for improving
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corrosion resistance, and chromate conversion coatings have attracted much interest due
to the simplicity of the coating process and the good corrosion resistance that offers [98].
However,  environmental  toxicity  issues  of  the  hexavalent  chromium  (Cr6+)  compounds
are increasingly restricting the use of the chromate bath [99,100], and Cr is also a toxic el‐
ement to the human body. Thus, a Cr6+-free conversion coating process is developed for
the  surface  treatment  of  Mg  alloys.  Relative  studies  indicate  an  environmentally  clean
method can be achieved for synthesizing a chemical conversion coating on Mg alloys. Lin
et  al.  [101,102]  reported  that  an  Mg,Al-hydrotalcite  (Mg6Al2(OH)16CO3∙4H2O)  layer  was
developed  on  die  cast  AZ91D  in  an  HCO3

-/CO3
2-  aqueous  solution  to  protect  the  alloy

against  corrosion.  The  hydrotalcite  shows  a  crystalline  structure,  which  has  Mg,Al-lay‐
ered double hydroxides (Mg6Al2(OH)16)2+ intercalated by interlayers (CO3 4H2O)2− [103]. It
is  demonstrated  that  the  corrosion  rate  of  Mg,Al-hydrotalcite  coated  specimens  is  evi‐
dently lower than that of the AZ91D substrate in a chloride solution [104].

2.2. Friction stir welding/processing (FSW/FSP) techniques

Mg alloys can be gas welded with an oxyacetylene torch and required careful fluxing to
minimize oxidation. This welding process is quite difficult, and extensive corrosion of welds
is occurred when the flux is incomletely removed by the applied cleaning methods. Thus,
virtually the welding of Mg alloys has been done using inert gas shielded tungsten arc weld‐
ing (TIG) or consumable metal electrode arc welding (MIG) processes. In these processes, a
continuously fed Mg alloy wire acts as electrode for maintaining the arc while the Ar gas
shield prevents oxidation of the welds. Resistance spot welding (RSW) is applied for joining
steels, Al, Mg alloys in the automotive industries of nowadays [104-108]. But RSW is rela‐
tively not suitable for joining Al or Mg alloys because of its high electrical current require‐
ments and the inconsistent quality of final welds [109-111]. Increasing interest in using Mg
alloys in aerospace and automobiles is requiring more attention to be given to alternative
joining methods. Some success are achieved with the laser beam and the vacuum electron
beam welding processes [8-10].

Friction stir welding (FSW) is a relatively new solid-state joining technique, which was in‐
vented by The Welding Institute (TWI) of United Kingdom in 1991 [11]. FSW can be consid‐
ered as the most important development in metal joining in last decade. This joining
technique is versatile, energy efficiency and environment friendly without using any cover
gas and flux. It can be used to join high-strength aerospace aluminum alloys, magnesium
alloys and other metallic alloys that are hard to weld by conventional fusion welding. Com‐
pared with the traditional melting welding, FSW has many advantages, and it does not need
the consumable metallic wire and the protection atmosphere. FSW is quite suitable for the
welding of Mg alloys because it can mitigate the susceptibility to hot cracking, composition‐
al segregation of alloying elements and precipitation of divorced intermetallic particles.
Numbers of researches have been conducted to evaluate the feasibility of FSW process for
Mg alloys.

Fig. 4(a) schematically illustrates the FSW process. A non-consumable rotating tool with a
specially designed pin and shoulder is plunged into the abutting edges of sheets or plates to
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monly used Ti alloys (about 110 GPa) [85]. In addition, the fracture toughness of Mg alloys
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corrosion resistance, and chromate conversion coatings have attracted much interest due
to the simplicity of the coating process and the good corrosion resistance that offers [98].
However,  environmental  toxicity  issues  of  the  hexavalent  chromium  (Cr6+)  compounds
are increasingly restricting the use of the chromate bath [99,100], and Cr is also a toxic el‐
ement to the human body. Thus, a Cr6+-free conversion coating process is developed for
the  surface  treatment  of  Mg  alloys.  Relative  studies  indicate  an  environmentally  clean
method can be achieved for synthesizing a chemical conversion coating on Mg alloys. Lin
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against  corrosion.  The  hydrotalcite  shows  a  crystalline  structure,  which  has  Mg,Al-lay‐
ered double hydroxides (Mg6Al2(OH)16)2+ intercalated by interlayers (CO3 4H2O)2− [103]. It
is  demonstrated  that  the  corrosion  rate  of  Mg,Al-hydrotalcite  coated  specimens  is  evi‐
dently lower than that of the AZ91D substrate in a chloride solution [104].

2.2. Friction stir welding/processing (FSW/FSP) techniques

Mg alloys can be gas welded with an oxyacetylene torch and required careful fluxing to
minimize oxidation. This welding process is quite difficult, and extensive corrosion of welds
is occurred when the flux is incomletely removed by the applied cleaning methods. Thus,
virtually the welding of Mg alloys has been done using inert gas shielded tungsten arc weld‐
ing (TIG) or consumable metal electrode arc welding (MIG) processes. In these processes, a
continuously fed Mg alloy wire acts as electrode for maintaining the arc while the Ar gas
shield prevents oxidation of the welds. Resistance spot welding (RSW) is applied for joining
steels, Al, Mg alloys in the automotive industries of nowadays [104-108]. But RSW is rela‐
tively not suitable for joining Al or Mg alloys because of its high electrical current require‐
ments and the inconsistent quality of final welds [109-111]. Increasing interest in using Mg
alloys in aerospace and automobiles is requiring more attention to be given to alternative
joining methods. Some success are achieved with the laser beam and the vacuum electron
beam welding processes [8-10].

Friction stir welding (FSW) is a relatively new solid-state joining technique, which was in‐
vented by The Welding Institute (TWI) of United Kingdom in 1991 [11]. FSW can be consid‐
ered as the most important development in metal joining in last decade. This joining
technique is versatile, energy efficiency and environment friendly without using any cover
gas and flux. It can be used to join high-strength aerospace aluminum alloys, magnesium
alloys and other metallic alloys that are hard to weld by conventional fusion welding. Com‐
pared with the traditional melting welding, FSW has many advantages, and it does not need
the consumable metallic wire and the protection atmosphere. FSW is quite suitable for the
welding of Mg alloys because it can mitigate the susceptibility to hot cracking, composition‐
al segregation of alloying elements and precipitation of divorced intermetallic particles.
Numbers of researches have been conducted to evaluate the feasibility of FSW process for
Mg alloys.

Fig. 4(a) schematically illustrates the FSW process. A non-consumable rotating tool with a
specially designed pin and shoulder is plunged into the abutting edges of sheets or plates to
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be joined and transversed along the welding direction (WD). The plane normal of the WD,
normal direction (ND) and transverse direction (TD) are denoted in Fig 4(a). The advancing
side (AS) means that the tool rotating direction is the same as the WD, and the retreating
side (RS) is the inverse direction to the WD. Additionally, friction stir processing (FSP) has
been developed as a thermo-mechanical microstructural modification technique of metallic
materials based on the basic principles of FSW [112-114]. FSW/FSP is emerging as an effec‐
tive solid-state joining/processing technique. For both FSW/FSP processes, the frictional heat
is generated by the friction between the high-speed rotating tool and the workpiece. The lo‐
calized heating softens of the base metals around the pin, and it causes severe plastic defor‐
mation to produce a strong metallurgical joint. This region is usually referred to as the
nugget zone (or called the stir zone, SZ). The contribution of intense plastic deformation and
high-temperature exposure within the SZ during FSW/FSP result in generation of a dynami‐
cally recrystallized fine-grained microstructure, development of texture, precipitate dissolu‐
tion and coarsening within the SZ [114-119]. In addition, roughly positions of the thermo-
mechanically affected zone (TMAZ) and the heat-affected zone (HAZ) can also be identified
as indicated in Fig. 4(a) based on the microstructural characterization of grains and precipi‐
tates. The final grain size and microstructural evolution is dependent on the FSW/FSP pa‐
rameters [120-122]. Many studies have been reported on the microstructural evolutions,
grain refining effect, texture effect, dynamic recrystallization and mechanical properties of
various Mg alloys after the FSW/FSP process [116-119,123-129].
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Figure 4. Schematic illustrations of (a) friction stir welding (FSW); (b) friction stir spot welding (FSSW).

Fig. 4(b) shows another joining type of the friction stir spot welding (FSSW), which is a
derivative process of  the FSW, has been developed as a widespread technique and suc‐
cessfully applied for producing lap-joints [130-135].  Compared with the traditional  RSW
process, FSSW can avoid severe heating and cooling cycles induced during welding proc‐
ess. Furthermore, the HAZ and residual stresses associated with the welds are relatively
small [136]. Therefore, FSSW as well as FSW is now a simple and indispensable process
to  acquire  better  joining  strength  and  vibration  fracture  resistance  for  the  lightweight
structural metals [130,131].
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3. Tensile properties and failure behaviors of FSP-modified Mg-6Al-1Zn
alloys

The effects of varing deformation temperature and strain rate on the microstructural fea‐
tures, tensile properties, deformation and failure behaviors of AZ61 Mg alloy with FSP mod‐
ification are discussed in this section. The base metal is a 3 mm-thick AZ61-F extruded
sheets. The sheets are full-annealed at 410°C for 20 hours, furnace cooled, and then ma‐
chined into rectangular specimens with dimensions of 100 mm (l) × 30 mm (w). The full-an‐
nealed specimens are denoted by “AZ61-O” in the following. During the FSP, a stirring pin
of 6-mm diameter and 2-mm depth, protruding from a rotating rod of 20-mm diameter, is
plunged into the rectangular AZ61-O specimens. The rotation speed is set at 1200 rpm, and
the downward push pressure is controlled at about 22 MPa. With a tilting angle of 1.5°, the
stirring pin moved along the center line of the specimens at a traverse speed of about 1 mm
s-1. These specimens will be designated as “AZ61-FSP”, and the plane normal of the process‐
ed direction (PD), normal direction (ND) and transverse direction (TD) are denoted in Fig.
5(a). The AZ61-O and AZ61-FSP specimens are machined into testing samples with dimen‐
sions of 50 mm (l) × 15 mm (w). Fig. 5(a) schematically illustrates the orientation of AZ61-
FSP tensile specimens, and Fig. 5(b) shows the dimensions of the tensile specimens, which
gage length is completely within the stir zone (SZ).

Uniaxial tensile tests, which are conducted parallel to the PD, are performed with different
initial strain rates of 8.83 × 10-3 s-1, 1.67 × 10-3 s-1 and 8.83 × 10-4 s-1 at various deformation tem‐
peratures of 200°C, 225°C and 250°C. The specimens that failed are examined using an opti‐
cal microscope (OM) to observe the failure sub-surfaces on the TD plane. The micro-Vickers
hardness test across the cross-section of AZ61-FSP specimen is applied using a Vickers in‐
denter (Hv) with a 100 g load for 10 s dwell time. Each datum is the average of three tests.
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Figure 5. Schematic illustrations of (a) the orientation of AZ61-FSP tensile specimen, (b) the tensile specimen dimen‐
sion.

Fig. 6(a) shows the microstructural feature of full-annealed AZ61-O specimens. It displays
equiaxed grains with an average grain size of about 19.3 ± 2.2 μm. After the FSP modifica‐
tion, the average grain size within the SZ of AZ61-FSP specimens is significantly refined to
about 8.2 ± 2.5 μm, as shown in Fig. 6(b). It is recognized that the dynamic recrystallization
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Fig. 4(b) shows another joining type of the friction stir spot welding (FSSW), which is a
derivative process of  the FSW, has been developed as a widespread technique and suc‐
cessfully applied for producing lap-joints [130-135].  Compared with the traditional  RSW
process, FSSW can avoid severe heating and cooling cycles induced during welding proc‐
ess. Furthermore, the HAZ and residual stresses associated with the welds are relatively
small [136]. Therefore, FSSW as well as FSW is now a simple and indispensable process
to  acquire  better  joining  strength  and  vibration  fracture  resistance  for  the  lightweight
structural metals [130,131].
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nealed specimens are denoted by “AZ61-O” in the following. During the FSP, a stirring pin
of 6-mm diameter and 2-mm depth, protruding from a rotating rod of 20-mm diameter, is
plunged into the rectangular AZ61-O specimens. The rotation speed is set at 1200 rpm, and
the downward push pressure is controlled at about 22 MPa. With a tilting angle of 1.5°, the
stirring pin moved along the center line of the specimens at a traverse speed of about 1 mm
s-1. These specimens will be designated as “AZ61-FSP”, and the plane normal of the process‐
ed direction (PD), normal direction (ND) and transverse direction (TD) are denoted in Fig.
5(a). The AZ61-O and AZ61-FSP specimens are machined into testing samples with dimen‐
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Uniaxial tensile tests, which are conducted parallel to the PD, are performed with different
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hardness test across the cross-section of AZ61-FSP specimen is applied using a Vickers in‐
denter (Hv) with a 100 g load for 10 s dwell time. Each datum is the average of three tests.

(a) 

30
m

m

100 mm 

6
m

m TD 

ND 
PD 

(b) 

15
m

m

3
m

m

15 mm 
R5 

50 mm 

10 mm 

Figure 5. Schematic illustrations of (a) the orientation of AZ61-FSP tensile specimen, (b) the tensile specimen dimen‐
sion.

Fig. 6(a) shows the microstructural feature of full-annealed AZ61-O specimens. It displays
equiaxed grains with an average grain size of about 19.3 ± 2.2 μm. After the FSP modifica‐
tion, the average grain size within the SZ of AZ61-FSP specimens is significantly refined to
about 8.2 ± 2.5 μm, as shown in Fig. 6(b). It is recognized that the dynamic recrystallization
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effect (DRX) governs the grain refining effect during the FSP [115]. Fig. 7 displays the micro‐
hardness (Hv) profiles along the cross-section (i.e. on the plane with a plane normal parallel
to the PD) of AZ61-FSP specimen. The dash line is the micrograph represents the Vickers
indenter testing area, which is located at 1 mm depth from the surface. The result shows that
the microhardness within SZ (average value of Hv82.7) is increased and significantly higher
than the average level of the non-stir zone (the base metal region, average value of Hv74.8).

 

Figure 6. Optical micrograph of the (a) AZ61-O, and AZ61-FSP specimens. 

50<$%&?>µm 
 

Figure 7. Microhardness (Hv) of the AZ61-FSP. The indentations are made with a spacing of 0.5 mm along the parallel dash line. 

3.1. Deformation temperature effect 

Fig. 8 shows the stress-strain curves of the AZ61-O and AZ61-FSP specimens obtained from the uniaxial tensile tests under an 
initial strain rate of 1.67 × 10-3 s-1 at various deformation temperatures. It can be seen that the yield strength (YS) and ultimate 
tensile strength (UTS) are decreased with increasing deformation temperatures for both AZ61-O and AZ61-FSP specimens. It is 
noted that the total elongation (TE) is significantly increased with increasing deformation temperatures for the AZ61-FSP.  

 

Figure 8. Stress-strain curves of the (a) AZ61-O, and (b) AZ61-FSP specimens with an initial strain rate of 1.67 × 10-3 s-1 at 200, 225 and 250ºC.  

In addition, the obvious serration of stress-strain curves is observed beyond the UTS, especially for the AZ61-FSP specimens at 
higher deformation temperatures. This phenomenon is resulted from the dynamic recrystallization (DRX) during the tensile 
deformation [137,138]. Several mechanisms have been proposed for the DRX process in Mg and its alloys, such as discontinuous 
dynamic recrystallization (DDRX), continuous dynamic recrystallization (CDRX) and geometric dynamic recrystallization (GDRX). 
A CDRX process is a recovery process and proceeds by continuous absorption of dislocations in sub-grain boundaries which 
eventally results in the formation of high angle grain boundaries and new grains. Alternatively, DDRX, which is characterized by 
nucleation of new grains at original high-angle grain boundaries and nucleus growth by high-angle boundary migration [139], has 
been recognized as an operative mechanism for the DRX process in the SZ of FSW/FSP aluminum and magnesium alloys. Referring 
to the failure sub-surfaces as shown in Fig. 9(a) and 9(b), the ultra-fine new grains (as those indicated by arrows in Fig. 9(b)) 
nucleated and growth at the grain boundaries can be significantly recognized as the occurrence of DRX effect for AZ61-O at higher 
deformation temperature. From the failure sub-surfaces of AZ61-FSP as shown in Fig. 9(c) and 9(d), we can see fine-grains, which 
are nucleated and growth from the DRX effect, with an average grain size of about 9 µm are formed at 200-250ºC. It is recognized 
that the DRX effect is activated at lower temperature and the driving force of DRX is much higher for the AZ61-FSP modified 
specimens than the AZ61-O. 

-12 -9 -6 -3 0 3 6 9 12

70

80

90

M
ic

ro
ha

rd
ne

ss
 (H

v)

Position (mm)

2 mm

SZ

Base metal

(a)
200ºC

225ºC

250ºC

(b)

250ºC

225ºC

200ºC

50µm 

(a) 

50µm 

(b) 

Figure 6. Optical micrograph of the (a) AZ61-O, and AZ61-FSP specimens.

-12 -9 -6 -3 0 3 6 9 12

70

80

90

M
ic

ro
ha

rd
ne

ss
 (H

v)

Position (mm)

2 mm

SZ

Base metal

Figure 7. Microhardness (Hv) of the AZ61-FSP. The indentations are made with a spacing of 0.5 mm along the parallel
dash line.

3.1. Deformation temperature effect

Fig. 8 shows the stress-strain curves of the AZ61-O and AZ61-FSP specimens obtained from
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temperatures. It can be seen that the yield strength (YS) and ultimate tensile strength (UTS)
are decreased with increasing deformation temperatures for both AZ61-O and AZ61-FSP
specimens. It is noted that the total elongation (TE) is significantly increased with increasing
deformation temperatures for the AZ61-FSP.
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In addition, the obvious serration of stress-strain curves is observed beyond the UTS, espe‐
cially for the AZ61-FSP specimens at higher deformation temperatures. This phenomenon is
resulted from the dynamic recrystallization (DRX) during the tensile deformation [137,138].
Several mechanisms have been proposed for the DRX process in Mg and its alloys, such as
discontinuous dynamic recrystallization (DDRX), continuous dynamic recrystallization
(CDRX) and geometric dynamic recrystallization (GDRX). A CDRX process is a recovery
process and proceeds by continuous absorption of dislocations in sub-grain boundaries
which eventally results in the formation of high angle grain boundaries and new grains. Al‐
ternatively, DDRX, which is characterized by nucleation of new grains at original high-angle
grain boundaries and nucleus growth by high-angle boundary migration [139], has been rec‐
ognized as an operative mechanism for the DRX process in the SZ of FSW/FSP aluminum
and magnesium alloys. Referring to the failure sub-surfaces as shown in Fig. 9(a) and 9(b),
the ultra-fine new grains (as those indicated by arrows in Fig. 9(b)) nucleated and growth at
the grain boundaries can be significantly recognized as the occurrence of DRX effect for
AZ61-O at higher deformation temperature. From the failure sub-surfaces of AZ61-FSP as
shown in Fig. 9(c) and 9(d), we can see fine-grains, which are nucleated and growth from
the DRX effect, with an average grain size of about 9 μm are formed at 200-250°C. It is rec‐
ognized that the DRX effect is activated at lower temperature and the driving force of DRX
is much higher for the AZ61-FSP modified specimens than the AZ61-O.
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temperatures. It can be seen that the yield strength (YS) and ultimate tensile strength (UTS)
are decreased with increasing deformation temperatures for both AZ61-O and AZ61-FSP
specimens. It is noted that the total elongation (TE) is significantly increased with increasing
deformation temperatures for the AZ61-FSP.
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In addition, the obvious serration of stress-strain curves is observed beyond the UTS, espe‐
cially for the AZ61-FSP specimens at higher deformation temperatures. This phenomenon is
resulted from the dynamic recrystallization (DRX) during the tensile deformation [137,138].
Several mechanisms have been proposed for the DRX process in Mg and its alloys, such as
discontinuous dynamic recrystallization (DDRX), continuous dynamic recrystallization
(CDRX) and geometric dynamic recrystallization (GDRX). A CDRX process is a recovery
process and proceeds by continuous absorption of dislocations in sub-grain boundaries
which eventally results in the formation of high angle grain boundaries and new grains. Al‐
ternatively, DDRX, which is characterized by nucleation of new grains at original high-angle
grain boundaries and nucleus growth by high-angle boundary migration [139], has been rec‐
ognized as an operative mechanism for the DRX process in the SZ of FSW/FSP aluminum
and magnesium alloys. Referring to the failure sub-surfaces as shown in Fig. 9(a) and 9(b),
the ultra-fine new grains (as those indicated by arrows in Fig. 9(b)) nucleated and growth at
the grain boundaries can be significantly recognized as the occurrence of DRX effect for
AZ61-O at higher deformation temperature. From the failure sub-surfaces of AZ61-FSP as
shown in Fig. 9(c) and 9(d), we can see fine-grains, which are nucleated and growth from
the DRX effect, with an average grain size of about 9 μm are formed at 200-250°C. It is rec‐
ognized that the DRX effect is activated at lower temperature and the driving force of DRX
is much higher for the AZ61-FSP modified specimens than the AZ61-O.
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Figure 9. Failure sub-surfaces of AZ61-O specimen tensile tested at (a) 200°C, (b) 250°C, and AZ61-FSP specimen at (c)
200°C, (d) 250°C with an initial strain rate of 1.67 × 10-3 s-1.

3.2. Strain rate effect

Fig. 10 shows the stress-strain curves of AZ61-O and AZ61-FSP under different initial strain
rates tested at 250°C. The YS and UTS are decreased, but the TE is increased with decreasing
the initial strain rate. The AZ61-FSP specimens display higher TE value than AZ61-O. A sig‐
nificant serration of stress-strain curves is also observed beyond the UTS, especially for the
AZ61-FSP specimens at lower initial strain rate.

Figure 10. Stress-strain curves of the (a) AZ61-O, and (b) AZ61-FSP specimens with different initial strain rates of 8.83
× 10-3 s-1, 1.67 × 10-3 s-1 and 8.83 × 10-4 s-1 at 250°C.

Fig. 11 shows the failure sub-surfaces of AZ61-O and AZ61-FSP specimens tested at 250°C
for initial strain rates of 8.33 × 10-3 s-1 and 8.33 × 10-4 s-1 (the failure sub-surfaces of AZ61-O
and AZ61-FSP for the strain rate 1.67 × 10-3 s-1 are referred to Fig. 9(b) and 9(d), respectively).
We can see that the DRX effect is occurred for both of AZ61-O (new fine-grains nucleated
and growth at the grain boundaries as encircled in Fig. 11(a)) and AZ61-FSP specimens at
250°C. The DRX effect during tensile deformation is significantly occurred at relatively low‐
er strain rate (8.33 × 10-4 s-1) because the recrystallized fine-grains are observed with an aver‐
age grain size of about 5 μm all over the microstructure, as shown in Fig. 11(b) and 11(d).
Considering the AZ61-FSP specimens, the calculation of strain hardening exponent (n-val‐
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ue) can help to clarify the deformation mechanism of FSP-modified specimens during the
DRX of tensile deformation. Fig. 12(a) shows different n-values with respect to various
strain rates and deformation temperatures. The modulus E is calculated by Eq. [1], and T is
for deformation temperatures in Kelvin.

4 44.3 10 [1 5.3 10 ( 300)]E T-= ´ × - ´ × - (1)

Based on the calculation of n-value and the average grain size, the deformation mechanism
of AZ61-FSP can be deduced according to the deformation mechanism map (DMM) as
shown in Fig. 12(b). It is demonstrated that the grain boundary sliding (GBS) is a dominant
deformation mechanism for the DRX effect during the tensile deformation performed at a
lower strain rate (8.33 × 10-4 s-1) and higher deformation temperatures (at 225 and 250°C) for
the AZ61-FSP specimens.
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Figure 11. Failure sub-surfaces of AZ61-O specimen tensile tested with an initial strain rate of (a) 8.33 × 10-3 s-1, (b)
8.33 × 10-4 s-1, and AZ61-FSP specimen with (c) 8.33 × 10-3 s-1, (d) 8.33 × 10-4 s-1 at 250°C.
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Figure 12. (a) The relationship between strain hardening exponent (n-value) and deformation temperatures for the
AZ61-FSP at 0.2% strain, and (b) the deformation mechanism map of Mg alloy at 250°C [140].
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4. Tensile ductile-to-brittle transition behavior of the dual-phase Mg-Li-
Al-Zn alloy

Since the phase composition and crystallographic structure vary significantly according to
Li content, it is important to investigate the mechanical properties, as well as deformation
and failure behaviors of Mg-Li alloys. The temperature dependence of fracturing which
changes from ductile at higher temperatures to brittle at low temperatures (i.e. the ductile-
to-brittle transition temperature, DBTT) is well established and occurs below room tempera‐
ture for bcc metals [141-143]. The ductile-to-brittle transition has been studied in hcp Zn, Mg
alloys and β-phase bcc Mg-Li alloy using the tensile and Charpy impact tests [75,144,145].
The Zr-based alloy with a α/β-type dual-phase microstructure also shows ductile-to-brittle
transition failure behavior [146]. Considering the variations in microstructure and mechani‐
cal properties with Li addition, it is likely that the α/β-type dual-phase Mg-Li alloys may ex‐
hibit a transition temperature at which fracturing changes from ductile to brittle [147]. But
the DBTT is seldom discussed vis-à-vis Mg alloys. This section is to investigate tensile prop‐
erties at various testing temperatures and study the ductile-to-brittle transition failures for
the α/β-type Mg-Li-Al-Zn alloy.

The base metal is 3 mm-thick as-extruded Mg-10.3Li-2.4Al-0.7Zn sheets (LAZ1021). Fig. 13(a)
shows the 3-D optical microstructure of the as-extruded LAZ1021 alloy, which is composed of
a dual-phase crystal structure. The light gray and dark gray regions correspond to the Mg-rich
α-phase and the Li-rich β-phase, respectively. The α-phase is surrounded by the β-phase, and
the volume fraction of α-phase is about 30% (vol.%). The micro-Vickers hardness test showed
the average microhardness of α-phase is Hv64.3, while that of β-phase is Hv54.0. The tensile
specimen dimensions is the same as shown in Fig. 5(b). Tensile tests, which are conducted par‐
allel to the extruded direction (ED), have an initial strain rate of 1.67 × 10-3 s-1. The tensile tests
are performed at 25, 25, 50, 100, 150, 200 and 250°C using isothermal heating equipment. The
samples that failed are examined using a SEM to observe the fracture surfaces, while the failure
sub-surfaces on the TD plane are examined by an OM.
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Figure 13. (a) Optical micrograph of as-extruded LAZ1021 base metal at the ND, ED and TD planes, (b) stress-strain
curves, and (c) tensile testing results of the LAZ1021 alloy at various temperatures.
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Fig. 13(b) shows the stress-strain curves of the α/β-type LAZ1021 alloy obtained from the
uniaxial tensile tests conducted with a strain rate of 1.67 × 10-3 s-1 at various temperatures. To
describe and compare the tensile properties conveniently, Fig. 13(c) displays the effect of
testing temperatures on the yield strength (YS), ultimate tensile strength (UTS), uniform
elongation (UE) and total elongation (TE) of the α/β dual-phase LAZ1021 alloy. The cross
markers denote the highest and the lowest values (representing the data extremes) of the
measured tensile strength and elongation. It can be seen that the YS and UTS decreased with
increasing deformation temperatures. The difference between YS and UTS is very small for
temperatures higher than 150°C. It is worth noting that the elongation (especially for the TE)
significantly increased at deformation temperatures higher than 100°C, and the ductile-to-
brittle transition temperature (DBTT) can be pinpointed at about 50°C for the α/β-type
LAZ1021 alloy.

Fig. 14 shows the fracture surfaces and sub-surfaces (on the TD plane) within the gauge
length of deformed tensile specimens for a strain rate of 1.67 × 10-3 s-1 at certain specific de‐
formation temperatures. Fig. 14(a) shows a brittle fracture surface, which displays a lot of
cleavage features, generally observed at temperatures lower than room temperature (RT).
The brittle fracturing is reduced with increasing testing temperatures, and Fig. 14(b) shows a
mixed fracture surface of quasi-cleavage with tear ridges and dimpled ruptures at 50°C.
Ductile failure with obvious dimpled ruptures appears with increasing frequency at temper‐
atures higher than 100°C, as shown in Fig. 14(c) and 14(d). As seen from the fracture sub-
surfaces, significant brittle fractures occurred with a mixed transgranular cleavage within α-
phase and grain boundary separation fracture at β-phase, as denoted in Fig. 14(e). Cleavage
fracturing is still occurred within the α-phase at a deformation temperature of 50°C, as
shown in Fig. 14(f). However, some other α-phase is clearly elongated along the tensile di‐
rection without fracture, while decohesion-induced cracking is observed at the α/β-phase in‐
terface. Previous study indicated that cavities form easily after decohesion between the
second-phase and the matrix [148]. We found that cavities appeared and the cracking at the
α/β-phase interface became more evident with increasing the deformation temperature, as
denoted in Fig. 14(g). Since many of the cavities are fairly enlarged, as shown in Fig. 14(h), it
is reasonable to suggest that failure occurs ultimately through cavity coalescence and inter‐
linkage. Although the ductility of Mg-Li alloy is improved, the TE being restricted to about
55-60% can be considered as resulting from the serious cavitation and the interlinkage of
cavities when specimens deformed at high temperatures. Based on the fractography, it is
likely that brittle and ductile fractures are related to variations in the crystal structure and
the change of slip systems.

When a metal commences to deform plastically, slip begins when the shearing stress on the
slip plane in the slip direction reaches a critical resolved shear stress (CRSS). According to
Schmid’s law, if the tension axis is normal or parallel to the slip plane, the resolved shear
stress is zero. Slip will not occur for these orientations since there is no shear stress on the
slip plane. For the present used α/β-type LAZ1021 extruded alloy, the preferred orientation
of Mg-rich α-phase is (0002) with a plane normal in the TD. Since the tensile direction is par‐
allel to the basal plane, basal slip as well as the deformation twin will barely be present dur‐
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4. Tensile ductile-to-brittle transition behavior of the dual-phase Mg-Li-
Al-Zn alloy

Since the phase composition and crystallographic structure vary significantly according to
Li content, it is important to investigate the mechanical properties, as well as deformation
and failure behaviors of Mg-Li alloys. The temperature dependence of fracturing which
changes from ductile at higher temperatures to brittle at low temperatures (i.e. the ductile-
to-brittle transition temperature, DBTT) is well established and occurs below room tempera‐
ture for bcc metals [141-143]. The ductile-to-brittle transition has been studied in hcp Zn, Mg
alloys and β-phase bcc Mg-Li alloy using the tensile and Charpy impact tests [75,144,145].
The Zr-based alloy with a α/β-type dual-phase microstructure also shows ductile-to-brittle
transition failure behavior [146]. Considering the variations in microstructure and mechani‐
cal properties with Li addition, it is likely that the α/β-type dual-phase Mg-Li alloys may ex‐
hibit a transition temperature at which fracturing changes from ductile to brittle [147]. But
the DBTT is seldom discussed vis-à-vis Mg alloys. This section is to investigate tensile prop‐
erties at various testing temperatures and study the ductile-to-brittle transition failures for
the α/β-type Mg-Li-Al-Zn alloy.

The base metal is 3 mm-thick as-extruded Mg-10.3Li-2.4Al-0.7Zn sheets (LAZ1021). Fig. 13(a)
shows the 3-D optical microstructure of the as-extruded LAZ1021 alloy, which is composed of
a dual-phase crystal structure. The light gray and dark gray regions correspond to the Mg-rich
α-phase and the Li-rich β-phase, respectively. The α-phase is surrounded by the β-phase, and
the volume fraction of α-phase is about 30% (vol.%). The micro-Vickers hardness test showed
the average microhardness of α-phase is Hv64.3, while that of β-phase is Hv54.0. The tensile
specimen dimensions is the same as shown in Fig. 5(b). Tensile tests, which are conducted par‐
allel to the extruded direction (ED), have an initial strain rate of 1.67 × 10-3 s-1. The tensile tests
are performed at 25, 25, 50, 100, 150, 200 and 250°C using isothermal heating equipment. The
samples that failed are examined using a SEM to observe the fracture surfaces, while the failure
sub-surfaces on the TD plane are examined by an OM.
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Figure 13. (a) Optical micrograph of as-extruded LAZ1021 base metal at the ND, ED and TD planes, (b) stress-strain
curves, and (c) tensile testing results of the LAZ1021 alloy at various temperatures.
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Fig. 13(b) shows the stress-strain curves of the α/β-type LAZ1021 alloy obtained from the
uniaxial tensile tests conducted with a strain rate of 1.67 × 10-3 s-1 at various temperatures. To
describe and compare the tensile properties conveniently, Fig. 13(c) displays the effect of
testing temperatures on the yield strength (YS), ultimate tensile strength (UTS), uniform
elongation (UE) and total elongation (TE) of the α/β dual-phase LAZ1021 alloy. The cross
markers denote the highest and the lowest values (representing the data extremes) of the
measured tensile strength and elongation. It can be seen that the YS and UTS decreased with
increasing deformation temperatures. The difference between YS and UTS is very small for
temperatures higher than 150°C. It is worth noting that the elongation (especially for the TE)
significantly increased at deformation temperatures higher than 100°C, and the ductile-to-
brittle transition temperature (DBTT) can be pinpointed at about 50°C for the α/β-type
LAZ1021 alloy.

Fig. 14 shows the fracture surfaces and sub-surfaces (on the TD plane) within the gauge
length of deformed tensile specimens for a strain rate of 1.67 × 10-3 s-1 at certain specific de‐
formation temperatures. Fig. 14(a) shows a brittle fracture surface, which displays a lot of
cleavage features, generally observed at temperatures lower than room temperature (RT).
The brittle fracturing is reduced with increasing testing temperatures, and Fig. 14(b) shows a
mixed fracture surface of quasi-cleavage with tear ridges and dimpled ruptures at 50°C.
Ductile failure with obvious dimpled ruptures appears with increasing frequency at temper‐
atures higher than 100°C, as shown in Fig. 14(c) and 14(d). As seen from the fracture sub-
surfaces, significant brittle fractures occurred with a mixed transgranular cleavage within α-
phase and grain boundary separation fracture at β-phase, as denoted in Fig. 14(e). Cleavage
fracturing is still occurred within the α-phase at a deformation temperature of 50°C, as
shown in Fig. 14(f). However, some other α-phase is clearly elongated along the tensile di‐
rection without fracture, while decohesion-induced cracking is observed at the α/β-phase in‐
terface. Previous study indicated that cavities form easily after decohesion between the
second-phase and the matrix [148]. We found that cavities appeared and the cracking at the
α/β-phase interface became more evident with increasing the deformation temperature, as
denoted in Fig. 14(g). Since many of the cavities are fairly enlarged, as shown in Fig. 14(h), it
is reasonable to suggest that failure occurs ultimately through cavity coalescence and inter‐
linkage. Although the ductility of Mg-Li alloy is improved, the TE being restricted to about
55-60% can be considered as resulting from the serious cavitation and the interlinkage of
cavities when specimens deformed at high temperatures. Based on the fractography, it is
likely that brittle and ductile fractures are related to variations in the crystal structure and
the change of slip systems.

When a metal commences to deform plastically, slip begins when the shearing stress on the
slip plane in the slip direction reaches a critical resolved shear stress (CRSS). According to
Schmid’s law, if the tension axis is normal or parallel to the slip plane, the resolved shear
stress is zero. Slip will not occur for these orientations since there is no shear stress on the
slip plane. For the present used α/β-type LAZ1021 extruded alloy, the preferred orientation
of Mg-rich α-phase is (0002) with a plane normal in the TD. Since the tensile direction is par‐
allel to the basal plane, basal slip as well as the deformation twin will barely be present dur‐
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ing tensile tests. Brittle fracturing without significant twinning crosses through the Mg-rich
α-phase as shown in Fig. 14(a) and 14(e). Cleavage fracturing of the α-phase generally oc‐
curs as the plastic deformation proceeds at temperatures lower than RT. In addition, brittle
failure behavior can also be found in the intergranular fractures, which go along the grain
boundaries within the bcc Li-rich β-phase, as denoted in Fig. 14(e). These phenomena cause
the lack of ductility and low elongation of the α/β-type Mg-Li-Al-Zn alloy at deformation
temperatures lower than RT.

Figure 14. Tensile fracture surface of samples tested at (a) 25°C, (b) 50°C, (c) 100°C, (d) 250°C and failure sub-surface
(at the TD plane) of samples tested at (e) 25°C, (f) 50°C, (g) 100°C and (h) 200°C.

Greater non-basal slips, including prismatic and pyramidal slip, occur in situations with a
reduced c/a ratio for hcp metals (compared with the ideal value of 1.634) at elevated temper‐
atures or when the concentration of the solid solution changes [149]. For Mg-Li-based alloys,
it has been reported that the addition of Li to form a solid solution in Mg matrix will de‐
crease the length of the c-axis and thus lead to a reduction in the c/a ratio. Research results
suggest that this helps to suppress basal slip, and encourages prismatic slip. The variation in
stacking fault energy should also be considered for the Mg-Li alloys. Agnew et al. [150] indi‐
cated that Li additions may lower the non-basal stacking fault energy for the glissile disloca‐
tions and increase the stability of the glissile configuration. Since the pyramidal slip mode
offers five independent slip systems, it provides an explanation for the improved ductility of
Mg-Li alloy. The changes in failure behavior can be attributed to variations in the c/a ratio,
slip systems and stacking fault energy of the α/β-type Mg-Li alloy.

At higher testing temperatures, we can see that the elongation significantly increased and
the fraction of cleavage fracturing decreased at higher than 100°C. Since the prismatic slip of
the hcp α-phase is a thermally activated process and tends to be dominant above RT, lattice
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twisting of hcp α-phase will occur with a large number of prismatic slips; this in turn results
in an increase in the mobility of basal slips during tension. Although cleavage fracturing is
still likely to occur within some α-phase, most of the α-phase can be easily elongated, as
shown in Fig. 14(f) and 14(g). The ductility of LAZ1021 alloy is significantly increased and
the ductile-to-brittle transition occurs between about 50 and 100°C. Attendant with the im‐
provement in ductility, α/β-phase interfacial cracking, which is indicated in Fig. 14(f), begins
during the ductile-to-brittle transitional interval. At testing temperatures above 100°C, cavi‐
ties and α/β-phase interfacial cracking become more obvious, as shown in Fig. 14(g) and
14(h). The cavitation and interfacial cracking may result from the elongation difference be‐
tween α-phase and β-phase. Referring to the stress-strain curves displayed in Fig. 13(b), the
flow curves for 50-200°C exhibited serrations while specimens elongated beyond the UTS.
Although prismatic slip and basal slip of the α-phase are more active at high temperatures,
deformation occurred much more easily in the bcc β-phase because of more slip systems.
Thus, the DRX effect of the β-phase can be seen with refined grains as shown in Fig. 15(a).
The ductile failure is due entirely to dimpled ruptures (Fig. 14(c) and 14(d), Fig. 15(b)) and
resulted from the detrimental coalescence and interlinkage of cavities (Fig. 14(h)) as plane
slips, DRX and α/β-phase interfacial decohesion became more prevalent.
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Figure 15. (a) The tensile failure sub-surface, and (b) the fracture surface of samples tested at 100°C.

5. Microstructural refining effect on mechanical properties of FSP-
modified dual-phase Mg-Li-Al-Zn alloy

The aim of this section focuses on evaluating microstructural evolution, tensile mechanical
properties and failure behaviors of the α/β-dual-phase LAZ1021 extruded alloy through the
modification of FSP technique. A rotating rod of 20-mm diameter with a stirring pin of 6-
mm diameter and 2-mm depth is used for the FSP modification of LAZ1021. The rotation
speed is set at 2500 rpm, and the downward push pressure is controlled at about 15 MPa.
With a tilting angle of 1.5°, the stirring pin moved along the center line of the specimens at a
traverse speed of about 2.5 mm s-1. These specimens are designated as “LAZ1021-FSP”. The
phase composition and crystal structure of as-extruded LAZ1021 alloy and LAZ1021-FSP
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ing tensile tests. Brittle fracturing without significant twinning crosses through the Mg-rich
α-phase as shown in Fig. 14(a) and 14(e). Cleavage fracturing of the α-phase generally oc‐
curs as the plastic deformation proceeds at temperatures lower than RT. In addition, brittle
failure behavior can also be found in the intergranular fractures, which go along the grain
boundaries within the bcc Li-rich β-phase, as denoted in Fig. 14(e). These phenomena cause
the lack of ductility and low elongation of the α/β-type Mg-Li-Al-Zn alloy at deformation
temperatures lower than RT.

Figure 14. Tensile fracture surface of samples tested at (a) 25°C, (b) 50°C, (c) 100°C, (d) 250°C and failure sub-surface
(at the TD plane) of samples tested at (e) 25°C, (f) 50°C, (g) 100°C and (h) 200°C.

Greater non-basal slips, including prismatic and pyramidal slip, occur in situations with a
reduced c/a ratio for hcp metals (compared with the ideal value of 1.634) at elevated temper‐
atures or when the concentration of the solid solution changes [149]. For Mg-Li-based alloys,
it has been reported that the addition of Li to form a solid solution in Mg matrix will de‐
crease the length of the c-axis and thus lead to a reduction in the c/a ratio. Research results
suggest that this helps to suppress basal slip, and encourages prismatic slip. The variation in
stacking fault energy should also be considered for the Mg-Li alloys. Agnew et al. [150] indi‐
cated that Li additions may lower the non-basal stacking fault energy for the glissile disloca‐
tions and increase the stability of the glissile configuration. Since the pyramidal slip mode
offers five independent slip systems, it provides an explanation for the improved ductility of
Mg-Li alloy. The changes in failure behavior can be attributed to variations in the c/a ratio,
slip systems and stacking fault energy of the α/β-type Mg-Li alloy.

At higher testing temperatures, we can see that the elongation significantly increased and
the fraction of cleavage fracturing decreased at higher than 100°C. Since the prismatic slip of
the hcp α-phase is a thermally activated process and tends to be dominant above RT, lattice
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twisting of hcp α-phase will occur with a large number of prismatic slips; this in turn results
in an increase in the mobility of basal slips during tension. Although cleavage fracturing is
still likely to occur within some α-phase, most of the α-phase can be easily elongated, as
shown in Fig. 14(f) and 14(g). The ductility of LAZ1021 alloy is significantly increased and
the ductile-to-brittle transition occurs between about 50 and 100°C. Attendant with the im‐
provement in ductility, α/β-phase interfacial cracking, which is indicated in Fig. 14(f), begins
during the ductile-to-brittle transitional interval. At testing temperatures above 100°C, cavi‐
ties and α/β-phase interfacial cracking become more obvious, as shown in Fig. 14(g) and
14(h). The cavitation and interfacial cracking may result from the elongation difference be‐
tween α-phase and β-phase. Referring to the stress-strain curves displayed in Fig. 13(b), the
flow curves for 50-200°C exhibited serrations while specimens elongated beyond the UTS.
Although prismatic slip and basal slip of the α-phase are more active at high temperatures,
deformation occurred much more easily in the bcc β-phase because of more slip systems.
Thus, the DRX effect of the β-phase can be seen with refined grains as shown in Fig. 15(a).
The ductile failure is due entirely to dimpled ruptures (Fig. 14(c) and 14(d), Fig. 15(b)) and
resulted from the detrimental coalescence and interlinkage of cavities (Fig. 14(h)) as plane
slips, DRX and α/β-phase interfacial decohesion became more prevalent.
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Figure 15. (a) The tensile failure sub-surface, and (b) the fracture surface of samples tested at 100°C.

5. Microstructural refining effect on mechanical properties of FSP-
modified dual-phase Mg-Li-Al-Zn alloy

The aim of this section focuses on evaluating microstructural evolution, tensile mechanical
properties and failure behaviors of the α/β-dual-phase LAZ1021 extruded alloy through the
modification of FSP technique. A rotating rod of 20-mm diameter with a stirring pin of 6-
mm diameter and 2-mm depth is used for the FSP modification of LAZ1021. The rotation
speed is set at 2500 rpm, and the downward push pressure is controlled at about 15 MPa.
With a tilting angle of 1.5°, the stirring pin moved along the center line of the specimens at a
traverse speed of about 2.5 mm s-1. These specimens are designated as “LAZ1021-FSP”. The
phase composition and crystal structure of as-extruded LAZ1021 alloy and LAZ1021-FSP
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specimens are identified by X-ray diffractometry (XRD), using CuKα radiation at 30 kV, 20
mA with a scan speed of 1° (2θ) min-1. XRD analysis for the texture of the LAZ1021-FSP is
obtained from the stir zone (SZ) region. The micro-Vickers hardness test across the cross-
section of LAZ1021-FSP specimen is applied using a Vickers indenter (Hv) with a 50 g load
for 10 s dwell time. Each datum is the average of three tests. The dimension of tensile speci‐
mens, plane normal of PD, ND and TD planes are the same as defined in Fig. 5. Uniaxial
tensile tests are conducted parallel to the PD with an initial strain rate of 1.67 × 10-3 s-1 at RT.
The failure sub-surfaces on the TD plane and the fracture surfaces are also examined by OM
and SEM, respectively.

Fig. 16 shows the cross-sectional features of LAZ1021-FSP specimen. We can see that the mi‐
crostructure is significantly changed after the FSP modification. The bottom SZ region (SZ2)
displays an obvious plastic flow with a finer microstructure than the upper SZ region (SZ1),
as shown in Fig. 16(a). Compared with the base metal (Fig. 16(b)), the grain size of Mg-rich
α-phase and Li-rich β-phase for the LAZ1021-FSP are refined and redistributed with an ob‐
vious texture within the SZ, as shown in Fig. 16(c) and 16(d). In addition, it is noted that the
Mg-rich α-phase is likely dissolved in the matrix during FSP, and then the α-phase (as indi‐
cated by arrows in Fig. 16(c)) re-precipitated not only at the grain boundaries, but also with‐
in the refined grains of the β-phase, especially occurred in the SZ. The volume fraction of α-
phase is reduced to about 11-15% (vol.%) after FSP modification.
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Figure 16. (a) The cross-sectional microstructure (on the PD plane) of the LAZ1021-FSP specimen. Microstructural fea‐
tures of (b) the base metal (BM), the stir zone of (c) SZ1 and (d) SZ2 denoted in (a).

Fig. 17(a) shows the XRD patterns, which display typical diffraction peaks of Mg-rich α-
phase and Li-rich β-phase, of the LAZ1021 extruded alloy on the ND, ED and TD planes.
The prismatic planes of (112̄0) and (101̄0) are the preferred orientations of hcp α-phase on
the ND and ED planes, respectively. Some crystal planes of the α-phase are also observed,
though the peak intensities are low. Compared with the standard powder diffraction of Mg
(JCPDS 35-0821), the (0002) basal plane, which displays a stronger peak intensity, can be rec‐
ognized as the preferred orientation of the TD plane. For the hcp α-phase, therefore, the bas‐
al plane is parallel to the ED, and its plane normal (the c-axis of hcp crystal structure) is
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perpendicular to the TD plane. As for the bcc β-phase, the (200) and (110) planes are identi‐
fied as the preferred orientations of the ND plane and of both the ED and TD planes, respec‐
tively. Apart from the peaks of α and β-phases, relatively weak peaks are also observed in
Fig. 17(a), and these peaks belong to the AlLi intermetallic compound (JCPDS 71-0362). Fig.
17(b) shows the XRD patterns obtained from SZ regions on the ND, PD and TD planes of the
LAZ1021-FSP specimen, respectively. Diffraction peaks of the AlLi intermetallic compound
is reduced, and it is recognized that the AlLi compound is dissolved after the FSP. It is noted
that the peaks intensity of the hcp α-phase is significantly reduced and the texture of extrud‐
ed LAZ1021 alloy is changed after the FSP, especially for the ND plane of LAZ1021-FSP
specimens. We can see that the preferred orientation of the hcp α-phase is varied from the
prismatic plane (112̄0) to the pyramidal plane (101̄1), and the bcc β-phase is varied from
(200) to (110) on the ND plane. The reduction of diffraction peaks intensity for the α-phase
can be resulted from the decrease in the volume fraction of α-phase. The (110) plane of the
bcc β-phase can be identified as the preferred orientation for the LAZ1021-FSP modified
specimens, as shown in Fig. 17(b).
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(200) to (110) on the ND plane. The reduction of diffraction peaks intensity for the α-phase can be 
resulted from the decrease in the volume fraction of α-phase. The (110) plane of the bcc β-phase can be 
identified as the preferred orientation for the LAZ1021-FSP modified specimens, as shown in Fig. 17(b). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 17. X-ray diffraction patterns of (a) the as-extruded LAZ1021, and (b) the LAZ1021-FSP specimen. 
 

Fig. 18(a) displays the microhardness (Hv) profiles along the cross-section of LAZ1021-FSP 
specimen. The dash line is the micrograph represents the Vickers indenter testing area, which is located 
at 1 mm depth from the surface. The result shows that the microhardness within SZ (average value of 
Hv72.5) is significantly increased and higher than the the base metal region. Fig. 18(b) displays the 
stress-strain curves of the as-extruded LAZ1021 alloy and the LAZ1021-FSP specimen. After FSP 
modification, the tensile strength is increased to about 180 MPa, but the elongation is significantly 
decreased for the LAZ1021-FSP specimen. The total elongation (TE) of LAZ1021 alloy is reduced from 
about 10% to about 3% after FSP. The variation of microhardness and tensile mechanical properties can 
be resulted from the microstructural features and preferred orientations (Figs. 16 and 17) are significantly 
varied with performing FSP modification. Fig. 19 shows the fracture surface and failure sub-surface of 
the LAZ1021-FSP specimen. Compared with the failure morphologies of as-extruded LAZ1021 alloy 
(Fig. 14(a) and 14(e)), the LAZ1021-FSP specimen displays an intergranular fracture feature, as shown 
in Fig. 19(a). Since the α-phase is precipitated at grain boundaries of the β-phase after FSP, it is 
recognized that the intergranular fracture can be resulted from the α/β-interface decohesion and the 
cracks propagation along the grain boundaries of β-phase, as shown in Fig. 19(b).  
 
 
 
 
 
 
 
 
 
 
 
Fig. 18. (a) Microhardness (Hv) of the LAZ1021-FSP. The indentations are made with a spacing of 0.5 
mm along the parallel dash line. (b) The stress-strain curves of the as-extruded LAZ1021 alloy and the 
LAZ1021-FSP specimen.  
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Figure 17. X-ray diffraction patterns of (a) the as-extruded LAZ1021, and (b) the LAZ1021-FSP specimen.

Fig. 18(a) displays the microhardness (Hv) profiles along the cross-section of LAZ1021-FSP
specimen. The dash line is the micrograph represents the Vickers indenter testing area,
which is located at 1 mm depth from the surface. The result shows that the microhardness
within SZ (average value of Hv72.5) is significantly increased and higher than the the base
metal region. Fig. 18(b) displays the stress-strain curves of the as-extruded LAZ1021 alloy
and the LAZ1021-FSP specimen. After FSP modification, the tensile strength is increased to
about 180 MPa, but the elongation is significantly decreased for the LAZ1021-FSP specimen.
The total elongation (TE) of LAZ1021 alloy is reduced from about 10% to about 3% after FSP.
The variation of microhardness and tensile mechanical properties can be resulted from the
microstructural features and preferred orientations (Figs. 16 and 17) are significantly varied
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specimens are identified by X-ray diffractometry (XRD), using CuKα radiation at 30 kV, 20
mA with a scan speed of 1° (2θ) min-1. XRD analysis for the texture of the LAZ1021-FSP is
obtained from the stir zone (SZ) region. The micro-Vickers hardness test across the cross-
section of LAZ1021-FSP specimen is applied using a Vickers indenter (Hv) with a 50 g load
for 10 s dwell time. Each datum is the average of three tests. The dimension of tensile speci‐
mens, plane normal of PD, ND and TD planes are the same as defined in Fig. 5. Uniaxial
tensile tests are conducted parallel to the PD with an initial strain rate of 1.67 × 10-3 s-1 at RT.
The failure sub-surfaces on the TD plane and the fracture surfaces are also examined by OM
and SEM, respectively.

Fig. 16 shows the cross-sectional features of LAZ1021-FSP specimen. We can see that the mi‐
crostructure is significantly changed after the FSP modification. The bottom SZ region (SZ2)
displays an obvious plastic flow with a finer microstructure than the upper SZ region (SZ1),
as shown in Fig. 16(a). Compared with the base metal (Fig. 16(b)), the grain size of Mg-rich
α-phase and Li-rich β-phase for the LAZ1021-FSP are refined and redistributed with an ob‐
vious texture within the SZ, as shown in Fig. 16(c) and 16(d). In addition, it is noted that the
Mg-rich α-phase is likely dissolved in the matrix during FSP, and then the α-phase (as indi‐
cated by arrows in Fig. 16(c)) re-precipitated not only at the grain boundaries, but also with‐
in the refined grains of the β-phase, especially occurred in the SZ. The volume fraction of α-
phase is reduced to about 11-15% (vol.%) after FSP modification.
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Figure 16. (a) The cross-sectional microstructure (on the PD plane) of the LAZ1021-FSP specimen. Microstructural fea‐
tures of (b) the base metal (BM), the stir zone of (c) SZ1 and (d) SZ2 denoted in (a).

Fig. 17(a) shows the XRD patterns, which display typical diffraction peaks of Mg-rich α-
phase and Li-rich β-phase, of the LAZ1021 extruded alloy on the ND, ED and TD planes.
The prismatic planes of (112̄0) and (101̄0) are the preferred orientations of hcp α-phase on
the ND and ED planes, respectively. Some crystal planes of the α-phase are also observed,
though the peak intensities are low. Compared with the standard powder diffraction of Mg
(JCPDS 35-0821), the (0002) basal plane, which displays a stronger peak intensity, can be rec‐
ognized as the preferred orientation of the TD plane. For the hcp α-phase, therefore, the bas‐
al plane is parallel to the ED, and its plane normal (the c-axis of hcp crystal structure) is
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perpendicular to the TD plane. As for the bcc β-phase, the (200) and (110) planes are identi‐
fied as the preferred orientations of the ND plane and of both the ED and TD planes, respec‐
tively. Apart from the peaks of α and β-phases, relatively weak peaks are also observed in
Fig. 17(a), and these peaks belong to the AlLi intermetallic compound (JCPDS 71-0362). Fig.
17(b) shows the XRD patterns obtained from SZ regions on the ND, PD and TD planes of the
LAZ1021-FSP specimen, respectively. Diffraction peaks of the AlLi intermetallic compound
is reduced, and it is recognized that the AlLi compound is dissolved after the FSP. It is noted
that the peaks intensity of the hcp α-phase is significantly reduced and the texture of extrud‐
ed LAZ1021 alloy is changed after the FSP, especially for the ND plane of LAZ1021-FSP
specimens. We can see that the preferred orientation of the hcp α-phase is varied from the
prismatic plane (112̄0) to the pyramidal plane (101̄1), and the bcc β-phase is varied from
(200) to (110) on the ND plane. The reduction of diffraction peaks intensity for the α-phase
can be resulted from the decrease in the volume fraction of α-phase. The (110) plane of the
bcc β-phase can be identified as the preferred orientation for the LAZ1021-FSP modified
specimens, as shown in Fig. 17(b).
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Fig. 17. X-ray diffraction patterns of (a) the as-extruded LAZ1021, and (b) the LAZ1021-FSP specimen. 
 

Fig. 18(a) displays the microhardness (Hv) profiles along the cross-section of LAZ1021-FSP 
specimen. The dash line is the micrograph represents the Vickers indenter testing area, which is located 
at 1 mm depth from the surface. The result shows that the microhardness within SZ (average value of 
Hv72.5) is significantly increased and higher than the the base metal region. Fig. 18(b) displays the 
stress-strain curves of the as-extruded LAZ1021 alloy and the LAZ1021-FSP specimen. After FSP 
modification, the tensile strength is increased to about 180 MPa, but the elongation is significantly 
decreased for the LAZ1021-FSP specimen. The total elongation (TE) of LAZ1021 alloy is reduced from 
about 10% to about 3% after FSP. The variation of microhardness and tensile mechanical properties can 
be resulted from the microstructural features and preferred orientations (Figs. 16 and 17) are significantly 
varied with performing FSP modification. Fig. 19 shows the fracture surface and failure sub-surface of 
the LAZ1021-FSP specimen. Compared with the failure morphologies of as-extruded LAZ1021 alloy 
(Fig. 14(a) and 14(e)), the LAZ1021-FSP specimen displays an intergranular fracture feature, as shown 
in Fig. 19(a). Since the α-phase is precipitated at grain boundaries of the β-phase after FSP, it is 
recognized that the intergranular fracture can be resulted from the α/β-interface decohesion and the 
cracks propagation along the grain boundaries of β-phase, as shown in Fig. 19(b).  
 
 
 
 
 
 
 
 
 
 
 
Fig. 18. (a) Microhardness (Hv) of the LAZ1021-FSP. The indentations are made with a spacing of 0.5 
mm along the parallel dash line. (b) The stress-strain curves of the as-extruded LAZ1021 alloy and the 
LAZ1021-FSP specimen.  

20 40 60 80

In
te

ns
ity

 (a
.u

.)

2

(a) 

ND

TD 

ED 

 
(2

00
) 

 
(2

11
) 


 (1

12
0)

 


 (1

12
2)

 

 
(1

10
) 


 (1

01
0)

 


 (1

01
1)

 


 (1

01
0)

 


 (0
00

2)
 

 
(2

20
) 


 (0

00
2)

 

 
(2

20
) 

 
(2

11
) 

AlLi 

20 30 40 50 60 70 80

TD

ED

ND

 (degree)
20 40 60 80 

2θ

In
te

ns
ity

 (a
.u

.) 

(b) 

ND

TD 

PD 

 
(1

10
) 


 (1

01
0)

 


 (1

01
1)

 


 (0

00
2)

 

 
(2

00
) 

 
(2

11
) 

 
(2

20
) 

 
(2

20
) 

 
(2

11
) 

 
(2

11
) 


 (1

01
2)

 


 (1

12
0)

 

 
(2

00
) 


 (1

01
2)

 


 (1

12
0)

 

 
(2

00
) 

Figure 17. X-ray diffraction patterns of (a) the as-extruded LAZ1021, and (b) the LAZ1021-FSP specimen.

Fig. 18(a) displays the microhardness (Hv) profiles along the cross-section of LAZ1021-FSP
specimen. The dash line is the micrograph represents the Vickers indenter testing area,
which is located at 1 mm depth from the surface. The result shows that the microhardness
within SZ (average value of Hv72.5) is significantly increased and higher than the the base
metal region. Fig. 18(b) displays the stress-strain curves of the as-extruded LAZ1021 alloy
and the LAZ1021-FSP specimen. After FSP modification, the tensile strength is increased to
about 180 MPa, but the elongation is significantly decreased for the LAZ1021-FSP specimen.
The total elongation (TE) of LAZ1021 alloy is reduced from about 10% to about 3% after FSP.
The variation of microhardness and tensile mechanical properties can be resulted from the
microstructural features and preferred orientations (Figs. 16 and 17) are significantly varied

Tensile Mechanical Properties and Failure Behaviors of Friction Stir Processing (FSP)…
http://dx.doi.org/10.5772/54313

323



with performing FSP modification. Fig. 19 shows the fracture surface and failure sub-surface
of the LAZ1021-FSP specimen. Compared with the failure morphologies of as-extruded
LAZ1021 alloy (Fig. 14(a) and 14(e)), the LAZ1021-FSP specimen displays an intergranular
fracture feature, as shown in Fig. 19(a). Since the α-phase is precipitated at grain boundaries
of the β-phase after FSP, it is recognized that the intergranular fracture can be resulted from
the α/β-interface decohesion and the cracks propagation along the grain boundaries of β-
phase, as shown in Fig. 19(b).
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Figure 18. (a) Microhardness (Hv) of the LAZ1021-FSP. The indentations are made with a spacing of 0.5 mm along the
parallel dash line. (b) The stress-strain curves of the as-extruded LAZ1021 alloy and the LAZ1021-FSP specimen.
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Figure 19. (a) Fracture surface, and (b) failure sub-surface on the TD plane of the LAZ1021-FSP specimen.
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6. Conclusion

The evolution of microstructural features, tensile mechanical properties and failure behav‐
iors of full-annealed Mg-6Al-1Zn (AZ61-O) and as-extruded α/β-dual-phase
Mg-10Li-2Al-1Zn (LAZ1021) alloys with applying a microstructural modification of the fric‐
tion stir processing (FSP) are evaluated in this chapter. In summary, the grain size of AZ61-
O and LAZ1021 alloys is significantly refined after the FSP modification. It is noted that the
preferred orientations of hcp Mg-rich α-phase and bcc Li-rich β-phase is changed for the
LAZ1021-FSP specimens. The volume fraction of α-phase is reduced after FSP, and the for‐
mation of a specific texture of the LAZ1021-FSP is resulted from the re-precipitation of α-
phase within the grains and at the grain boundaries of β-phase in the stir zone (SZ). After
the FSP, the microhardness within SZ is significantly improved for both of the AZ61-O and
LAZ1021 alloys.

Tensile strength is decreased and total elongation is increased with decreasing the initial
strain rate for both of the AZ61-O and AZ61-FSP. The serration of tensile stress-strain curves
for AZ61-FSP specimens are resulted from the dynamic recrystallization (DRX) effect. The
DRX effect is activated at lower temperature and the driving force of DRX is much higher
for the AZ61-FSP modified specimens than the AZ61-O. Based on the evaluation of strain
hardening exponent (n-value) and average grain size, it is demonstrated that the grain boun‐
dary sliding (GBS) is a dominant deformation mechanism for the DRX during the tensile de‐
formation performed at a lower strain rate and higher deformation temperatures for the
AZ61-FSP specimens.

For α/β-dual-phase LAZ1021 alloy, the tensile strength is increased, but the total elongation
is significantly decreased after the FSP modification. LAZ1021-FSP displays an intergranular
fracture, which is occurred from the α/β-interface decohesion and crack propagation along
the grain boundaries of β-phase. A significant ductile-to-brittle transition effect is confirmed
for the α/β-dual-phase Mg-Li-Al-Zn alloy. At temperatures lower than 25°C, fracturing oc‐
curs by transgranular cleavage of the α-phase and intergranular fracture at grain boundaries
of the β-phase. At deformation temperatures higher than 100°C, the dominant failure behav‐
iors are interfacial cracking between α/β interface and ductile dimpled ruptures of the β-
phase. The ductile-to-brittle transition occurred at temperatures between 25 and 100°C, and
the ductile-to-brittle transition temperature (DBTT) can be pinpointed at around 50°C for the
α/β-dual-phase LAZ1021 alloy. The dimpled rupture for specimens with higher elongation
is resulted from the cavitation due to the α/β interfacial cavities coalescence and interlink‐
age. Failures with dimpled ruptures occurred from the cavitation is more significant with
increasing deformation temperatures.

Acknowledgements

This study was financially supported by the National Science Council of Taiwan (Contract
No. NSC 100-2221-E-150-037 and NSC 101-2221-E-150-028) for which we are grateful.

Tensile Mechanical Properties and Failure Behaviors of Friction Stir Processing (FSP)…
http://dx.doi.org/10.5772/54313

325



with performing FSP modification. Fig. 19 shows the fracture surface and failure sub-surface
of the LAZ1021-FSP specimen. Compared with the failure morphologies of as-extruded
LAZ1021 alloy (Fig. 14(a) and 14(e)), the LAZ1021-FSP specimen displays an intergranular
fracture feature, as shown in Fig. 19(a). Since the α-phase is precipitated at grain boundaries
of the β-phase after FSP, it is recognized that the intergranular fracture can be resulted from
the α/β-interface decohesion and the cracks propagation along the grain boundaries of β-
phase, as shown in Fig. 19(b).
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Figure 18. (a) Microhardness (Hv) of the LAZ1021-FSP. The indentations are made with a spacing of 0.5 mm along the
parallel dash line. (b) The stress-strain curves of the as-extruded LAZ1021 alloy and the LAZ1021-FSP specimen.
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Figure 19. (a) Fracture surface, and (b) failure sub-surface on the TD plane of the LAZ1021-FSP specimen.
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6. Conclusion

The evolution of microstructural features, tensile mechanical properties and failure behav‐
iors of full-annealed Mg-6Al-1Zn (AZ61-O) and as-extruded α/β-dual-phase
Mg-10Li-2Al-1Zn (LAZ1021) alloys with applying a microstructural modification of the fric‐
tion stir processing (FSP) are evaluated in this chapter. In summary, the grain size of AZ61-
O and LAZ1021 alloys is significantly refined after the FSP modification. It is noted that the
preferred orientations of hcp Mg-rich α-phase and bcc Li-rich β-phase is changed for the
LAZ1021-FSP specimens. The volume fraction of α-phase is reduced after FSP, and the for‐
mation of a specific texture of the LAZ1021-FSP is resulted from the re-precipitation of α-
phase within the grains and at the grain boundaries of β-phase in the stir zone (SZ). After
the FSP, the microhardness within SZ is significantly improved for both of the AZ61-O and
LAZ1021 alloys.

Tensile strength is decreased and total elongation is increased with decreasing the initial
strain rate for both of the AZ61-O and AZ61-FSP. The serration of tensile stress-strain curves
for AZ61-FSP specimens are resulted from the dynamic recrystallization (DRX) effect. The
DRX effect is activated at lower temperature and the driving force of DRX is much higher
for the AZ61-FSP modified specimens than the AZ61-O. Based on the evaluation of strain
hardening exponent (n-value) and average grain size, it is demonstrated that the grain boun‐
dary sliding (GBS) is a dominant deformation mechanism for the DRX during the tensile de‐
formation performed at a lower strain rate and higher deformation temperatures for the
AZ61-FSP specimens.

For α/β-dual-phase LAZ1021 alloy, the tensile strength is increased, but the total elongation
is significantly decreased after the FSP modification. LAZ1021-FSP displays an intergranular
fracture, which is occurred from the α/β-interface decohesion and crack propagation along
the grain boundaries of β-phase. A significant ductile-to-brittle transition effect is confirmed
for the α/β-dual-phase Mg-Li-Al-Zn alloy. At temperatures lower than 25°C, fracturing oc‐
curs by transgranular cleavage of the α-phase and intergranular fracture at grain boundaries
of the β-phase. At deformation temperatures higher than 100°C, the dominant failure behav‐
iors are interfacial cracking between α/β interface and ductile dimpled ruptures of the β-
phase. The ductile-to-brittle transition occurred at temperatures between 25 and 100°C, and
the ductile-to-brittle transition temperature (DBTT) can be pinpointed at around 50°C for the
α/β-dual-phase LAZ1021 alloy. The dimpled rupture for specimens with higher elongation
is resulted from the cavitation due to the α/β interfacial cavities coalescence and interlink‐
age. Failures with dimpled ruptures occurred from the cavitation is more significant with
increasing deformation temperatures.
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Photothermal Techniques in Material Characterization

Marios Nestoros

Additional information is available at the end of the chapter
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1. Introduction

The 21st century is characterized by a rapid increase in technological applications which involve
the design and development of materials with tailored properties that manifest and take
advantage of scientific developments from the region of modern physics. In medicine and
biology there is a need of new materials that are biocompatible and exhibit similar biological
behavior to that of several types of human tissue. In structural engineering there are new
approaches for the production of concrete materials that can withstand tension, can self-repair
and self-monitor structural damage. Organic semiconductors and devices based on nanoma‐
terials unfold new dimensions in optoelectronics, information technology and renewable
energy applications.

The field of photothermal physics and the related characterization techniques is becoming
increasingly important with the advance in the design and production of “new materials”
(composite materials/heterostructures). Several photothermal techniques present significant
advantages over traditional material characterization techniques, mainly due to their non-
contact and non-destructive nature. Photothermal techniques offer high sensitivity relative to
the thermal and optoelectronic properties of materials although in most cases the extraction
of the aforementioned parameters is not direct and involves much computational effort. In
addition in several cases the above techniques can be used to monitor in real time industrial
or in-lab processes.

In this chapter the concept of thermal and electronic wave methodology will be initially
introduced, followed by information on a brief description of experimental setups and recent
advances in the field. The chapter will focus on the presentation of examples from the
application of some photothermal techniques in the characterization of composite materials
and thin metal films used as gas sensors.
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Chapter 14

Photothermal Techniques in Material Characterization

Marios Nestoros

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/56039

1. Introduction

The 21st century is characterized by a rapid increase in technological applications which involve
the design and development of materials with tailored properties that manifest and take
advantage of scientific developments from the region of modern physics. In medicine and
biology there is a need of new materials that are biocompatible and exhibit similar biological
behavior to that of several types of human tissue. In structural engineering there are new
approaches for the production of concrete materials that can withstand tension, can self-repair
and self-monitor structural damage. Organic semiconductors and devices based on nanoma‐
terials unfold new dimensions in optoelectronics, information technology and renewable
energy applications.

The field of photothermal physics and the related characterization techniques is becoming
increasingly important with the advance in the design and production of “new materials”
(composite materials/heterostructures). Several photothermal techniques present significant
advantages over traditional material characterization techniques, mainly due to their non-
contact and non-destructive nature. Photothermal techniques offer high sensitivity relative to
the thermal and optoelectronic properties of materials although in most cases the extraction
of the aforementioned parameters is not direct and involves much computational effort. In
addition in several cases the above techniques can be used to monitor in real time industrial
or in-lab processes.

In this chapter the concept of thermal and electronic wave methodology will be initially
introduced, followed by information on a brief description of experimental setups and recent
advances in the field. The chapter will focus on the presentation of examples from the
application of some photothermal techniques in the characterization of composite materials
and thin metal films used as gas sensors.
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2. Thermal and electronic waves

The optical absorption of an intensity modulated beam of light results in the diffusion of the
generated heat through the sample according to Fourier’s law. Due to the periodic nature of
the excitations, one expects a periodic temperature response. The combination of Fourier’s
Law and energy conservation provides the conduction heat transfer equation [1]:
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In the above equation the temperature T is a function of position r and time t. The temperature
depends on the thermal diffusivity DT and on the thermal conductivity ĸ of the material. The
heat source term Q(r,t) is measured in W.m-3 and is modulated at an angular frequency ω =
2πf. In the case of one dimensional heat flux along the z axis the heat source term takes the
form
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Assuming one dimensional heat flow along z direction, introducing eq.(2) into eq.(1) and
taking the temporal Fourier transform of eq.(1) one gets the following differential equation for
the ac temperature field ∆T in the material
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In the above equationsα and R, are respectively the optical absorption coefficient and reflec‐
tivity at the excitation wavelength and I0 is the incident optical intensity (in W/m2).

A fundamental quantity for the thermal waves [1] which are the solutions of eq.(3) is the
thermal wavenumber σT [1]defined as:
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The quantity μT is the thermal diffusion length defined as:
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At high modulation frequencies (f) the thermal diffusion length μT is small, so the thermal
waves are restricted near the surface of the sample, while at low modulation frequencies the
thermal wave centroid lies deeper in the material. The ac temperature field ∆T has an ampli‐
tude and phase (relative to the excitation) that can be measured with different photothermal
configurations and reveal the thermal properties of the material under investigation.

In semiconducting materials, if the incident photon energy (hν) is above the energy gap (Eg),
the optical excitation results in the generation of free electron and hole populations that
contribute to the conductivity of the material. On a picosecond time scale electrons and holes
become thermalized with the lattice through phonon interaction, releasing the excess energy
h ν -Eg, and lie on the bottom of the conduction band (electrons) and top of the valence band
(holes). Then, electrons and holes diffuse for some time, known as carrier lifetime τ, before
they recombine through non-radiative recombination processes, giving thermal energy h ν to
the lattice. Following an approach similar to the one described above for thermal waves, one
can formulate an equation for the plasma (electron –hole) diffusion equation:

( ) ( ) ( )0
2 , 12 ,

2 N

d z I R zN z eN Ddz

w as w a
N × - - ×- ×  = - × (6)

Where ∆N is the ac component of the plasma concentration in m-3, DN is the electronic
diffusivity of the material and σ N is the electronic wave number defined as
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The electronic diffusion length is defined as
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At high modulation frequencies ωτ >>1 the expression for the electronic diffusion length takes
a similar form to that for the thermal diffusion length and depends on the modulation
frequency, μN=(DN/πf)1/2. At small modulation frequencies the electronic diffusion length is
constant, μN=(DN‧τ)1/2, and the plasma wave is in phase with the optical excitation.

The dimensionality of the diffusion problem (thermal/plasma) depends on the relation of the
diffusion length (thermal, electronic) to the spot sizes of the pump beam and the probe beam.
The assumption of one dimensional propagation for the thermal/electronic wave is a valid as
long as the thermal/electronic diffusion length is smaller than the spot size of the beam.

Here we have to mention that in the case of semiconductors the heat source [2,3] included in
the thermal diffusion equation has to be modified in order to include the heat released by the
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a similar form to that for the thermal diffusion length and depends on the modulation
frequency, μN=(DN/πf)1/2. At small modulation frequencies the electronic diffusion length is
constant, μN=(DN‧τ)1/2, and the plasma wave is in phase with the optical excitation.

The dimensionality of the diffusion problem (thermal/plasma) depends on the relation of the
diffusion length (thermal, electronic) to the spot sizes of the pump beam and the probe beam.
The assumption of one dimensional propagation for the thermal/electronic wave is a valid as
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thermalization of free carriers which is proportional to h ν-Eg as well as the one due to non-
radiative recombination which is proportional to Eg/ τ. Hence the thermal diffusion equation
takes the form
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This means that the system of thermal and plasma diffusion equations is coupled and one
should first seek the solution of the plasma equation and then the thermal one.

The appropriate boundary conditions [2,3] have to be applied depending on the sample
structure (two layer, multilayer) in order to get the solutions of the ac fields ∆T(z, ω) and ∆N(z,
ω). The boundary conditions involve the continuity of heat flux and temperature at the
interfaces, as well as the continuity of carrier concentration at the interfaces and the recombi‐
nation of free carriers at the surfaces and interfaces.

3. Instrumentation and setup of some photothermal techniques

3.1. Photomodulated Thermoreflectance (PMTR)

Photomodulated Thermoreflectance (PMTR) has been used extensively for the characteriza‐
tion of a variety of implanted semiconductors and layered structures [3-9]. Concerning
applications in electronic materials one can mention among others: ion implantation moni‐
toring, annealing kinetics of defects [5,6], etch monitoring and carrier lifetime evaluation [6,7],
thin metal film measurements [4]. The technique is based on the detection of local temperature
excursions on the surface of the material under investigation induced by an intensity modu‐
lated light beam (pump) via the monitoring of the surface reflectance with the aid of another
light beam (probe). The non-contact and non-destructive character of the technique in addition
to the high sensitivity to thermal inhomogeneities, make PMTR an attractive material evalu‐
ation technique. The technological trend towards smaller structures in the field of microelec‐
tronics creates the need for characterization techniques with improved spatial resolution. Such
a technique is PMTR-microscopy (micro PMTR) [10], a variant of PMTR which combines the
advantages of the PMTR technique mentioned above, with the various functions of a micro‐
scope offering the ability of viewing the sample under test while characterizing it. In addition
it offers an improved spatial resolution as compared to the conventional PMTR technique. A
conventional PMTR setup (Figure 1) as the one used for the experiments described in the
applications discussed in this chapter, is described below.

An Ar+ laser operating at the main lines of 488 nm and 514.5 nm is used as the excitation source
providing the pump beam with an intensity that is modulated by an acousto-optic modula‐
tor. The pump beam (typical power 60 mW) is then focused onto the sample’s surface at a nearly
normal incidence to a spot size that can be varied. The reflectivity changes of the surface due to
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the photo-induced thermal and or plasma waves are probed by a He–Ne Laser operating at
632.8 nm and at a power of a few mW. The probe beam is focused onto the sample collinearly
to the pump beam. The reflected probe beam is diverted with the aid of a polarizing beam splitter
to a silicon photodiode, filtered by a 632.8nm band pass interference filter. In order to reject any
signal contributions arising from the thermoelastic deformation of the sample surface, the
detector is deliberately underfilled, and is operated in the sum mode. The output of the detector
is monitored with a fast lock-in amplifier, synchronous with the Ar+ modulation of various
frequencies. The in-phase and quadrature components of the signal are stored in the comput‐
er for subsequent analysis and display. The PMTR signal SPMTR is proportional to the reflectiv‐
ity change ∆R of the sample’s surface (z=0) and can be expressed as
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3.2. Photothermal Radiometry (PTR)

Photothermal radiometry [9-11] relies on the monitoring of modulated blackbody radiation
emitted from a material that is optically excited by an intensity modulated monochromatic
light beam. Following partial or total absorption of the incident radiation, a portion of it is
converted into heat. The subsequent diffusion of heat is dictated by thermal transport prop‐
erties like thermal diffusivity and thermal conductivity. In semiconducting samples the
photoexcited carriers behave as Planck radiators that contribute to the black body emission.

Figure 1. PMTR setup
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In the case of good quality semiconductors the contribution of free carriers is the main
component of the PTR signal which has an amplitude that is proportional to free carrier’s
lifetime. As a result photothermal techniques allow the determination of optical, electronic as
well as thermophysical properties of materials even in cases of efficient light scattering
materials, which prohibit their characterization through conventional optical techniques.
Photothermal radiometry has been used to characterize a variety of materials and thin films
ranging from semiconducting films [11,12,14] to nanotube/nanoparticle composites [15,16] and
biomaterials [17]. The PTR experimental setup (shown in Figure 2) consists of an excitation
laser source (DPSS laser emitting at 512 nm), an a acousto-optic cell that chops periodically the
laser intensity, an MCT (Mercury, Cadmium- Telluride) detector with detection in the 2 μm-12
μm wavelength range, a preamplifier, a phase sensitive detection system (lock in amplifier)
and a couple of off axis Ag coated paraboloid mirrors to gather and collimate the black body
radiation emitted from the excited sample in the sensitive detector area. The excitation beam
with incident power illuminates the sample surface almost at normal incidence. As the
modulation frequency is varied (typical frequency span 100-106 Hz) the signal amplitude and
phase is recorded. In order to calculate the instrumental transfer function with which we have
to correct the experimental data, a frequency scan of a thick and opaque sample (steel disc) is
usually performed. The PTR signal SPTR can be expressed in most of the cases as an integral of
the temperature field and the plasma field (in the case of semiconductors) over the thickness
of the sample multiplied by appropriate coefficients C1 and C2 [14].
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4. Applications of photothermal techniques in materials characterization

4.1. Analysis of Hydrogen adsorption and desorption on palladium thin films with
photomodulated thermoreflectance measurements

The importance of hydrogen gas technology is growing due to the many industrial applications
as well as the needs for environmentally clean energy resources. Nevertheless hydrogen gas
has some disadvantages concerning its storage and its flammability. For these reasons there is
a need for hydrogen sensors with high sensitivity and fast response. In addition the reaction
kinetics of hydrogen gas with the surface of the sensor is quite interesting from the viewpoint
of physical chemistry and materials science. In this paragraph the kinetics of hydrogen
adsorption and desorption on palladium thin films was studied [18] via photomodulated
thermorefelectance (PMTR) measurements. The analysis of the experimental data is based on
a Langmuirian isothermal model which supports a dissociative adsorption of hydrogen on
palladium followed by molecular desorption. The values of the adsorption and desorption rate
constants were determined and their values are discussed. The response and recovery times
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of the sensor were measured and their dependence on hydrogen concentration is also explored
and discussed.

4.1.1. Sample details and experimental methodology

The sensor consists of a palladium thin film, with a thickness of 6 nm, evaporated on silicon
substrate, with an intermediate layer of silicon oxide. In hydrogen atmosphere the PMTR
signal from such sensors alters due to the adsorption of hydrogen onto the palladium film and
the formation of the palladium hydride. The formation of the PdHX modifies the electronic
structure of the palladium metal and also changes the Pd lattice constant. These modifications
finally change the refractive index and the reflectance of the Pd film surface [19,20].The
experimental setup has been discussed earlier in this chapter. The excitation beam (Ar+ laser
operating at 488 nm) power was set at 100 mW and the diameter of the spot size on the samples
was 50 μm. The reflectivity changes of the surface were monitored by a He-Ne Laser operating
at 632.8 nm and a power of 0.5 mW. The probe beam was focused onto the sample to a spot
size of 35 μm, collinearly to the pump beam. The modulation frequency value of the pump
beam was set at 1 kHz since at this frequency the signal was stable, with a good signal to noise
ratio.

The thin film sensor was placed in a cylindrical cell (radius of 4.7 cm and length of 15.6 cm)
with a gas input and output system as well as a temperature controller. High accuracy

Figure 2. PTR setup
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beam was set at 1 kHz since at this frequency the signal was stable, with a good signal to noise
ratio.

The thin film sensor was placed in a cylindrical cell (radius of 4.7 cm and length of 15.6 cm)
with a gas input and output system as well as a temperature controller. High accuracy

Figure 2. PTR setup
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flowmeters were used in order to supply hydrogen and nitrogen in the cylinder at the desired
ratio and at a constant flow rate of 150 mL/min. The temperature was raised up to 100°C, and
the samples were exposed to different hydrogen concentrations (from 25 to 150 ppb), in
nitrogen atmosphere.

4.1.2. Reaction kinetics and the PMTR signal

The differential equations describing the adsorption process result from the kinetics of the
chemical reaction and the application of the Langmuirian model [20,21].

In the case of the molecular adsorption S * + H2(gas)←
kd

→
ka

S − H2 and considering that the rate

constant of adsorption ka is many orders of magnitude bigger than the rate constant of
desorption kd the time evolution of the coverage is

( ) ( )a 01 expP t k P t tq é ù= - - -ë û (12)

The partial pressure of hydrogen H2 is P and t0 the time at which hydrogen is deployed to the
chamber, i.e. θ(t0)=0.

In the case of dissociative adsorption 2S * + H2(gas)←
kd

→
ka

2S − H  the solution of the governing

differential equation is
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After a Taylor expansion of the hyperbolic tangents around ka kd P ≈0 up to first order, the
solution is
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The processes of adsorption and desorption happen simultaneously and the negative sign of
the desorption term shows that the two processes are competitive. The terms which describe
the desorption from the Pd surface and the adsorption of hydrogen at the Pd-SiO2 interface
were not taken into account. This is because the diffusion of hydrogen adsorbed atoms and
their adsorption to interface happen so rapidly, that the amount of the adsorbed hydrogen at
the interface is constantly in equilibrium with that at the surface [22]. According to Lundström
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et al. [22], when the hydrogen partial pressure is lower than 200 Pa, the response signal of the
hydrogen sensor Δξ is proportional to the surface coverage θ. At a partial pressure P, the
signal’s time dependence is given by:

( )P tx a q = (15)

Hence the PMTR signal evolution, presented in Fig. 3, is given by the equation:
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where Δξs is the maximum change of the photothermal signal, which happens at t→∞ and is
defined in Figure 3(b). It’s obvious that, θs and Δξs are slightly larger than θf and Δξf, because
the former is defined at t→∞ while the latter is defined at tf. In the steady state (dθ/dt=0) the
coverage at saturation θs for molecular and dissociative adsorption is given respectively by:
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Figure 3. (a) PMTR signal response during adsorption and desorption of different H2 concentrations, at 100◦C, (b) defi‐
nition of ∆Rf, ts and tc. Demetriou C., Nestoros M. and Christofides C. Appl. Phys. A 2008; 92 (3), 651-658

The equilibrium constants Κmol and Κdiss for the cases of molecular adsorption and dissociative
adsorption respectively are:
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4.1.3. Experimental results and discussion

The sensor was exposed to various concentrations of hydrogen in nitrogen environment, and
afterwards only to nitrogen gas. One can observe a quick rise upon the introduction of H2 followed
by a slower one up to the saturation point. The saturation point occurs at longer times with
increasing concentrations of hydrogen (Figure 3(a)). Once the nitrogen gas was introduced
following hydrogen saturation in the chamber, the PMTR signal decreased and returned to
equilibrium. It is important to note that the photothermal signal decreases faster at low hydro‐
gen concentration. In addition, according to Figure 3(a), the PMTR signal change is higher for
larger amounts of hydrogen in the chamber. This is consistent with eqs.(18a) and (18b). The
experimental data were fitted using the Langmuirian model defined from eqs. (12)-(14) as well
as eqs. (15) and (16). As result the rate constants of adsorption ka, desorption kd where extract‐
ed. The equilibrium constant Κdiss and the surface coverage at saturation θs were then calculat‐
ed. As shown in Figure 4(a) and (b) the experimental results are following the model describing
molecular adsorption in the early part of the signal rise, while at later times there is a significant
deviation. As it can be seen from Figure 4(c) and (d), the theoretical model describing dissocia‐
tive adsorption is in very good agreement with the experimental data, indicating that the process
of hydrogen adsorption on palladium is dissociative as mentioned in bibliography [21,23]. The
extracted values of ka and kd are presented in Tables 1 and 2 (Table 2 for kd =0). One can observe
a decrease of the values of ka and kd with increasing hydrogen concentration. Furthermore the
rate constant of desorption kd is several orders of magnitude smaller than the ka constant which
supports the decision of ignoring the desorption process for both types of molecular and
dissociative adsorptions. The decrease of the adsorption rate constant ka as the hydrogen partial
pressure increases could be the result of site to site interactions upon high coverage. For this reason
the saturation point occurs at longer times for higher hydrogen concentration.

P (ppb) ka (Pa-1s-1) σ(ka) (Pa-1s-1) kd (s-1) σ(kd) (s-1) α (mV) σ(α) (mV)

25 3.457 ±0.555 1.382×10-3 ±1.260×10-3 1.781 ±0.187

50 2.220 ±0.148 1.281×10-3 ±0.312×10-3 2.702 ±0.094

100 0.717 ±0.011 5.930×10-4 ±0.342×10-4 4.596 ±0.033

150 0.448 ±0.004 5.799×10-7 ±55.030×10-7 5.186 ±0.002

Table 1. Parameters obtained by fitting the dissociative adsorption model

Using the values of ka and kd which were obtained by fitting to the dissociative adsorption
equation, the equilibrium constant Κdiss and the surface coverage at saturation θ diss were
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calculated. The calculated values of Κdiss are presented in Table 3 and are of the same order of
magnitude for the different values of hydrogen partial pressure. At 150 ppb the equilibrium
constant Κdiss is an order of magnitude greater than the ones calculated for the lower concen‐
trations. This is due to the small value of the rate constant of desorption kd at 150 ppb.

P (ppb) ka (Pa-1s-1) Δka (Pa-1s-1) α (mV) σ(α ) (mV) θf (%)

25 4.221 ±0.202 1.568 ±0.028 70.16

50 3.200 ±0.086 2.269 ±0.013 83.75

100 0.995 ±0.010 3.956 ±0.007 88.48

150 0.449 ±0.002 5.185 ±0.005 90.64

Table 2. Parameters obtained by fitting dissociative adsorption model and neglecting any desorption process

The calculated value of the equilibrium constant has also large errors. This is due to the large
statistical errors of the rate constants of adsorption and mainly of the rate constants of
desorption as shown in Table 1. Since the mechanism of desorption is negligible during
adsorption process, it is not possible to determine the rate constant of desorption and conse‐
quently the equilibrium constant, taking into account only the adsorption process. The values
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Figure 4. Molecular adsorption: (a) and (b), dissociative adsorption: (c) and (d), and fits with solid line. Demetriou C.,
Nestoros M. and Christofides C. Appl. Phys. A 2008; 92 (3), 651-658
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4.1.3. Experimental results and discussion

The sensor was exposed to various concentrations of hydrogen in nitrogen environment, and
afterwards only to nitrogen gas. One can observe a quick rise upon the introduction of H2 followed
by a slower one up to the saturation point. The saturation point occurs at longer times with
increasing concentrations of hydrogen (Figure 3(a)). Once the nitrogen gas was introduced
following hydrogen saturation in the chamber, the PMTR signal decreased and returned to
equilibrium. It is important to note that the photothermal signal decreases faster at low hydro‐
gen concentration. In addition, according to Figure 3(a), the PMTR signal change is higher for
larger amounts of hydrogen in the chamber. This is consistent with eqs.(18a) and (18b). The
experimental data were fitted using the Langmuirian model defined from eqs. (12)-(14) as well
as eqs. (15) and (16). As result the rate constants of adsorption ka, desorption kd where extract‐
ed. The equilibrium constant Κdiss and the surface coverage at saturation θs were then calculat‐
ed. As shown in Figure 4(a) and (b) the experimental results are following the model describing
molecular adsorption in the early part of the signal rise, while at later times there is a significant
deviation. As it can be seen from Figure 4(c) and (d), the theoretical model describing dissocia‐
tive adsorption is in very good agreement with the experimental data, indicating that the process
of hydrogen adsorption on palladium is dissociative as mentioned in bibliography [21,23]. The
extracted values of ka and kd are presented in Tables 1 and 2 (Table 2 for kd =0). One can observe
a decrease of the values of ka and kd with increasing hydrogen concentration. Furthermore the
rate constant of desorption kd is several orders of magnitude smaller than the ka constant which
supports the decision of ignoring the desorption process for both types of molecular and
dissociative adsorptions. The decrease of the adsorption rate constant ka as the hydrogen partial
pressure increases could be the result of site to site interactions upon high coverage. For this reason
the saturation point occurs at longer times for higher hydrogen concentration.
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of the palladium surface coverage θf, at time tf, presented in Tables 2 and 3 are larger for higher
hydrogen concentrations. The values of θf were calculated using the following relationship θf

=∆ζf/α.The quantity α was obtained by fitting experimental data to theory and Δξf.

A similar process was followed in order to study the desorption process (nitrogen enters the
chamber). The equations were solved once more letting the partial pressure to be zero. The
solutions for molecular and dissociative adsorption are given by eqs. (19a) and (19b), respectively.
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In Figure 5 (a) and (b) the experimental data are fitted using the above equations with the
theory of molecular and dissociative desorption respectively. Note that by fitting the equation
of molecular desorption to the experimental data one gets much better results. Table 4 presents
the resulting values of the rate constant of desorption kd for the different hydrogen concen‐
trations. As shown in Table 4, the rate constant kd is of the same order of magnitude and varies
slightly with hydrogen concentration. This contradicts the fact that the recovery time of the
PMTR signal is larger for higher hydrogen concentrations, as will be shown later. Using the
data of Figure 3(a), the response time ts and the recovery time tc of the hydrogen sensor were
determined. The response time is defined as the time needed for the PMTR signal to reach
saturation, i.e. for the system to reach equilibrium. The time needed for the system to recover
from saturation to its initial state is defined as the recovery time.

P (ppb) kd (s-1) σkd (s-1)

25 2.592×10-3 ±0.012×10-3

50 1.887×10-3 ±0.007×10-3

100 1.475×10-3 ±0.002×10-3

150 1.463×10-3 ±0.002×10-3

Table 4. Desorption rate constants

P (ppb) θf (%) Κdiss(Pa-1/2) σ(Κdiss) (Pa-1/2) θs (%)

25 61.77 50.016 ±23.150 71.44

50 70.33 41.628 ±5.256 74.64

100 76.15 34.778 ±1.038 77.67

150 90.62 879.380 ±4170.413 99.08

Table 3. Calculations of Kdiss and θs using the values of ka and kd from Table 1
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As shown in Figure 6, the response and the recovery times increase by introducing larger
concentrations of hydrogen gas into the cell. As mentioned before, the increase of tc for higher
hydrogen partial pressure contradicts the results that occur by studying the time progress of
the desorption process. The apparent contradiction of recovery time increase for higher partial
pressures of hydrogen may be due to hydrogen bonding between adjacent adsorbate protons
or even molecules (i.e. before dissociation occurs on the Pd surface). This would effectively
account for the dependence of the rate constant on pressure and its decrease with increasing
coverage. Moreover, it should be pointed out that the response and the recovery times are
determined by the experimental conditions. Previous experimental work has shown that the
sensor’s response time is decreased if the hydrogen gas flow rate into the cell is increased. In
addition, it has been proved that by introducing into the cell an inert gas, in order to remove
hydrogen, the recovery time decreases drastically. In the experiment presented [18] in this
chapter nitrogen gas was introduced into the measurement cell. The presence of nitrogen gas
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Figure 5. Molecular desorption (a) and dissociative desorption (b), data and fit. Demetriou C., Nestoros M. and Chris‐
tofides C. Appl. Phys. A 2008; 92 (3), 651-658
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of the palladium surface coverage θf, at time tf, presented in Tables 2 and 3 are larger for higher
hydrogen concentrations. The values of θf were calculated using the following relationship θf

=∆ζf/α.The quantity α was obtained by fitting experimental data to theory and Δξf.

A similar process was followed in order to study the desorption process (nitrogen enters the
chamber). The equations were solved once more letting the partial pressure to be zero. The
solutions for molecular and dissociative adsorption are given by eqs. (19a) and (19b), respectively.
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trations. As shown in Table 4, the rate constant kd is of the same order of magnitude and varies
slightly with hydrogen concentration. This contradicts the fact that the recovery time of the
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As shown in Figure 6, the response and the recovery times increase by introducing larger
concentrations of hydrogen gas into the cell. As mentioned before, the increase of tc for higher
hydrogen partial pressure contradicts the results that occur by studying the time progress of
the desorption process. The apparent contradiction of recovery time increase for higher partial
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or even molecules (i.e. before dissociation occurs on the Pd surface). This would effectively
account for the dependence of the rate constant on pressure and its decrease with increasing
coverage. Moreover, it should be pointed out that the response and the recovery times are
determined by the experimental conditions. Previous experimental work has shown that the
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in the cell helps the hydrogen desorption process in the following mechanism: At saturation
point, the hydrogen concentration in gas phase (above the palladium film) is in balance with
the adsorbed hydrogen concentration. When nitrogen is introduced into the cell, it drifts the
hydrogen molecules which are in gas phase, thus disturbing the system’s equilibrium. In order
for the system establish its balance again, hydrogen is desorbed from the palladium film and
returns to gas phase. For bigger gas flow rates in the chamber the recovery of the signal from
the saturation point to the initial value occurs faster. The measurements presented in Figure
3(a) were carried out under constant flow rate of gases of 150 mL/min, hence the comparison
between the resulted values of ts and tc is possible. It should be noted that the sorption rate
constants ka and kd, have an exponential dependence on the absolute temperature T of the form
K~exp(-EA/R T) where EA is the activation energy of adsorption (EA

ads) or desorption (EA
des).

Therefore, at higher temperatures the adsorption and desorption rate constants are increased
resulting to the reduction of the response and the recovery time. It is also important to note
that the Pd-H (hydride) phase transition does not occur in this system. According to [24] for a
6.5 nm palladium film, which is close to the thickness of our film (6 nm) no transition has been
observed for hydrogen concentrations lower to 1%. Thus, for hydrogen concentrations of a
few ppb no phase transition can occur. The possibility of a Pd-H (hydride) phase transition is
considered to be very small, since the hydrogen concentrations used are extremely low and
the sample thickness is very small. Some previous work done [25,26] from other researchers
investigating the above phase transition does not present data for palladium films with
thickness below 6 nm.

4.2. Photothermal radiometry applied on polymer-nanotube blends

4.2.1. Introduction

Polymer-based materials with electro-active functionalities have attracted significant attention
due to their potential technological applications in many fields ranging from optoelectronics
(solar cells, LED’s, sensors, thin film transistors), to informatics (optical data storage) and
biomaterials (artificial muscles). Carbazole-containing polymers present a lot of interest due
to their potential applications as photoconductors, solar cells, gas sensors and photorefractive
or charge transporting materials [27-28]. Carbazolyl groups easily form relatively stable radical
cations (holes), present comparatively high charge carrier mobility and exhibit high thermal
and photochemical stability. Furthermore polymers with fluorinated groups present either in
the main backbone or in the side chain, exhibit some outstanding properties, including high
thermal stability, chemical inertness, low dielectric constant and dissipation factors, low water
absorptivity, and good resistance to surface properties [29-30]. In addition the ability of these
materials to stabilize carbon nanotubes in organic solvents via non-covalent (physical)
adsorption, renders them promising for use in carbon nanotube (CNT)-based nanotechnology.
In general the introduction of carbon nanotubes (CNT’s) enhances the mechanical stability of
polymers and modifies the thermal and optoelectronic properties since CNT’s act as electron
acceptors. Although the mechanical properties of composites improve with the addition of
CNT’s, the electronic behavior is often optimum at low concentrations of nanotubes usually
close to the percolation threshold.
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Much work has been done concerning the modelling and measurement of the mechanical,
optical and electrical properties of the composites while less work has been done concern‐
ing  the  evaluation  of  their  thermal  properties.  Nevertheless  the  knowledge  of  thermal
properties (thermal effusivity and conductivity) is of great interest in applications (biologi‐
cal implants, electronic packaging) where thermal management is important or in thermoelec‐
tric  power  applications.  The  polymers  have  low  values  of  thermal  conductivity  (a
representative value is 0.2 W/m K) which depends on the degree of crystallinity of the polymer
among other factors. Since carbon nanotubes (CNT’s) single wall (SWCNT’s) or multi-wall
(MWCNT’s) have very high thermal conductivity (2800-6000 W/m K) it is expected that their
introduction to  the  polymer will  greatly  enhance the effective  thermal  conductivity.  Al‐
though there is a large scatter in the experimental results [31] (some of them are contradicto‐
ry) the polymer-CNT composites still present quite low values of thermal conductivity. This
is attributed to the phonon mismatch at the polymer/CNT interface resulting in high inter‐
face thermal resistance. The work [32] described in this paragraph employs a non-contact and
non-destructive technique, photothermal radiometry (PTR) to study heat transport in a novel
type of polymer loaded with SWCNT’s at various concentrations. A two layer photothermal
model is used to analyze thermal transport in the composite film which is deposited on quartz
substrate. Furthermore, optical measurements are used to extract the absorption coefficient of
the thin films at the excitation beam wavelength and hence eliminate one of the unknown
parameters  in  the  theoretical  model.  A  simultaneous  fitting  of  the  experimental  signal
amplitude and phase is compared to the calculated signal in order to extract the thermal
properties of the thin composite films.

4.2.2. Materials

A series of well-defined diblock copolymers consisting of 2-(N-carbazolyl)ethyl methacry‐
late  (CbzEMA)  and  2,2,3,3,4,4,4-heptafluorobutyl  methacrylate  (HFBMA)  (CbzEMAx-b-
HFBMAy) was synthesized by Reversible Addition-Fragmentation chain Transfer (RAFT)
controlled  radical  polymerization  [33].  The  RAFT process  allows  for  the  preparation  of
functional  polymeric  materials  characterized  by  pre-determined molecular  weights,  nar‐
row molecular weight distributions and pre-defined architectures [34,35]. The polymer films
were generated by spin coating on 0.9 cm x 0.9 cm quartz substrates of a dilute THF solution
of  CbzEMA52-b-HFBMA69  and  SWCNTs  at  room  temperature.  The  single  wall  carbon
nanotubes (SWCNT’s) used, where 4-5nm (diameter) x 500-1500nm (length) bundles, with
80-90 % carbonaceous purity from Sigma-Aldrich.The first series of samples consisted of
three samples (A1,A2,A3) with varying thicknesses and constant % weight of SWCNT’s. The
thickness of the A series samples measured by a mechanical profilometer varied in a big
extend across the surface of the sample. Later on a second series of samples (B0,B1,B2,B3)
with different % weight of SWCNT’s was fabricated. The spin coater angular velocity was
increased at 100 rev/s in order to achieve better thickness homogeneity across the sample,
something which was verified by the profilometer measurements.  The thickness (with a
tolerance of 10 nm) and % weight of SWCNT’s are shown in Table 5. The PTR experimen‐
tal setup was described earlier. The excitation beam (512 nm) with incident power of 45 mW
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in the cell helps the hydrogen desorption process in the following mechanism: At saturation
point, the hydrogen concentration in gas phase (above the palladium film) is in balance with
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due to their potential technological applications in many fields ranging from optoelectronics
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biomaterials (artificial muscles). Carbazole-containing polymers present a lot of interest due
to their potential applications as photoconductors, solar cells, gas sensors and photorefractive
or charge transporting materials [27-28]. Carbazolyl groups easily form relatively stable radical
cations (holes), present comparatively high charge carrier mobility and exhibit high thermal
and photochemical stability. Furthermore polymers with fluorinated groups present either in
the main backbone or in the side chain, exhibit some outstanding properties, including high
thermal stability, chemical inertness, low dielectric constant and dissipation factors, low water
absorptivity, and good resistance to surface properties [29-30]. In addition the ability of these
materials to stabilize carbon nanotubes in organic solvents via non-covalent (physical)
adsorption, renders them promising for use in carbon nanotube (CNT)-based nanotechnology.
In general the introduction of carbon nanotubes (CNT’s) enhances the mechanical stability of
polymers and modifies the thermal and optoelectronic properties since CNT’s act as electron
acceptors. Although the mechanical properties of composites improve with the addition of
CNT’s, the electronic behavior is often optimum at low concentrations of nanotubes usually
close to the percolation threshold.
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row molecular weight distributions and pre-defined architectures [34,35]. The polymer films
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of  CbzEMA52-b-HFBMA69  and  SWCNTs  at  room  temperature.  The  single  wall  carbon
nanotubes (SWCNT’s) used, where 4-5nm (diameter) x 500-1500nm (length) bundles, with
80-90 % carbonaceous purity from Sigma-Aldrich.The first series of samples consisted of
three samples (A1,A2,A3) with varying thicknesses and constant % weight of SWCNT’s. The
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and dimensions of approximately 2mm illuminated almost at normal incidence the center of
the sample surface (composite film). As the modulation frequency was varied in the 102-105

Hz the signal amplitude and phase was recorded. The reproducibility of the PTR signal
measurements was verified within less than 1%. In order to calculate the instrumental transfer
function with which we have to correct the experimental data a frequency scan of a thick
and opaque sample (steel disc) was performed.

sample film thickness SWCNT % weight

A1 4,62 μm 4.11

A2 6,16 μm 4.11

A3 8 μm 4.11

B0 35 nm 0

B1 30 nm 1.64

B2 40 nm 4.76

B3 62 nm 9.09

Table 5. Sample characteristics

4.2.3. Two layer photothermal model and simulations

A two layer model was developed in order to simulate the ac temperature field in the samples.
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The illuminated surface of the polymer-nanotube blend is at z=0 while the interface between
the blend and the substrate at z=l. The rear surface of the quartz glass is at z=l+d. The ac
temperature ∆T is a function of depth z, measured from the surface of the sample and the
angular modulation frequency ω=2πf. The subscripts s and f stand for the film and substrate
respectively. Using the boundary conditions below, concerning the continuity of heat flux and
temperature at the interfaces, the solutions for ∆T(z) in the film and substrate can be evaluated
at different values of the modulation frequency.

Materials Science - Advanced Topics352

0[ ] 0

( ) ( ) 0

( ) ( )

( ) 0

z l z l

z l d

f
f z

fs
s f

f s

s
s

d
dz

dd
dz dz

z l z l
d
dz

k

k k

k

= =

= +

=

T
- - =

TT
- - - =

T = = T =

T
- - =

(22)

The modulated blackbody radiation emission SPTR of the sample is proportional to the
weighted depth integral of the temperature field in the sample and it can be separated in two
terms, the contribution of the composite film and the contribution of the substrate, as presented
in eq. (23) [17] below. The weighting is related to the infrared absorption coefficient βir of the
sample over the infrared detection range (2-12 μm).
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Figure 7. Dependence of photothermal signal amplitude (a) and phase (b) on the thermal conductivity (ĸf) of the film
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A series of simulations was performed in order to examine the influence of the film properties
(absorption coefficient α, thickness, thermal conductivity and diffusivity) on the signal
amplitude and phase.

The values of the optical and thermal properties of the quartz substrate used in the simulations
and calculations used for fitting the theoretical results to the experimental data are:
Ds=1.4x10-6 m2/s, ĸs=1.5x10-6 W/(m K), αs=30 m-1, βirs=1x107 m-1. The thermal and properties of
the quartz substrate were taken from literature while the absorption coefficient at the excitation
beam was calculated from the transmission measurements. The IR absorption coefficient of
the quartz substrate was taken to be practically infinite. This simplification was backed from
the experiment since the PTR signal was dropping from a high value (mV) to practically noise
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The modulated blackbody radiation emission SPTR of the sample is proportional to the
weighted depth integral of the temperature field in the sample and it can be separated in two
terms, the contribution of the composite film and the contribution of the substrate, as presented
in eq. (23) [17] below. The weighting is related to the infrared absorption coefficient βir of the
sample over the infrared detection range (2-12 μm).
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A series of simulations was performed in order to examine the influence of the film properties
(absorption coefficient α, thickness, thermal conductivity and diffusivity) on the signal
amplitude and phase.

The values of the optical and thermal properties of the quartz substrate used in the simulations
and calculations used for fitting the theoretical results to the experimental data are:
Ds=1.4x10-6 m2/s, ĸs=1.5x10-6 W/(m K), αs=30 m-1, βirs=1x107 m-1. The thermal and properties of
the quartz substrate were taken from literature while the absorption coefficient at the excitation
beam was calculated from the transmission measurements. The IR absorption coefficient of
the quartz substrate was taken to be practically infinite. This simplification was backed from
the experiment since the PTR signal was dropping from a high value (mV) to practically noise

Photothermal Techniques in Material Characterization
http://dx.doi.org/10.5772/56039

353



level when the sample orientation was reversed (beam entering the sample from the quartz
substrate and then meeting the thin film). This means that the quartz substrate is opaque to
the IR emission of the polymer-nanotube blend film. In addition the substrate was assumed
to be transparent at the excitation beam wavelength 512 nm). Concerning the thermal prop‐
erties of the composite film typical values for polymers were used for the simulations, as well
as for starting values of the fitting process. The simulations show that the contribution of the
quartz substrate to the overall PTR signal (second term of eq.(23)) can be ignored since the
quartz substrate has a very low absorption coefficient at the excitation wavelength. Neverthe‐
less the substrate presence in the theoretical model is necessary since it defines the correct
boundary conditions at the interface. The effect of thermal conductivity on the PTR signal as
function of modulation frequency is shown in Figure 7. An increase of the thermal conductivity
of the film allows the generated heat to diffuse away more efficiently and hence the PTR signal
amplitude decreases as the temperature field in the film weakens. The signal phase in the low
frequency regime reduces with the increase of thermal conductivity, leading to the formation
of an extremum at a frequency defined by the thermal diffusivity of the film.
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Figure 8. Dependence of photothermal signal amplitude (a) and phase (b) on the thermal diffusivity (Df) of the film

An increase in thermal diffusivity results in an increase of the thermal diffusion length causing
the shift of the phase extremum to higher modulation frequencies as seen in Figure 8, as well
as an overall increase of the signal phase. The signal amplitude increases with increasing
thermal diffusivity although at a first sight one would expect the opposite since high values
of thermal diffusivity would mean that heat is carried out faster from the region generated.
One should not forget though that the modulated IR emission of the sample is proportional to
the integral of the temperature field over the thickness of the sample. Since a higher diffusivity
results in a longer thermal diffusion length a thicker part of the sample will contribute to the
IR emission leading to stronger signal amplitude.

A series of transmission and reflection measurements was performed in the 200 nm -3000 nm
in order to help evaluate the absorption coefficient of the samples and reveal its dependence
on the SWCNT content. Although the thicknesses of the samples are quite different the optical
transmission measurements presented in Figure 9(a) indicate a decrease of transmission with
the increase of concentration of SWCNT’s. In addition it is clear that the polymers absorb
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significantly in the UV range. The transmission deep in the 2650 nm-2900 nm is associated with
the OH- bonds. The optical absorption coefficient, presented in Figure 9(b), at the excitation
beam wavelength (512 nm) was calculated from the transmission and reflection spectra of the
samples. Since the thickness tolerance was 10 nm the samples were assumed to have an average
thickness of 42 nm. The PTR signal amplitude and phase, for A series samples, as a function
of modulation frequency are shown in Figure 10. In the low frequency (<103 Hz) range the
signal amplitude differentiates well for the three samples. Since the % weight of SWCNTS’s is
the same for the three samples one can assume that the optical and thermal properties of the
films should be very similar, ignoring non-homogeneities due to the fabrication process, hence
the signal differences should be attributed to the composite film thickness variation. More
specifically the signal amplitude decreases as the composite film thickness increases.  
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Figure 10. Experimental PTR signal amplitude (a) and phase (b) for the A series of samples

The phase channel of the signal (Figure 10(b)) can differentiate between the three samples up
to a higher frequency (104 Hz) range and is increasing and changing slope as the composite
film thickness is increasing. The decrease of the signal amplitude has to do with the fact that
the contribution of the film to the signal depends on the IR emission of the film, which is
proportional to the integral of the temperature field over the thickness of the sample multiplied
by the factor exp (-βir.z) which results in a lower signal for thicker films. The extraction of the
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Figure 9. Transmission measurements (a) and calculated value of absorption coefficient (b) at excitation wavelength
as a function of SWCNT concentration.

Photothermal Techniques in Material Characterization
http://dx.doi.org/10.5772/56039

355



level when the sample orientation was reversed (beam entering the sample from the quartz
substrate and then meeting the thin film). This means that the quartz substrate is opaque to
the IR emission of the polymer-nanotube blend film. In addition the substrate was assumed
to be transparent at the excitation beam wavelength 512 nm). Concerning the thermal prop‐
erties of the composite film typical values for polymers were used for the simulations, as well
as for starting values of the fitting process. The simulations show that the contribution of the
quartz substrate to the overall PTR signal (second term of eq.(23)) can be ignored since the
quartz substrate has a very low absorption coefficient at the excitation wavelength. Neverthe‐
less the substrate presence in the theoretical model is necessary since it defines the correct
boundary conditions at the interface. The effect of thermal conductivity on the PTR signal as
function of modulation frequency is shown in Figure 7. An increase of the thermal conductivity
of the film allows the generated heat to diffuse away more efficiently and hence the PTR signal
amplitude decreases as the temperature field in the film weakens. The signal phase in the low
frequency regime reduces with the increase of thermal conductivity, leading to the formation
of an extremum at a frequency defined by the thermal diffusivity of the film.

 
 

14 
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Figure 8. Dependence of photothermal signal amplitude (a) and phase (b) on the thermal diffusivity (Df) of the film

An increase in thermal diffusivity results in an increase of the thermal diffusion length causing
the shift of the phase extremum to higher modulation frequencies as seen in Figure 8, as well
as an overall increase of the signal phase. The signal amplitude increases with increasing
thermal diffusivity although at a first sight one would expect the opposite since high values
of thermal diffusivity would mean that heat is carried out faster from the region generated.
One should not forget though that the modulated IR emission of the sample is proportional to
the integral of the temperature field over the thickness of the sample. Since a higher diffusivity
results in a longer thermal diffusion length a thicker part of the sample will contribute to the
IR emission leading to stronger signal amplitude.

A series of transmission and reflection measurements was performed in the 200 nm -3000 nm
in order to help evaluate the absorption coefficient of the samples and reveal its dependence
on the SWCNT content. Although the thicknesses of the samples are quite different the optical
transmission measurements presented in Figure 9(a) indicate a decrease of transmission with
the increase of concentration of SWCNT’s. In addition it is clear that the polymers absorb
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significantly in the UV range. The transmission deep in the 2650 nm-2900 nm is associated with
the OH- bonds. The optical absorption coefficient, presented in Figure 9(b), at the excitation
beam wavelength (512 nm) was calculated from the transmission and reflection spectra of the
samples. Since the thickness tolerance was 10 nm the samples were assumed to have an average
thickness of 42 nm. The PTR signal amplitude and phase, for A series samples, as a function
of modulation frequency are shown in Figure 10. In the low frequency (<103 Hz) range the
signal amplitude differentiates well for the three samples. Since the % weight of SWCNTS’s is
the same for the three samples one can assume that the optical and thermal properties of the
films should be very similar, ignoring non-homogeneities due to the fabrication process, hence
the signal differences should be attributed to the composite film thickness variation. More
specifically the signal amplitude decreases as the composite film thickness increases.  
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Figure 10. Experimental PTR signal amplitude (a) and phase (b) for the A series of samples

The phase channel of the signal (Figure 10(b)) can differentiate between the three samples up
to a higher frequency (104 Hz) range and is increasing and changing slope as the composite
film thickness is increasing. The decrease of the signal amplitude has to do with the fact that
the contribution of the film to the signal depends on the IR emission of the film, which is
proportional to the integral of the temperature field over the thickness of the sample multiplied
by the factor exp (-βir.z) which results in a lower signal for thicker films. The extraction of the
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optical and thermal properties for the composite films was accomplished by comparing
(fitting) the theoretical signal to the experimental data, with the aid of a MATLAB code.

(a) (b) 

Figure 11. Theoretical signal amplitude (a) and phase (b) fit (solid lines) to the experimental signal amplitude and
phase for sample A1

A1 A2 A3

D (m2/s) 0.19x10-6 0.33x10-6 0.59x10-6

ĸ (W/m K) 2.8 1.45 0.98

βir (m-1) 4.4x105 4.7x105 4.7x105

α (m-1) 1.4x106 1.4x106 1.4x106

Table 6. Extracted thermal and optical parameters for the A series samples

Both channels of experimental information i.e signal amplitude and signal phase were used
in order to achieve higher accuracy. The fitting results for samples A1, A2 are shown in Figures
11 and 12 respectively while the extracted values of the thermal and optical properties of the
samples are tabulated in Table 6. The theoretical curves fit quite well the experimental data,
except at the edges of the frequency spectrum. This discrepancy could be due to the simplified
theoretical model which ignores multiple reflections in the thin film. According to Arjona et.al
[36] this is more significant for phase channel in the higher modulation frequencies while for
the amplitude channel is more significant for the lower modulation frequencies. The calculated
thermal parameters are within the range of values reported in the literature [30] for polymer
carbon-nanotube composites. The second series (B series) of samples consists of very thin
composite layers (nm range) and is more interesting since in this group we have a variation of
the concentration of SWCNT’s. The increase of the experimental signal amplitude among the
B series samples as observed in Figure 13 could be attributed to the increased optical absorption
coefficient and thermal conductivity as a function of the % weight of SWCNT’s which increases
from B1 to B3. The samples of B series have different concentration of SWCNTS’s ranging from
0-9 % weight. Due to the increase of the angular speed of the spin coater the thicknesses of the
films were now in the nm range and are actually very similar within the experimental tolerance
which is 10 nm. The observed differences have then to be attributed to the change of the optical
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absorption coefficient and the thermophysical parameters (thermal conductivity and diffu‐
sivity) due to the variation of the concentration of the CNT’s. Nevertheless the fact that the
relative uncertainty in the film thickness is quite high creates an additional obstacle for the
fitting process.

Figure 12. Theoretical signal amplitude (a) and phase (b) fit (solid lines) to the experimental signal amplitude and
phase for sample A
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Figure 14. Theoretical signal amplitude (a) and phase (b) fit (solid lines) to the experimental signal amplitude and
phase for sample B1
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In general an increase in thermal conductivity which is expected with the addition of CNT’s
should be accompanied with a reduction of the signal amplitude in contrast with the experi‐
mental results shown in Figure 13. Nevertheless the simulations indicate that for thinner (~20
nm-B series) the amplitude variation with the increase of thermal conductivity is much smaller
as compared to the case of thicker films (~μm range-A series). In addition the simulations show
that the signal amplitude is affected more by the optical absorption coefficient. This means
that the small decrease in amplitude due to the increase of thermal conductivity is masked by
a much bigger amplitude increase due to the increase of the absorption coefficient at the
excitation wavelength. In the case of sample B1 the fitted values were ĸf=2.0 W/mK and
Df=1.06x10-7 m2/s.The fitting for samples B1and B2 was not attempted due to the high uncer‐
tainty in the film thickness which was about the same size as the measured value of the
thickness.

5. Conclusion

In this chapter we introduced the physics of thermal and electronic waves that underpin
photothermal phenomena and described two basic photothermal techniques, namely Photo-
Modulated Thermoreflectance (PMTR) and Photothermal Radiometry (PTR). The abilities of
these experimental techniques were explored in the study of thin metal film-gas interaction
kinetics and the optical and thermal characterization of composite materials.

In the first application it was verified that that hydrogen adsorbs to palladium dissociatively
while desorption is characterized by a molecular reaction. As a consequence of the high
sensitivity of the PMTR sensor, the determination of the rate constants of adsorption ka and
desorption kd for very small H2 concentrations was possible. In addition the analysis of the
time evolution of the PMTR signal showed that the values of kd were several orders of
magnitude smaller than the ones resulting for the rate constant of adsorption ka. Thus, in order
to study the adsorption process, the competitive mechanism of desorption should not be taken
into account. For the adsorption mechanism it was observed that the resulting values of the
adsorption rate constant ka decrease with the increase of H2 concentration. These results also
justify the increase of the sensor’s response time for larger H2 concentrations.

In the second application it was shown that Photothermal Radiometry (PTR) is able to
characterize composite materials like polymer-carbon nanotube blends. The photothermal
signal (amplitude and phase) is very sensitive to the change of SWCNT’s concentration as well
as to the polymer film thickness. With the aid of a two layer photothermal model it was possible
to extract thermal and optical properties of the composite materials.
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1. Introduction

The trends toward miniaturization of electronic devices and the use of expensive, temperature
–sensitive components used in the telecom equipment industry have led to the demand for
new, highly controllable selective laser soldering technology [1, 2]. Secondly, modern high-
density electronic and electro-optic subassemblies usually include thermally-sensitive
components as well as complex three-dimensional (3-D) circuit geometries that cannot be
soldered using conventional wave or reflow soldering techniques [6]. The laser is especially
used for soldering of the temperature-sensitive assemblies and boards and it is also used for
joining of assemblies with high thermal capacity that could not be conventionally soldered in
the reflow process [2].

1.1. Laser soldering

Laser soldering is a technique where a precisely focused laser beam provides controlled
heating of the solder alloy leading to a fast and non-destructive of an electrical joint. The
process uses a controlled laser beam to transfer energy to a soldering location where the
absorbed energy heats the solder until it reaches its melting temperature leading to the
soldering of the contact and this completely eliminates any mechanical contact [3].

Laser soldering uses solder, which in liquid state wet the materials to be joined and provide
mechanically and electrically stable connections when solidified. The ease of controlling the
shape and location of the heating area leads to reliable solder joints with minimal component
heating and is well suitable for high density packaging. Since it is only the solder joint region
is heated during this type of soldering process without damaging the electronic components
or the board, laser soldering process is of more benefit to interconnections using solders with
a wide range of melting temperatures when compared with convectional infrared reflow
process [4].The energy for melting of solder is applied by mean of laser beam. The use of laser
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technology provides precise heating, preventing the high sensitive components from being
subjected to thermal stresses while allowing soldering of such sensitive components at high
temperatures [2, 3]. Using focusing optics allows soldering in small spaces and also of fine
pitch components and the availability of motorized optics optimizes the focal point for each
joint. [3].

Laser  soldering  has  been  applied  in  the  production  of  electronic  assemblies  and in  the
soldering of electronics components to circuit boards [5-8].  The biomedical sector is also
experimenting with the laser soldering as a means of joining tissues without sutures. Its
use in  this  sector  is  driven by the  desire  for  minimally  invasive  surgical  joining proce‐
dure in which the surrounding tissues is  unaffected [9].  A lot  of  work has been carried
out on its biomedical applications [10-13].

1.2. The laser soldering system

The laser soldering system consist of laser generator, fiber optic module, focusing optics,
computer vision module with camera, illuminator and the motion module, the X-Y positioning
stage with the servo control system shown in figure 1

Figure 1. The block diagram of a laser soldering system

The laser beam is generated from the laser diode and modulated. With the optical system the
laser beam is focused accurately on the solder joint since the laser beam is guided by a flexible
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fiber optic cable. The required temperature at the solder joint is generated by absorbing of the
heat irradiation. The application of energy can be controlled precisely. This procedure is
suitable both for reflow soldering with soldering paste and soldering with solder wire.

The output of the laser is delivered by the fiber optic module, consisting of input coupling
optics mounted on an adjustable mount, a connectorized armor jacketed fiber cable, and the
output coupling optics, which collimates and focuses the beam toward the target region.

Due to the precision and controllability offered by laser, the devices are normally mated to
automated precision X-Y positioning tables. The devices are placed into soldering position by
a servo-operated XY table. This X-Y table is used to accurately position and move the workpiece
under a fixed laser beam and this actually provides precise, contactless soldering. A peripheral
component interconnect-bus card in the computer controls the X-Y stage [14]. During solder‐
ing, the movement of the laser spots on a given surface mount device (SMD) is taken care of
by a computer controlled positioning mirrors, called galvanometers and these galvanometers
are used to control the path of the laser. These galvanometers are programmed for each
component type, and paths are stored in computer interface.

The solder material needed can be provided by wire feeding system or can be applied by solder
paste.

The high level of automation of the laser soldering system results in a very repetitive process.
For the process stability to be increased a closed loop temperature control of the solder joint
is necessary and this can be done by using a pyrometer. This pyrometer serves as a reliable
quality control during the soldering of miniaturized components in temperature sensitive
surroundings [15]. The pyrometer continually monitors the surface temperature every 10ms
during the optimal control process and this ensures a repeatable and reliable process [16]. This
pyrometer is integrated in the processing head and aligned in the optical path of the laser beam.

The CCD camera could be integrated to directly view the laser spot using accessories that allow
co-axial real time viewing of the laser spot. When there is a deviation in the temperature (either
high or low) of the emitted heat waves, a feedback control circuit would help in adapting the
laser output in less than few seconds.

In contrast to other conventional soldering techniques, laser soldering offers a lot of advan‐
tages. They include [6, 17]:

• Contactless, locally limited application of energy

• Temporally and spatially well-controlled energy input,

• Low thermal stress

• It reduces intermetallic compound formation, due to rapid joint formation which results
high quality joint.

• It is also has low maintenance

• Very flexible and easily adapted

• It involves a fine grain size (due to rapid cooling), resulting in better fatigue properties.
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The limitation of laser soldering lies with its extreme non-equilibrium nature. For a given laser
soldering tasks, every joint have its own individual thermal mass and reflectivity and therefore
demands a precisely defined laser impulse. Any slight deviation such as bent lead or a slight
change in the amount of solder paste may lead to open or destroyed joint [18]. Other limitations
of laser soldering include; limited ability to solder large areas, high relative price of the laser
and additional cost for safety requirements.

1.3. Process parameters

Process parameters such as laser power, process time, and geometry of the laser beam can
easily be programmed, permitting for consistent soldering results. According to [3], some
variables such as the pad geometry or the size of the crown which can affect the formation of
the solder joint interfere with the laser soldering process. Of importance is the ratio between
the crown size and through hole. If the ratio is not optimal- if the hole is too big or too small
with regard to the pin diameter, problems may occur in the reflow of tin on components sides.
If the pin is either too long or too short, problems of poor adherence may occur both on the
pin and pad.

In addition to physical and geometrical variables of the printed circuits and components, it is
essential to take into consideration the soldering parameters applied during the process. The
thermal profile control, assigned to each joint, permits the optimization of these soldering
parameters particularly where the pads are connected to ground planes, the circuit has a
number of layers or when the components to be soldered have a large thermal mass [3].

Figure 2. the soldering profile

Pyrometer used as a temperature measuring tool continually monitors the surface temperature
of the joint being soldered every 10ms during the process for optimal process control [16].
Moreover, the use of pyrometer speeds up the soldering program generation process.

1.4. Types of laser soldering processes

There are three different laser soldering processes: single spot, simultaneous and Mask
soldering [19, 20]:
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Single spot soldering: This method of soldering is particularly applicable for multi-dimensional
configurations, tight packages and heat-sensitive components or substrates. In this process, a
single contact is quickly and precisely soldered by the laser spot, offering high flexibility,
quality and reproducibility. A point laser beam controlled by software moves to each pro‐
grammed point. Here the solder points are heated with individually matched beam diameter
and laser power profile.

Simultaneous soldering: This concept allows fast soldering of individual components or
complete connection arrays. Several contact points are radiated and soldered simultaneously
and no relative movement between the laser beam and the workpiece is necessary. Here line-
shaped laser beams are used. it allows short cycle times with high output volume.

Mask soldering: Mask soldering is applicable for very sensitive substrates or for the soldering
of fine contacts and structure. In this process, a mask is placed between the collimated laser
beam which is mostly line shaped and the target. The mask covers all parts which should not
be exposed to the laser radiation. The laser beam only passes through the openings in the mask
only where a contact to be soldered lies underneath which ensures locally confined heating.
The areas between the contact points are protected and no damage is done to the substrate. It
is fast and precise.

2. Types of lasers used in soldering

Three main types of lasers have been found suitable for soldering process. They are carbon
dioxide laser (gas laser), Nd:YAG laser (a solid state laser) and the semiconductor Laser (diode
laser).

2.1. Carbondioxide laser

Carbon dioxide laser is a gas laser and it has a wavelength of 10.6μm in the far infrared region
[21 - 23]. It is reflected from metal surfaces but is strongly absorbed by flux and the heated flux
then in turn transfers heat to the solder and metal in the joint [22]. The active medium in a
carbon dioxide laser is a mixture of carbon dioxide, nitrogen and helium. Carbon dioxide gas
is the lasing gas while nitrogen molecules help excite the CO2 molecules and increase the
efficiency of the light generation processes. The helium plays a dual role in assisting heat
transfer from excited nitrogen molecules to the co2 molecules and also helps to maintain the
population inversion by getting co2 molecules to drop from the lower laser level to the ground
level [24]. The carbon dioxide laser has an efficiency of up to 20% and is cooled by pumping
the gas through the heat exchanger.

2.1.1. The pump source

The active medium requires external pump source in order for lasing to occur. The active
medium contains carbon dioxide, nitrogen and helium. The choice of pumping depends on
the type of laser medium and since the active medium is in gas state, the best excitation is by
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electrical discharge of the gas. An electric discharge passing through the laser gas excites the
co2 laser. The energy of the accelerated electrons are transferred by collisions to the nitrogen
molecules and then to co2 molecules. Thus the co2 molecules are raised to the excited state

2.1.2. Resonator

The design of the resonator has a very significant impact on the quality and the spatial power
distribution of the emitted laser beam [25]. The carbon dioxide laser normally has a totally
reflective rear mirror and a partly reflective output mirror. The cavity mirrors are often made
of metal, with output coupling through a hole in the mirror rather than through a partly
transmissive coating [24]. They are made with cavity optics reflective throughout the 9 to 11μm
range in order to extract as much energy as possible from the co2 laser cavity.

2.1.3. Drawbacks of carbon dioxide laser for soldering

There are some technological and economical reasons which prevent the use of carbon dioxide
lasers as a laser source for soldering applications [6, 8, 21 - 26].

1. The energy at 10.6μm is strongly reflected by metals but undergoes about more than 90%
absorption by the organic materials used for making flux, printed circuit boards and other
substrates materials used for the soldering application and soldering alloys (e.g. tin-lead)
have a reflective about 74% at the same wavelength. As a result, the risk of burning the
circuit board is high by primary or diffused scattered laser radiation.

2. It has a high operating cost due to their electrical inefficiency (the amount of input
electrical energy converted into useful laser light),

3. The co2 laser relies on a constant gas supply and so it has to be maintained

4. The dimension of this laser source is large and the light produced by this co2 laser cannot
be delivered by an optical fiber.

2.2. Nd: YAG laser

This is a solid state laser. It uses Yttrium aluminum garnet doped with neodymium as a lasing
substance. The neodymium is an impurity that takes the place of some yttrium atoms of
roughly the same size. It emits at a wavelength of 1.06μm which is located in the near infrared
region. Neodymium is an excellent lasing material as it produces the highest level of powers
than any other doping element [25]. The small size of Nd:YAG rods and the optical properties
of neodymium atoms limit the amount of energy that can be stored in a typical rod to about
half a joule. Beam energies of 10-20 watts are normally used for soldering. Solder absorbs the
thermal radiation of 1μm well which means that the light from the Nd:YAG has a high heating
efficiency [23].

2.2.1. The pump source

The Nd:YAG being a solid state laser, has a solid crystal, and it uses light energy as the pump
source. The thermal and optical properties of Nd:YAG allows it to be pumped continuously
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with an arc lamp or series of flash lamp pulses. Flash lamp pump is common for pulsed solid
state lasers while continuous –wave solid state lasers can be pumped with an electric arc lamp.
Energy pumping selectively energizes the Nd ions that subsequently lead to a cascading effect
and stimulated emission of light. This light is bright enough to sustain population inversion
in some solid state laser materials that are capable of continuous laser operation. The maximum
average power from an Nd:YAG laser can exceed 1000W, although most operate at a much
lower powers.

2.2.2. Resonator

The most commonly used resonator design is composed of two spherical or flat mirrors facing
each other and the beam propagation properties are determined by the curvature of the
reflective mirrors as well as the distance these mirrors are apart [27]. The two ends of the
medium which is a solid crystal is silver coated, one slightly and the other heavily and so acts
as a resonant cavity. As the laser absorbs the pump energy, the laser rod heats up. If the
frequency of the pump energy exceeds the thermal relaxation time of the crystal, the temper‐
ature of the crystal increases. This induces temperature gradients in the laser rod crystal that
give rise to thermal lensing, whereby the crystal acts as a lens to diffract the laser-which reduces
power [25].

2.2.3. Drawbacks of Nd:YAG laser for laser soldering

1. Relative replacement of the light bulbs is required.

2. There is uneven energy intensity due to a decrease in the overall amount of energy
delivered by the laser [21].

Nd:YAG laser emits at a wavelength of 1.06μm at near infrared and fortunately the near
infrared spectrum is less reflective on metallic surfaces and less absorbent on organic materials
thereby making Nd:YAG a more desirable candidate for laser soldering when compared to
co2 laser [21]. The shorter emission also enables flexible and cheaper beam shaping and
guidance [26]. The light produced by this laser can be guided using fiber optics

2.3. Diode lasers

This is just like a diode, i.e. a PN-junction which is operated in forward bias mode. They are
sometimes called a semiconductor diode offering wavelength ranging from 790nm to 980nm.
A population inversion is generated in the active region by injecting electrons. By recombining
electrons and holes in the active region laser operation occurs above a characteristic threshold
current density. The wavelength of the laser radiation can be tuned within certain limits by
varying the Al-doping of the AlxGa1-xAs semiconductor, and so influencing the width of the
bandgap [28]. They are mainly based on gallium arsenide (GaAs) and gallium aluminum
arsenide (GaAlAs).

In this diode, electrons are injected and they combined with holes. Some of their excess energy
is release as photons which interact with more electrons and thereby producing more photons
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1. The energy at 10.6μm is strongly reflected by metals but undergoes about more than 90%
absorption by the organic materials used for making flux, printed circuit boards and other
substrates materials used for the soldering application and soldering alloys (e.g. tin-lead)
have a reflective about 74% at the same wavelength. As a result, the risk of burning the
circuit board is high by primary or diffused scattered laser radiation.

2. It has a high operating cost due to their electrical inefficiency (the amount of input
electrical energy converted into useful laser light),

3. The co2 laser relies on a constant gas supply and so it has to be maintained

4. The dimension of this laser source is large and the light produced by this co2 laser cannot
be delivered by an optical fiber.

2.2. Nd: YAG laser

This is a solid state laser. It uses Yttrium aluminum garnet doped with neodymium as a lasing
substance. The neodymium is an impurity that takes the place of some yttrium atoms of
roughly the same size. It emits at a wavelength of 1.06μm which is located in the near infrared
region. Neodymium is an excellent lasing material as it produces the highest level of powers
than any other doping element [25]. The small size of Nd:YAG rods and the optical properties
of neodymium atoms limit the amount of energy that can be stored in a typical rod to about
half a joule. Beam energies of 10-20 watts are normally used for soldering. Solder absorbs the
thermal radiation of 1μm well which means that the light from the Nd:YAG has a high heating
efficiency [23].

2.2.1. The pump source

The Nd:YAG being a solid state laser, has a solid crystal, and it uses light energy as the pump
source. The thermal and optical properties of Nd:YAG allows it to be pumped continuously
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with an arc lamp or series of flash lamp pulses. Flash lamp pump is common for pulsed solid
state lasers while continuous –wave solid state lasers can be pumped with an electric arc lamp.
Energy pumping selectively energizes the Nd ions that subsequently lead to a cascading effect
and stimulated emission of light. This light is bright enough to sustain population inversion
in some solid state laser materials that are capable of continuous laser operation. The maximum
average power from an Nd:YAG laser can exceed 1000W, although most operate at a much
lower powers.

2.2.2. Resonator

The most commonly used resonator design is composed of two spherical or flat mirrors facing
each other and the beam propagation properties are determined by the curvature of the
reflective mirrors as well as the distance these mirrors are apart [27]. The two ends of the
medium which is a solid crystal is silver coated, one slightly and the other heavily and so acts
as a resonant cavity. As the laser absorbs the pump energy, the laser rod heats up. If the
frequency of the pump energy exceeds the thermal relaxation time of the crystal, the temper‐
ature of the crystal increases. This induces temperature gradients in the laser rod crystal that
give rise to thermal lensing, whereby the crystal acts as a lens to diffract the laser-which reduces
power [25].

2.2.3. Drawbacks of Nd:YAG laser for laser soldering

1. Relative replacement of the light bulbs is required.

2. There is uneven energy intensity due to a decrease in the overall amount of energy
delivered by the laser [21].

Nd:YAG laser emits at a wavelength of 1.06μm at near infrared and fortunately the near
infrared spectrum is less reflective on metallic surfaces and less absorbent on organic materials
thereby making Nd:YAG a more desirable candidate for laser soldering when compared to
co2 laser [21]. The shorter emission also enables flexible and cheaper beam shaping and
guidance [26]. The light produced by this laser can be guided using fiber optics

2.3. Diode lasers

This is just like a diode, i.e. a PN-junction which is operated in forward bias mode. They are
sometimes called a semiconductor diode offering wavelength ranging from 790nm to 980nm.
A population inversion is generated in the active region by injecting electrons. By recombining
electrons and holes in the active region laser operation occurs above a characteristic threshold
current density. The wavelength of the laser radiation can be tuned within certain limits by
varying the Al-doping of the AlxGa1-xAs semiconductor, and so influencing the width of the
bandgap [28]. They are mainly based on gallium arsenide (GaAs) and gallium aluminum
arsenide (GaAlAs).

In this diode, electrons are injected and they combined with holes. Some of their excess energy
is release as photons which interact with more electrons and thereby producing more photons
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in a kind of self sustaining process called resonance. This repeated conversion of incoming
electrons into photons is actually similar to the process of stimulated emission that occurs in
a conventional gas-based laser.

The basic type which uses two semiconductor layers is very inefficient. Better designs have
several layers which increase the power by combining more charge carriers and trapping more
light inside the active layer which serves as a waveguide. The light is confined inside the
waveguide where it is reflected and amplified until it exits through one end. The power of a
single laser diode is low and many of it can be grouped to form a single high powered laser.
When compared with co2 and Nd:YAG lasers, diode laser offers many technological advances
in laser soldering [21] and this includes

1. Due to its shorter wavelength, it has higher absorbance in metals and lower absorbance
in organic materials usually used for making PCBs and other substrates.

2. It gives manufacturers a flexible and powerful tool to solve heating problems.

3. The energy density distribution of the laser beam generated remains uniform through the
spot regardless of its size.

4. It is maintenance free.

5. High powered laser diode is very compact

6. The maximum conversion efficiency of transforming the input electrical efficiency of
about 59%, which translates into a total electrical efficiency of about 40% for a high power
diode laser system and this actually caused the operating cost to be low.

2.3.1. Pump source

The source of pumping is by optical excitation. If a photon with more energy band gap strikes
a semiconductor, it can raise an electron from the valence band to the conduction band, creating
an electro-hole pair, a pair of current carriers. This effect can be used to detect light by
generating an electric current proportional to the amount of illumination. The current passing
through the semiconductor laser produces a population inversion in the junction which is
incidentally the active layer. Inside the junction, the composition of the semiconductor
changes. Population inversion in this case would be a large concentration of free electrons and
holes in the same region.

2.3.2. Resonator

In conventional laser system, a laser beam is produced by pumping the light emitted from the
atoms severally between two mirrors. In a laser diode, an equivalent process occurs when the
photon bounces back and forth in the Junction (the active layer) between the N-type and P-
type semiconductor. This type of resonator is known as Fabry –Perot resonant cavity. The two
parallel polished planes are used to produce multiple reflections in the cavity in order to
achieve a very high intensity of laser beam. The amplified laser light eventually emerges from
the polished end of the cavity.
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3. Diode laser soldering

The diode laser is a semiconductor device that directly converts electrical energy into laser
light. Mostly, higher power diode laser output in the near infrared, at either 808nm or 980nm.
The size of diode laser is small and this makes them easier to be integrated into workstations.
They produce their waste in a relatively small physical area and as a result, can be cooled with
a small volume of circulating water and a chiller.

In diode laser soldering, a focused laser beam provides fast and controlled heating of the solder
alloy to reflow the solder and form stable joints. Lasers with output power in the range of
30W-80W are sufficient for soldering applications [29].

A typical diode laser soldering system consists of a laser/control unit and a fiber cable is used
to deliver the laser spot to any desired location. The laser/control unit provides diode laser
temperature and current control and the output can be pulsed using internal and external
system interfaces and this makes them easily adaptable to automation.

Higher power diode laser soldering has been adopted by some electronics and telecommuni‐
cation equipment manufacturers because of the following reasons [2, 29];

1. It provides temporal and spatial process control and this control extends to both the
location and the metallurgy of connections, resulting in optimized joints for thermally
sensitive components.

2. Automated solutions for complex applications – the complex three dimensional (3-D)
circuit geometries with thermally sensitive or high value components. Difficult – to -reach
locations and fine –pitch quad flat packs

3. Easily tailored to specific joint design and consistent high quality joints.

3.1. The process of a diode laser soldering

The laser beam is generated from the laser diode and is focused precisely on the solder joint
with the use of an optical system. The required temperature at the solder joint is generated by
absorption. This method is suitable for both reflow soldering with paste and soldering with
solder wire.

For selective reflow soldering, the soldering paste is dispensed first, then warmed slowly and
the solder joint is preheated. Finally the soldering paste is melted totally, a meniscus is then
formed at the solder joint and the contact is covered by the solder completely.

For soldering with solder wire, the process occurs in three steps [30]

Step 1: Pre-heating

The laser is switched on and the solder wire enters the range of the laser beam. The direct
radiating heats the wire up close to melting temperature. If the laser beam hits the PCB outside
the solder pad the surface of the PCB may get burned.

Step 2: solderwire feeding
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The source of pumping is by optical excitation. If a photon with more energy band gap strikes
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an electro-hole pair, a pair of current carriers. This effect can be used to detect light by
generating an electric current proportional to the amount of illumination. The current passing
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incidentally the active layer. Inside the junction, the composition of the semiconductor
changes. Population inversion in this case would be a large concentration of free electrons and
holes in the same region.
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In conventional laser system, a laser beam is produced by pumping the light emitted from the
atoms severally between two mirrors. In a laser diode, an equivalent process occurs when the
photon bounces back and forth in the Junction (the active layer) between the N-type and P-
type semiconductor. This type of resonator is known as Fabry –Perot resonant cavity. The two
parallel polished planes are used to produce multiple reflections in the cavity in order to
achieve a very high intensity of laser beam. The amplified laser light eventually emerges from
the polished end of the cavity.
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light. Mostly, higher power diode laser output in the near infrared, at either 808nm or 980nm.
The size of diode laser is small and this makes them easier to be integrated into workstations.
They produce their waste in a relatively small physical area and as a result, can be cooled with
a small volume of circulating water and a chiller.

In diode laser soldering, a focused laser beam provides fast and controlled heating of the solder
alloy to reflow the solder and form stable joints. Lasers with output power in the range of
30W-80W are sufficient for soldering applications [29].

A typical diode laser soldering system consists of a laser/control unit and a fiber cable is used
to deliver the laser spot to any desired location. The laser/control unit provides diode laser
temperature and current control and the output can be pulsed using internal and external
system interfaces and this makes them easily adaptable to automation.

Higher power diode laser soldering has been adopted by some electronics and telecommuni‐
cation equipment manufacturers because of the following reasons [2, 29];

1. It provides temporal and spatial process control and this control extends to both the
location and the metallurgy of connections, resulting in optimized joints for thermally
sensitive components.

2. Automated solutions for complex applications – the complex three dimensional (3-D)
circuit geometries with thermally sensitive or high value components. Difficult – to -reach
locations and fine –pitch quad flat packs

3. Easily tailored to specific joint design and consistent high quality joints.

3.1. The process of a diode laser soldering

The laser beam is generated from the laser diode and is focused precisely on the solder joint
with the use of an optical system. The required temperature at the solder joint is generated by
absorption. This method is suitable for both reflow soldering with paste and soldering with
solder wire.

For selective reflow soldering, the soldering paste is dispensed first, then warmed slowly and
the solder joint is preheated. Finally the soldering paste is melted totally, a meniscus is then
formed at the solder joint and the contact is covered by the solder completely.

For soldering with solder wire, the process occurs in three steps [30]

Step 1: Pre-heating

The laser is switched on and the solder wire enters the range of the laser beam. The direct
radiating heats the wire up close to melting temperature. If the laser beam hits the PCB outside
the solder pad the surface of the PCB may get burned.
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This process is important for an accurate soldering process. The solder wire is fed during the
solder feeding time at a specific speed. The solderwire with temperature close to melting
temperature hits the solder spot and melts at the preheated solder pad and the preheated pin.
If the solder pad and pin are not warm enough, the wire gets burred or bends. The solder wire
feeder is driven by a DC-Motor and an encoder is used to control the feeding rate. The feeding
length and feeding rate are programmable.

Step 3: Hold time

The solder wire having melted, can spread evenly to build the typical shape of a solder spot.
Liquid solder has a significant lower absorption rate. It acts like a mirror. In this phase of the
soldering process the laser beam can be partially deflected and can damage possible sur‐
rounding components or the plastic housing.

The beams of many single diodes must be bundled to the focus point in order to have the
energy of approximately 30 W to a focus point of 0.8 mm diameter the and this is only possible
with complex optics (see figure 3). The beam of the laser diodes is at first collimated in one
axis by a cylinder lens and is then coupled into the optical fiber.

Figure 3. Laser diode with the optics delivery beam. Adapted from [30]

3.2. Soldering with high power diode lasers

Hoult [2] stated that in the microelectronics industry, for soldering tasks to be done, an average
laser power of 2 to 80 watts can used. This laser average power depends on solder joint
dimensions and the required speed. The soldering tasks are categorized by size into small,
medium and large soldering areas [2].

Small, 40 to 100 μm (0.0016 to 0.004 in.) Pads

Typical applications for soldering these small pads are in high-density packaging. A few watts
of average power are normally sufficient to solder these joints. Specific spot size and working
distance requirements can be addressed by a host of commercially available optical imaging
accessories (OIAs).

Medium, 100 to 500 μm (0.004 to 0.02 in.) Pads

In these cases, 25 watts delivered from an 800-μm-diameter optical fiber with an OIA capable
of reducing the source size by a factor of 1.8:1 offers some benefits. Dwell time is approximately
1 second per solder joint.
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Large, 1 to 3 mm (0.04 to 0.12 in.) Pads

In some cases, it is very essential to scan several joints simultaneously and this can be done by
expanding the spot size of the diode laser. This technique is a viable solution for soldering
multiple joints on a densely populated printed circuit board (PCB). To increase the scan time,
higher average power diode laser systems (up to 80 watts continuous wave) can be employed.

3.3. Laser soldering parameters

Hoult [2] has also identified a list of laser soldering parameters to be considered while
developing a soldering process in order to achieve a high quality joint. They include the
following

1. Average power: The average power of the laser controls the rate of heat delivered to the
joint being soldered. High average power is preferred since it reduces the soldering time,
but the excess power causes vaporization and also reduces the quality of the joint.

2. Pulse time/length: Just like average power, pulse time/length controls the amount of
energy delivered to the joint by a laser.

3. Pulse duty cycle: This modifies the rate at which heat is delivered to the joint thereby
increasing the control of the soldering process. A high duty cycle, because it permits a
minimum soldering times, is therefore preferred.

4. Laser power density (intensity): The laser power density (intensity) controls the response
of the material to the laser beam and in association with the average power, generally
determines the rate of the soldering process.

5. Laser focus position: The accurate placement of the laser focus spot is very critical in order
to secure a good quality joint. This is best achieved by using precision x-y positioning
tables coupled with a CCD camera and an imaging accessory that allows viewing of the
laser beam in real time.

4. Laser soldering as a selective soldering process

Years back, most of the components in all electronic products are through-hole (TH) compo‐
nents but today about 90% of the through –hole components in these electronic products are
being replaced by their surface mount counterparts [1]. This may be to the benefits of the
surface mount technology (SMT) with regard to through-hole technology (THT) and they
include [31]:

• Increased circuit density

• Lower costs in volume application

• The reduction in the size of the board

• The reduction in the size of the components
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This process is important for an accurate soldering process. The solder wire is fed during the
solder feeding time at a specific speed. The solderwire with temperature close to melting
temperature hits the solder spot and melts at the preheated solder pad and the preheated pin.
If the solder pad and pin are not warm enough, the wire gets burred or bends. The solder wire
feeder is driven by a DC-Motor and an encoder is used to control the feeding rate. The feeding
length and feeding rate are programmable.

Step 3: Hold time

The solder wire having melted, can spread evenly to build the typical shape of a solder spot.
Liquid solder has a significant lower absorption rate. It acts like a mirror. In this phase of the
soldering process the laser beam can be partially deflected and can damage possible sur‐
rounding components or the plastic housing.

The beams of many single diodes must be bundled to the focus point in order to have the
energy of approximately 30 W to a focus point of 0.8 mm diameter the and this is only possible
with complex optics (see figure 3). The beam of the laser diodes is at first collimated in one
axis by a cylinder lens and is then coupled into the optical fiber.

Figure 3. Laser diode with the optics delivery beam. Adapted from [30]

3.2. Soldering with high power diode lasers

Hoult [2] stated that in the microelectronics industry, for soldering tasks to be done, an average
laser power of 2 to 80 watts can used. This laser average power depends on solder joint
dimensions and the required speed. The soldering tasks are categorized by size into small,
medium and large soldering areas [2].

Small, 40 to 100 μm (0.0016 to 0.004 in.) Pads

Typical applications for soldering these small pads are in high-density packaging. A few watts
of average power are normally sufficient to solder these joints. Specific spot size and working
distance requirements can be addressed by a host of commercially available optical imaging
accessories (OIAs).

Medium, 100 to 500 μm (0.004 to 0.02 in.) Pads

In these cases, 25 watts delivered from an 800-μm-diameter optical fiber with an OIA capable
of reducing the source size by a factor of 1.8:1 offers some benefits. Dwell time is approximately
1 second per solder joint.
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Large, 1 to 3 mm (0.04 to 0.12 in.) Pads

In some cases, it is very essential to scan several joints simultaneously and this can be done by
expanding the spot size of the diode laser. This technique is a viable solution for soldering
multiple joints on a densely populated printed circuit board (PCB). To increase the scan time,
higher average power diode laser systems (up to 80 watts continuous wave) can be employed.

3.3. Laser soldering parameters

Hoult [2] has also identified a list of laser soldering parameters to be considered while
developing a soldering process in order to achieve a high quality joint. They include the
following

1. Average power: The average power of the laser controls the rate of heat delivered to the
joint being soldered. High average power is preferred since it reduces the soldering time,
but the excess power causes vaporization and also reduces the quality of the joint.

2. Pulse time/length: Just like average power, pulse time/length controls the amount of
energy delivered to the joint by a laser.

3. Pulse duty cycle: This modifies the rate at which heat is delivered to the joint thereby
increasing the control of the soldering process. A high duty cycle, because it permits a
minimum soldering times, is therefore preferred.

4. Laser power density (intensity): The laser power density (intensity) controls the response
of the material to the laser beam and in association with the average power, generally
determines the rate of the soldering process.

5. Laser focus position: The accurate placement of the laser focus spot is very critical in order
to secure a good quality joint. This is best achieved by using precision x-y positioning
tables coupled with a CCD camera and an imaging accessory that allows viewing of the
laser beam in real time.

4. Laser soldering as a selective soldering process

Years back, most of the components in all electronic products are through-hole (TH) compo‐
nents but today about 90% of the through –hole components in these electronic products are
being replaced by their surface mount counterparts [1]. This may be to the benefits of the
surface mount technology (SMT) with regard to through-hole technology (THT) and they
include [31]:

• Increased circuit density

• Lower costs in volume application

• The reduction in the size of the board

• The reduction in the size of the components
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• Shorter pins

• Shorter interconnections

• Facilitated automation

• Improved electrical performance.

Though many through-hole components are being replaced by their surface mount counter‐
parts, printed circuit boards (PCBs) are still being designed with both technologies. This is
because despite the benefits of SMT in relation to THT, the through-hole components will
remain in electronic industry for many years because of the [1]:

• Component availability

• Solder joint reliability

• The need for socketability.

The hot air and convection reflow soldering methods are primarily used for SMT components.
The hot air is used for low volume application while the convection reflow is used for high
volume application. Hand and wave soldering are primarily used for TH components, though
a few SMT components can be soldered by these methods.

When confronted with mixed assembly board, there is always a challenge to determine the
optimal method that can be used to solder these boards, and then selective soldering becomes
the answer.

In selective soldering, only the through-hole components are selectively soldered after the
surface mount components have been reflow-soldered. Therefore selective soldering is defined
as a process of soldering only through-hole components onto a printed circuit board (PCB)
that has surface mount components on the underside.

In a mixed- assembly board, through-hole components can be selectively soldered by three
methods [1].

Wave soldering, with or without specially designed fixtures: This can be used for through-
hole whenever the board’s secondary side contains devices that can go through the wave solder
process. The through-hole components must be selectively soldered without impact to the
adjacent components already soldered in the reflow oven. Depending on the application,
selective wave soldering using text fixtures can be very expensive.

Convection reflow using paste-in-process: This allows reflowing of both the through-hole and
surface mount device (SMD) at the same time but the difference and distribution of thermal
masses on circuits may lead to different results in terms of the quality for different components.
When the component is temperature-sensitive, has too many rows of pins to allow sufficient
solder paste deposition, or the board is not designed for the paste-in-hole process to begin
with, the paste-in-hole process using convection reflow cannot be used [1].

Hand soldering: This has always been the backbone of electronics assembly for decades. They
can be used to complete connections that are not possible using other methods. The compo‐

Materials Science - Advanced Topics376

nents that cannot withstand the high temperature involved in the wave soldering process are
soldered by hand. This method is not only slow and expensive but unfortunately the quality
of the joint being soldered depends on operator’s capability.

For cost effective selective soldering of through-hole components when either wave, hand or
convection reflow is either not technically possible, desirable or too expensive, laser soldering
comes into play. Laser soldering does not need any special fixture and is capable of meeting
the requirements of mixed SMT and TH fabrication in terms of the quality, repeatability aswell
as the flexibility [1]. The miniaturization and integration of electronic components and the use
of temperature-sensitive components used in telecommunication equipments also contributed
to the rapid growth of this field.

Laser soldering is a desirable process used to solder areas that are difficult to reach or parts
which cannot be soldered by either wave or reflow soldering. These can be parts that are heat/
temperature sensitive and is repeatable [22] or need a special temperature program due to their
size. The power control of the laser source and the steadiness of the output power are necessary
to guarantee a steady repeatable process [3]. The use of optics developed for the soldering
process produced conically shaped beams and this allows it to be moved and focused on a
solder joint. The use of laser technology for selective soldering permits precise heating, thereby
avoiding the subjection of high thermal stress on the heat-sensitive components at high
temperatures.

The benefits of a selective soldering includes but not limited to [33]

1. It allows the user to optimize the solder process down to pin level verses the compromise
techniques in flux application.

2. It improves the quality of the solder and reduces the thermal coefficient of expansion
issues with minimalistic surface mount components that do not tolerate the thermal shock
of wave soldering.

3. Selective soldering is ideal for thermally challenged through-hole components since the
flux deposition solder dwell time and peel-off parameters are fully programmable.

4. It is used to solder printed circuit board assembly (PCBAs) with high component density
since it can maintain clearances between the through-hole pads and adjacent surface
mount pads that are not achievable with masking pallets and permits the soldering of
through –hole components on both sides of the PCBAs without restricting the components
height.

5. It offers the ability to reduce solder defects, hence improving the first pass yields.

5. Comparison of laser soldering with most of the common soldering
methods

Laser soldering is mainly characterized by short duration heating and high intensity radiation
which can be focused on a very small spot. There are other types of soldering techniques - Iron
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• Shorter pins
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• Facilitated automation

• Improved electrical performance.
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soldering, wave soldering, induction soldering etc. They also offer a lot of advantages and
disadvantages but when compared to laser soldering, they have the following characteristics;

1. Iron Soldering

– Contact heating

– It requires high maintenance since the tips wear with use and has to be replaced periodically.

– Inexpensive

– Iron’s heat spreads beyond the joint area and so the sensitive components in close proximity
may be destroyed.

– Regular cleaning of the tip to remove flux and oxide build up

– Long processing/soldering time

2. Induction Soldering

– Soldering from underneath – not above

– It has high energy capacity –Ability to melt high temperature solders

– Complexity of determining appropriate settings based on material conductivity

– Nitrogen atmosphere is necessary.

– Appropriate for large scale productiion

– Flux application is necessary

3. Wave Soldering

– The need for nitrogen atmosphere is necessary

– Low cost

– Separate preheating and flux application is necessary

– Soldering is from underneath

– Difficult to use with diverse package types especially ball types SMD packages and narrow
lead pitch SMD packages.

– High thermal stress for SMD but low for THD.

– Appropriate for mass production

4. Infrared Soldering

– High thermal stress.

– Difficult to heat components that are in the shadows.

– Uneven heating (temperature variations) arise in places being soldered due to component
shapes.
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– Low cost

– Separate preheating and flux application is necessary

5. Convection Reflow Soldering

– Nitrogen atmosphere is necessary

– Separate preheating and high demand for flux activity

– High thermal stress

– Easy heating of components that are in the shadows

– Uniform heating across product is possible i.e. even temperature distribution

– Long processing time.

6. Vapour Phase Soldering

– Separate preheating and inert liquid atmosphere is necessary

– No temperature control system is required

– High thermal stress

– Minimal oxidation and contamination of soldered areas

– Appropriate for mass production.

– Even heating is achieved regardless of the shape of the components

7. Resistance Soldering

– Contact heating

– Heat may not reach the right spots due to temperature variations in contact resistance

6. Industrial applications of laser soldering

Industrial lasers deliver large amounts of heat with great precision and without contact,
making them ideal for applications such as soldering. Laser soldering uses the well-focused,
highly controlled beam to deliver energy to a desired location for a precisely measured length
of time. Laser soldering is applied in the following areas.

6.1. Photovoltaic module manufacturing

In photovoltaic module production, solar cells get interconnected by strings which are then
laminated in modules. The solar cells are stressed thermally and mechanically during cell
soldering and string handling. As solar cells are currently becoming thinner and thinner and
thus more fragile, soldering and handling is becoming more difficult. Due to the trend in the
decreasing thickness of the solar cell (<200μm) [34, 35], the demands for gentle production
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highly controlled beam to deliver energy to a desired location for a precisely measured length
of time. Laser soldering is applied in the following areas.

6.1. Photovoltaic module manufacturing

In photovoltaic module production, solar cells get interconnected by strings which are then
laminated in modules. The solar cells are stressed thermally and mechanically during cell
soldering and string handling. As solar cells are currently becoming thinner and thinner and
thus more fragile, soldering and handling is becoming more difficult. Due to the trend in the
decreasing thickness of the solar cell (<200μm) [34, 35], the demands for gentle production
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methods to reduce breaking of the silicon wafer during manufacturing and soldering method
without any mechanical contact has led to the application of laser soldering in photovoltaic
module production.

The string handling can be avoided completely by laser soldering directly on the laminate
layers. This method is called In-Laminate-Laser-soldering (ILL). Laser-soldering is a connec‐
tion method that does not induce mechanical loads to the solar cells and reduces thermal stress
on the cell. The laser beam produces mechanically and electrically stable solder joints between
the connector and the solar cell in fractions of a second. A high power diode is used because
it has all the properties for contacting thin film solar cell [35]. It uses a non contact technology
with a precise and locally limited thermal input.

The pyrometer sensor integrated in the processing head and aligned in the optical path of the
laser beam is used to control the process.

Figure 4. With In-Laminate Laser Soldering (ILLS) manufactured solar cell module. Adapted from [35].

6.2. Electronic manufacturing

The automation in the telecommunication equipment industry, miniaturization of electronic
devices in consumer electronics and other biomedical applications which produces high
density microelectronics with fine-pitch leads and small pad diameters has led to the demand
for highly controllable selective laser soldering. This is because these devices often have the
complex three dimensional (3-D) circuit geometries with thermally sensitive or high value
components such as sensors, lenses central processing units etc that cannot be soldered with
conventional wave soldering techniques.

Laser soldering has a lot of attributes but the main attributes are short duration heating and
high intensity radiation which can be focused on a spot as small as 0.050mm in diameter [31]
and this is beneficial to soldering densely packed regions, where local solder joints can be made
without affecting the nearby components.
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Nd:YAG lasers and carbondioxide lasers have been successfully applied in industrial produc‐
tion but the development of high power diode lasers recently has offered a new laser source
for soldering with technological advantages. The absorptivity of laser radiation on metals,
generally increases with shorter wavelength and, consequently, diode lasers may lead to a
higher process efficiency compared to Nd:YAG lasers and carbon dioxide lasers [21, 36]. The
high power diode laser has been adopted by some electronics and telecom equipment
manufacturers because it offers high reliability, ease of automation and temporal and spatial
process control [2]. This control extends to both the location and the metallurgy of connections,
resulting in optimized joints for thermally sensitive components, special substrates and some
areas difficult to reach [6]. Selective laser soldering permits the delivery of precise amount of
energy to specific locations without causing heat related damage to the surrounding compo‐
nents.

6.3. Automobile application

In automobiles, Laser soldering offers a better and perfect alternative to conventional techni‐
ques due to the increasing number of electrical contacts in combination with more complex
and miniaturized components [36].

Laser application for soldering permits highly automated production system, providing
enormous flexibility for a wide variety of fabrication tasks at a very high processing speed
because it is a non-contact technique. The mating parts are joined by a solder and the melting
point of the solder is usually lower than that of the components materials. When the solder is
melted, it flows into the gap between the parts and bonds with the surface of the workpiece.
The thin gap between the components provides the capillary function, thereby drawing the
liquid solder into the joint.

The surface of the solder seam is smooth and clean and normally requires no refinishing; they
are often used in automobile industry for making body parts such as car roofs or trunk lids.

6.4. Medical application

The desire for minimal invasive surgical joining procedure led to the use of laser soldering in
medical applications and this is because for a fast healing process, a successful joining of tissue
is very important. Laser tissue soldering is the process of using laser energy to join tissues
without sutures and it is based on some soldering material ( such as albumin proteins – a
biomedical solder) that coagulates on interaction with a laser beam to form joint [9].

Laser tissue soldering has been successfully utilized in bonding different type of tissues,
including the cartilage & blood vessels [10], skin [11], liver [13]..

Diode lasers can be used to repair without damaging the surrounding tissues. This technique
shortens the surgical times and helps minimized trauma to tissue speeds healing [29].

Laser soldering of biological tissue is a unique and promising technique because of the
following reasons [29];

• No damage is done to the surrounding tissues
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• Precise targeting

• Highly reliable

• Compact size and portability.

Laser tissue soldering is gaining importance because the laser technology actually fulfills the
high quality requirements to perfect hygienic surfaces, dross free and free of any material
residues.

7. Conclusion

Laser soldering provides a clean non-contact process which involves transferring energy to
the soldering location using a precisely controlled beam. The laser beam is mainly absorbed
by the solder leading to a fast and high quality solder joint. The very short heating and cooling
times leads to a fine-grained structure of inter metallic bond. Due to its precise and contact-
free process, laser soldering produces the best quality of solder joint

As a selective soldering process, it enables the precise amount of energy to be delivered to
specific soldering areas, even those areas difficult to reach, without causing collateral heat-
related damage. It represents the best method to solder surface mount components onto the
printed circuit boards.
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1. Introduction

Automatic Optical Inspection (AOI) or Automated Visual Inspection (AVI) is a control process.
It evaluates the quality of manufactured products with the help of visual information. Amongst
its several uses, one is the inspection of PWB (Printed Wiring Boards) after their assembling
sequences i.e. paste printing, component placement and soldering. Nowadays, surface mount
technology is the main method of assembly. It can be automated with ease. The increasing
widespread use of SMT (Surface Mount Technology) in PWB assembly results in down-scaling
of component size, increasing of lead count and component density. Parallel to this the latest
manufacturing assembly lines have a very high rate of productivity. Not only is productivity
required but a high quality also is expected. The quality requirements for electronic devices
have already been standardized, e.g. IPC, ANSI-JSTD standards. Modern machines used in
manufacturing lines such as paste printers, component placement machines etc. are capable
of producing significantly better results than those required in normal standards specifica‐
tions. Nowadays, the capability of modern manufacturing machines now reaches 6 σ as usually
applied specification norm and 5 σ for more stringent ones. Even so, manufacturing processes
are still kept under constant supervision. There still occasions when even a modern assembly
line fails to create fully operational devices.

Besides the “classic” electric tests, such as in-circuit-test (ICT) and/or functional tests, there are
in-line inspection possibilities: automatic optical inspection and automatic X-ray inspection
systems. Because of their capabilities and properties, mostly the AOI systems are used as in-
line quality inspection appliances. The main advantage of these systems is their ability to detect
failures earlier and not only when the product has been assembled. AOI systems can be used
to inspect the quality at each stage of the manufacturing process of the electronic device.
Accordingly, there are real financial advantages by using such systems because the sooner a
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failure can be detected, the smaller the likelihood of refuse device manufacturing. Because of
component down-scaling and increasing in density, optical inspection is now only possible
with the help of machine vision as opposed to manual inspection.

2. Rise of the AOI systems

Manufacturing electronic devices necessitates the constant controlling and inspection of the
product. Previously, ICT was the main appliance used for this purpose. It inspected electronic
components (e.g. resistor, capacitor etc.), checked for shorts, opens, resistance, capacitance and
other basic quantities. Finally, it checked the proper operation of the whole circuit to show
whether the assembly had been correctly fabricated. It operated by using a bed of measure-
nails type test fixtures, designed for the current PWB and other specialist test equipment. It
had the following disadvantages. As the dimensions of components were shrinking and the
emplacement density was increasing, the positioning of the test-points became increasingly
difficult. Beds of measure-nails are also relatively expensive and they are PWB-specific. This
problem was however, partially solved by using flying-probe ICT systems (but at the expense
of speed). Another disadvantage of ICT was that only finished product could be examined. It
was able to detect failures but not to prevent them. It is also was not suitable for inspecting the
quality of various assembling technologies. A further disadvantage was also in the case of
functional testing. Extra measurement procedures had to be developed to ensure the enhance‐
ment of the quality of the manufacturing process.

Previously, the quality of solder joints had only been verified by manual visual inspection
(MVI). The disadvantage of manual inspection, which at best was subjective, was that the
tolerance limits were narrower than used in automated machines. A magnifying glass could
help for a while, but as the mounting number of components per unit area exceeded the
capabilities of manual testing, this option was already proving to be difficult or not even
applicable as described in [1]. Because of the rapid development of digital computing, machine
vision and image processing, it was obvious that it was becoming necessary to automate the
process with the help of various high-resolution cameras, novel lighting devices [2], illumi‐
nation techniques [3]-[5] and efficient image processing algorithms. Such state-of-the-art
devices and solutions are described in detail in the following books: [6]-[8].

In cases where the manufacturing of large quantities of precise and high quality products takes
place, the capabilities of production appliances can only be used effectively if the inspections,
after various technological sequences are automated (in-line), are fast and reliable. As a result,
the automatic optical inspection or testing appliances has been developed to replace manual
inspection. The words, Automated Optical Inspection imply that when used in the manufac‐
turing and assembly of PWBs, the nature of the inspection process itself, using digital machine
vision and image processing, will give objective results.

AOI inspects bare and mounted PWBs automatically and uses optical information. It is faster,
more accurate and cheaper than manual inspection. In preparing the parameters for such
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inspections, parametric test procedures can be used to evaluate the digital image and on the
basis of this they classify the inspected PWB, component or solder joint. Automatic Optical
Inspection systems offer a reliable, flexible, fast and cost-effective solution when inspecting
each step of the manufacturing process. Using AOI systems also has financial advantages.
Detailed calculations show this in [1]. Further works give more reasons why AOI should be
used. Several economic, efficiency and suitability studies have been undertaken about these
systems [9]-[29].

3. Sensors, image capturing methods, structure

In the early 1970s, CCD (Charge Coupled Device) and CMOS (Complementary Metal–Oxide–
Semiconductor) sensors were invented. It presented an opportunity to capture digital images
that could be processed and evaluated by a computer. Machine vision was born. The subse‐
quent exponential development resulted in an infinite number of these applications. One such
development was the automatic optical inspection. Comparison between these sensors is
reported in detailed [30]-[36].

Two kinds of methods exist to capture the images: FOI (Field of Interest) based matrix camera
and line scan camera. The first captures several images on an optimized course, the second
scans the whole surface of PWB. Both have their advantages and disadvantages. Line-scan is
the faster method but the design of a proper source of illumination is more difficult or
sometimes not possible at all because the position of components themselves affects the
efficiency of illumination. If the component is parallel or perpendicular to the scanning line,
the captured image could differ. In case of paste inspection, component positioning is out of
question, so line-scan is better choice. For components and meniscus inspection, FOI is better.
A new FOI generation method is shown in [37].

Basically AOI systems have three main parts: optical unit (illumination, cameras), positioning
mechanism, and control system (Fig. 1).

4. Identifying PWB

AOI appliances identify the PWBs with the help of a separate built-in unit i.e. laser-scanner or
by using its inbuilt functionality. On this basis, machines can decide what inspection is
necessary. According to data contained in a barcode, the AOI system loads the appropriate
inspection program. As barcodes (Fig. 2.a) became more widely used, in some cases the amount
of data that could be stored in them was too limited and this became a barrier to its applicability.
To solve this problem, the so-called ‘matrix codes’ (Fig. 2.b) were developed. In [30] 22 types
of linear barcodes and 48 types of matrix codes are described.
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5. Inspection of bare PWBs

There  are  several  possibilities,  appliances  and  algorithms  when  inspecting  bare  PWBs
optically. These are able to inspect the copper wire-patterns on a PWB surface with high
precision. Optical inspection gives rapid and reliable results regarding the quality of the
PWB. Electrical detection methods, (e.g. ICT, Flying Probes) are slower and more expen‐
sive.  Bare  PWB  inspecting  AOIs  have  a  special  name:  Automatic  Optical  Test  (AOT)
systems. There are several research and survey papers about this topic [31]-[43] and two
manufacturers now have AOT machines [44]-[49]. In Table I a comparison between these
appliances is shown.

Figure 1. The three main part of an AOI system

(a) (b) 

Figure 2. Example for: a) linear barcode b) DMC
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6. Inspections following SMT sequences

In the SMT assembling process there are three main phases where AOI plays an important
role; after-paste printing, component placement and soldering. In the case of wave, r selective
or partial soldering there are other sequences e.g. glue dispensing, through-hole component
insertion etc. But SMT processes are used mainly for inspection in discussions about this
method of assembly. Possible locations where AOI can be placed in an SMT line are: the post-
paste, post-placement or pre-reflow and post reflow (Fig. 3.).

At each location AOI appliances have a special name. These are: Solder Paste Inspection (SPI,
also known as Post-Printing Inspection), Automatic Placement Inspection (API. also known
as Post-Placement Inspection) and Post-Soldering Inspection (PSI). The AOI systems able to
inspect each manufacturing sequence are called: Universal AOI (UAOI). If there is a possibility
that the equipment can inspect the finished product optically, it is then called the Automatic
Final Inspection (AFI).

Manufacturer Amistar Automation Inc.
Model K5L doutech Excalibur phasor redline LD 6000

Board size max. 
[mm x mm] 510 x 410 610 x 760 610 x 760

760 x 760 
(extended:   

1000 x 2000)
610 x 760

610 x 760 
(extended:     

915 x 1525)

Board size min. 
[mm x mm] 50 x 50 n.a. n.a. n.a. n.a. n.a.

Board thickness 
[mm] 0.5 - 3.0 n.a. n.a. n.a. n.a. n.a.

Board warp [mm] + 0.5; - 1.0 n.a. n.a. n.a. n.a. n.a.

Board clearance 
top [mm] 50 n.a. n.a. n.a. n.a. n.a.

Board clearance 
bottom [mm] 50 n.a. n.a. n.a. n.a. n.a.

Camera type CCD n.a. n.a. n.a. n.a. n.a.

Illumination
3-stage LED dome lighting 

(Upper: IR; Middle: WH; 
Lower: WH)

n.a. n.a. n.a. n.a. n.a.

View size [mm] 30.4 x 22.8 500 x 635 500 x 610
500 x 635 
(extended:    

915 x 1980)

500 x 635 
(extended:   

1000 x 2000)

500 x 610 
(extended:     

865 x 1475)

Resolution [µm] 19 50 50 60 50 n.a.

Inspection time 0.45 sec/screen 20 - 60 sq. m/h 45 sq. m/h n.a. 20 - 60 sq. m/h

15 sec @ 3/3 
mil line/space; 
27 sec @ 2/2 
mil line/space 
(for 480 x 600 

mm board size)

Applicability

missing components, position 
shift, rotation error, wrong 

components, polarity check, 
bridge, character recognition

functional and 
cosmetic faults

functional and 
cosmetic faults

functional and 
cosmetic faults

functional and 
cosmetic faults

functional and 
cosmetic faults

Lloyd Doyle Limited

Table 1. Comparison of Automatic Optical Test (AOT) machines
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5. Inspection of bare PWBs

There  are  several  possibilities,  appliances  and  algorithms  when  inspecting  bare  PWBs
optically. These are able to inspect the copper wire-patterns on a PWB surface with high
precision. Optical inspection gives rapid and reliable results regarding the quality of the
PWB. Electrical detection methods, (e.g. ICT, Flying Probes) are slower and more expen‐
sive.  Bare  PWB  inspecting  AOIs  have  a  special  name:  Automatic  Optical  Test  (AOT)
systems. There are several research and survey papers about this topic [31]-[43] and two
manufacturers now have AOT machines [44]-[49]. In Table I a comparison between these
appliances is shown.

Figure 1. The three main part of an AOI system

(a) (b) 

Figure 2. Example for: a) linear barcode b) DMC
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6. Inspections following SMT sequences

In the SMT assembling process there are three main phases where AOI plays an important
role; after-paste printing, component placement and soldering. In the case of wave, r selective
or partial soldering there are other sequences e.g. glue dispensing, through-hole component
insertion etc. But SMT processes are used mainly for inspection in discussions about this
method of assembly. Possible locations where AOI can be placed in an SMT line are: the post-
paste, post-placement or pre-reflow and post reflow (Fig. 3.).

At each location AOI appliances have a special name. These are: Solder Paste Inspection (SPI,
also known as Post-Printing Inspection), Automatic Placement Inspection (API. also known
as Post-Placement Inspection) and Post-Soldering Inspection (PSI). The AOI systems able to
inspect each manufacturing sequence are called: Universal AOI (UAOI). If there is a possibility
that the equipment can inspect the finished product optically, it is then called the Automatic
Final Inspection (AFI).

Manufacturer Amistar Automation Inc.
Model K5L doutech Excalibur phasor redline LD 6000

Board size max. 
[mm x mm] 510 x 410 610 x 760 610 x 760

760 x 760 
(extended:   

1000 x 2000)
610 x 760

610 x 760 
(extended:     

915 x 1525)

Board size min. 
[mm x mm] 50 x 50 n.a. n.a. n.a. n.a. n.a.

Board thickness 
[mm] 0.5 - 3.0 n.a. n.a. n.a. n.a. n.a.

Board warp [mm] + 0.5; - 1.0 n.a. n.a. n.a. n.a. n.a.

Board clearance 
top [mm] 50 n.a. n.a. n.a. n.a. n.a.

Board clearance 
bottom [mm] 50 n.a. n.a. n.a. n.a. n.a.

Camera type CCD n.a. n.a. n.a. n.a. n.a.

Illumination
3-stage LED dome lighting 

(Upper: IR; Middle: WH; 
Lower: WH)

n.a. n.a. n.a. n.a. n.a.

View size [mm] 30.4 x 22.8 500 x 635 500 x 610
500 x 635 
(extended:    

915 x 1980)

500 x 635 
(extended:   

1000 x 2000)

500 x 610 
(extended:     

865 x 1475)

Resolution [µm] 19 50 50 60 50 n.a.

Inspection time 0.45 sec/screen 20 - 60 sq. m/h 45 sq. m/h n.a. 20 - 60 sq. m/h

15 sec @ 3/3 
mil line/space; 
27 sec @ 2/2 
mil line/space 
(for 480 x 600 

mm board size)

Applicability

missing components, position 
shift, rotation error, wrong 

components, polarity check, 
bridge, character recognition

functional and 
cosmetic faults

functional and 
cosmetic faults

functional and 
cosmetic faults

functional and 
cosmetic faults

functional and 
cosmetic faults

Lloyd Doyle Limited

Table 1. Comparison of Automatic Optical Test (AOT) machines
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6.1. Solder paste inspection

According to PWB assemblers, it is very important that the quality of the print solder paste is
inspected because it heavily influences the quality of solder joints. In some papers it has been
reported that 52%–71% of SMT defects are related to the printing process [50]-[53]. As failures
can be detected much earlier, this obviously results in cost savings. According to some other
opinions, inspection of the solder paste is not so relevant: “Contrary to the common, frequently
quoted opinion that paste faults represent the primary percentage or 70% of all faults in the
printed circuit assembly process, this detailed analysis shows that those faults amounted to
only 8.3%.” [54].

Special AOI machines are able to inspect the quality of print of the solder paste. It is an important
option because in case of failure, the product can be repaired with minimum cost and with‐
out scrap loss. The size of the print in the 3 dimensions examined (latitude, longitude, alti‐
tude) must fall within the limits specified. To measure these parameters, so-called SPI (Solder
Paste Inspection) machines have been developed. These machines are able to inspect only one
step i.e. paste printing, but they are cheaper than universal AOI machines. As the control of
solder paste presence is one of the easier tasks, then only the width, length and position needs
to be inspected and so several failures can be detected such as bridges [55]. This can be solved
using image capturing (usually with the help of line scan cameras) and subsequent evaluation.

But to measure volume as well the paste thickness is equally as important. Comparison
between 2D and 3D solder paste inspections are reported in [56] and [57]. There are several
possibilities to enable the measurement of paste volume optically: laser scanner [58]-[63];
projected sinusoidal fringe pattern as in [64]; the development of this technique for solder paste
geometry measurement in [65], [66] and some special methods shown in [67]-[69]. Nine
manufacturers offer SPI systems [70]-[82]. Several different solutions have been developed in
these appliances as can be found in the scientific literature, described above. Comparison
between the different methods is shown in Table 2.

Figure 3. Possible places of AOI systems
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CyberOptics SE 300 Ultra 508 x 508 101 x 40 3 508 x 503 5 x 10 29.0 16.0 3 - 4 40 20 50 - 610 0.13
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500 510 x 510 50 x 50 3 - 5 508 x 503 15 x 15 80.0 50.0 4 - 5 30 15 50 - 500 0.20
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500-X 810 x 610 100 x 100 10 810 x 605 15 x 15 80.0 50.0 4 - 5 30 15 50 - 500 0.20
height, area, 

volume, registration, 
bridge detection

Koh Young 
Technology aSPIre n.a. n.a. n.a. n.a. n.a. 41.0 n.a. n.a. 10 20 20 - 400 0.37

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Koh Young 
Technology KY-8030 n.a. n.a. n.a. n.a. n.a. 15.0 19.7 n.a. 20 20 20 - 400 0.37

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Marantz Power Spector 510 x 460 50 x 50 n.a. n.a. n.a. 80.0 80.0 n.a. n.a. n.a. max. 600 n.a.

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Omron VT-RNS-P 510 x 460 50 x 50 n.a. n.a. n.a. n.a. n.a. n.a.
10; 
15; 
20

10; 
15; 
20

n.a. n.a.

presence of solder, 
insufficient solder, 
excessive solder, 

solder shifting, 
grazing, bridging, 

spreading

Omron - CKD VP5000L 510 x 460 50 x 50 n.a. n.a. n.a. n.a. n.a. n.a. 12 12 n.a. n.a.

average height, 
volume, excessive 

deposition, 
insufficient solder, 

smearing, 
misalignment, 

bridging

Orpro Vision Symbian P36 508 x 540 n.a. n.a. n.a. n.a. 60 60 4 - 6 20 20 50 - 300 5.00 n.a.

Saki BF-SPIder-M 250 x 330 50 x 60 n.a. n.a. n.a. n.a. n.a. 3 12 12 max. 450 0.40
height, area, 

volume, shift, shape, 
spread, bridge

Saki BF-SPIder-L 460 x 500 50 x 60 n.a. n.a. n.a. n.a. n.a. 3 - 5 12 12 max. 450 0.40
height, area, 

volume, shift, shape, 
spread, bridge

ScanCAD ScanINSPECT 
SPI 457 x 508 50 x 50 n.a. 419 x 508 n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-20 330 x 280 50 x 50 3 n.a. n.a. 98.8 24.7 n.a. 20 20 40 - 600 n.a. n.a.

TRI Innovation TR7006/L/LL-16 510 x 460 50 x 50 5 n.a. n.a. 63.2 15.8 n.a. 16 16 32 - 480 n.a. n.a.

TRI Innovation TR7006/L/LL-12 660 x 610 50 x 50 10 n.a. n.a. 35.5 8.8 n.a. 12 12 24 - 360 n.a. n.a.

TRI Innovation TR7066-20 510 x 460 50 x 50 3 n.a. n.a. 153.6 23.0 n.a. 20 20 40 - 600 n.a. n.a.

TRI Innovation TR7066-16 510 x 460 50 x 50 3 n.a. n.a. 122.9 18.4 n.a. 16 16 32 - 480 n.a. n.a.

TRI Innovation TR7066-12 510 x 460 50 x 50 3 n.a. n.a. 92.2 13.8 n.a. 12 12 24 - 360 n.a. n.a.

Viscom S3088-II QS 450 x 350 n.a. n.a. n.a. n.a. 110 110 n.a. 22 22 n.a. n.a. n.a.

Vi Technology 3D-SPI 510 x 460 n.a. n.a. n.a. n.a. 20.0 20.0 n.a. n.a. n.a. n.a. n.a.
height, area, 

volume, bridge, 
shape, position

Table 2.

Automatic Optical Inspection of Soldering
http://dx.doi.org/10.5772/51699
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6.1. Solder paste inspection

According to PWB assemblers, it is very important that the quality of the print solder paste is
inspected because it heavily influences the quality of solder joints. In some papers it has been
reported that 52%–71% of SMT defects are related to the printing process [50]-[53]. As failures
can be detected much earlier, this obviously results in cost savings. According to some other
opinions, inspection of the solder paste is not so relevant: “Contrary to the common, frequently
quoted opinion that paste faults represent the primary percentage or 70% of all faults in the
printed circuit assembly process, this detailed analysis shows that those faults amounted to
only 8.3%.” [54].

Special AOI machines are able to inspect the quality of print of the solder paste. It is an important
option because in case of failure, the product can be repaired with minimum cost and with‐
out scrap loss. The size of the print in the 3 dimensions examined (latitude, longitude, alti‐
tude) must fall within the limits specified. To measure these parameters, so-called SPI (Solder
Paste Inspection) machines have been developed. These machines are able to inspect only one
step i.e. paste printing, but they are cheaper than universal AOI machines. As the control of
solder paste presence is one of the easier tasks, then only the width, length and position needs
to be inspected and so several failures can be detected such as bridges [55]. This can be solved
using image capturing (usually with the help of line scan cameras) and subsequent evaluation.

But to measure volume as well the paste thickness is equally as important. Comparison
between 2D and 3D solder paste inspections are reported in [56] and [57]. There are several
possibilities to enable the measurement of paste volume optically: laser scanner [58]-[63];
projected sinusoidal fringe pattern as in [64]; the development of this technique for solder paste
geometry measurement in [65], [66] and some special methods shown in [67]-[69]. Nine
manufacturers offer SPI systems [70]-[82]. Several different solutions have been developed in
these appliances as can be found in the scientific literature, described above. Comparison
between the different methods is shown in Table 2.

Figure 3. Possible places of AOI systems
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CyberOptics SE 300 Ultra 508 x 508 101 x 40 3 508 x 503 5 x 10 29.0 16.0 3 - 4 40 20 50 - 610 0.13
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500 510 x 510 50 x 50 3 - 5 508 x 503 15 x 15 80.0 50.0 4 - 5 30 15 50 - 500 0.20
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500-X 810 x 610 100 x 100 10 810 x 605 15 x 15 80.0 50.0 4 - 5 30 15 50 - 500 0.20
height, area, 

volume, registration, 
bridge detection

Koh Young 
Technology aSPIre n.a. n.a. n.a. n.a. n.a. 41.0 n.a. n.a. 10 20 20 - 400 0.37

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Koh Young 
Technology KY-8030 n.a. n.a. n.a. n.a. n.a. 15.0 19.7 n.a. 20 20 20 - 400 0.37

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Marantz Power Spector 510 x 460 50 x 50 n.a. n.a. n.a. 80.0 80.0 n.a. n.a. n.a. max. 600 n.a.

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Omron VT-RNS-P 510 x 460 50 x 50 n.a. n.a. n.a. n.a. n.a. n.a.
10; 
15; 
20

10; 
15; 
20

n.a. n.a.

presence of solder, 
insufficient solder, 
excessive solder, 

solder shifting, 
grazing, bridging, 

spreading

Omron - CKD VP5000L 510 x 460 50 x 50 n.a. n.a. n.a. n.a. n.a. n.a. 12 12 n.a. n.a.

average height, 
volume, excessive 

deposition, 
insufficient solder, 

smearing, 
misalignment, 

bridging

Orpro Vision Symbian P36 508 x 540 n.a. n.a. n.a. n.a. 60 60 4 - 6 20 20 50 - 300 5.00 n.a.

Saki BF-SPIder-M 250 x 330 50 x 60 n.a. n.a. n.a. n.a. n.a. 3 12 12 max. 450 0.40
height, area, 

volume, shift, shape, 
spread, bridge

Saki BF-SPIder-L 460 x 500 50 x 60 n.a. n.a. n.a. n.a. n.a. 3 - 5 12 12 max. 450 0.40
height, area, 

volume, shift, shape, 
spread, bridge

ScanCAD ScanINSPECT 
SPI 457 x 508 50 x 50 n.a. 419 x 508 n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-20 330 x 280 50 x 50 3 n.a. n.a. 98.8 24.7 n.a. 20 20 40 - 600 n.a. n.a.

TRI Innovation TR7006/L/LL-16 510 x 460 50 x 50 5 n.a. n.a. 63.2 15.8 n.a. 16 16 32 - 480 n.a. n.a.

TRI Innovation TR7006/L/LL-12 660 x 610 50 x 50 10 n.a. n.a. 35.5 8.8 n.a. 12 12 24 - 360 n.a. n.a.

TRI Innovation TR7066-20 510 x 460 50 x 50 3 n.a. n.a. 153.6 23.0 n.a. 20 20 40 - 600 n.a. n.a.

TRI Innovation TR7066-16 510 x 460 50 x 50 3 n.a. n.a. 122.9 18.4 n.a. 16 16 32 - 480 n.a. n.a.

TRI Innovation TR7066-12 510 x 460 50 x 50 3 n.a. n.a. 92.2 13.8 n.a. 12 12 24 - 360 n.a. n.a.

Viscom S3088-II QS 450 x 350 n.a. n.a. n.a. n.a. 110 110 n.a. 22 22 n.a. n.a. n.a.

Vi Technology 3D-SPI 510 x 460 n.a. n.a. n.a. n.a. 20.0 20.0 n.a. n.a. n.a. n.a. n.a.
height, area, 

volume, bridge, 
shape, position

Table 2.

Automatic Optical Inspection of Soldering
http://dx.doi.org/10.5772/51699
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CyberOptics SE 300 Ultra 150 - 450 889 - 990

<2% of PCB 
diagonal or 

6.35mm 
total

n.a. n.a. n.a.
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500 150 - 450 810 - 970

<2% of PCB 
diagonal or 

6.35mm 
total

< 1%; 3  <3%; 3  << 10%; 6  
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500-X 150 - 450 810 - 970

<2% of PCB 
diagonal or 

6.35mm 
total

< 1%; 3  <3%; 3  << 10%; 6  
height, area, 

volume, registration, 
bridge detection

Koh Young 
Technology aSPIre n.a. 830 - 970 ± 5.0 mm < 1%; 3  <3%; 3  << 10%; 6  

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Koh Young 
Technology KY-8030 n.a. 870 - 970 ± 3.5 mm < 1%; 3  <3%; 3  << 10%; 6  

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Marantz Power Spector n.a. 830 - 970 ± 5.0 mm n.a. n.a. n.a.

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Omron VT-RNS-P n.a. n.a. n.a. n.a. n.a. n.a.

presence of solder, 
insufficient solder, 
excessive solder, 

solder shifting, 
grazing, bridging, 

spreading

Omron - CKD VP5000L n.a. n.a. n.a. n.a. n.a. n.a.

average height, 
volume, excessive 

deposition, 
insufficient solder, 

smearing, 
misalignment, 

bridging

Orpro Vision Symbion P36 n.a. 870 - 930 + 3.0 mm;    
- 6.0 mm n.a. n.a. < 10% n.a.

Saki BF-SPIder-M n.a. max. 900 n.a. < 1%; 3  n.a. < 10%
height, area, 

volume, shift, shape, 
spread, bridge

Saki BF-SPIder-L n.a. max. 900 n.a. < 1%; 3  n.a. < 10%
height, area, 

volume, shift, shape, 
spread, bridge

ScanCAD ScanINSPECT 
SPI n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-20 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-16 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-12 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7066-20 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7066-16 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7066-12 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Viscom S3088-II QS n.a. 850 - 960 n.a. n.a. n.a. n.a. n.a.

Vi Technology 3D-SPI n.a. max. 950 ± 3.5 mm n.a. n.a. < 10%
height, area, 

volume, bridge, 
shape, position

Table 3. Comparison of Solder Paste Inspection (SPI) machines
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6.2 Automatic placement inspection

Inspection of the PWB after component placement is the next possibility. With this method
possible placement failures can be detected and some defective paste printing phenomena as
well. If there is a sign or mark on the component, it can be read and identified with the help
of modern image processing algorithms even if it has more than one different-looking label
type. APIs (Table III) are able to measure most parameters of components objectively e.g. X-Y
shift, rotation, polarity, labels, size etc. [83]-[90]. Four manufacturers have this special appli‐
ance in stock. [91]-[94].

Manufacturer BeamWorks Landrex Omron Viscom
Model Inspector cpv Optima II 7301 Express VT-RNS-Z S3054QV

Field of view 12 x 9 mm @ 15 µm; 48 x 36 
mm @ 73 µm 10 x 10 mm; 15 x 15 mm n.a. 1280 x 1024 pixel

Pixel size [µm] 15; 73 n.a. 10; 15; 20 10; 22

Depth of field (max. component 
height for inspection) [mm] 10; 15 n.a. n.a. n.a.

Number of cameras 1 1 vertical, 4 angled 1 1
Lighting method oblique ring, white LED light n.a. ring-shaped RGB LED n.a.

Board size max. @ single board 
operation [mm x mm] 508 x 406 609 x 558 510 x 460 443 x 406

Board size max. @ dual board 
operation [mm x mm] none none none 370 x 406

Board size min. [mm] 40 x 28 51 x 76 50 x 50 n.a.
Board thickness [mm] 0.8 - 3.2 n.a. n.a. n.a.
Conveyor height [mm] n.a. n.a. n.a. 850 - 960

Board edge clearance [mm] 4 n.a. n.a. 3

Board edge clearance top [mm] 25; 37 63 20 35

Board edge clearance bottom 
[mm] 25; 37 63 50 50

Inspection speed [sq. cm/sec] 2 @ 12 x 9 mm field of view n.a. 250 ms/screen @ 10 sq. mm 
field of view 20 - 30

Applicability
missing component, wrong 
component, polarity check, 

offset, skew

missing components, misoriented 
components, extra components, 

component placement, tombstoned and 
bill boarded components, lifted leads, 
insufficient solder and excess solder, 

wrong part, through hole pins

presence of solder, component 
shifting, polarity error, missing 

components, wrong 
components, solder balls, 
skewing, bridging, foreign 

objects

n.a.

Table 4. Comparison of Automatic Placement Inspection (API) machines

6.3 Post soldering inspection

Most manufacturers agree from a strategic point of view, that optical inspection after soldering
has been completed should not be missed out. At the very least, the defective products must
be eliminated because many failures are generated during soldering: “Forty-nine percent of
the true faults were detectable only after soldering. These consisted of component and
soldering faults. Forty-eight percent of the optically recognizable faults could not be recog‐
nized electrically.” [54].
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CyberOptics SE 300 Ultra 150 - 450 889 - 990

<2% of PCB 
diagonal or 

6.35mm 
total

n.a. n.a. n.a.
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500 150 - 450 810 - 970

<2% of PCB 
diagonal or 

6.35mm 
total

< 1%; 3  <3%; 3  << 10%; 6  
height, area, 

volume, registration, 
bridge detection

CyberOptics SE 500-X 150 - 450 810 - 970

<2% of PCB 
diagonal or 

6.35mm 
total

< 1%; 3  <3%; 3  << 10%; 6  
height, area, 

volume, registration, 
bridge detection

Koh Young 
Technology aSPIre n.a. 830 - 970 ± 5.0 mm < 1%; 3  <3%; 3  << 10%; 6  

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Koh Young 
Technology KY-8030 n.a. 870 - 970 ± 3.5 mm < 1%; 3  <3%; 3  << 10%; 6  

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Marantz Power Spector n.a. 830 - 970 ± 5.0 mm n.a. n.a. n.a.

height, area, 
volume, offset, 

bridge detection, 
shape deformity

Omron VT-RNS-P n.a. n.a. n.a. n.a. n.a. n.a.

presence of solder, 
insufficient solder, 
excessive solder, 

solder shifting, 
grazing, bridging, 

spreading

Omron - CKD VP5000L n.a. n.a. n.a. n.a. n.a. n.a.

average height, 
volume, excessive 

deposition, 
insufficient solder, 

smearing, 
misalignment, 

bridging

Orpro Vision Symbion P36 n.a. 870 - 930 + 3.0 mm;    
- 6.0 mm n.a. n.a. < 10% n.a.

Saki BF-SPIder-M n.a. max. 900 n.a. < 1%; 3  n.a. < 10%
height, area, 

volume, shift, shape, 
spread, bridge

Saki BF-SPIder-L n.a. max. 900 n.a. < 1%; 3  n.a. < 10%
height, area, 

volume, shift, shape, 
spread, bridge

ScanCAD ScanINSPECT 
SPI n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-20 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-16 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7006/L/LL-12 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7066-20 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7066-16 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

TRI Innovation TR7066-12 n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Viscom S3088-II QS n.a. 850 - 960 n.a. n.a. n.a. n.a. n.a.

Vi Technology 3D-SPI n.a. max. 950 ± 3.5 mm n.a. n.a. < 10%
height, area, 

volume, bridge, 
shape, position

Table 3. Comparison of Solder Paste Inspection (SPI) machines
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6.2 Automatic placement inspection

Inspection of the PWB after component placement is the next possibility. With this method
possible placement failures can be detected and some defective paste printing phenomena as
well. If there is a sign or mark on the component, it can be read and identified with the help
of modern image processing algorithms even if it has more than one different-looking label
type. APIs (Table III) are able to measure most parameters of components objectively e.g. X-Y
shift, rotation, polarity, labels, size etc. [83]-[90]. Four manufacturers have this special appli‐
ance in stock. [91]-[94].

Manufacturer BeamWorks Landrex Omron Viscom
Model Inspector cpv Optima II 7301 Express VT-RNS-Z S3054QV

Field of view 12 x 9 mm @ 15 µm; 48 x 36 
mm @ 73 µm 10 x 10 mm; 15 x 15 mm n.a. 1280 x 1024 pixel

Pixel size [µm] 15; 73 n.a. 10; 15; 20 10; 22

Depth of field (max. component 
height for inspection) [mm] 10; 15 n.a. n.a. n.a.

Number of cameras 1 1 vertical, 4 angled 1 1
Lighting method oblique ring, white LED light n.a. ring-shaped RGB LED n.a.

Board size max. @ single board 
operation [mm x mm] 508 x 406 609 x 558 510 x 460 443 x 406

Board size max. @ dual board 
operation [mm x mm] none none none 370 x 406

Board size min. [mm] 40 x 28 51 x 76 50 x 50 n.a.
Board thickness [mm] 0.8 - 3.2 n.a. n.a. n.a.
Conveyor height [mm] n.a. n.a. n.a. 850 - 960

Board edge clearance [mm] 4 n.a. n.a. 3

Board edge clearance top [mm] 25; 37 63 20 35

Board edge clearance bottom 
[mm] 25; 37 63 50 50

Inspection speed [sq. cm/sec] 2 @ 12 x 9 mm field of view n.a. 250 ms/screen @ 10 sq. mm 
field of view 20 - 30

Applicability
missing component, wrong 
component, polarity check, 

offset, skew

missing components, misoriented 
components, extra components, 

component placement, tombstoned and 
bill boarded components, lifted leads, 
insufficient solder and excess solder, 

wrong part, through hole pins

presence of solder, component 
shifting, polarity error, missing 

components, wrong 
components, solder balls, 
skewing, bridging, foreign 

objects

n.a.

Table 4. Comparison of Automatic Placement Inspection (API) machines

6.3 Post soldering inspection

Most manufacturers agree from a strategic point of view, that optical inspection after soldering
has been completed should not be missed out. At the very least, the defective products must
be eliminated because many failures are generated during soldering: “Forty-nine percent of
the true faults were detectable only after soldering. These consisted of component and
soldering faults. Forty-eight percent of the optically recognizable faults could not be recog‐
nized electrically.” [54].
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In consequence, this is the most important part of the AOI inspection process. Most scientific
papers are preoccupied with this subject [95]-[123]. The quality of the solder joint (and the
soldering process) can be inspected with the methods described in this section. The quality of
the solder joints is determined from geometric and optical properties of the solder meniscus.
These parameters determine the reflection properties of the meniscus which is formed from
the liquid alloy during the soldering process. After cooling, the meniscus becomes solid and
reflects illumination which means that we can evaluate it (Fig.5, Fig. 6). From these reflection
patterns and with the help of image processing algorithms we are able to determine the quality
of the solder joints.

Figure 4. Schematic of the meniscus

Figure 5. Reflection pattern on meniscus model with white ring illumination
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Figure 6. Reflection pattern on meniscus model with RGB ring illumination

Using reflection patterns is the basis of all papers that have been published in this field of
study. There are two solutions: gray-scale or colour inspection. Supplier and appliances are
shown in Table IV [124]-[126].

One interesting area is wave soldering. It needs different types of algorithms because of the
circular solder shape and the pin. Some solutions for this kind of inspection are reported in
[127]-[129]. A summary of possible failures and appliances that can detect them are shown in
Table V.

6.4. Combined appliances

There are systems that are able to inspect more sequences. These are combined systems, namely
API&PSI [140]-[146] (Table VI).

And the all-in-one machines are the UAOI systems, detailed: SPI&API&PSI [147]-[163] (Table
VII).
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Manufacturer TRI Innovation
Model TR7530 S3016 S3054QC

Field of view (orthogonal 
camera) [pixel] 1024 x 768 2752 x 2048 @ 55 x 43 mm 672 x 512

Pixel size (orthogonal 
camera) [µm] 10; 15; 20 22; 10 22; 10

Number of cameras 
(orthogonal) 1 4 1, 2 or 4

Resolution (angled view 
camera) [µm/pixel] n.a. 15 n.a.

Number of cameras (angled 
view) n.a. 4 n.a.

Illumination
ultra-low angle, multi-
segment, RGB LED 

lighting
n.a. n.a.

Inspection speed
72 sq. cm/sec @ 20 µm; 
40 sq. cm/sec @ 10 µm; 
18 sq. cm/sec @ 10 µm

typical connector with 100 pins 
15 sec

typical connector with 100 pins 
15 sec

Board size max. [mm] 400 x 300 430 x 406 443 x 406
Board size min. [mm] 50 x 50 n.a. n.a.

Board weight max. [kg] 3 n.a. n.a.
Conveyor height [mm] n.a. 850 - 960 850 - 960

Board edge clearance [mm] 3 3 3

Board clearance top [mm] 25 50 15

Board clearance bottom 
[mm] 40 35 50

Applicability

missing component, 
tombstone, billboard, 

polarity, skew, marking, 
defective, insufficient and 

excess solder, bridge, 
trough hole pin, lifted 
lead, golden finger, 

scratch, blur

selective and special solder 
joints

selective and special solder 
joints

Viscom

Table 5. Comparison of Post Soldering Inspection (PSI) machines

Materials Science - Advanced Topics398

SPI API PSI API PSI
pr e r ef low pr e wave post  wave

component  in past e component  in adhesive
missing past e

whet her  it  is not  cover ed by component

misalignment
past e br idge

whet her  it  is not  cover ed by component

whet her  it  is not  cover ed by component
missing component

component  posit ion (x-y 
shif t , r ot at ion, f ace lif t )

polar it y
damaged component

unsolder ed component
insuf f icient  solder  j oint

solder  br idge
lif t ed lead
t ombst one

missing adhesive
smear ed adhesive on pad

missing pin end
insuf f icient  pin solder

dewet t ing
PWB r egist r at ion

UAOI

post  r ef low
adhesive 

inspect ion
past e 

inspect ion

smear ed solder  past e

cont aminat ion

complet eness or / and 
volume of  solder  past e

Table 6. Possible failures and appliances
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Machine 
Vision 
Products

Supra E n.a. n.a. n.a. n.a. n.a. n.a. 5MP color camera 7 - 17 µm n.a.

programmable 
variable LED strobe 
lighting, proprietary 

multi-color 
illumination

Marantz iSpector 
HDL 350L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

telecentric 
lens with 
built in 

prism for 
DOAL 
lighting

omnidirectional triple 
LED rings; side, 

main, line sourced 
DOAL (diffused on 

axis lighting 
(coaxial))

Marantz iSpector 
HDL 650L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

telecentric 
lens with 
built in 

prism for 
DOAL 
lighting

omnidirectional triple 
LED rings; side, 

main, line sourced 
DOAL (diffused on 

axis lighting 
(coaxial))

Marantz iSpector 
HML 350L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

high 
resolution 
telecentric

omnidirectional 4-
angle LED: RGB-
DOAL (coaxial)

Marantz iSpector 
HML 650L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

high 
resolution 
telecentric

omnidirectional 4-
angle LED: RGB-
DOAL (coaxial)

Orpro 
Vision

Symbion 
S36

stationary 
during 

inspection

X + Y + Z 
direction

presence and 
absence of 

components, 
placement 

accuracy and 
polarity, optical 

character 
recognition

insufficient 
solder, 

tombstone, 
billboard, 

coplanarity, 
lifted leads, 

shorts

n.a. n.a.

4MP XGA high 
resolution top and 

4 side cameras 
with symmetric 

image acquisition 
and color 
capability

n.a. n.a.
axial, direct, diffuse 
and RGB multi-color 

illumination

TRI 
Innovation 7500 n.a. n.a.

missing, 
tombstone, 
billboard, 

polarity, shift

insufficient 
solder, 
excess 
solder, 
bridge

n.a. n.a.

1 top view XGA 
3CCD camera @ 
1024 x 768 pixel, 
4 angle view XGA 
mono camera & 
1024 x 768 pixel

10 µm; 15 µm; 20 µm; 
25 µm n.a. multi segment, multi 

angle LED, RGB+W

TRI 
Innovation 7500L n.a. n.a.

missing, 
tombstone, 
billboard, 

polarity, shift

insufficient 
solder, 
excess 
solder, 
bridge

n.a. n.a.

1 top view XGA 
3CCD camera @ 
1024 x 768 pixel, 
4 angle view XGA 
mono camera & 
1024 x 768 pixel

10 µm; 15 µm; 20 µm; 
25 µm n.a. multi segment, multi 

angle LED, RGB+W

TRI 
Innovation 7550 n.a. n.a.

missing, 
tombstone, 
billboard, 

polarity, skew, 
marking, 
defective

insufficient 
solder, 
excess 
solder, 
bridge, 

trough hole 
pins, lifted 

lead, golden 
finger 

scratch, blur

n.a. n.a.

1 top view XGA 
3CCD camera @ 
1024 x 768 pixel, 
4 angle view XGA 
mono camera & 
1024 x 768 pixel

10 µm; 15 µm; 20 µm; 
25 µm n.a.

multi segment, multi 
angle LED, RGB 
(coaxial lighting 

optional)

Sony SI-V200 n.a. n.a.

inaccurate 
mounting, 
reversed, 
polarity

missing, 
solder, 

bridging, 
solder 

quantity

n.a. n.a. 2MP color CCD 
camera

24.8 x 18.6 mm @ 15.5 
µm; 17.6 x 13.2 mm @ 

11 µm
n.a. high intensity white 

LED

Saki BF-Tristar n.a. n.a.

presence and 
absence of 

components, 
misalignment, 

tombstone, 
reverse, 

polarity, bridge, 
foreign 

material, lifted 
lead, lifted chip

absence, 
insufficient 
solder, fillet 

defect

n.a. n.a. line color CCD 
camera 10 µm n.a. LED lighting system

Table 7.

Materials Science - Advanced Topics400

M
an

uf
ac

tu
re

r

M
od

el

M
in

im
um

 
in

sp
ec

tio
n 

co
m

po
ne

nt
 s

iz
e

Po
si

tio
n 

ac
cu

ra
cy

B
oa

rd
 c

le
ar

an
ce

 
to

p 
[m

m
]

B
oa

rd
 c

le
ar

an
ce

 
bo

tto
m

 [m
m

]

B
oa

rd
 s

iz
e 

m
ax

. 
[m

m
 x

 m
m

]

B
oa

rd
 s

iz
e 

m
in

. 
[m

m
 x

 m
m

]

M
ov

em
en

t s
pe

ed
 

[m
m

/s
ec

]

In
sp

ec
tio

n 
ca

pa
ci

ty
 

ty
pi

ca
l

C
on

ve
yo

r s
pe

ed
 

[m
m

/s
ec

]

C
on

ve
yo

r h
ei

gh
t 

[m
m

]

B
oa

rd
 c

la
m

pi
ng

B
oa

rd
 th

ic
kn

es
s 

[m
m

]

Machine 
Vision 
Products

Supra E 0201 and 01005 
(0.4 x 0.2 mm) 0.5 µm n.a. n.a. 508 x 508 n.a. n.a. 90 sq. cm/sec n.a. n.a. n.a. n.a.

Marantz iSpector 
HDL 350L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

40 35, 
55 350 x 250 50 x 50 720 1500 cps/min 10 - 500 830 - 950

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Marantz iSpector 
HDL 650L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

40 35, 
55 650 x 550 50 x 50 720 1500 cps/min 10 - 500 830 - 950

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Marantz iSpector 
HML 350L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

30 35, 
55 350 x 250 50 x 50 720 1500 cps/min 10 - 500 n.a.

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Marantz iSpector 
HML 650L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

30 35, 
55 650 x 550 50 x 50 720 1500 cps/min 10 - 500 n.a.

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Orpro 
Vision

Symbion 
S36

01005 (0.4 x 0.2 
mm) down to 0.3 

mm pitch
n.a. 90 90 550 x 470 n.a. n.a. 40 sq. cm/sec n.a. n.a. n.a. n.a.

TRI 
Innovation 7500 n.a. n.a. 50 50 510 x 460 n.a. n.a.

110 sq. cm/sec @ 25 µm; 
72 sq. cm/sec @ 20 µm; 
40 sq. cm/sec @ 15 µm; 
18 sq. cm/sec @ 10 µm;

n.a. n.a. n.a. max. 4.0

TRI 
Innovation 7500L n.a. n.a. 50 50 660 x 610 n.a. n.a.

110 sq. cm/sec @ 25 µm; 
72 sq. cm/sec @ 20 µm; 
40 sq. cm/sec @ 15 µm; 
18 sq. cm/sec @ 10 µm;

n.a. n.a. n.a. max. 4.0

TRI 
Innovation 7550 n.a. n.a. 40 40 540 x 460 50 x 50 n.a.

110 sq. cm/sec @ 25 µm; 
72 sq. cm/sec @ 20 µm; 
40 sq. cm/sec @ 15 µm; 
18 sq. cm/sec @ 10 µm;

n.a. n.a. n.a. 0.6 - 4.0

Sony SI-V200

0402 @ high 
resolution, 0603 

@ normal 
resolution

n.a. 20 40 460 x 510 40 x 50 n.a. 0.27 sec/frame n.a. n.a. n.a. 0.4 - 2.0

Saki BF-Tristar n.a. n.a. 30 30 250 x 330 50 x 70 n.a. 20 sec / 250 x 350 mm n.a. 900 n.a. 0.6 - 2.5

Table 8. Comparison of combined (API&PSI) machines

Automatic Optical Inspection of Soldering
http://dx.doi.org/10.5772/51699
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Machine 
Vision 
Products

Supra E n.a. n.a. n.a. n.a. n.a. n.a. 5MP color camera 7 - 17 µm n.a.

programmable 
variable LED strobe 
lighting, proprietary 

multi-color 
illumination

Marantz iSpector 
HDL 350L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

telecentric 
lens with 
built in 

prism for 
DOAL 
lighting

omnidirectional triple 
LED rings; side, 

main, line sourced 
DOAL (diffused on 

axis lighting 
(coaxial))

Marantz iSpector 
HDL 650L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

telecentric 
lens with 
built in 

prism for 
DOAL 
lighting

omnidirectional triple 
LED rings; side, 

main, line sourced 
DOAL (diffused on 

axis lighting 
(coaxial))

Marantz iSpector 
HML 350L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

high 
resolution 
telecentric

omnidirectional 4-
angle LED: RGB-
DOAL (coaxial)

Marantz iSpector 
HML 650L

X + Y 
direction

stationary 
during 

inspection

presence, 
polarity, offset, 
correctness, 

soldering

offset, 
smearing, 
bridges, 

uniformity

synthetic 
imaging, 
spectral 
analysis, 
grayscale 

limits

brightness, 
hue, 

saturation 
via filters

UXGA CCD digital 
camera with 
CameraLink

32 x 24 mm @ 20 µm; 
40 x 30 mm @ 25 µm; 
16 x 12 mm @ 10 µm

high 
resolution 
telecentric

omnidirectional 4-
angle LED: RGB-
DOAL (coaxial)

Orpro 
Vision

Symbion 
S36

stationary 
during 

inspection

X + Y + Z 
direction

presence and 
absence of 

components, 
placement 

accuracy and 
polarity, optical 

character 
recognition

insufficient 
solder, 

tombstone, 
billboard, 

coplanarity, 
lifted leads, 

shorts

n.a. n.a.

4MP XGA high 
resolution top and 

4 side cameras 
with symmetric 

image acquisition 
and color 
capability

n.a. n.a.
axial, direct, diffuse 
and RGB multi-color 

illumination

TRI 
Innovation 7500 n.a. n.a.

missing, 
tombstone, 
billboard, 

polarity, shift

insufficient 
solder, 
excess 
solder, 
bridge

n.a. n.a.

1 top view XGA 
3CCD camera @ 
1024 x 768 pixel, 
4 angle view XGA 
mono camera & 
1024 x 768 pixel

10 µm; 15 µm; 20 µm; 
25 µm n.a. multi segment, multi 

angle LED, RGB+W

TRI 
Innovation 7500L n.a. n.a.

missing, 
tombstone, 
billboard, 

polarity, shift

insufficient 
solder, 
excess 
solder, 
bridge

n.a. n.a.

1 top view XGA 
3CCD camera @ 
1024 x 768 pixel, 
4 angle view XGA 
mono camera & 
1024 x 768 pixel

10 µm; 15 µm; 20 µm; 
25 µm n.a. multi segment, multi 

angle LED, RGB+W

TRI 
Innovation 7550 n.a. n.a.

missing, 
tombstone, 
billboard, 

polarity, skew, 
marking, 
defective

insufficient 
solder, 
excess 
solder, 
bridge, 

trough hole 
pins, lifted 

lead, golden 
finger 

scratch, blur

n.a. n.a.

1 top view XGA 
3CCD camera @ 
1024 x 768 pixel, 
4 angle view XGA 
mono camera & 
1024 x 768 pixel

10 µm; 15 µm; 20 µm; 
25 µm n.a.

multi segment, multi 
angle LED, RGB 
(coaxial lighting 

optional)

Sony SI-V200 n.a. n.a.

inaccurate 
mounting, 
reversed, 
polarity

missing, 
solder, 

bridging, 
solder 

quantity

n.a. n.a. 2MP color CCD 
camera

24.8 x 18.6 mm @ 15.5 
µm; 17.6 x 13.2 mm @ 

11 µm
n.a. high intensity white 

LED

Saki BF-Tristar n.a. n.a.

presence and 
absence of 

components, 
misalignment, 

tombstone, 
reverse, 

polarity, bridge, 
foreign 

material, lifted 
lead, lifted chip

absence, 
insufficient 
solder, fillet 

defect

n.a. n.a. line color CCD 
camera 10 µm n.a. LED lighting system

Table 7.
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Machine 
Vision 
Products

Supra E 0201 and 01005 
(0.4 x 0.2 mm) 0.5 µm n.a. n.a. 508 x 508 n.a. n.a. 90 sq. cm/sec n.a. n.a. n.a. n.a.

Marantz iSpector 
HDL 350L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

40 35, 
55 350 x 250 50 x 50 720 1500 cps/min 10 - 500 830 - 950

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Marantz iSpector 
HDL 650L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

40 35, 
55 650 x 550 50 x 50 720 1500 cps/min 10 - 500 830 - 950

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Marantz iSpector 
HML 350L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

30 35, 
55 350 x 250 50 x 50 720 1500 cps/min 10 - 500 n.a.

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Marantz iSpector 
HML 650L

01005 (0.4 x 0.2 
mm @ 10 µm)

pixel 
related 

feedback 
loop

30 35, 
55 650 x 550 50 x 50 720 1500 cps/min 10 - 500 n.a.

ruler blade, top & 
edge clamping, 
sensor stopper

0.6 - 4.0

Orpro 
Vision

Symbion 
S36

01005 (0.4 x 0.2 
mm) down to 0.3 

mm pitch
n.a. 90 90 550 x 470 n.a. n.a. 40 sq. cm/sec n.a. n.a. n.a. n.a.

TRI 
Innovation 7500 n.a. n.a. 50 50 510 x 460 n.a. n.a.

110 sq. cm/sec @ 25 µm; 
72 sq. cm/sec @ 20 µm; 
40 sq. cm/sec @ 15 µm; 
18 sq. cm/sec @ 10 µm;

n.a. n.a. n.a. max. 4.0

TRI 
Innovation 7500L n.a. n.a. 50 50 660 x 610 n.a. n.a.

110 sq. cm/sec @ 25 µm; 
72 sq. cm/sec @ 20 µm; 
40 sq. cm/sec @ 15 µm; 
18 sq. cm/sec @ 10 µm;

n.a. n.a. n.a. max. 4.0

TRI 
Innovation 7550 n.a. n.a. 40 40 540 x 460 50 x 50 n.a.

110 sq. cm/sec @ 25 µm; 
72 sq. cm/sec @ 20 µm; 
40 sq. cm/sec @ 15 µm; 
18 sq. cm/sec @ 10 µm;

n.a. n.a. n.a. 0.6 - 4.0

Sony SI-V200

0402 @ high 
resolution, 0603 

@ normal 
resolution

n.a. 20 40 460 x 510 40 x 50 n.a. 0.27 sec/frame n.a. n.a. n.a. 0.4 - 2.0

Saki BF-Tristar n.a. n.a. 30 30 250 x 330 50 x 70 n.a. 20 sec / 250 x 350 mm n.a. 900 n.a. 0.6 - 2.5

Table 8. Comparison of combined (API&PSI) machines

Automatic Optical Inspection of Soldering
http://dx.doi.org/10.5772/51699
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Agilent 
Technologies

Medalist 
SJ50 Series 

3

missing, offset, 2D paste, 
skewed, polarity, bridging, 

wrong part, traceability

missing, offset, skewed, polarity, 
billboard, tombstone, lifted/bent leads, 

excess/insufficient solder, bridging, 
wrong part, traceability

4 megapixel digital 
camera 44.7 x 32.8 19; 12 n.a. n.a. n.a.

multiple color, multiple 
angle, multiple 

segment ED lighting 
head, auto-calibration

Agilent 
Technologies

Medalist 
SJ50 Series 

3 XL

missing, offset, 2D paste, 
skewed, polarity, bridging, 

wrong part, traceability

missing, offset, skewed, polarity, 
billboard, tombstone, lifted/bent leads, 

excess/insufficient solder, bridging, 
wrong part, traceability

4 megapixel digital 
camera 44.7 x 32.8 19; 12 n.a. n.a. n.a.

multiple color, multiple 
angle, multiple 

segment ED lighting 
head, auto-calibration

Agilent 
Technologies

Medalist 
sj5000

missing, offset, 2D paste, 
skewed, polarity, bridging, 

billboard, wrong part , 
extra part, traceability

missing, offset, skewed, polarity, 
billboard, tombstone, lifted/bent leads, 

excess/insufficient solder, bridging, 
wrong part, traceability

4 megapixel digital 
camera 44.7 x 32.8 21; 12 n.a. n.a. n.a.

multiple color, multiple 
angle, multiple 

segment ED lighting 
head, auto-calibration

Amistar 
Automation 
Inc.

K2 position shift, blur, solder 
area, bridge

missing components, position shift, 
rotation error, wrong components, 
polarity check, bridge, character 
recognition, solder quantity, lifted 

leads

CCD 30.4 x 22.8 19 n.a. n.a. n.a.

auto-adjust 3-stage 
LED dome lighting 
(Upper: IR; Middle: 
WH; Lower: WH)

Amistar 
Automation 
Inc.

K2L position shift, blur, solder 
area, bridge

missing components, position shift, 
rotation error, wrong components, 
polarity check, bridge, character 
recognition, solder quantity, lifted 

leads

CCD 30.4 x 22.8 19 n.a. n.a. n.a.

auto-adjust 3-stage 
LED dome lighting 
(Upper: IR; Middle: 
WH; Lower: WH)

CyberOptics Flex HR 8

missing, polarity, billboard, 
flipped, wrong part, gross 
body and lead damage, 

gold-finger contamination,

missing, polarity, billboard, flipped, 
wrong part, gross body and lead 

damage, gold-finger contamination, 
tombstone, solder bridge, opens, lifted 
leads, wettability, excess/insufficient 

solder, debris

5 megapixel color 
CMOS camera n.a. 17 5 n.a. n.a. fluorescent white light

CyberOptics Flex HR 12

missing, polarity, billboard, 
flipped, wrong part, gross 
body and lead damage, 

gold-finger contamination,

missing, polarity, billboard, flipped, 
wrong part, gross body and lead 

damage, gold-finger contamination, 
tombstone, solder bridge, opens, lifted 
leads, wettability, excess/insufficient 

solder, debris

5 megapixel color 
CMOS camera n.a. 17 8 n.a. n.a. fluorescent white light

CyberOptics Flex HR 11

missing, polarity, billboard, 
flipped, wrong part, gross 
body and lead damage, 

gold-finger contamination,

missing, polarity, billboard, flipped, 
wrong part, gross body and lead 

damage, gold-finger contamination, 
tombstone, solder bridge, opens, lifted 
leads, wettability, excess/insufficient 

solder, debris

5 megapixel color 
CMOS camera n.a. 17 11 n.a. n.a. fluorescent white light

Machine 
Vision 
Products

Ultra IV n.a. n.a. n.a. n.a. 8 - 17 n.a. n.a. n.a.

programmable variable 
LED strobe lighting, 

proprietary multi-color 
illumination

Mirtec MV-7 n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Mirtec MV-7L n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Mirtec MV-7xi n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Mirtec MV-7U n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Omron VT-RNS-S

presence of solder, wrong 
components, missing 
components, bridging, 

component shifting, lead 
bending

presence of solder, wrong 
components, missing components, 

bridging, tombstone, component 
shifting, fillet, wettability, lead bending, 

adhesive, solder balls

3-CCD camera n.a. 10; 15; 20 n.a. n.a. n.a. ring-shaped LED (red, 
green, blue)

Omron VT-WIN II

presence/absence, 
skewed, shifted, wrong 

component, un-inserted, 
upside-down/backward, 

polarity, lead bent

presence/absence of solder, 
excessive solder, insufficient solder, 

blow holes, wettability, bridges, solder 
balls, skewed, shifted, wrong 

component, polarity, lead bent

triple element CCD 
camera n.a.

10; 13; 15; 
20; 25; 30; 

35; 50
n.a. n.a. n.a.

3 ring-shaped LED 
arrays with automatic 

brightness control

Saki BF-Frontier
presence/absence, 

misalignment, polarity, 
bridge

presence/absence, tombstone, 
reverse, polarity, bridge, foreign 

material, absence of solder, 
insufficient solder, lifted lead, lifted 

chip, fillet

line color CCD camera n.a. 18 n.a. n.a. n.a. LED lighting system

Saki BF-Planet-X
presence/absence, 

misalignment, polarity, 
bridge

presence/absence, tombstone, 
reverse, polarity, bridge, foreign 

material, absence of solder, 
insufficient solder, lifted lead, lifted 

chip, fillet

line color CCD camera 10 n.a. n.a. n.a. LED lighting system

Viscom S3088-III n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S3088-II n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S6056-ST1 n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S6056-DS1W n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S6056-DS2W n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.

Vi Technology 3K Series n.a. n.a. 1620 x 1220 pixel; 
2352 x 1728 pixel

42.1 x 31.7; 
61.1 x 44.9 8 - 12 n.a. n.a. n.a.

i-LITE (red, green, 
blue); axial and 

peripheral

Vi Technology 5K Series n.a. n.a. 1620 x 1220 pixel; 
2352 x 1728 pixel

42.1 x 31.7; 
61.1 x 44.9 8 - 12 n.a. n.a. n.a.

i-LITE (red, green, 
blue); axial and 

peripheral

Vi Technology 7K Series n.a. n.a. 1620 x 1220 pixel; 
2352 x 1728 pixel

42.1 x 31.7; 
61.1 x 44.9 8 - 12 n.a. n.a. n.a.

i-LITE (red, green, 
blue); axial and 

peripheral
Vi Technology Vi-5000 n.a. n.a. 1360 x 1040 pixel 44.5 x 33.6 12 n.a. n.a. n.a. amber, green, blue

Vi Technology Vi-5000-2 n.a. n.a. 1600 x 1152 pixel 41.6 x 29.9 8 n.a. n.a. n.a. green, white, blue, 
axial and peripheral

Vi Technology Vi-5000-3 n.a. n.a. 2048 x 2048 pixel 53.2 x 53.2 8 n.a. n.a. n.a. green, white, blue

YES Tech YTV-F1 position, missing, wrong, 
polarity, skew

polarity, skew, tombstone, bent lead, 
lifted, bridging, open solder, 

insufficient, short, solder balls

Multiple Thin Camera 
megapixel color top-

down viewing camera 
@ 1280 x 1024 pixel

n.a. 25; 12 n.a. n.a. n.a.
LED top light, 

proprietary bi-color 
multiangle LED lighting

YES Tech YTV-F1S position, missing, wrong, 
polarity, skew

polarity, skew, tombstone, bent lead, 
lifted, bridging, open solder, 

insufficient, short, solder balls

Multiple Thin Camera 
megapixel color top-

down and 4 side 
viewing camera @ 
1280 x 1024 pixel

n.a. 25; 12 n.a. n.a. n.a.
LED top light, 

proprietary bi-color 
multiangle LED lighting

YES Tech YTV-M1 position, missing, wrong, 
polarity, skew

polarity, skew, tombstone, bent lead, 
lifted, bridging, open solder, 

insufficient, short, solder balls

YESTech 3 Megapixel 
Thin Camera top-down 

viewing camera and 
telecentric lens @ 
2048 x 1536 pixel

n.a. 25; 12 n.a. n.a. n.a. proprietary Fusion 
Lighting

Table 9.
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Agilent 
Technologies

Medalist SJ50 
Series 3

41 sq. cm/sec @ pre-reflow; 
32 sq. cm/sec @ post reflow 510 x 510 50 x 50 n.a. n.a. n.a. 0.5 - 4.0 3 Yes n.a.

Agilent 
Technologies

Medalist SJ50 
Series 3 XL

41 sq. cm/sec @ pre-reflow; 
32 sq. cm/sec @ post reflow 620 x 620 75 x 50 n.a. n.a. n.a. 1.5 - 15 13 n.a. n.a.

Agilent 
Technologies

Medalist 
sj5000

41 sq. cm/sec @ pre-reflow; 
32 sq. cm/sec @ post reflow 510 x 510 50 x 50 n.a. n.a. n.a. 0.5 - 4.0 3 Yes n.a.

Amistar 
Automation Inc. K2 0.25 sec/screen 330 x 250 50 x 50 + 0.5; - 1.0 28 25 0.5 - 2.0 n.a. n.a. n.a.

Amistar 
Automation Inc. K2L 0.25 sec/screen 485 x 410 50 x 50 + 0.5; - 1.0 28 25 0.5 - 2.0 n.a. n.a. n.a.

CyberOptics Flex HR 8 50 sq. cm/sec 203 x 508 110 x 63 ± 0.7 32 3 n.a. n.a. n.a. 813 - 965
CyberOptics Flex HR 12 50 sq. cm/sec 305 x 508 110 x 63 ± 0.7 32 3 n.a. n.a. n.a. 813 - 965
CyberOptics Flex HR 11 50 sq. cm/sec 457 x 508 110 x 63 ± 0.7 32 3 n.a. n.a. n.a. 813 - 965

Machine Vision 
Products Ultra IV 90 sq. cm/sec 500 x 546 n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Mirtec MV-7 4.94 sq. mm/sec 350 x 250 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.
Mirtec MV-7L 4.94 sq. mm/sec 500 x 400 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.
Mirtec MV-7xi 4.94 sq. mm/sec 510 x 460 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.
Mirtec MV-7U 4.94 sq. mm/sec 660 x 510 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.

Omron VT-RNS-S 0.25 sec/screen @ 10 sq. mm 
field of view 510 x 460 50 x 50 n.a. 20 - 40 40 - 50 n.a. n.a. n.a. n.a.

Omron VT-WIN II 0.40 sec/screen 460 x 510 50 x 50 n.a. 50 50 0.3 - 4.0 n.a. n.a. n.a.
Saki BF-Frontier 24 sec/screen 460 x 500 50 x 60 ± 0.2 40 40 0.6 - 2.5 n.a. n.a. max. 900
Saki BF-Planet-X 23 sec/screen 250 x 330 50 x 60 n.a. 20 30 0.6 - 2.5 n.a. n.a. max. 900
Viscom S3088-III 20 - 40 sq. cm/sec 508 x 508 n.a. n.a. 35 40 n.a. n.a. n.a. 850 - 960
Viscom S3088-II 20 - 40 sq. cm/sec 450 x 350 n.a. n.a. 35 40 n.a. n.a. n.a. 850 - 960
Viscom S6056-ST1 20 - 40 sq. cm/sec 457 x 356 n.a. n.a. 35 60 n.a. n.a. n.a. 830 - 960
Viscom S6056-DS1W 20 - 40 sq. cm/sec 457 x 356 n.a. n.a. 35 60 n.a. n.a. n.a. 830 - 960
Viscom S6056-DS2W 40 - 80 sq. cm/sec 457 x 356 n.a. n.a. 35 60 n.a. n.a. n.a. 830 - 960
Vi Technology 3K Series 4 - 20 ms 458 x 406 50 x 50 n.a. 34 34 0.7 - 4.0 3 Yes n.a.
Vi Technology 5K Series 4 - 20 ms 533 x 533 50 x 50 n.a. 34 60 0.5 - 4.0 3 n.a. n.a.
Vi Technology 7K Series 4 - 20 ms 533 x 610 50 x 50 n.a. 34 60 0.5 - 4.0 3 Yes n.a.
Vi Technology Vi-5000 4 - 20 ms 508 x 458 50 x 50 n.a. 34 40 0.7 - 5.0 7 n.a. n.a.
Vi Technology Vi-5000-2 4 - 20 ms 508 x 458 50 x 50 n.a. 34 40 0.7 - 5.0 7 n.a. n.a.
Vi Technology Vi-5000-3 4 - 20 ms 508 x 458 50 x 50 n.a. 34 40 0.7 - 5.0 7 n.a. n.a.
YES Tech YTV-F1 35 sq. cm/sec 560 x 510 n.a. n.a. 50 50 n.a. n.a. n.a. n.a.
YES Tech YTV-F1S 35 sq. cm/sec 560 x 510 n.a. n.a. 50 50 n.a. n.a. n.a. n.a.
YES Tech YTV-M1 35 sq. cm/sec 350 x 250 50 x 50 n.a. 25 50 n.a. n.a. n.a. max. 950

Table 10. Comparison of Universal Automatic Optical Inspection (UAOI) machines

Assuming that the component is fully operational, these systems practically are able to prove
that the whole circuit board is working correctly thus replacing the ICT. However, because
they are usually connected to SPC (Statistical Process Control) servers, they can also provide
much information about the SMT process itself and provides help as to how to improve it.

But of course there are disadvantages to using AOI systems. They are not able to inspect hidden
failures such as soldered BGA (Ball Grid Array) bumps and usually the parameters of
inspection algorithms cannot be adjusted perfectly. So from time to time they do not detect
real failures which are called ‘slip-through failures’. These are the most significant malfunc‐
tions during the operation of AOI systems because in these cases, they fail to do what they
were programmed for. So the number of slip-throughs must be zero and - if they arise - close
investigation is necessary to prevent and eliminate them. However if this occurs repeatedly,
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Agilent 
Technologies

Medalist 
SJ50 Series 

3

missing, offset, 2D paste, 
skewed, polarity, bridging, 

wrong part, traceability

missing, offset, skewed, polarity, 
billboard, tombstone, lifted/bent leads, 

excess/insufficient solder, bridging, 
wrong part, traceability

4 megapixel digital 
camera 44.7 x 32.8 19; 12 n.a. n.a. n.a.

multiple color, multiple 
angle, multiple 

segment ED lighting 
head, auto-calibration

Agilent 
Technologies

Medalist 
SJ50 Series 

3 XL

missing, offset, 2D paste, 
skewed, polarity, bridging, 

wrong part, traceability

missing, offset, skewed, polarity, 
billboard, tombstone, lifted/bent leads, 

excess/insufficient solder, bridging, 
wrong part, traceability

4 megapixel digital 
camera 44.7 x 32.8 19; 12 n.a. n.a. n.a.

multiple color, multiple 
angle, multiple 

segment ED lighting 
head, auto-calibration

Agilent 
Technologies

Medalist 
sj5000

missing, offset, 2D paste, 
skewed, polarity, bridging, 

billboard, wrong part , 
extra part, traceability

missing, offset, skewed, polarity, 
billboard, tombstone, lifted/bent leads, 

excess/insufficient solder, bridging, 
wrong part, traceability

4 megapixel digital 
camera 44.7 x 32.8 21; 12 n.a. n.a. n.a.

multiple color, multiple 
angle, multiple 

segment ED lighting 
head, auto-calibration

Amistar 
Automation 
Inc.

K2 position shift, blur, solder 
area, bridge

missing components, position shift, 
rotation error, wrong components, 
polarity check, bridge, character 
recognition, solder quantity, lifted 

leads

CCD 30.4 x 22.8 19 n.a. n.a. n.a.

auto-adjust 3-stage 
LED dome lighting 
(Upper: IR; Middle: 
WH; Lower: WH)

Amistar 
Automation 
Inc.

K2L position shift, blur, solder 
area, bridge

missing components, position shift, 
rotation error, wrong components, 
polarity check, bridge, character 
recognition, solder quantity, lifted 

leads

CCD 30.4 x 22.8 19 n.a. n.a. n.a.

auto-adjust 3-stage 
LED dome lighting 
(Upper: IR; Middle: 
WH; Lower: WH)

CyberOptics Flex HR 8

missing, polarity, billboard, 
flipped, wrong part, gross 
body and lead damage, 

gold-finger contamination,

missing, polarity, billboard, flipped, 
wrong part, gross body and lead 

damage, gold-finger contamination, 
tombstone, solder bridge, opens, lifted 
leads, wettability, excess/insufficient 

solder, debris

5 megapixel color 
CMOS camera n.a. 17 5 n.a. n.a. fluorescent white light

CyberOptics Flex HR 12

missing, polarity, billboard, 
flipped, wrong part, gross 
body and lead damage, 

gold-finger contamination,

missing, polarity, billboard, flipped, 
wrong part, gross body and lead 

damage, gold-finger contamination, 
tombstone, solder bridge, opens, lifted 
leads, wettability, excess/insufficient 

solder, debris

5 megapixel color 
CMOS camera n.a. 17 8 n.a. n.a. fluorescent white light

CyberOptics Flex HR 11

missing, polarity, billboard, 
flipped, wrong part, gross 
body and lead damage, 

gold-finger contamination,

missing, polarity, billboard, flipped, 
wrong part, gross body and lead 

damage, gold-finger contamination, 
tombstone, solder bridge, opens, lifted 
leads, wettability, excess/insufficient 

solder, debris

5 megapixel color 
CMOS camera n.a. 17 11 n.a. n.a. fluorescent white light

Machine 
Vision 
Products

Ultra IV n.a. n.a. n.a. n.a. 8 - 17 n.a. n.a. n.a.

programmable variable 
LED strobe lighting, 

proprietary multi-color 
illumination

Mirtec MV-7 n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Mirtec MV-7L n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Mirtec MV-7xi n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Mirtec MV-7U n.a. n.a. 1.3, 2 or 4 megapixel 
digital color camera

14.0 x 10.5 to 
37.2 x 37.2 9.8 - 18.2 n.a. n.a. 4 n.a.

Omron VT-RNS-S

presence of solder, wrong 
components, missing 
components, bridging, 

component shifting, lead 
bending

presence of solder, wrong 
components, missing components, 

bridging, tombstone, component 
shifting, fillet, wettability, lead bending, 

adhesive, solder balls

3-CCD camera n.a. 10; 15; 20 n.a. n.a. n.a. ring-shaped LED (red, 
green, blue)

Omron VT-WIN II

presence/absence, 
skewed, shifted, wrong 

component, un-inserted, 
upside-down/backward, 

polarity, lead bent

presence/absence of solder, 
excessive solder, insufficient solder, 

blow holes, wettability, bridges, solder 
balls, skewed, shifted, wrong 

component, polarity, lead bent

triple element CCD 
camera n.a.

10; 13; 15; 
20; 25; 30; 

35; 50
n.a. n.a. n.a.

3 ring-shaped LED 
arrays with automatic 

brightness control

Saki BF-Frontier
presence/absence, 

misalignment, polarity, 
bridge

presence/absence, tombstone, 
reverse, polarity, bridge, foreign 

material, absence of solder, 
insufficient solder, lifted lead, lifted 

chip, fillet

line color CCD camera n.a. 18 n.a. n.a. n.a. LED lighting system

Saki BF-Planet-X
presence/absence, 

misalignment, polarity, 
bridge

presence/absence, tombstone, 
reverse, polarity, bridge, foreign 

material, absence of solder, 
insufficient solder, lifted lead, lifted 

chip, fillet

line color CCD camera 10 n.a. n.a. n.a. LED lighting system

Viscom S3088-III n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S3088-II n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S6056-ST1 n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S6056-DS1W n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.
Viscom S6056-DS2W n.a. n.a. megapixel 57.6 x 43.5 23.4; 11.7 4 16.1; 8.05 4; 8 n.a.

Vi Technology 3K Series n.a. n.a. 1620 x 1220 pixel; 
2352 x 1728 pixel

42.1 x 31.7; 
61.1 x 44.9 8 - 12 n.a. n.a. n.a.

i-LITE (red, green, 
blue); axial and 

peripheral

Vi Technology 5K Series n.a. n.a. 1620 x 1220 pixel; 
2352 x 1728 pixel

42.1 x 31.7; 
61.1 x 44.9 8 - 12 n.a. n.a. n.a.

i-LITE (red, green, 
blue); axial and 

peripheral

Vi Technology 7K Series n.a. n.a. 1620 x 1220 pixel; 
2352 x 1728 pixel

42.1 x 31.7; 
61.1 x 44.9 8 - 12 n.a. n.a. n.a.

i-LITE (red, green, 
blue); axial and 

peripheral
Vi Technology Vi-5000 n.a. n.a. 1360 x 1040 pixel 44.5 x 33.6 12 n.a. n.a. n.a. amber, green, blue

Vi Technology Vi-5000-2 n.a. n.a. 1600 x 1152 pixel 41.6 x 29.9 8 n.a. n.a. n.a. green, white, blue, 
axial and peripheral

Vi Technology Vi-5000-3 n.a. n.a. 2048 x 2048 pixel 53.2 x 53.2 8 n.a. n.a. n.a. green, white, blue

YES Tech YTV-F1 position, missing, wrong, 
polarity, skew

polarity, skew, tombstone, bent lead, 
lifted, bridging, open solder, 

insufficient, short, solder balls

Multiple Thin Camera 
megapixel color top-

down viewing camera 
@ 1280 x 1024 pixel

n.a. 25; 12 n.a. n.a. n.a.
LED top light, 

proprietary bi-color 
multiangle LED lighting

YES Tech YTV-F1S position, missing, wrong, 
polarity, skew

polarity, skew, tombstone, bent lead, 
lifted, bridging, open solder, 

insufficient, short, solder balls

Multiple Thin Camera 
megapixel color top-

down and 4 side 
viewing camera @ 
1280 x 1024 pixel

n.a. 25; 12 n.a. n.a. n.a.
LED top light, 

proprietary bi-color 
multiangle LED lighting

YES Tech YTV-M1 position, missing, wrong, 
polarity, skew

polarity, skew, tombstone, bent lead, 
lifted, bridging, open solder, 

insufficient, short, solder balls

YESTech 3 Megapixel 
Thin Camera top-down 

viewing camera and 
telecentric lens @ 
2048 x 1536 pixel

n.a. 25; 12 n.a. n.a. n.a. proprietary Fusion 
Lighting

Table 9.
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Agilent 
Technologies

Medalist SJ50 
Series 3

41 sq. cm/sec @ pre-reflow; 
32 sq. cm/sec @ post reflow 510 x 510 50 x 50 n.a. n.a. n.a. 0.5 - 4.0 3 Yes n.a.

Agilent 
Technologies

Medalist SJ50 
Series 3 XL

41 sq. cm/sec @ pre-reflow; 
32 sq. cm/sec @ post reflow 620 x 620 75 x 50 n.a. n.a. n.a. 1.5 - 15 13 n.a. n.a.

Agilent 
Technologies

Medalist 
sj5000

41 sq. cm/sec @ pre-reflow; 
32 sq. cm/sec @ post reflow 510 x 510 50 x 50 n.a. n.a. n.a. 0.5 - 4.0 3 Yes n.a.

Amistar 
Automation Inc. K2 0.25 sec/screen 330 x 250 50 x 50 + 0.5; - 1.0 28 25 0.5 - 2.0 n.a. n.a. n.a.

Amistar 
Automation Inc. K2L 0.25 sec/screen 485 x 410 50 x 50 + 0.5; - 1.0 28 25 0.5 - 2.0 n.a. n.a. n.a.

CyberOptics Flex HR 8 50 sq. cm/sec 203 x 508 110 x 63 ± 0.7 32 3 n.a. n.a. n.a. 813 - 965
CyberOptics Flex HR 12 50 sq. cm/sec 305 x 508 110 x 63 ± 0.7 32 3 n.a. n.a. n.a. 813 - 965
CyberOptics Flex HR 11 50 sq. cm/sec 457 x 508 110 x 63 ± 0.7 32 3 n.a. n.a. n.a. 813 - 965

Machine Vision 
Products Ultra IV 90 sq. cm/sec 500 x 546 n.a. n.a. n.a. n.a. n.a. n.a. n.a. n.a.

Mirtec MV-7 4.94 sq. mm/sec 350 x 250 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.
Mirtec MV-7L 4.94 sq. mm/sec 500 x 400 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.
Mirtec MV-7xi 4.94 sq. mm/sec 510 x 460 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.
Mirtec MV-7U 4.94 sq. mm/sec 660 x 510 50 x 50 n.a. 25 - 45 50.8 n.a. n.a. n.a. n.a.

Omron VT-RNS-S 0.25 sec/screen @ 10 sq. mm 
field of view 510 x 460 50 x 50 n.a. 20 - 40 40 - 50 n.a. n.a. n.a. n.a.

Omron VT-WIN II 0.40 sec/screen 460 x 510 50 x 50 n.a. 50 50 0.3 - 4.0 n.a. n.a. n.a.
Saki BF-Frontier 24 sec/screen 460 x 500 50 x 60 ± 0.2 40 40 0.6 - 2.5 n.a. n.a. max. 900
Saki BF-Planet-X 23 sec/screen 250 x 330 50 x 60 n.a. 20 30 0.6 - 2.5 n.a. n.a. max. 900
Viscom S3088-III 20 - 40 sq. cm/sec 508 x 508 n.a. n.a. 35 40 n.a. n.a. n.a. 850 - 960
Viscom S3088-II 20 - 40 sq. cm/sec 450 x 350 n.a. n.a. 35 40 n.a. n.a. n.a. 850 - 960
Viscom S6056-ST1 20 - 40 sq. cm/sec 457 x 356 n.a. n.a. 35 60 n.a. n.a. n.a. 830 - 960
Viscom S6056-DS1W 20 - 40 sq. cm/sec 457 x 356 n.a. n.a. 35 60 n.a. n.a. n.a. 830 - 960
Viscom S6056-DS2W 40 - 80 sq. cm/sec 457 x 356 n.a. n.a. 35 60 n.a. n.a. n.a. 830 - 960
Vi Technology 3K Series 4 - 20 ms 458 x 406 50 x 50 n.a. 34 34 0.7 - 4.0 3 Yes n.a.
Vi Technology 5K Series 4 - 20 ms 533 x 533 50 x 50 n.a. 34 60 0.5 - 4.0 3 n.a. n.a.
Vi Technology 7K Series 4 - 20 ms 533 x 610 50 x 50 n.a. 34 60 0.5 - 4.0 3 Yes n.a.
Vi Technology Vi-5000 4 - 20 ms 508 x 458 50 x 50 n.a. 34 40 0.7 - 5.0 7 n.a. n.a.
Vi Technology Vi-5000-2 4 - 20 ms 508 x 458 50 x 50 n.a. 34 40 0.7 - 5.0 7 n.a. n.a.
Vi Technology Vi-5000-3 4 - 20 ms 508 x 458 50 x 50 n.a. 34 40 0.7 - 5.0 7 n.a. n.a.
YES Tech YTV-F1 35 sq. cm/sec 560 x 510 n.a. n.a. 50 50 n.a. n.a. n.a. n.a.
YES Tech YTV-F1S 35 sq. cm/sec 560 x 510 n.a. n.a. 50 50 n.a. n.a. n.a. n.a.
YES Tech YTV-M1 35 sq. cm/sec 350 x 250 50 x 50 n.a. 25 50 n.a. n.a. n.a. max. 950

Table 10. Comparison of Universal Automatic Optical Inspection (UAOI) machines

Assuming that the component is fully operational, these systems practically are able to prove
that the whole circuit board is working correctly thus replacing the ICT. However, because
they are usually connected to SPC (Statistical Process Control) servers, they can also provide
much information about the SMT process itself and provides help as to how to improve it.

But of course there are disadvantages to using AOI systems. They are not able to inspect hidden
failures such as soldered BGA (Ball Grid Array) bumps and usually the parameters of
inspection algorithms cannot be adjusted perfectly. So from time to time they do not detect
real failures which are called ‘slip-through failures’. These are the most significant malfunc‐
tions during the operation of AOI systems because in these cases, they fail to do what they
were programmed for. So the number of slip-throughs must be zero and - if they arise - close
investigation is necessary to prevent and eliminate them. However if this occurs repeatedly,
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then the appropriate parts would seem to be defective. These are the pseudo-failures which
can reduce productivity so their number should as close to zero as possible. [164] ALSO
indicates some other image processing problems. The problems of AOI systems will be
described in more detail later in the chapter.

Another disadvantage is that they are usually in the ‘bottle-neck’ of the manufacturing
production line because they are not able to inspect the whole circuit board as fast as the line
can produce them. Therefore, the practice is usually to place more machines behind each other
to enable inspections to take place in parallel. Of course, this also has financial implications
which should be taken into consideration.

7. Special AOI solutions — Inspection of lead-free solder joints, flexible
substrates, wire bonding and semiconductors

According to RoHS and WEEE directives, lead-free solder alloys have to be used in commercial
electronics. This has presented a new challenge for AOI systems because of the differing optical
properties of lead-free alloy. Some solutions are shown in the following studies [166]-[173].
AOI has several further application possibilities in electronic device manufacturing e.g.
semiconductor and wire-bonding inspection. These appliances need extremely high-resolu‐
tion cameras to detect defects in the μm scale. Another interesting area is flexible substrate
inspection. Some of these special inspections are described in [174]-[179].

7.1. Differences between lead-based and lead-free solder alloys

Solders that contain lead are available with a tin content of between 5% and 70%. The compo‐
sition of the most commonly used lead solder is 63/37 Sn/Pb; this was the main type used in
electronics manufacturing until strict controls were imposed on its use for environmental
reasons. The homogeneity of the solder meniscus that formed was beneficial in that the melting
point of eutectic solder really is manifested as a single point on the phase diagram; in other
words the molten alloy solidifies at a specific temperature, rather than within a broader
temperature range. The solidified alloy can be broken down into tiny lead and tin phases of
almost 100% purity, without intermetallic layers.

In the case of non-eutectic solders, the crystallisation begins around cores of differing compo‐
sition and crystal structure, and at differing temperatures, so that during the accretion of the
individual cores the composition of the residual melt also changes. Due to this, in the case of
lead-free, non-eutectic solder alloys, certain phases solidify earlier, and these solid cores do
not form a completely mirror-like, smooth surface on the face of the solder meniscus (and
naturally, they also cause differences in the volume of the material).

Lead-free solders usually contain tin, silver and copper. Compared to lead-based solders they
have several negative properties: they are more expensive, their melting point is higher, and
they give rise to problems that do not occur when soldering with lead (the phenomenon of
whisker formation has still not been fully explored). Because their surface differs from that of
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lead-based solder alloys – which are much more even and mirror-like – they reflect light
differently, so different procedures may be used to verify the presence and quality of the solder
menisci.

In the case of tin-lead solders, the solidification of the melt begins around the cores that are
solid at melting point, and the individual solid phases grow at a virtually consistent rate as
the two elements separate from the melt. This is how the volumes that are rich in lead and tin
become a smooth-surfaced alloy consisting of lead and tin patches, typical of eutectic solder,
that can easily differentiated on the cross-section.

Lead-free solders do not usually form eutectic alloys, and exist in many variants with different
compositions. Tin is usually alloyed with copper and silver, but there are also alloys containing,
for example, bismuth and indium.

In the case of the non-eutectic alloys (the vast majority of lead-free alloys), however, one of the
phases begins to solidify earlier, and the alloying metal concentration of this phase will be
smaller than that of the melt. This means that the composition of the remaining part of the
alloy, which is still in a liquid state, continues to change until the eutectic composition is

Figure 7. Tin-lead phase diagram
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then the appropriate parts would seem to be defective. These are the pseudo-failures which
can reduce productivity so their number should as close to zero as possible. [164] ALSO
indicates some other image processing problems. The problems of AOI systems will be
described in more detail later in the chapter.

Another disadvantage is that they are usually in the ‘bottle-neck’ of the manufacturing
production line because they are not able to inspect the whole circuit board as fast as the line
can produce them. Therefore, the practice is usually to place more machines behind each other
to enable inspections to take place in parallel. Of course, this also has financial implications
which should be taken into consideration.

7. Special AOI solutions — Inspection of lead-free solder joints, flexible
substrates, wire bonding and semiconductors

According to RoHS and WEEE directives, lead-free solder alloys have to be used in commercial
electronics. This has presented a new challenge for AOI systems because of the differing optical
properties of lead-free alloy. Some solutions are shown in the following studies [166]-[173].
AOI has several further application possibilities in electronic device manufacturing e.g.
semiconductor and wire-bonding inspection. These appliances need extremely high-resolu‐
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lead-based solder alloys – which are much more even and mirror-like – they reflect light
differently, so different procedures may be used to verify the presence and quality of the solder
menisci.
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Figure 7. Tin-lead phase diagram
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achieved, when it cools and solidifies. As a result of this, the microstructure that is created has
a greater surface roughness than in the previous case: as the eutectic melt ebbs away, the
intermetallic crystals that were the first to solidify create a more irregular surface. This surface
scatters light much more than the smoother, more even surface of the tin-lead solder; in other
words the proportion of diffuse reflection will be greater than that of specular reflection.

An attempt to measure the two solders with AOI equipment using the same settings will
probably result in several errors, because after the necessary image conversion procedures the
images made by the equipment will differ. For this reason, it would clearly be useful to calibrate
the AOI equipment specifically for the different solders.

In what follows we present a series of images of tin-lead eutectic and lead-free Sn-Ag-Cu solder
alloys made using a scanning electron microscope (SEM). This instrument is not suitable for
measuring the surface roughness, but it does provide an accurate, high-resolution image of
the examined surfaces and of the two solder alloys with differing composition and surface
roughness, showing the differences in height and material with spectacular contrast.

Figure 8. Tin-copper-silver phase diagram
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Figure 10. SEM image of the surface of a lead-based solder meniscus

Figure 9. Electron microscope image of the surface of a tin-lead solder meniscus
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An important question is precisely what the roughness of the pattern formed on the surface
of lead-free solder alloys depends on, and how “reliably” predictable the process of its
formation is.

Figure 11. SEM image of the surface of a lead-free solder meniscus

In the above image the two types of solder can be clearly differentiated due to the rougher
surface that is typical of the lead-free alloy. In places the surface looks quite similar to the one
assumed by the microfacet model, which simplifies reality for the purpose of mathematical
manageability; in other words, small semi-spherical formations can be observed side by side
with each other. On other parts of the picture, however, areas with no unevenness are also
visible; and we have taken the electron microscope image of an area that gives a good
illustration of a particular property of lead-free, non-eutectic solder alloys (in this case a tin-
copper-silver alloy), namely that due to the unevenness of the surface it reflects the light more
diffusely (in other words, it scatters the light more) than the smoother surface of a eutectic
solder. In the applied Cook-Torrance model, the roughness of the surface is described by a
single parameter, which describes the surface in average terms.

The above picture shows an SEM image of a cross-section in which the tin (light) and lead
(dark) phases of the eutectic alloy are clearly differentiated.

The above image was made at a lower magnification (400x rather than 1500x), but the phase
boundaries can still be made out, and the smooth meniscus surface typical of lead-based solder
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Figure 12. SEM image of a cross-section of a lead-based solder meniscus

Figure 13. SEM image of a cross-section of a lead-based solder meniscus
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alloys is even more visible. In the following SEM images the rough surface typical of lead-free
solder alloys can be observed.

Figure 14. SEM image of a cross-section of a lead-free solder meniscus

The fracture in the solder meniscus seen in the above image is probably due to a contaminant,
but within the fracture is a particularly clear example of just how uneven a surface can be
formed by the lead-free solder alloy.

The surface roughness of the lead-free solder meniscus is visibly greater than that of the tin-
lead solder. Taking the scale bar as a guide we can also estimate that the size of the uneven
protrusions that increase the surface roughness, in terms of both their breadth and height, is
in the order of 10 μm. It is also worth noting that the simplification of the microfacet model
described by the Cook-Torrance model is clearly visible, as a visual inspection reveals that the
surface is not closely similar to the surface made up of tiny flat plates that is assumed by the
microfacet model. This simplification, however, is more than made up for by the model’s
simplicity and general ease of use.

7.2. Measuring the surface roughness

To measure the surface roughness we used a Tencor Alpha Step 500 surface profilometer. Based
on the 10 measurements of each solder, made on the lead-based (Heraeus F816 Sn63-90 B30)
and lead-free (Senju Ecosolder M705-GRN360-K1-V) joints, the two solders yielded the
following values:
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Type of measurement result Lead-based solder paste Lead-free solder paste

Measured surface roughness (RMS) 0.03092 0.0986

Distribution of measured RMS value 0.004451 0.054626

Table 11. Measured surface roughness values

At first glance the measured surface roughness values appear realistic; the surface roughness
of the lead-free solder turned out to be approximately three times that of the lead-based solder.
The distribution of the roughness values for the lead-based solder was below 1%, which is
satisfactory because the divergence between the shape of the actual solder and that modelled
by the computer showed a greater error (a few percent), and because greater fluctuation than
this can be expected to result from the differing heat profiles, printed circuit boards or solder-
handling requirements of real production lines. The distribution of the surface roughness
values for the lead-free solder was over 5%, which is due to diversity of the size and shape of
the surface protrusions that appear with this type of solder, which the Cook-Torrance model
handles using statistical simplification, by assuming the surface to be of a consistent roughness.

7.3. Simulation created with the computer model

We checked the measured surface roughness values by comparing the images made using
optical microscopes with the computer-generated graphic representations. The Surface

Figure 15. SEM image of a cross-section of a lead-free solder meniscus
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Evolver software uses finite element analysis to calculate the surface profile at certain points
on the surface. In areas with a greater radius of curvature, where the energies are closer to each
other in terms of magnitude (in other words none are dominant in comparison to any others)
the software uses more measurement points, that is a denser grid, for displaying the graphic
representation.

Figure 16. Example of a graphic representation generated using the Surface Evolver software

Of the models that use a formula based on the Bi-directional Reflectance Distribution Function
(BRDF), which is based on a physical approach, the most widely used is the Cook-Torrance
model, which has surface roughness as one of its input parameters and is also capable of
handling Fresnel distribution. During our simulation we used this, in a Direct3D environment,
so when generating the rendered graphics we were able to use the measured roughness values
as input parameters.

The majority of optical microscopes – including the Olympus BX51 microscope used by me at
the department – are capable of operating in bright field (BF) and dark field (DF) imaging
mode.

In bright field imaging, both the incident and reflected light fall almost perpendicularly onto
the sample, naturally through a focusing lens. Dark field microscopes, on the other hand,
collect beams of light that arrive not perpendicularly but from the side, from below a given
angle, through a lens, in the direction of the observer; in other words the beams of light travel
in the opposite direction but along the same path as would the beams of light that enter
perpendicularly but are diffracted, not reflected.

Dark field microscopy gives a good resolution and microscopes with this capability are usually
more expensive, but they are eminently suitable for the detection of phase boundaries or the
examination of surface irregularities highlighted by the side illumination. In the case of metals,
in which the proportion of diffuse components is smaller and the incident light is reflected
much more in accordance with the principle of optical reflection, bright field microscopy
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results in a darker image and in the case of observation along the z axis (from above), as is
typical of microscopes, only the surfaces that are parallel to the horizontal are illuminated. We
also modelled both of these different types of illumination using the Direct3D software.

What follows is a comparison of the images made using the optical microscope and the graphic
representations rendered with Direct3D that most closely replicated the actual light and
surface conditions. Where not indicated separately, the soldered joint (at the SMT resistors) is
illuminated with scattered light.

Figure 17. Photograph and graphic representation of empty solder pad covered in lead-free solder (BF imaging)

Figure 18. Photograph and graphic representation of empty solder pad covered in lead-free solder (DF imaging)
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Figure 19. Photograph and graphic representation of SMT joint made with lead-free solder

Figure 20. Photograph and graphic representation of empty solder pad covered in lead-based solder (BF imaging)
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Figure 21. Photograph and graphic representation of empty solder pad covered in lead-based solder (DF imaging)

Figure 22. Photographs (above: BF, below: DF) and graphic representation of SMT joint made with lead-based solder
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Figure 19. Photograph and graphic representation of SMT joint made with lead-free solder

Figure 20. Photograph and graphic representation of empty solder pad covered in lead-based solder (BF imaging)
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Figure 23. Photograph and graphic representation of SMT joint made with lead-free (left) and lead-based (right) sol‐
der

8. Detailed analysis of AOI systems

As can be seen in the previous section, AOI machines handle several tasks. Much literature is
dedicated to the intelligence of these systems, but from a technical point of view we can also
examine other aspects. A large number of these AOIs work on high-mix-high-volume SMT
lines where the most important key factors are the inspection duration and quality. The
attributes of this system relate to the following sections:

1. actuating parts (drives and axes)

2. image acquisition system (sensors, optics, illumination)

3. software processing part

They work in close relationship to each other, so the speed of each has to be in sync. There are
three well-defined mechanical constructions for an AOI system:

• without special moving parts / drives inside

• with PWB positioning table

• with camera-module actuating unit

The simplest case is when the working-process of the system does not include special posi‐
tioning steps. The PWB is positioned/placed in “one step” into the field of camera system, an
image is acquired and the PWB is then taken out for the next process. This could be of great
benefit because the machine does not need to synchronize any movements during the image
acquisition process. The speed affecting factor can thus be ignored. This is used typically in
Automatic Final Inspection (AFI) systems. This does not mean that the system has to only
contain one camera. For more complex applications the number of cameras can be increased.
More cameras mean more complex image transformation and manipulation tasks so it follows
that these systems are only capable of use when looking at pre-defined areas.
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In case of larger inspection areas, the systems are mounted with special drives which can move
the camera system or the inspected part. The movements of these drives have to be synchron‐
ized with the process of illumination and image acquisition. When the system contains small
number of cameras and the illumination devices are also built-in, then the module itself should
be the moving section. When there are even more cameras, each with its separate illumination
(matrix arrangement), then the PWB should lie on a positioning table.

Two big groups of drive systems are commonly used for this purpose. The first is the conven‐
tional electromechanical drive. It is used for some 2D paste inspection machines. Here the
velocity of the camera can be constant, while in most cases it contains line-CCD sensor. The
other type of motion system is the linear drive which is more accurate and faster and therefore
in more frequent use.

The directional route of the moving part highly depends on a second factor, that of speed and
the properties of image acquisition system. Here also, three main parts can be singled out:

• optics / lenses

• camera / sensor type

• illumination module / lighting source

The system has to get the necessary amount of information and resolution from even the
smallest components. In the SMT field this means zooming down to a 10μm pixel resolution.
To ensure the constant magnification at all points of the entire Field of View (FOV) the use of
telecentric optics is essential. This criterion enables the system to make the required size-
measurements. On an image seen through traditional lenses, the apparent shape of compo‐
nents changes with the distance from the centre of the FOV, therefore sometimes making shape
recognition a hard task.

But it is not just the permanency of magnification that is important, so too is the need to select
the correct level. On one hand, the larger detection area of the image sensor can help solve this
task, but it also increases the computational resources needed. On the other hand, higher
magnification levels give a better resolution but at the expense of reducing the field of view.
The best scenario is if the system is capable of optional magnification. Generally, a relative
large FOV, between 10-25 cm2, could be used and only in certain cases should dedicated Field
of Interests (FOI) should be zoomed out.

In most AOI applications, the LED based lighting is used for illumination purposes. But
independent of the type of illumination source used, the amount of illumination should be
only as much as is required. The optimum depends on the application. For example, a 2D paste
or a through-hole-technology (THT) components solder-joint inspection system needs only
just a small amount of illumination. As the number of failure types / inspection tasks increase
so too the number of illumination modes also increase. The programmable illumination
module is a good tool to develop lighting requirements for dedicated purposes, but it also
carries the risk of inhomogeneous and reduced FOV.
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Figure 24. Problem of inhomogeneous grey-level by ring-illumination types

Fig. 24 illustrates two types of camera-illumination systems. The first system contains 4
cameras, the second only 1 camera. Both have LED-ring illumination modules. The grey-level
distribution maps shown above have been measured with the same type of illumination and
grey-reference flat. The green areas indicate the valuable field of the camera. This example
clearly points out the importance of the homogeneity. Of course this phenomenon is also
present when the illumination system is multi-coloured.

Most optical inspection / control appliance decisions are based on image-processing methods
that have been set experientially. The stress is on the word “experientially”. Most of the AOI
machines make some kind of template matching. These sample-templates can be colour or
greyscale, stand from parts/windows or form a complete pattern. The machine can be ‘self-
learning or directed by means of an “external trainer”. Due to the fact that the overall reliability
of these machines is not 100%, the defined limits between good and bad classified patterns are
not strict. In some cases it could be that just two pixels differ between the data provided. If the
phenomenon which the system needs to detect is not so unambiguous, then it should search
for another method to make the gap wider between the 2 classes.

9. Software questions

One of the most wide-spread criticisms against the principles and methods of automated
optical inspection systems stems from a very interesting paradox. As we have mentioned
earlier, the introduction of AOI devices in the manufacturing lines was a result of the growth
in manufacturing process complexity. These inspection and control devices have to fulfill
certain reliability criteria which need to be validated. But unfortunately, these validation
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processes can only be used to a limited degree because of the high-complex manufacturing
process and the equally complex and highly varied appearance of devices under test (DUTs).

This contradiction invokes the conclusion that accuracy and reliability of AOI system depends
very much on the competence and working quality of the engineers and operators, the correct
management of the setting up and controlling the inspection devices. In reality, this sets out
several very serious challenges to experts. The quality inspection algorithms have many
parameters – in some cases several hundred – (image processing, region of interest, threshold
parameters etc.). Their setup requires experience, intuition and inspiration from the process
engineers themselves.

In addition, during parameter tuning, the engineers need to solve the following contradiction,
where the difference between images showing correct and faulty components is often only a
few pixels which need to be detected by the AOI devices (Fig. 25). In the case of incorrect
parameter settings these small signals can disappear and the system classify a bad component
as good (“slip-through”). Certainly this false classification is totally intolerable in quality
inspection processes; therefore it is necessary to aim for the complete elimination of this
possibility by fine tuning the algorithm’s parameters. Unfortunately because of this, engineers
can easily set the algorithm to be too strict, meaning also that some correct components will
be dropped out during the inspection process. Although these “false calls” (also known as
pseudo failure) do not cause catastrophic consequences nevertheless they are the source of a
very serious problem. Namely, in this instance, the human operators performing the re-
inspection of components considered “faulty” can easily get used to the repeated mistakes of
the AOI system. Therefore they can eventually take the inspection device’s decisions out of
consideration even where there is a cases of real errors. This implies that the reliability of the
inspection device itself would be in doubt; the fact of which would result in one of the biggest
catastrophic effects on AOI systems. In addition, it seems insignificant but it is important to
note that many bad classifications slow the manufacturing process, decrease productivity and
increase the product overall production costs. To avoid false calls, process-engineers need to
reduce the strictness of the inspection parameters which – as we have mentioned earlier – is
inconsistent with principle used by the parameter settings preventing the slip-through.

Figure 25. An example for the tiny differences between the images containing correct and faulty components
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In addition, AOI engineers need to cope with several other difficulties a major one of which is
that the production process changes continuously e.g. the settings of devices on the manufac‐
turing line have to be modified, and this needs to be followed also by modifications to the AOI
devices. Therefore the need to monitor the inspection algorithms and adapt to different
parameters is a serious challenge to the process engineers.

Furthermore, it is necessary to satisfy some practical requirements when selecting and
adjusting the inspection algorithms. Usually, electronic factories manufacture more products
in parallel in which several similar or identical components can be located. If all the compo‐
nents were to be inspected with a separate AOI algorithm, the code management, version
tracking and fixing etc. would be impossible. Therefore, engineers often use only one inspec‐
tion method for similar mountings to achieve simpler AOI algorithm version management.
Unfortunately, this strategy cannot always be used successfully because of the very heteroge‐
neous appearance of the same components. Fig. 26. shows an image sequence of the C0805
capacitor which illustrates the enormous differences between images taken of similar compo‐
nents.

In this varied environment it is very hard to develop an inspection method which results in
highly reliable classification of each type of image for the same component. In addition, a
parameter setting process that reduces the number of bad classifications in case of one
component influences not only the selected manufacturing line but has an effect on the whole
factory. Therefore it can happen that whilst a parameter optimization process reduces the
number of bad classifications in the first part of the factory, it increases them on other manu‐
facturing lines. This paradox is one of the reasons why the AOI macro optimization process is
a very long and “Sisyphean” task of AOI process engineers.

Figure 26. Differences between the appearances of similar components (capacitor C0805)

A very interesting and important question is the optimization of classification thresholds. One
of the most important requirements of an inspection system is high-level robustness, but this
condition can hardly be guaranteed if the classification decision (namely whether a component
gets “faulty” or “good” label) is dependent on only one pixel. Therefore the quality results
close to the decision threshold need to be classified in a separate group (“limit error”) and it
is necessary to apply a different strategy to them. It follows that AOI experts – apart from the
fact that they need to solve the optimization paradox mentioned earlier – have to strive to find
such an algorithm parameter setting where during the classification, the number of compo‐
nents classified near the decision threshold are as few as possible. Efficiency of AOI appliances
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can be significantly improved with the help of macro optimization. In the first task, the pseudo

rate was reduced while slip-throughs remains zero (Table 12, Fig. 27)

Real failures 
[pieces]

Pseudo failures 
[pieces]

4 4 672

Real failures 
[pieces]

Pseudo failures 
[pieces]

2 50

After optimization (30 days testing period)

Inspected components 
(solder joints)            

[pieces]

Detected failures [pieces]
Pseudo rate 

[ppm]

223 006                         
(446 012)

52
224

Before optimization (30 days testing period)

4 676

Detected failures [pieces]
Pseudo rate 

[ppm]

13 459

Inspected components 
(solder joints)            

[pieces]

347 130                         
(694 260)

Table 12. Results of macro optimization

Figure 27. Pseudo reduction
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Secondly parallel pseudo and slip-through reduction were carried out (Table 13, Fig. 28, Fig.
29).

Real failures    
(Quasi-tombstone ) 

[pieces]

Pseudo failures 
[pieces]

364 (0 ) 67 841

Real failures    
(Quasi-tombstone )

[pieces]

Pseudo failures 
[pieces]

627 (62 ) 58 027

After optimization (30 days testing period)

Inspected components 
(solder joints)            

[pieces]

Detected failures [pieces]
Pseudo rate 

[ppm]

4 655 392                         
(9 310 784)

58 654
12 560

Before optimization (30 days testing period)

68 205

Detected failures [pieces]
Pseudo rate 

[ppm]

Inspected components 
(solder joints)            

[pieces]

2 423 334                         
(4 846 668) 27 995

Table 13. Results of macro optimization

Another very serious question is about the parameter optimization process, namely how can
the AOI engineers validate the new parameter values determined by the optimization process?
Certainly a correction of a bad classification cannot be validated only by examination of the
specified image, but it is necessary to check several other instances. Therefore, to execute a
reliable validation process, the engineers have to collect a large image database (“image base”)
covering all cases as they occur in the best possible way. Unfortunately, creating a good and
usable image base is a long and sometimes impossible task because of several – often contra‐
dicting – criteria. A manual image collection by the engineers is very time-consuming and in
case of automatic systems (like AOIs) there is only a limited possibility because of the high
number and varied type of data. Automatic methods are faster but during the collection, some
falsely classified images can be put in the image base which makes the parameter optimization
impossible. For example, if an image containing a faulty component is placed into the “good”
part of the image base, the optimization process will try to adjust to the parameters that the
AOI algorithm has classified the image as “good”. As a result, the optimized macro cannot
recognize this specified error which can indicate slippages causing the greatest type of
inspection catastrophe.

The number of stored images is also a very important factor. If the image base contains too
many images, the resources (processor, hard drive, network etc.) become overloaded and the
optimization process can only be executed slowly. On the other hand in case of a small image
base the algorithm validation is neither reliable nor accurate enough.
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Figure 28. Pseudo and slip-through reduction
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If we suppose that the optimal size of image base is determined (and which cannot be exceeded)
and relevant images are collected resulting in a reasonably good image base. At this point
another question arises: how can the engineers update the database with new images? It is
very hard to determine which images from the new image-set need to be stored and which
images need to be deleted from the current image base. There are several criteria – such as the
date created, the number of similar images etc. – which can be used as the basis of the updating
decision but a precise numerical factor which shows the usefulness of pictures in the database
is much more difficult to determine.

The aspects and concepts mentioned in this section have shown that the usage and perfect
operation of automated optical inspection system requires human control and supervision.
Although the devices’ algorithms are able to execute fast, accurate, efficient, reliable, “assid‐
uous” and continuous inspection (they appear to be much more suitable than human operators
as a consequence!) without being fed sufficient intelligence they cannot adapt immediately
and independently to changes in manufacturing. Therefore the quality inspection process can
hinder the increased spreading of autonomous electronic manufacture.

Several researches and developments are focusing on the problem to redeem the status of the
human operators’ work and to provide help for AOI engineers. Very interesting research
directions are in automatic algorithm parameter optimization methods. The AOI devices on
the manufacturing line monitor the quality of the algorithms (number of false calls and slip-
through, if possible) and on occasions they adjust the parameters using the image base to create
a better, higher quality algorithm. The engineers only need to take care of special cases like
changing the lighting or creating new inspection methods. Although the automatic parameter
optimization methods do not have to satisfy high real-time criteria, it is important to determine
the optimized parameter values in a relatively short time. It is easy to verify that even in the
case of having some dozen parameters; the analysis of all parameter-combinations takes a very
long time (years) therefore heuristic search methods have to be used to solve the optimization
problem.

Figure 29. Quasi-tombstone
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Certainly the automatic optimization methods also need to collect the relevant images
autonomously to create the reference image base. This work sets serious challenges for
optimization processes because of the problems and difficulties mentioned earlier.

As a summary, we can establish that AOI systems offer a powerful solution for a complex
problem by means of simple principles, but the analysis of details can reveal several problems,
difficulties and contradictions. Finding a solution for them is an essential condition for the
automated optical inspection systems in the future.

10. 3D Inspection

But the analyze-development is just one route for improving the AOI process. The other is the
“extended” optical inspection system with measuring capability. The pioneers of this property
are 3D SPI machines. In the last few years, a wide variety of these machines have been
developed. The inspection in this application - checking the SMT printing process - means the
3 dimensional measurements of solder paste bumps. These bumps are shaped like cylinders
or cubes so that the geometries and surfaces are relative simple. This fact makes the 3D optical
techniques a viable option. Several measurement techniques are used for this process, some
of these are shown in Fig. 30.

  

Laser triangulation Fringe-pattern analysis 

  

Stereovision Shape-from-shading 

  

Phase measuring Moiré topography 

 

Figure 30. optical measurement techniques
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The same is true for inspecting component presence, but for solder-joint detection these
technologies are in their infancy at present. The shape of different components’ solder-joints
is complex and the specular surface also makes the task even more difficult. There have been
a number of research efforts, optical 3D shape measurement technologies, based on several
technologies as shown in Fig. 30. Some of these researches can be found in the following studies
[181-198]. Also some companies are in the development phase such as Koh-Young Technology
[180]. So the evaluation of these geometries is as yet more difficult, but with the development
of optical metrology there will be more AOI machines with measuring capability.

11. Further developments, the future of AOI

AOI systems are following the worldwide trends i.e. multi-task integration, adaptivity, speed,
etc. There are already appliances that integrate optical inspection with repair functions: Ersa’s
AOI+R solution or optical and X-ray inspection together. Some suppliers have AOI+AXI or
Viscom’s AOXI (simultaneous inspection). Another possible area of development is the
inspection speed. Faster image capturing (with larger FOV, faster camera positioning etc),
parallel inspection of two PWBs are some possible ways for this to be done.

The other important area is adaptivity. Mainly adaptive illumination is the future of AOI
systems. It would help to drastically reduce pseudo-failures rates and eliminate slip-through
failures.

A third area is image processing. 3D inspection, neural networks, fuzzy systems, intelligent
algorithms which will help to increase the efficiency and reliability of these systems.

12. Conclusion

Inspection systems are widely used to determine the quality of electronics modules after
assembly sequences. Nowadays this is usually the automatic, non-contact and non-destructive
process, such as automatic optical inspection (AOI), supplemented with automatic X-ray
inspection (AXI) if necessary. These appliances inspect the ready or the incomplete printed
wiring boards to determine the quality of it's given property in any technological sequence,
such as paste printing, component placement or soldering. The rapid development of elec‐
tronics module assembly manufacturing requiring parallel development of test procedures.
The automatic optical inspection is potential multi-disciplinary research area, because from
image acquiring, (illumination, the detection of the reflected light etc.) through image proc‐
essing, to the evaluation each area can be optimized to reach to goal, that the qualification of
the inspected object in the field of interest (FOI) by the used appliance, matches the specifica‐
tions as stated. Most manufacturers agree that, from a strategic point of view, the optical
inspection after soldering should not be ignored. As a consequence, this is the most important
part of an AOI inspection. The quality of solder joints is determined from geometric and optical
properties of the solder meniscus. These parameters determine the reflection properties of the
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meniscus. The meniscus forms from the liquid alloy during the soldering process. After
cooling, the meniscus becomes solid and reflects illumination which means that we can classify
them. From these reflection patterns and with the help of image processing algorithms we are
able to determine the quality of the solder joints. As described above, the correct source of
illumination is essential. There are several different kinds of approach: white or RGB; directed
or diffuse; ring or hemisphere.

This survey gives state of the art review of current automated optical inspection systems in
the electronic device manufacturing industry. The aim of the chapter is to give an overview
about the development phases, operating mechanisms, advantages and disadvantages of AOI
appliances, their technical parameters, field of usage, capabilities and possible trends for
further developments.
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process, such as automatic optical inspection (AOI), supplemented with automatic X-ray
inspection (AXI) if necessary. These appliances inspect the ready or the incomplete printed
wiring boards to determine the quality of it's given property in any technological sequence,
such as paste printing, component placement or soldering. The rapid development of elec‐
tronics module assembly manufacturing requiring parallel development of test procedures.
The automatic optical inspection is potential multi-disciplinary research area, because from
image acquiring, (illumination, the detection of the reflected light etc.) through image proc‐
essing, to the evaluation each area can be optimized to reach to goal, that the qualification of
the inspected object in the field of interest (FOI) by the used appliance, matches the specifica‐
tions as stated. Most manufacturers agree that, from a strategic point of view, the optical
inspection after soldering should not be ignored. As a consequence, this is the most important
part of an AOI inspection. The quality of solder joints is determined from geometric and optical
properties of the solder meniscus. These parameters determine the reflection properties of the
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meniscus. The meniscus forms from the liquid alloy during the soldering process. After
cooling, the meniscus becomes solid and reflects illumination which means that we can classify
them. From these reflection patterns and with the help of image processing algorithms we are
able to determine the quality of the solder joints. As described above, the correct source of
illumination is essential. There are several different kinds of approach: white or RGB; directed
or diffuse; ring or hemisphere.

This survey gives state of the art review of current automated optical inspection systems in
the electronic device manufacturing industry. The aim of the chapter is to give an overview
about the development phases, operating mechanisms, advantages and disadvantages of AOI
appliances, their technical parameters, field of usage, capabilities and possible trends for
further developments.
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1. Introduction

One of the most important and complicated problems in modern industry is to obtaining
materials with the required chemical composition, structure and mechanical and physical
properties. Solving this problem involves great deal of time and expense, and the results
obtained might be far from the optimal solution.

The development of computer technology and its accessibility have made it possible to solve
problems for which there were previously unknown solutions or these methods were so
tedious that they proved to be unsuitable for practical application.

There are some works where models were developed to predict the chemical composition [1,
2] and the structure [3-20] of the required deposit metal during high temperature processes,
such as welding, joining, and build-up processes. These complicated models include the
physical and chemical parameters of solid, liquid and gas phases, phase transition parameters,
hydrodynamics’ parameters, etc.

It is also necessary to be aware of the material’s phase structure, which has a significant
influence on its final properties. Predicting the phase-structure composition of a metal has been
the subject of numerous papers [21-27] that included graphical representations of the phase-
structure composition of the metal as a function of its chemical composition, as well as
computational methods for determining the percentage of its phase.

Such a method is poorly suited to complex systems and processes described by systems of
equations. In the case of mathematical modeling, the process is studied on a mathematical
model using a computer, and not on a physical object. The input parameters of the mathe‐
matical model are fed into the computer, and the computer supplies the output parameters
calculated in the process. The first stage in the mathematical modeling of physicochemical
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systems is generally the construction of thermodynamic models. This stage is very important
both for ascertaining the fundamental possibility of the combined occurrence of particular
chemical processes and for listing the most important thermodynamic characteristics.

In recent years mathematical modeling has been applied not only to the investigation of
theoretical aspects of physicochemical processes, but also to the analysis of real technologies.

The areas of the prediction and optimization of the composition and properties of mate‐
rials  obtained in  different  technological  processes  are  especially  promising.  Some of  the
results were obtained from the modeling of the process of the formation of a weld pool,
from modeling of weld metal transformations. Important results were obtained from the
studies of  the physical  and chemical  parameters of  high temperature processes,  such as
welding or casting,  and development of  kinetic  model of  alloy transfer.  By determining
the chemical composition of the weld metal the kinetic model has been developed [3-9].
Based  on  this  model,  we  described  the  transfer  of  alloying  elements  between  the  slag,
which is the residue left on a weld from the flux consists mostly of mixed metal oxides,
sulfides and nitrides, and the metal during arc welding. The model takes into considera‐
tion  the  practical  weld  process  parameters  such  as  voltage,  current,  travel  speed,  and
weld preparation geometry, and it was experimentally tested.

2. Structural composition

Structural  approach  is  only  a  method  development  tool,  i.e.,  a  means  to  structurize  a
problem, to establish connections and the order of priorities, to structurize data, etc.,  us‐
ing structural analysis.

A brief review of the major stages of structural analysis of the welding materials design
problems is presented below:

• Determining the composition (structure) of the design object subject domain.

• Establishing functional relationship between the design object and the subject domain
elements (direct and reverse connections).

• Establishing connections between the subject domain and the design tool (expert system).

• Determining the operational algorithm structure and the subject domain representation
method for the design tool.

• Design stages structurization. Setting priorities.

• Establishing functional relationship between the design stages, tools and design object.

• Determining input and output parameters of the design tool.

This is schematically shown in Fig 1.
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3. Mathematical modeling of phase interaction in real technological process

A detailed analysis of a welded joint and its interaction with the environment are presented
in the followed part. It was shown that an effective method for developing a new welding
material involves solving the inverse problem of finding the formula of the material as a
function of the service characteristics of the weld metal. The most important problems for the
new methodology in the area of determining the electrode formula of a new welding material
include devising a model of the required structure of the weld metal under service conditions
and calculating the primary structure and chemical composition of the weld deposit. The
chemical composition of the weld metal is determined by the initial chemical composition of
the welding material and the base metal and by the nature of the physiochemical processes
accompanying the interaction between the molten metal and slag.
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Prediction of the chemical composition of a weld deposit and, consequently, determine its
mechanical properties, is based on a kinetic analysis of the simultaneous diffusion-controlled
reactions that occur between the molten metal and slag [5]. The mutual influence of the
reactions and the diffusion of all the reactants in the metal and slag are also taken into account.

The analysis of the kinetics and mechanism of individually occurring reactions does not present
any special difficulties at the present time and that, as a rule, its results faithfully describe the re‐
al processes. A kinetic analysis of the interaction of multi-component metallic and slag melts
with consideration of the mutual influence of reactions taking place in parallel is considerably
more complicated. The theoretical basis of the method consists of two assumptions:

• under diffusion-controlled conditions the concentration ratio at the phase boundary for each
reaction is close to the equilibrium value;

• the rate of transfer of the reactants to the phase boundary or away from it is proportional
to the difference between their concentrations in the bulk and on the boundary of the metallic
and oxide melts.

The oxidation of elements in a metallic melt can be represented by the reaction.

1[ ] (FeO) ( O ) Fe
ni i m

n E E
m m

+ ® + (1)

where Ei denotes the elements dissolved in the molten metal (Mn, Si, W, Mo, V, etc.), and
EinOm denotes the oxides in the molten slag.

A calculation of the rates of reactions of type (1) for each element does not present any
difficulties. However, a separate analysis of each reaction does not correspond to the real
industrial processes occurring in the weld pool. The mutual influence of both the components
of the interacting molten phases and the heterogeneous reactions taking place in these complex
systems must be considered. Within the approach developed, the rate vEi of mass transfer of
any element (mol/cm2s) for reactions of type (1) for all the metal components with considera‐
tion of their mutual influence are defined by the expression:

V Ei =
x m − KEi
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where b is defined by the equation:

2
2

( )
,

[ ]

m
Ei m

i m
i

K Ei O
b

x E
= (4)

at n=2.

Here KEi is the equilibrium constant of reaction (1) for the i-th component of the molten metal,
and n and m are stoichiometric coefficients, x is the ratio between the concentration of iron
oxide in the slag and the concentration of iron in the molten metal on the boundary between
the interacting phases:

( )' ,
[ ]'
FeOx
Fe

= (5)

vlim
Ei and vlim

EinOm are the limiting diffusion fluxes of the components (j) of the molten metal or
slag phases, [Ei] and (EinOm) are the initial concentrations (wt.%) of the elements and oxides
in the molten phases, respectively calculated by:

1lim 2 ,j j jv D Cb= ´ ´ (6)

where β is the mass-transfer coefficient (cm/s), Dj is a diffusion coefficient (cm2/s), and Cj is a
reagent's concentration at the phase boundary (mol/cm3).

The rate VFeO of mass transfer of iron monoxide (mol/cm2s) which is the second reagent in
reactions of type (1) defined by the expression:

V FeO =

(FeO)
Fe − x

x
vFe

lim +
(FeO)

Fe ×vFeO
lim

. (7)

It follows from the stoichiometry of the reaction (1) that:

V FeO =∑
1

k
V i =Σ

m
n V Ei. (8)

Having substituted VFeO and VEi in expression (8), we will have an equation with one unknown
—x. Having found x from (2) and (3) we can find VEi.

The scheme of the analyzed technological process of fusion welding process is presented
in Fig. 2.
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Figure 2. Scheme of the fusion welding process.

On the scheme, figures denote the direction of material transfer, and letters denote the
interaction of phases:

• melting of the electrode bare and formation of a drop (1);

• melting of the electrode coating and formation of slag film over the drop (2);

• transfer of the drop metal (which has reacted with slag film at the stage of transfer) to the
metal pool (3);

• transfer of the slag film (which has reacted with the drop metal at the stage of transfer) to
the slag pool (4);

• melting of base metal (5);

• crystallization of the slag pool (6);

• crystallization of the metal pool (7);

• a, b—redox reaction at slag–metal boundary in a welding drop;

• c, d—redox reaction at slag–metal boundary in a welding pool.
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The final composition of the drop in general case is determined by the concentrations in
each of the powdered components in the flux of the flux-cored wire or in the electrode coat‐
ing [Ei]l

pd and, accordingly, by the melting rates of these components vl
pd, the concentration

of each element in the metal sheath or in the electrode bare [Ei]b and its melting rate vb, as
well as by the rates of passage of the elements through the interface VEi of the drop and the
slag film on its surface, which can be calculated in accordance with the methods described
above. The values of vl

pd and vb are found from empirical relations as functions of the techno‐
logical parameters of the process. Thus, the concentration of the i-th element in the drop at
any moment in time s, can be calculated from the equation:

1[ ] [ ] 100
[ ] ,

L l l
b b pd pd Ei d Eil

d

v Ei d v Ei d M A V d
Ei

m
t

t

t t t
=

× × + × × + × × × ×
=

å (9)

where Ad is the surface area of the liquid drop, l labels the type of powder, L is the number of
types, MEi molar mass of the i-th element, and mτ

d is the mass of the metal drop at the time s.

The final drop composition thus calculated [Ei]d is used to calculate the concentration of the
i-th element in the weld pool at any time s. The composition of the pool and therefore the
composition of the weld metal are determined by the concentrations of the elements in the
liquid drop [Ei]d and accordingly by the rate of descent of the drops into the liquid pool vd,
the concentration of each element in the base metal [Ei]bm, the melting rate of the base metal
vbm and, as in the case of the drop stage, by the rate of passage of each element through the
interface between the metal and slag pools.

In accordance with the foregoing, the expression for calculating the final composition of ele‐
ment i in the crystallized metal can be written in the form:

0
[ ] [ ] 100

[ ]
d d bm bm Ei p Ei

p

v Ei d v Ei d M A V d
Ei

m

t

t
t

t t t× × + × × + × × × ×

=
ò (10)

where Ap is the interfacial interaction area between the metal and the slag, and mτ
p is the mass

of the weld pool at the time s.

Thus, the proposed method can be used to find the chemical composition of the molten metal in
the weld pool, i.e., of the metal in a welded joint. This chemical composition is the starting point
for determining the quantitative and qualitative composition of the phases of the weld deposit.

4. Physicochemical analysis of primary crystallization and carbide
formation

The subsequent transformations of the molten metal are associated with the primary and secon‐
dary crystallization processes, i.e., the phase transformations in the multi-component alloy.
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After determining the chemical composition of the i-th component in the solid phase at the
crystallization time τ, we should determine its distribution between the austenite and the
carbide phases that have formed at the primary crystallization process.

Let us use the chemical composition of the liquid molten metal in the weld pool as a starting
point for examining the primary crystallization process. As we know from the theory of
welding processes, crystallization of the weld pool proceeds under highly non-equilibrium
conditions in the absence of convective stirring of the metal in the "tail" of the weld pool, i.e.,
at the crystallization front. Therefore, the process of distributing the components between the
liquid and solid phases is controlled only by diffusion. Another important factor that deter‐
mines the distribution of the components is the concentration buildup occurring at the
crystallization front. These factors produce concentration-induced supercooling, which,
together, with thermal supercooling, is responsible for the cyclic character of weld pool
crystallization and the chemical nonuniformity of the crystallized weld metal. At any moment
during crystallization of the weld pool, the amount of the i-th component that has passed from
the liquid phase into the solid phase can be defined as:

0[1 (1 )exp( )]
t

crysts
eff l

i

L v
Ei Ei K

D
= - - - (11)

where Eis is the concentration of the i-th component in the solid phase at the crystallization
time τ, Ei0 is the initial mean concentration of the i-th component in the molten phase, Keff is
the effective distribution coefficient, Lt is the distance from the crystallization starting point
(the length of the crystallite at the crystallization time τ), vcryst is the crystallization rate, and Dil

is the diffusion coefficient of the i-th component in the molten phase.

After determining the concentration of the i-th component in the solid phase at the crystalli‐
zation time t, we still cannot determine its distribution between the austenite and the carbide
phases that have formed at the crystallization process. The factors that influence carbide
formation can be divided into two groups:

physicochemical factors, which directly determine the nature of the carbide-formation process.

technological factors, which indirectly influence the carbide-formation process by altering the
physicochemical factors parameters.

In our work, the principles governing carbide formation in an alloyed iron-carbon weld deposit
were formulated on the basis of a detailed physicochemical analysis of the formation of
primary carbides as compounds of carbon with d metals according to the quantum-chemical
theories of the electronic structure of d metals and primary carbides. The carbide forming
reaction can be described as follows:

C ( ) C .x yxEi y Ei+ ® (12)
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According to these principles,  the amount of carbon that is  used to form the carbide of
the i-th  metal is proportional to the atomic radius of the metal (Ri) and is inversely pro‐
portional to the number of electrons in the d sublevel of the metal (di). We introduce the
concept of the absolute Carbide Forming Ability (CFA) tendency of the i-th  d  metal (Θi)
as the ratio:

Θi =
Ri
di

. (13)

It follows from an analysis of (12) that the carbide-forming tendency increases along the series
consisting of: Fe, Mn, Cr, Mo, W, Nb, V, Ta, Ti, Zr, and Hf, in good agreement with the results
in [24, 25]. The distribution of the alloying elements and carbon between the liquid and the
solid phases is given by (11). Diffusionless decomposition of the supersaturated solid solution
to austenite and carbide phases occurs during crystallization. The amount of carbon bound by
any carbide-forming element is determined by the stoichiometry of the compound (MexCy)
and can be found from the following expression:

ECi
(c) = Ei (c)

yAC
xAi

, (14)

where x and y are stoichiometric coefficients, AC and Ai are the atomic weights of carbon
and  the  carbide-forming  element,  respectively,  and  Ei

(c)  is  the  concentration  of  the  car‐
bide-forming  element  in  the  carbide  phase.  For  primary  carbides,  the  value  of  x  is  al‐
ways  equal  to  1,  and  y  takes  values  from  0.4  to  1.0,  depending  on  the  homogeneity
region of the respective carbide. It is logical to assume that only the portion of the alloy‐
ing elements and carbon that cannot be dissolved in austenite at the respective tempera‐
ture is used for carbide formation:

EC
(c)tk = EC

(s)tk − EC
(lim)tk (15)

where Ei
(c)tk is the concentration of carbon that is not dissolved in austenite, Ei

(s)tk is the carbon
concentration given by (13) at the crystallization time, and Ei

(lim)tk is the solubility limit of carbon
in austenite at the respective crystallization temperature at the time tk. The distribution of
carbon between the carbide phases and the alloy will be proportional to the relative carbide-
forming tendency of the respective transition element

Θi

∑
i=1

l
Θi

and its concentration in the alloy ai. It is now clear that the proportionality factor for the i-th
carbide-forming element is:
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region of the respective carbide. It is logical to assume that only the portion of the alloy‐
ing elements and carbon that cannot be dissolved in austenite at the respective tempera‐
ture is used for carbide formation:

EC
(c)tk = EC

(s)tk − EC
(lim)tk (15)

where Ei
(c)tk is the concentration of carbon that is not dissolved in austenite, Ei

(s)tk is the carbon
concentration given by (13) at the crystallization time, and Ei

(lim)tk is the solubility limit of carbon
in austenite at the respective crystallization temperature at the time tk. The distribution of
carbon between the carbide phases and the alloy will be proportional to the relative carbide-
forming tendency of the respective transition element

Θi

∑
i=1

l
Θi

and its concentration in the alloy ai. It is now clear that the proportionality factor for the i-th
carbide-forming element is:
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Then the concentration of the i-th carbide-forming element bound in the corresponding carbide
phase at the time tkt can be defined as (wt.%):
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and the concentration of the i-th carbide-forming element dissolved in austenite at the time tk

determined by (wt.%):

( ) ( ) ( ) .k k ka t s t c tEi Ei Ei= - (18)

The concentration of carbides formed at the time tk (wt.%) is the sum of the carbon concentra‐
tion and the total concentration of the carbide-forming elements that have participated in
carbide formation:
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Then the austenite content (wt.%) is:

( ) 100%a IS Q= - (20)

The mean concentrations (wt.%) of carbon and the alloying elements in the austenite phase
can be found, respectively, as:
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Thus, at the end of primary crystallization, we know the mean chemical composition of the aus‐
tenite phase, as well as the quantitative and qualitative composition of the carbide phases in dif‐
ferent zones of the formed metal. Equations (11) and (13)-(22) comprise a phenomenological
model of the primary non-equilibrium crystallization of the weld pool and the formation of the
weld metal. At the end of primary crystallization, we have a weld deposit of complex phase and
structural composition that consists of primary carbides and of austenite phases.

5. Physicochemical analysis of secondary crystallization

Secondary crystallization is accompanied by diffusion-controlled evening of the composition
of the crystallized metal to the composition specified by expressions (21) and (22), and partial
coagulation of the primary carbides along their grain boundaries during cooling. When the
temperature for the limiting solubility of carbon and the alloying elements in austenite is
reached, the isothermal decomposition of austenite occurs, and the distribution of carbon be‐
tween the carbide phases is proportional to the CFA of the respective transition element.

The evolution of the system in this stage could be predicted theoretically on the basis of the cor‐
responding phase diagrams. However, the construction of such phase diagrams is extremely
difficult for the multi-component alloys under consideration, in which the concentrations of the
alloying elements can vary from several percent to tens of percent by weight. Taking into ac‐
count the features of the crystallization of a weld metal noted above, we should be able to pre‐
dict its phase constitution on the basis of pseudo-binary phase diagrams on the level of a
qualitative estimate. There will still be a probability of a high degree of deviation from reality.
This is because equilibrium phase diagrams do not take into account the real nature of the crys‐
tallization of a weld metal and the effects of the thermal-straining cycle during high tempera‐
ture processes, such as welding, as well as the cyclic nature of primary crystallization, which
results in chemical non-uniformity of the crystallizing metal. More than 70 years, a similar prob‐
lem has been solved for certain types of molten metals in a weld pool using the phenomenologi‐
cal Schaeffler constitution diagram [21]. The Schaeffler diagram is a real empirical diagram that
is constructed for the weld metal in the initial state after welding for ordinary averaged manual
arc welding regimes are shown in Fig. 3.

Schaeffler diagram indicates a real metal microstructure formed after secondary crystallization
for high alloy steel welds but can be applied for a high variety of high temperature processes in
steel making processes. The microstructure composition consists of the ferrite, austenite and
martensite phases can be calculated by the following equations which are called equivalents.
Chromium equivalent is calculated using the weight percentage of ferrite stabilizing elements:

% % 1.5 % 0.5 % 0.8 % 4 % ,eqCr Cr Mo Si Nb V Ti= + + × + × + × + × (23)

and nickel equivalent is calculated using the weight percentage of austenite stabilizing
elements:

% 30 % 0.5 % 1.6 19 0.3 .eqNi Ni C Mn Al N Cu= + × + × + × + × + × (24)
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Thus, at the end of primary crystallization, we know the mean chemical composition of the aus‐
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ferent zones of the formed metal. Equations (11) and (13)-(22) comprise a phenomenological
model of the primary non-equilibrium crystallization of the weld pool and the formation of the
weld metal. At the end of primary crystallization, we have a weld deposit of complex phase and
structural composition that consists of primary carbides and of austenite phases.
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The evolution of the system in this stage could be predicted theoretically on the basis of the cor‐
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difficult for the multi-component alloys under consideration, in which the concentrations of the
alloying elements can vary from several percent to tens of percent by weight. Taking into ac‐
count the features of the crystallization of a weld metal noted above, we should be able to pre‐
dict its phase constitution on the basis of pseudo-binary phase diagrams on the level of a
qualitative estimate. There will still be a probability of a high degree of deviation from reality.
This is because equilibrium phase diagrams do not take into account the real nature of the crys‐
tallization of a weld metal and the effects of the thermal-straining cycle during high tempera‐
ture processes, such as welding, as well as the cyclic nature of primary crystallization, which
results in chemical non-uniformity of the crystallizing metal. More than 70 years, a similar prob‐
lem has been solved for certain types of molten metals in a weld pool using the phenomenologi‐
cal Schaeffler constitution diagram [21]. The Schaeffler diagram is a real empirical diagram that
is constructed for the weld metal in the initial state after welding for ordinary averaged manual
arc welding regimes are shown in Fig. 3.

Schaeffler diagram indicates a real metal microstructure formed after secondary crystallization
for high alloy steel welds but can be applied for a high variety of high temperature processes in
steel making processes. The microstructure composition consists of the ferrite, austenite and
martensite phases can be calculated by the following equations which are called equivalents.
Chromium equivalent is calculated using the weight percentage of ferrite stabilizing elements:
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Figure 3. Schaeffler diagram.

However, when a metal contains a considerable amount of carbon (more than 0.12 wt. %) and
ferrite-forming elements, are also carbides (NbC, TiC, VC, etc.) form in the metal microstruc‐
ture. The possibility of their formation must be taken into account because the equivalent
values of chromium and nickel can deviate significantly in this case from the values calculated
using equations (22) and (23) proposed by Schaeffler without consideration of the formation
of carbides phases.

The decomposition of austenite begins at 1100-1200 K and is accompanied by the precipitation
of secondary carbides, which form mainly with chromium and iron (carbides with the general
formulas Me3C, Me23C6, Me7C3, and Me6C). Empirical relations for predicting the type of
carbide formed were determined using literature data [28, 29] and the results of our own
research 4-7, 9] on the basis of the ratio between the atomic concentrations of the carbide-
forming element and carbon in austenite and the parameters of the thermal-straining cycle
during welding. In analogy to (17), we can write:

( ) ( )
C

1 C
.

k
c d i

j i
j

xA
Ei w E

yA
h

=
= × ×å (25)

Here wj  is the fraction of carbon in the j-th  carbide phase relative to the total amount of
carbon used to form carbides of the i-th alloying element, EC

(d) is the concentration of car‐
bon  in  the  austenite  decomposition  products,  and  ηi  is  the  coefficient  defined  by  (16).
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Then  the  concentrations  (wt.%)  of  the  carbide-forming  element  dissolved  in  the  matrix
are given by the expression:

( ) ( ) ( ) ,b a cEi Ei Ei= - (26)

and of the carbon dissolved in the matrix are given by the expression:

( )( ) ( ) C
C C

1 1

n k
cb a

j i
i j i
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E E w Ei

xA
h

= =
= - × ×åå (27)

The concentration (wt.%) of the carbide phases formed as a result of secondary crystallization is:

( )( ) ( )
C C

1
,

n
cII a b

i
Q E E Ei

=
= - +å (28)

and the total concentration (wt.%) of the carbide phases in the weld metal is:

.I II
HdQ Q Q= + (29)

The concentration (wt.%) of the matrix in the weld deposit is determined from the expression:

( ) 100% .b
HdS Q= - (30)

The concentrations (wt.%) of carbon and in the matrix is:

( )
C

C ( ) 100%,
b

b
b

E
E

S
= × (31)

and of the alloying elements in the matrix is:

( )

( ) 100%
b

b
b

Ei
Ei

S
= (32)

Equations (24)-(31) comprise a phenomenological model of the secondary crystallization
process in the weld metal which enables us to predict the phase constitution of the weld
deposit.
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6. Technological experiments using modeling approach

The task of the following step is developing of a new flux-cored wire for forming of build-up
layer with shock-abrasion resistance properties. The inverse problem of flux-cored wire
computation has been solved (using mentioned model) which can provide us with the required
chemical composition of build-up metal and as the result it can give us the required mechanical
properties. These required properties are achieved by austenite-martensite matrix structure
with 10 wt. % of carbides uniformly distributed in it.

Austenite has a FCC structure allows holding a high proportion of carbon in its solution.
In our case austenite is used for shock resistance thanks to its impact energy absorbance
ability. Martensite has a BCT structure where the carbon atoms constitute a supersaturat‐
ed solid  solution  and as  a  result  it  has  the  hardest  and strongest  properties.  Therefore
martensite serves as abrasion resistant according to its mechanical properties.  The stable
carbide phase brings the better toughness and additional abrasion resistance and also en‐
sures  uniform  distribution  of  the  hardness  properties.  Under  intensive  impact  loading,
some amount of  metastable austenite  absorbs part  of  the impact  energy and transforms
into addition martensite phase.

The mathematical model permits prediction of the composition of the weld metal as a function
of the compositions of the starting materials and the technological parameters of the welding
process. Prediction of the microstructure of the weld metal is based on computer simulation
of a Schaeffler diagram and the process of carbide formation in steels.

A cold-rolled ribbon (1008 steel) was filled with a powder mixture calculated using the
mentioned model. The main alloying elements, in final wire, were: graphite, ferrotitanium,
chromium and nickel powders. From Hume-Rothery rules it is known that the crystal
structures of the solute and the solvent must be the same. Here the mentioned alloying
elements should be dissolved in FCC structure (austenite phase). It is also known that the size
difference between solute and solvent must be < ~15%.

Austenite and carbide are the only phases crystallize during primary crystallization process.
Chromium and nickel dissolves well in the austenite formed matrix. However, titanium,
because of its high difference in atomic radii as compared to γ-iron, and because of its different
lattice structure, poorly dissolves in austenite. Some amount of non dissolved in austenite
chromium and titanium forms carbides.

By the end of the secondary crystallization, the stable carbide phases will be stay and residual
amount of the alloying metals will be dissolved in the metal matrix.

The  required  properties  for  shock-abrasion  resistance  were  the  input,  and  the  output
are  the  needed  alloying  elements  and  their  wt.%  of  the  flux  and  wt.%  of  the  final
wire.  The  output  is  presented  in  Table  1  which  presents  chemical  composition  of  the
base  metal  (A516),  wire  band (cold-rolled  ribbon,  1008  steel)  and alloying elements  the
band was filled with.
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Component Density (g/cm3)
Core composition

(quantity in 100 kg of FCE, kg)

Relation in the dray mixture

of the flux (%)

FeCrC 3.48 11.17 41.86

FeTiC 3.15 8.13 30.49

Ni powder 2.96 4.47 16.74

CaF2 1.39 2.91 10.92

Composition of the base materials and the build-up layers, wt%

C Si Mn Cr Mo Ti Fe Ni

A 516 0.28 0.30 1.00 0.00 0.00 0.00 98.35 0.00

Electrode bend 0.08 0.03 0.50 0.12 0.10 0.01 98.82 0.25

Required weld 1.00 0.60 0.80 5.50 0.00 2.00 86.57 3.50

Layer 1 0.96 0.48 0.54 5.30 0.01 2.00 86.32 3.48

Layer 2 1.11 0.53 0.42 6.71 0.13 2.54 83.13 4.41

Layer 3 1.19 0.54 0.39 7.09 0.13 2.68 82.28 4.65

Table 1. Flux cored wire for shock-abrasion resistance output.

Build-up samples were produced using flux cored wire with diameter 1.7 mm by process
which was performed by welding machine Kemppi FU 30, PS 3500. The samples were prepared
by 3 layers build-up metal. The technological parameters of the process were:

• Current: 250A.

• Voltage: 35V.

• Feed speed: 180 m/h.

• Travel speed: 30 m/h.

• Polarity: Reverse.

The samples were tested on home-made shock-abrasion resistance measuring device. The
samples were subjects of the mechanic impact loading with the simultaneous continuous sea
sand strew (85 g/min) of the 60 Mesh.

A 12.5 mm thickness sheet of low carbon steel, A516, consisting of 73% ferrite and 27% pearlite
phase microstructure, was used as the base metal. The obtained surface (3-rd layer build-up
metal) consists from martensite and austenite mixed phase microstructure and carbide stable
phase, investigated by Scanning Electron Microscopy (SEM) and shown on Fig. 4.
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Figure 4. SEM image of surface build-up metal microstructure.

Chemical analysis of the matrix was made with Energy Dispersive X-ray Analysis (EDS) and
the received results are shown in Table 2 and compared with the calculated, using the described
model, results.

Element EDS results (wt.%) Calculated results (wt.%)

C 0.97 1.19

Si 0.49 0.54

Mn 0.40 0.39

Cr 7.26 7.09

Fe 84.01 82.28

Ni 3.77 4.65

Ti 3.10 2.68

Table 2. Chemical composition of the weld obtained by EDS analysis and model calculation.

A little differences as seen in Table 2, caused as the result of technique limitation. The detected
chemical elements must be rounded to 100% and this limitation doesn't take into account some
chemical inclusions that usually found in steels.

As we see from the presented results, the calculated and the real chemical composition results
are closed, that emphasize the correctness of the calculations performed by the model.

Hardness  tests  were made by Rockwell  Hardness  Tester.  The hardness  obtained on the
3-rd layer of  build-up metal  was 56 HRC as compare to the hardness of  the base A516
metal - 90 HRB.
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The difference between base metal and build up-metal for shock-abrasion resistance results
obtained by shock-abrasion tests using special home-made device are presented in the plot
shown in Fig. 5. The results of tested specimens presented as the plot of the weight loss per
shocked area as a function of time:

Figure 5. Shock-abrasion test results as a function of time.

It is seen from the plot that the build-up metal has an improved shock-abrasion resistance. It
is found that efficiency increased by 29%, what is in a good agreement with the declared aim
of the work.

7. Conclusions

A phenomenological model for predicting the chemical composition and structure of the non-
equilibrium primary and secondary crystallization which takes into account the carbide phase
formation has been developed. This allows the realization of the quantitative prediction of the
metal structure and its mechanical properties.

The difficulty which was solved in the purposed model is a kinetic analysis of the interaction
of multi-component metallic and slag melts with consideration of the mutual influence of
reactions taking place in parallel.

Full-scale testing and investigation have been performed. The obtained results have been
analyzed and treated to verify the equivalence of the model. The model was tested for solving
the real technological problem, which is developing a new flux-cored wire for forming a build-
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Element EDS results (wt.%) Calculated results (wt.%)

C 0.97 1.19

Si 0.49 0.54

Mn 0.40 0.39

Cr 7.26 7.09

Fe 84.01 82.28

Ni 3.77 4.65

Ti 3.10 2.68

Table 2. Chemical composition of the weld obtained by EDS analysis and model calculation.

A little differences as seen in Table 2, caused as the result of technique limitation. The detected
chemical elements must be rounded to 100% and this limitation doesn't take into account some
chemical inclusions that usually found in steels.

As we see from the presented results, the calculated and the real chemical composition results
are closed, that emphasize the correctness of the calculations performed by the model.

Hardness  tests  were made by Rockwell  Hardness  Tester.  The hardness  obtained on the
3-rd layer of  build-up metal  was 56 HRC as compare to the hardness of  the base A516
metal - 90 HRB.
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The difference between base metal and build up-metal for shock-abrasion resistance results
obtained by shock-abrasion tests using special home-made device are presented in the plot
shown in Fig. 5. The results of tested specimens presented as the plot of the weight loss per
shocked area as a function of time:

Figure 5. Shock-abrasion test results as a function of time.

It is seen from the plot that the build-up metal has an improved shock-abrasion resistance. It
is found that efficiency increased by 29%, what is in a good agreement with the declared aim
of the work.

7. Conclusions

A phenomenological model for predicting the chemical composition and structure of the non-
equilibrium primary and secondary crystallization which takes into account the carbide phase
formation has been developed. This allows the realization of the quantitative prediction of the
metal structure and its mechanical properties.

The difficulty which was solved in the purposed model is a kinetic analysis of the interaction
of multi-component metallic and slag melts with consideration of the mutual influence of
reactions taking place in parallel.

Full-scale testing and investigation have been performed. The obtained results have been
analyzed and treated to verify the equivalence of the model. The model was tested for solving
the real technological problem, which is developing a new flux-cored wire for forming a build-
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up layer with shock-abrasion resistance properties. The experimental results confirm the
adequacy of the calculations using this model.
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1. Introduction

In this chapter we suggest new models for the study of deformations of elastic media
through the minimization of distortion functionals. This provides a “holistic” approach
to this problem and a potential mathematical underpinning of a number of phenomena
which are actually observed. The functionals we study are conformally invariant and give
measures of the local anisotropic deformation of the material which can be tuned by varying
p-norms and weights. That these functions are conformally invariant offers the opportunity
to address multiscale problems in an integrative manner - there is no natural scale. When
applied to the problem of deforming elastic bodies through stretching we see phenomena
such as tearing naturally arising through bad delocalisation of energy. More formally, we
find that deformations either exist within certain ranges or fail to exist outside these ranges
– a material can only be stretched so far. We dub this the Nitsche phenomenon after a
similar phenomenon was observed in connection with minimal surfaces. We see that for
these deformation problems the ranges where deformations can be proven to exist depend
on invariants picked up from the profile of the material or its density depending on how one
interprets the weight. These invariants are akin to conformal invariants such as moduli for
complex analysis. Outside the range where we can prove existence we further show how to
prove minimisers do not exist. Thus this gives a complete dichotomy depending on certain
structural invariants. Further, when properly parameterised by these invariants, existence
of otherwise in the borderline cases depends on more subtle invariants such as structural
profiles and their degree of regularity. Our results primarily pertain to two dimensional
elasticity, but apply in three dimensions in certain circumstances for particular models.

2. Basic notions

Consider an elastic body Ω ⊂ R
n. We study deformations f : Ω → Ω′ ⊂ R

n of Ω of Sobolev

class f ∈ W1,1
loc (Ω) consisting of functions with first derivatives in L1

loc(Ω). The principle
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2 Materials Science

of interpenetrability of matter allows us to focus on the case that f is a homeomorphism.
We will also assume that the mapping f has finite distortion. The basics of the theory of
mappings of finite distortion were laid down in [3, 16], but see [15, Chapter 6] for a more
general discussion. Finite distortion means that the distortion function K(x, f ), defined by
the formula

K(x, f ) =
�D f (x)�n

J(x, f )
, x ∈ Ω (1)

is finite almost everywhere. Here D f (x) is the Jacobian matrix and J(x, f ) its Jacobian
determinant. In order to get a viable theory some additional regularity must be placed
on K(z, f ). The theory of quasiconformal mappings pertains to the case K(x, f ) ∈ L∞. Most
recent developments assume K(x, f ) is exponentially integrable (or close to it) and hence a

close connection with BMO functions. The theory then exploits the H1-BMO duality (since

we know a Jacobian is in H1) when considering the distortion inequality

�D f (x)�n ≤ K(x, f )J(x, f )

so the right hand side here might be given meaning as an integrable function.

Note that the distortion functional is conformally invariant. If λ ∈ R+, then

K(z, λ f ) = K(z, f ) (2)

Moreover, for sufficiently regular mappings (W1,n
loc and K ∈ L∞

loc suffices) we have the
multiplicative formula

K(z, f ◦ g) ≤ K(z, g)K(g(z), f ) (3)

for g : Ω → g(Ω) and f : g(Ω) → R
n, and in fact if K(z, g) = 1, then K(z, f ◦ g) = K(g(z), f ).

In two dimensions, the equation K(z, g) = 1 linearises to the Cauchy-Riemann equations and

W1,1
loc solutions will be conformal mappings. In higher dimensions there is the remarkable

rigidity theorem of Liouville from 1850 (much improved over the years) that a W1,n
loc (Ω)

solution of the equation K(z, f ) = 1 is the restriction to Ω of a C∞ Möbius transformation of

R
n
= R

n ∪ {∞}. A Möbius transformation is a finite composition of reflections, translations
and dilations.

2.1. Deformations

The general theory posits that deformations rearrange an object (our domain Ω) so as to
minimise a stored energy functional. Such functionals are motivated by various physical
principals (for instance the principle of least action) and the general theory seeks to
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understand the existence, uniqueness and regularity as well as the topological structures
of minimisers.

A typical functional might look like

f �→ E( f ) =
∫∫

Ω
�D f (x)�p +

1

Jq(x, f )
dx (4)

For instance one obtains the Dirichlet energy functional with the choice p = 2, q = 0 and
the minimisers are well known to be the harmonic mappings. When q > 0 we are penalising
the compression of the body as the Jacobian determinant J(z, f ) measures the local change
in volume. These (and many other) functionals are often set up so that the direct method
has a chance of working and some a priori modulus of continuity on a minimising sequence
can be found. In this way the direct method (examining the limit of a minimising sequence)
gives you something to hold in your hand and the problem becomes one of regularity. The
associated Euler-Lagrange equations are highly nonlinear in all but the most elementary
cases and can seldom be solved. Indeed the solution is usually obtained through the
variational process and regularity.

Here we wish to study functionals of the form

f �→ E( f ) =
∫∫

Ω

( �∇ f (x)�n

J(x, f )

)p
dx

(

=
∫∫

Ω
K

p(x, f ) dx
)

or more generally

EΦ( f ) =
∫∫

Ω
Φ(K(x, f )) λ(x) dx (5)

where here Φ(t) is convex (eg. t �→ tn, n ≥ 1) and λ(x) is a positive weight describing
properties (density or profile) of the material body Ω. We call the value of the functional
EΦ( f ) the Φ - conformal energy. It is a measure of the average local anisotropic stretching of the
material and is clearly conformally invariant. In studying such functionals we find that the
direct method in the calculus of variations has little chance of working. For instance

• there are no obvious a priori estimates,

• (provably) no modulus of continuity estimates and

• (provably) no compactness theorems for the classes of mappings one might obtain in a
minimising sequence.

However our study is aided by the chance that geometric methods and conformal invariants
interplay and these invariants can be used to identify a minima and establish existence or
otherwise of a minimum.
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so the right hand side here might be given meaning as an integrable function.

Note that the distortion functional is conformally invariant. If λ ∈ R+, then

K(z, λ f ) = K(z, f ) (2)

Moreover, for sufficiently regular mappings (W1,n
loc and K ∈ L∞

loc suffices) we have the
multiplicative formula

K(z, f ◦ g) ≤ K(z, g)K(g(z), f ) (3)

for g : Ω → g(Ω) and f : g(Ω) → R
n, and in fact if K(z, g) = 1, then K(z, f ◦ g) = K(g(z), f ).

In two dimensions, the equation K(z, g) = 1 linearises to the Cauchy-Riemann equations and

W1,1
loc solutions will be conformal mappings. In higher dimensions there is the remarkable

rigidity theorem of Liouville from 1850 (much improved over the years) that a W1,n
loc (Ω)

solution of the equation K(z, f ) = 1 is the restriction to Ω of a C∞ Möbius transformation of

R
n
= R

n ∪ {∞}. A Möbius transformation is a finite composition of reflections, translations
and dilations.

2.1. Deformations

The general theory posits that deformations rearrange an object (our domain Ω) so as to
minimise a stored energy functional. Such functionals are motivated by various physical
principals (for instance the principle of least action) and the general theory seeks to
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understand the existence, uniqueness and regularity as well as the topological structures
of minimisers.

A typical functional might look like

f �→ E( f ) =
∫∫

Ω
�D f (x)�p +

1

Jq(x, f )
dx (4)

For instance one obtains the Dirichlet energy functional with the choice p = 2, q = 0 and
the minimisers are well known to be the harmonic mappings. When q > 0 we are penalising
the compression of the body as the Jacobian determinant J(z, f ) measures the local change
in volume. These (and many other) functionals are often set up so that the direct method
has a chance of working and some a priori modulus of continuity on a minimising sequence
can be found. In this way the direct method (examining the limit of a minimising sequence)
gives you something to hold in your hand and the problem becomes one of regularity. The
associated Euler-Lagrange equations are highly nonlinear in all but the most elementary
cases and can seldom be solved. Indeed the solution is usually obtained through the
variational process and regularity.

Here we wish to study functionals of the form

f �→ E( f ) =
∫∫

Ω

( �∇ f (x)�n

J(x, f )

)p
dx

(

=
∫∫

Ω
K

p(x, f ) dx
)

or more generally

EΦ( f ) =
∫∫

Ω
Φ(K(x, f )) λ(x) dx (5)

where here Φ(t) is convex (eg. t �→ tn, n ≥ 1) and λ(x) is a positive weight describing
properties (density or profile) of the material body Ω. We call the value of the functional
EΦ( f ) the Φ - conformal energy. It is a measure of the average local anisotropic stretching of the
material and is clearly conformally invariant. In studying such functionals we find that the
direct method in the calculus of variations has little chance of working. For instance

• there are no obvious a priori estimates,

• (provably) no modulus of continuity estimates and

• (provably) no compactness theorems for the classes of mappings one might obtain in a
minimising sequence.

However our study is aided by the chance that geometric methods and conformal invariants
interplay and these invariants can be used to identify a minima and establish existence or
otherwise of a minimum.
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2.2. Non-convex case

We take a moment to remark on the hypothesis that Φ is convex. In fact if Φ is a function of
sublinear growth minimisers almost never exist. From [5, Theorem 5.3], we note

Lemma 1. Let φ(t) be a positive strictly increasing function of sublinear growth:

lim
t→∞

φ(t)

t
= 0

Let B = D(z0, r) be a round disk and suppose that f0 : B → C is a homeomorphism of finite distortion
with

∫∫

B

φ (K(z, f0)) < ∞. Then there is a sequence of mappings of finite distortion fn : B → f0(B)

with fn(ζ) = f0(ζ) near ∂B and with

• K(z, fn) → 1 uniformly on compact subsets of B, and

• as n → ∞,
∫∫

B

φ (K(z, fn)) →
∫∫

B

φ(1)

Hence:

Corollary 1. Let φ(t) be a positive strictly increasing function of sublinear growth, let Ω be a domain
and let λ(z) ∈ L∞(Ω) be a positive weight. Suppose

∫∫

Ω

φ (K(z, f0)) dz < ∞.

Then

min
F

∫∫

Ω

φ (K(z, f0)) λ(z) dz = φ(1)
∫∫

Ω

λ(z) dz

with equality achieved by a mapping of finite distortion if and only if the boundary values of f0

are shared by a conformal mapping. Here F consists of homeomorphisms of finite distortion f with
f |∂Ω = f0.

2.3. Applications and the problem

As we have noted, our functionals measure the local anisotropic stretching of an object,
and it is to the physical situations where this appears to be the dominant mechanism of
deformation of a body that our models should have most applicability. In particular the
modeling of films (eg soap films) and the elastic stretching of tissues and muscles are being
currently considered [11]. For instance one achieves a deformation of a 2D-cellular structure
of soap films in the following manner: consider the cellular structure of soap bubbles - finite
in extent - trapped between two close parallel panes of glass. The steady state with bubbles
of uniform size is closely approximated by a regular 2D hexagonal tessellation. Now vary
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Figure 1. Bubbles trapped between two glass planes. Reproduced from Figure 1 and 3 from [6].

the angle between the panes. The new configuration is expected to be achieved by a “nearly”
conformal deformation (that is K ≈ 1 - we cannot have K = 1 because of rigidity unless
we are in quite exceptional circumstances). This is because the equations for minimising
the interfacial (film) energy give, locally, a trivalent equal angle (of 2π/3) hexagonal tiling.
The initial configuration also exhibits 2π/3 symmetry. Scale invariance and pressure/volume
considerations suggest the free boundary “free energy minimisation” problem may be solved
by an angle preserving deformation - that is, a conformal mapping.

Next, in another more constricted regime, one can use microfabrication techniques to create
accordion-like honeycomb microstructure to yield porous, elastomeric three-dimensional
scaffolds with controllable stiffness and anisotropy. It has been demonstrated that the
neonatal rat cardiac cell based tissue, cultured using these honeycomb scaffolds, closely
matched the mechanical properties of rat ventricular myocardium. In this case there is a
relatively stiff interface which is being deformed at the boundary and quite different effects
are modeled.

Our aim would be to identify a first attempt at a “holistic” mathematical formalism which
might encompass theoretical analysis of structures which appear at both ends of this
spectrum. Of course, the energy functional characterising tissues is rather more complex and
we should only expect a fairly coarse analogy – however, near a steady state most symmetries
and integral invariants are conserved and we will be able to assert existence and regularity
of minimisers of our models in reasonable physical situations.

We seek to minimize the energy

inf
f∈F

EΦ( f )

where our class of mappings F consists of all mappings f : Ω → Ω̃ of finite distortion,
perhaps with prescribed the boundary values,

f |∂Ω = f0 : ∂Ω → ∂Ω̃
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2.2. Non-convex case
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scaffolds with controllable stiffness and anisotropy. It has been demonstrated that the
neonatal rat cardiac cell based tissue, cultured using these honeycomb scaffolds, closely
matched the mechanical properties of rat ventricular myocardium. In this case there is a
relatively stiff interface which is being deformed at the boundary and quite different effects
are modeled.

Our aim would be to identify a first attempt at a “holistic” mathematical formalism which
might encompass theoretical analysis of structures which appear at both ends of this
spectrum. Of course, the energy functional characterising tissues is rather more complex and
we should only expect a fairly coarse analogy – however, near a steady state most symmetries
and integral invariants are conserved and we will be able to assert existence and regularity
of minimisers of our models in reasonable physical situations.
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Figure 2. Sequence of catenoids degenerating - mathematical models of soap films

3. Modeling elastic media : Examples

We want to model the degeneration of elastic media under deformations. For instance,
consider deforming the soap film between to parallel rings by moving the rings further
apart. Classically the solution (shape of the minimal surface) is described by the catenoid
{r = cosh(z)}. Thus we should see a family of constant negative curvature rotationally
symmetric surfaces as illustrated Figure 2.

Of course what actually happens is that when the rings are sufficiently far apart other forces
com into play and material properties of the film can no longer support a solutions - the film
“pops”. In fact just before the film pops, the surface looks as indicated.

 

There are a couple of things we want to note from this example. First, we can actually
arbitrarily compress the catenoid - the problem comes when we try to stretch it too far.
Second, as we see from this illustration, it appears negative curvature is lost and that the
surface has become very flat (curvature = 0) just before the solution ceases to exist. We will
see both these phenomena in our model.

As another example to model we would like to consider what happens when we stretch a
material with defects. Here is an experiment you can try at home. Take two rubber bands of
varying widths T1 > T2, Depending on the thickness these can be stretched a certain distance
di before breaking. However if one introduces a slit cut in T1 so that the width at the end
of the slit is T2 when the first band is stretched it will fail before stretching to d2 - there is a
bad localization of “energy” at the cut. If one makes a V shaped cut, then the band stretches
further before failing, but still not as far as the band of with T2. Yet if one makes a very
smooth cut, the band will stretch as far. The moral here is that it is not the thickness of the
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Figure 3. Stretching of highly elastic media.

Figure 4. Deformations of cellular structures. Bottom figures minimise the mean distortion of the boundary deformation which

is then relaxed to minimise interfacial energy (thus preserving angles) giving top figures.

material but the profile which limits how far it can be deformed. This is what we will see in
our models as well.

Images from our computational investigations in Figure 4 show the deformations of elastic
cellular structures close to the L1-case. Here we minimize the conformal energy of all possible
extensions of the boundary values (to give the lower configurations). We then minimise the
interfacial tension along the cellular walls, leading to the 2π/3 symmetry at vertices.

4. Geometric interpretations of distortion

Our functionals measure average distortion and the distortion of deformation at a point has
a couple of important geometric interpretation which we now discuss. We recall K(x, f ) =
�D f (x)�2

J(x, f )
. If we put µ(z) = fz(z)/ fz(z) (known as the Beltrami coefficient of the mapping f ),

then we compute

K(z, f ) =
| fz|2 + | fz|

2

| fz|2 − | fz|2
=

1 + |µ|2

1 − |µ|2
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4.1. Linear distortion

If we define

L(x, r) = max
|x−y|=r

| f (x)− f (y)|

ℓ(x, r) = max
|x−y|=r

| f (x)− f (y)|

Then

K(x, f ) = lim sup
r→0

1

2

(

L(x, r)

ℓ(x, r)
+

ℓ(x, r)

L(x, r)

)

 
 

f(x) 
 

x 
Df(x) 

x 

f(x) 
 

 

f 

L(x,r) 
 

l(x,r) 
 

A point needs to be made here about the use of L/ℓ + ℓ/L instead of just L/ℓ say. The
point is simply that the quantities L and ℓ are clearly related to the singular values of D f
and while these might vary smoothly, as they cross the maximum will not necessarily vary
smoothly and the differentiability of the distortion is lost. Thus techniques available through
the calculus of variations (looking for Euler Lagrange equations and so forth) can no longer
be used.

4.2. Angular distortion

The distortion function K(z, f ) also controls the infinitesimal distortion of angles as
explained in [11]. Indeed one may define the maximum and minimum angular distortion for
a linear map by consideration of the distortion of the unit circle {eiθ : 0 ≤ θ < 2π}. If the
mapping is

z �→ α(z + µz), α ∈ C \ {0}, |µ| < 1

then the distortions are

Θmax = max
θ∈[0,2π]

∣

∣

∣

∣

d

dθ

(

eiθ + µe−iθ
)

∣

∣

∣

∣

, Θmin = min
θ∈[0,2π]

∣

∣

∣

∣

d

dθ

(

eiθ + µe−iθ
)

∣

∣

∣

∣

. (6)

We calculate that

∣

∣

∣

∣

d

dθ

(

eiθ + µe−iθ
)

∣

∣

∣

∣

2

= 1 + |µ|2 − 2ℜe(µe−2iθ). (7)

Accordingly, we may apply these observations to the differential of a Sobolev mapping via
the approximation f (z) ≈ f (z0) + fz(z0)(z − z0) + fz(z0)(z − z0) to get
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Θmax = 1 + |µ|, Θmin = 1 − |µ|.

So the angular distortion of a mapping f is

Θmax(z)

Θmin(z)
+

Θmin(z)

Θmax(z)
= 2

1 + |µ|2

1 − |µ|2
= 2K(z, f ) (8)

From both of these calculations one can immediately see that the distortion measures the
anisotropic properties of the deformation. Further the connections between preserving
angles of interfaces (and hence conformal mappings) can be brought out by minimising
the deformations of angles at interfaces.

5. Connections with harmonic mappings

The first surprising observation that we want to point out is a remarkable connection with
harmonic mappings that motivated some of the computational invesigation above. After a
change of variables f = g−1

∫

A

K(z, g) λ =
∫

A′

�Dg( f )�2

Jg( f )
λ( f )J f =

∫

A′

�Dg( f )�2

Jg( f )J f
J2

f λ( f )

=
∫

A′
�(D f )−1 J f �

2 λ( f ) =
∫

A′
�D f �2λ( f )

We must note that there are considerable technical difficulties in ensuring enough regularity
here for these mappings and their inverses so that we can make this change of variables, this
is discussed in [9].

Stationary points of the functional

f �→
∫

A′
�D f �2λ( f )

are the maps which are harmonic with respect to the metric ds = λ(z)|dz| and satisfy the
nonlinear harmonic map equation

∆g + (log λ)w̄(g) gz gz̄ = 0

widely studied in geometry, topology and analysis - but unfortunately non-linear in a bad
way since the solution is tangled up with the coefficients (the term λ( f )). We expect that the
approach through minimisers of conformal energy functionals might yield a new approach
to these problems.

New Approaches to Modeling Elastic Media
http://dx.doi.org/10.5772/54771

473



8 Materials Science
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6. Boundary value problems in two-dimensions

Here we give an account of the problem of minimising distortion functions with K ∈ L1 for

the boundary value problem on the unit disk in the complex plane (see [5] and [18]).

6.1. L1-Boundary value problem for the disk

Minimise among homeomorphisms of finite distortion f : D → D, subject to the boundary

values f |∂D = f0, the quantity

∫∫

D

K(z, f )dz

It was then shown that there exists a minimiser if and only if

E =
∫

S

∫

S

log | f0(ζ)− f0(η)| dζ dη̄ < ∞

In fact the minimum value attained for the problem is E ! When it exists, the minimiser is a

smooth diffeomorphism which is quasiconformal if and only if the boundary values f0 are

bilipschitz. What this means is that the minimum has bounded distortion K(z, f ) ∈ L∞(D)
if and only if we have, for some 1 ≤ L < ∞, the bilipschitz estimate on the boundary values

1

L
|η − ζ| ≤ | f0(η)− f0(ζ)| ≤ L |η − ζ| (9)

This is surprising in that the minimiser will most often have unbounded distortion, a quite

unexpected phenomenon. This occurs for instance if there is no uniform lower bound on

| f ′0(ζ)|.

Even more remarkable is that there is a moduli structure to the minimisers. If f is a solution

to the minimisation problem, then the Beltrami coefficient

µ = fz̄/ fz (10)

itself satisfies the (nonlinear) Beltrami equation

µz = µ̄µz̄

This implies a number of interesting consequences. For instance the distortion satisfies a

maximum principle - the maximal distortion occurs on the boundary [4].
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6.2. Teichmüller problems

There is another novel phenomena to observe here. Suppose we try and deform the interior

of an object so as to minimise mean distortion, yet try and keep the boundary values fixed

(say the identity). In the literature this is known as a “Teichmüller problem”, see [18]. Let

us discuss two borderline cases. The classical L∞ problem, where there is always a solution,

and the L1 problem, where there is never a solution (r �= 0).

Problem. For 0 ≤ r < 1, let

M∞
T (r) = �K(z, f )�L∞(D), and M1

T(r) = inf

{

1

π

∫∫

D

K(z, f ) dz

}

, (11)

where the infimum is taken over all mappings f : D → D of finite distortion such that f has

a homeomorphic extension to D and

• f |∂D → ∂D is the identity mapping,

• f (0) = r.

6.2.1. The L∞ result

Let K be the complete elliptic integral of the first kind,

K(r) =
∫ 1

0

dx
√

(1 − x2)(1 − r2x2)
.

Set

µ(r) =
π

2

K(
√

1 − r2)

K(r)
(12)

We note the estimate

µ(x) = log

(

4

x
− x − δ(x)

)

(13)

where x3/4 < δ(x) < 2x3 given in [17, pp 62].

Teichmüller’s theorem states
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6. Boundary value problems in two-dimensions
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S
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Theorem 1.

M∞
T (r) =

1

2

(

coth2
(

µ(r)

2

)

+ tanh2
(

µ(r)

2

))

(14)

and their is a mapping realising this minimum. If we let d = ρD(0, r) = log 1+r
1−r (the hyperbolic

distance between 0 and r) we have the asymptotics

• M∞
T (r) ≈ 8

π4 d2, as d → ∞.

• M∞
T (r) ≈ 1 + d2

4 , as d → 0.

6.2.2. The L1 result

Theorem 2. The minimal mean distortion function M1
T(r) has the following asymptotics

• As r → 1

2

π2
log

1 + r

1 − r
+

17 log 2

4π2
≤ MT(r) ≤

2

π2
log

1 + r

1 − r
+

4

3
−

7 + 8 log 2

2π2

up to an O(1 − r) term.

• As r → 0

MT(r) ≤ 1 +

(

20 − 8 log(2)

π2
−

7

6

)

r2 + O(r4)

The minimum value M1
T(r) is never attained for a homeomorphism of finite distortion.

In terms f the hyperbolic distance d = ρD(0, r) we have

• M1
T(r) ≈

2
π2 d, as d → ∞.

• M1
T(r) ≤ 1 +

(

5−2 log(2)
π2 − 7

24

)

d2, as d → 0.

Notice the constant here
5−2 log(2)

π2 − 7
24 = 0.07447 <

1
4 - the constant for the maximal

distortion.

7. Nitsche phenomena

We now want to discuss the results of our paper [19]. A harmonic mapping defined on a
domain Ω ⊂ C is a mapping h = h1 + ih2 and each hi : Ω → R is harmonic with respect to
the Euclidean metric, ∆hi = 0. Thus conformal mappings are certainly harmonic.

In 1962 Nitsche was able to show, in connection with problems concerning minimal surfaces,
that that there was no harmonic homeomorphism f : A1 → A2 between annuli A1 and A2

if A1 is too thick relative to A2. That is Mod(A1) ≫ Mod(A2).
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f(z) 

Exponential function  Logarithmic function 

g(z) 

Figure 5. The equivalence between the Grötzsch problem and the Nitsche type problem is effected by conformal change of

coordinates

Here the modulus of an annulus A = {z : r < |z| < R} is defined to be Mod(A) = log R
r .

Nitsche’s argument was basically by compactness (using a Harnack inequality), but he did
conjecture the sharp relationship between moduli necessary for existence.

We call this interesting phenomena, the nonexistence of expected minimisers outside a
range of moduli, the Nitsche phenomenon and we now explore this in considerably more
generality and seek applications in material science.

8. Distortion functionals & Grötzsch problem

In two dimensions the problems of stretching the catenoid or a strip of material have a
common formulation as the exp and log functions are conformal.

We can therefore make the following calculation:

K(z, g) = K

(

z,
1

2π
log

(

f (e2πz)
)

)

= K
(

z, f (e2πz)
)

,
∫∫

Q

Φ
(

K(z, g)
)

λ(z) |dz|2 =
∫∫

Q

Φ
(

K(z, f (e2πz)
)

λ(z) |dz|2

= 4π2
∫∫

A

Φ
(

K(w, f )
)

λ(z)e−4πℜe(z) |dw|2.

Thus, basically all that has changed is the weight function (in a well defined way). However,
this equivalence is only precise should the minimiser have enough symmetry that it can be
lifted from the problem of mapping rectangles to that of annuli. This leads us to the Grötzsch
Problem.
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Figure 6. The Grötzsch problem: we seek a miminiser of the conformal energy at (15) and which is a homeomorphism and

which respects the boundary as indicated

8.1. The Grötzsch problem

Our conformally invariant functional is

E( f ) =
∫∫

Q
Φ(K(z, f )) η(z) dz (15)

and our problem is to minimize this functional subject to f being a (sufficiently regular) map
Q → Q′ preserving the edges.

In order to study this problem we need some basic facts:

• Convexity:

(X, Y, J) →
|X|2 + |Y|2

J

is convex on C × C × R; the graph of the function lies above its tangent plane.

• Natural extrema : The mapping between rectangles of the form

f0(z) = u(x) + iy,

is a natural candiate for an extremum if the weigth depends only on x.

• For such a map we have ( f0)x = ux and ( f0)y = i. Therefore, if we set ω(x) = 1/ux(x), a
real valued function, we have the identity

|ω(x) fx + i fy|
2
� 0 (16)

with equality holding only for f0.

We now expand (16) to see

0 � |ω(x) fx + i fy|
2 = (ω(x) fx + i fy)(ω(x) fx − i fy)

= ω2(x)| fx|
2 + | fy|

2 − 2ℑm(ω(x) fy fx)

ω2(x)| fx|
2 + | fy|

2
� 2ω(x)ℑm( fy fx) = 2ω(x) J(z, f ).
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So

ω2(x)| fx|
2 + | fy|

2
� 2ω(x)J(z, f )

with equality if and only if f = f0. This gives us estimates on the distortion function (writing
J = J(z, f )),

K(z, f ) � (1 − ω−2(x))
| fy|2

J
+ 2ω−1(x)

Thus, for a general mapping f :

K(z, f )− K(z, f0) � (1 − ω−2(x))

[

| fy|2

J
−

|( f0)y|2

J0

]

We now want to apply the convexity inequality. If Φ : R → R is convex, then its graph lies
above any tangent line:

Φ(K)− Φ(K0) � Φ′(K0)
(

K − K0).

Hence

Φ(K(z, f ))− Φ(K(z, f0))

� (1 − ω−2(x))Φ′(K0)×

[

2ℜe
( ( f0)y

J0

(

fy − ( f0)y
)

)

−
|( f0)y|2

J2
0

(

J − J0

)

]

Now ( f0)y = i and ( f0)x = 1/ω(x) = J0 so

Φ(K(z, f ))− Φ(K(z, f0))

� (1 − ω2(x))Φ′(K0)
[

2ℜe
(

fx − ( f0)x
)

−
(

J − J0

)]

Now we multiply by λ(x) and integrate. Choose f0 so that

λ(x)(1 − ω2(x))Φ′(K0) = α �= 0 (17)
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for a real constant α.

This equation is

λ(x)
(

1 −
1

u2
x

)

Φ′
(

ux +
1

ux

)

= α

Finally, consideration of the boundary values gives

∫∫

Q1

ℜe
(

fx − ( f0)x
)

|dz|2 =
∫ 1

0

[

∫

ℓ

0
ℜe

(

fx − ( f0)x
)

dx
]

dy = 0.

and for an arbitrary Sobolev mapping

∫∫

Q

J |dz|2 � |Q′ | =
∫∫

Q

J0 |dz|2

Putting the discussion above together gives us the following theorem.

Theorem 3. Let λ(x) > 0 be a positive weight, Φ convex and u : [0, ℓ] → [0, L], u(0) = 0,
u(ℓ) = L a solution to the ordinary differential equation

λ(x)

(

1 −
1

u2
x(x)

)

Φ′
(

ux(x) +
1

ux(x)

)

= α ∈ R (18)

Set f0(z) = u(x) + iy. If f is a mapping of finite distortion mapping Q to Q′ and satisfying our edge
condition, then

∫∫

Q

Φ(K(z, f ))λ(x) |dz|2 �

∫∫

Q

Φ(K(z, f0))λ(x) |dz|2.

Equality holds if and only if f = f0.

Actually following the construction above, outside the range providing existence by the
theorem, one can identify an obvious degenerate minimiser f0 for which strict inequality
still holds. Once we can find a minimising sequence converging to this one can prove more.
Namely

Theorem 4. If (18) can not be solved for f0 (that is there is no good choice of α), then there cannot be
a minimiser in the class of homeomorphisms of finite distortion.

9. Applications

These theorems motivate us to study the ordinary differential equation

λ(x)

(

1 −
1

u2
x(x)

)

Φ′
(

ux(x) +
1

ux(x)

)

= α
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Actually the transformation from the Nitsche type problem to the Grötzsch problem yields
a significantly simpler equation to study – in fact it’s not really an ODE at all since the only
term here is ux. This is one of the reasons why we transformed to the Grötzsch problem.

9.1. Sharp bounds for Nitsche conjecture

In the situation of Nitsche’s original conjecture we have λ(x) = e4πx as η(w) = 1 and
Φ(t) = t.

1 −
1

u2
x(x)

= αe
−4πx, ux(x) =

1
√

1 − αe−4πx

u(x) =
∫

e2πx dx
√

e4πx − α
=

1

2π

∫

dt
√

t2 − α
, t = e

2πx.

So

u(x) =
1

2π
log

(

e2πx +
√

e4πx − α

1 +
√

1 − α

)

, α �= 0

We must choose α to solve u(ℓ) = L

L =
1

2π
log

(

e2πℓ +
√

e4πℓ − α

1 +
√

1 − α

)

(19)

As α → −∞ we can make the RHS of (19) arbitrarily small. Thus there is always a minimiser
if L � ℓ. Next, if α > 0.

ux(x) =
1

√
1 − αe−4πx

requires α < 1 so that

L <
1

2π
log

(

e
2πℓ +

√

e4πℓ − 1
)

and when unwound, this is precisely Nitsche’s conjecture.

Most recently Iwaniec, Kovalev and Onninen have completed Nitsche’s problem by showing
that within this range there are not even local minima - that is, there are no harmonic
mappings whatsoever [12].
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term here is ux. This is one of the reasons why we transformed to the Grötzsch problem.

9.1. Sharp bounds for Nitsche conjecture

In the situation of Nitsche’s original conjecture we have λ(x) = e4πx as η(w) = 1 and
Φ(t) = t.

1 −
1

u2
x(x)

= αe
−4πx, ux(x) =

1
√

1 − αe−4πx

u(x) =
∫

e2πx dx
√

e4πx − α
=

1

2π

∫

dt
√

t2 − α
, t = e

2πx.

So

u(x) =
1

2π
log

(

e2πx +
√

e4πx − α

1 +
√

1 − α

)

, α �= 0

We must choose α to solve u(ℓ) = L

L =
1

2π
log

(

e2πℓ +
√

e4πℓ − α

1 +
√

1 − α

)

(19)

As α → −∞ we can make the RHS of (19) arbitrarily small. Thus there is always a minimiser
if L � ℓ. Next, if α > 0.

ux(x) =
1

√
1 − αe−4πx

requires α < 1 so that

L <
1

2π
log

(

e
2πℓ +

√

e4πℓ − 1
)

and when unwound, this is precisely Nitsche’s conjecture.

Most recently Iwaniec, Kovalev and Onninen have completed Nitsche’s problem by showing
that within this range there are not even local minima - that is, there are no harmonic
mappings whatsoever [12].
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9.2. More general weights λ(x)

For more general weights λ(x), we put λ0 = minx∈[0,ℓ] λ(x). The solution is dominated by
the one with the choice α = λ0 and the issue is to decide whether

∫

ℓ

0

1
√

λ(x)− λ0

dx < ∞.

If this integral is finite, then we will observe Nitsche type phenomena; non-existence of
minima outside a range of moduli.

9.3. Observing Nitsche phenomena

Without going into excessively fine details, convergence of

∫

1
√

λ(x)− α

will require that

λ(x) ≈ λ0 + x2s, s < 1

near the minimum λ0 of λ(x). A few simple calculations will reveal

• Existence I. if λ is a smooth positive weight and λ′(x) = 0 at its minimum (which may
well occur at the endpoints), then we can always solve the deformation problem.

• Existence II. if λ(x) is constant, ux(x) is constant and therefore f will be a linear mapping.

• Non Existence I. if λ′(x) �= 0 at a minimum (ie minimum at the boundary), then the
Nitsche phenomenon occurs.

• Non Existence II. if λ′(x) = 0 at a minimum, but λ is not twice differentiable, then we
see the Nitsche phenomenon, (actually C1,1 is the cutoff).

Suppose the weight function λ(x) is viewed as a thickness profile of the material. Then
“cuts” gives a little more insight to Nitsche-type phenomenon. Find α to determine how far
the final stretch can be;

This illustrates the sort of thing we were talking about before when we were discussing the
stretching of rubber bands. Some precise calculations are indicated in Figure 7.

Next, should the convex function Φ have unbounded derivative, then there is always a minimiser.

(

1 −
1

u2
x(x)

)

Φ′
(

ux(x) +
1

ux(x)

)

=
α

λ(x)

This is simply an application of the maximum principle. If α ց 0, then ux ց 1 and α ր ∞

gives ux ր ∞, so the intermediate value theorem provides us with a solution.
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Figure 7. Calculations indicating the maximal stretching deformations of an elastic three dimensional material with given

profile. Notice smoothness of the profile at the critical stretching. Beyond this maximal value no homeomorphic solution of

finite conformal energy exists

In particular we do not see the Nitsche phenomenon for the Lp–norms of mean distortion:
we can always minimise

∫∫

Q
K(z, f )pdz, p > 1

While for p < 1 there is never a minimiser (unless it is the identity).

10. Conclusions

Here we have suggested new models for the study of deformations of elastic media through
the minimisation of distortion functionals which seem to provide a “holistic” approach to
this problem and a potential mathematical underpinning of a number of phenomena which
are actually observed.

We have developed the theory from a mathematical perspective using conformally invariant
functionals measuring the local anisotropic deformation of the material. We expect that there
are good physical reasons for the efficacy and validation of these models but we have not
considered that in this article. However close reading of related models [6, 8, 21] suggest that
these are relatively good models and the relationship between these minimisation problems
and conformal mappings evidenced in soap film models and elsewhere is borne out in
mathematical calculations in explained in [11]. Basically minimising conformal invariant
functionals is “equivalent” to minimising the angular distortion at interfaces when applied to
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cellular structures (so length scales are implicit). These interfacial angles are often prescribed
by the physics involved and therefore themselves are invariant - hence the effectiveness of
conformal mappings in free boundary problems as they preserve angles.

The use of conformally invariant functionals in materials science offers the opportunity to
address multiscale problems in an integrative manner - particularly when the effects they
model dominate. Our models provide a possible mathematical explanation (and perhaps a
predictive model when fully understood) for phenomena such as tearing and an analysis
of how the process occurs. More formally, we discussed the general Nitsche phenomenon
– deformations either exist within certain ranges or fail to exist outside these ranges – a
material can only be stretched so far.

Our results primarily pertain to two dimensional elasticity, but in identifying the function
λ(z) as a profile and not a weight we obtain three dimensions in certain circumstances.
There remains the obvious problem of developing this research into higher dimensions. Some
related work in higher dimensions can be found in [13, 14] but not for the sorts of conformally
invariant functionals we propose to consider. Presently we have only partial results and these
will be communicated elsewhere.
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Chapter 19

Bamboo Based Biocomposites Material,
Design and Applications
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Additional information is available at the end of the chapter
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1. Introduction

Bamboo or Bambusa in botanical has 7-10 subfamilies of genres and there are 1575 difference
species ranging from the type of wood to bamboo herb. However, each particular species of
bamboo has different properties and qualities [1]. Bamboo is easily accessible globally, 64% of
bamboo plantation, as can be seen in Figure 1, originated from Southeast Asia, 33% grown in
South America, and the rest comes from Africa and Oceania [2]. Bamboo productions dated
back to thousands of years ago and thus they are rich with traditional elements. Bamboo
naturally, suitable for varieties of uses and benefits. Bamboo often used as materials for
constructions or used as the raw materials for the production of paper sheet, they are also used
to control erosion and also for embellishments. Therefore, bamboo plant is sometimes regarded
by some people as having positive features towards life such as properity, peace and mercy
[3]. Recently, issues relating to environmental threatened the life cycle of the environment
globally due to the countries using various types of materials that are not biodegradable by
industrial sectors globally. It has becoming a serious matter since it is closely related to the
Product Lifecycle Phase resulted from extraction or deposition of waste materials that are not
disposed properly [4-5]. Increment of logging activities for variety of purposes has resulted to
the failing of absorbtion of carbon dioxide emission by the forest of which large amount of
CO₂ are released into the atmosphere trapping the heat withing the atmosphere (green house
effect) and causing the global warming.

Bamboo as the great potential to be used as solid wood substitute materials, especially in
the  manufacturing,  design,  and  construction  usage.  Bamboo  properties  of  being  light-
weight and high-strength has attracted researchers to investigate and explore,  especially

© 2013 Suhaily et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Suhaily et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



Chapter 19

Bamboo Based Biocomposites Material,
Design and Applications

S. Siti Suhaily, H.P.S. Abdul Khalil,
W.O. Wan Nadirah and M. Jawaid

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/56057

1. Introduction

Bamboo or Bambusa in botanical has 7-10 subfamilies of genres and there are 1575 difference
species ranging from the type of wood to bamboo herb. However, each particular species of
bamboo has different properties and qualities [1]. Bamboo is easily accessible globally, 64% of
bamboo plantation, as can be seen in Figure 1, originated from Southeast Asia, 33% grown in
South America, and the rest comes from Africa and Oceania [2]. Bamboo productions dated
back to thousands of years ago and thus they are rich with traditional elements. Bamboo
naturally, suitable for varieties of uses and benefits. Bamboo often used as materials for
constructions or used as the raw materials for the production of paper sheet, they are also used
to control erosion and also for embellishments. Therefore, bamboo plant is sometimes regarded
by some people as having positive features towards life such as properity, peace and mercy
[3]. Recently, issues relating to environmental threatened the life cycle of the environment
globally due to the countries using various types of materials that are not biodegradable by
industrial sectors globally. It has becoming a serious matter since it is closely related to the
Product Lifecycle Phase resulted from extraction or deposition of waste materials that are not
disposed properly [4-5]. Increment of logging activities for variety of purposes has resulted to
the failing of absorbtion of carbon dioxide emission by the forest of which large amount of
CO₂ are released into the atmosphere trapping the heat withing the atmosphere (green house
effect) and causing the global warming.

Bamboo as the great potential to be used as solid wood substitute materials, especially in
the  manufacturing,  design,  and  construction  usage.  Bamboo  properties  of  being  light-
weight and high-strength has attracted researchers to investigate and explore,  especially

© 2013 Suhaily et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 Suhaily et al.; licensee InTech. This is a paper distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



in the field of bio-composite bamboo and is acknowledged as one of the green-technolo‐
gy  that  is  fully  responsible  for  eco-products  on  the  environment  [6].  Agricultural  bio‐
mass  solid  wood made  from bamboo have  been  identified  by  many researchers  as  the
largest  source  of  natural  fiber  and  cellulose  fibre  biocomposite,  which  are  provided  at
minimal  cost  and will  bring a  new evolution into  production chain  and manufacturing
world [7]. Bamboo uniqueness are recognized as the source of raw materials that can be
processed and shaped into the form of a number of commodities such as veneer, strips,
lemon grass and fibre, and also it gives a new dimension, particularly in terms of its value
of  diversity  in  the  production  of  bio-composite  products.  Advancement  in  science  and
technology,  has  led the  materials  used in  manufacturing industries  using raw materials
from agricultural biomass to replace the use of solid wood and other non-biodegradable
materials  to  improve  manufacturing  productivity  and  availability.  High  elasticity  and
strength of bamboo are suitable for the construction industry, and bamboo has proven to
serve as a foundation structure [8-9]. The creation of bio-composite fibre board is also used
in  wall  construction  and  are  potentially  to  contribute  of  making  cost  effective  home
possible. Use of bio-composite material is seen increasingly high and the use bamboo as
an alternative can be seen in productions such as furniture, automotive and other related
productions. The natural colours of bamboo is unique compared to solid wood and other
materials.  In fact,  the effect  of  the texture and tie  on the outer  skin of  bamboo has the
exotic  value  and  at  the  same time  creates  a  unique  identity  in  the  design,  particularly
furniture.

Figure 1. Bamboo plantations in China [10].
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2. Bamboo biocomposites

2.1. Classification and development of biocomposites

The long-term global impact of furniture production has forced researchers to find solutions
to various problems via research and development [11], and this search has given birth to the
idea of using bamboo based biocomposite materials. The bamboo based biocomposite industry
is important for improving both the quality of manufacturing and production as well as
research and development [12-14]. Examples of some of the biocomposite materials that have
proven their quality on the international market are medium density fiberboard, plywood and
bamboo veneer each of which have been widely used in manufacturing furniture and other
products. Distinctive properties of bamboo fiber reinforced biocomposite natural increase and
flexural tensile strength, ductility and greater resistance to cracking and larger than a better
impact strength and toughness of the composite [15]. All these properties are not accessible in
other types of wood-based materials.

2.2. Conventional biocomposites

• Chipboard and Flakeboard

Bamboo chipboard is formed of bamboo shavings as elementary units, which are dried, mixed
with certain amount of adhesive and waterproof agent, spread, shaped and hot-pressed at a
proper temperature with proper pressure. Shavings are made of small-sized bamboo culm and
bamboo wastes. As negative effects of green and yellow matter on adhesion are weakened
after shaving, the adhering quality of bamboo chipboard is high. The supply of raw material
for making bamboo chipboard is abundant and its production is an effective way to raise
utilization ratio of bamboo resources, as can be seen in Figure 2. Bamboo chipboard is produced
using water-soluble phenol resin, such a product has higher water tolerance, higher modulus
of rupture and modulus of elasticity, and lower moisture expansion in thickness (compared
with wood chipboard). Bamboo chipboard can be used as a kind of material for engineering
construction. At present, it is mainly used for making ordinary concrete forms.

For the sake of improving utilization ratio of bamboo resources the stems of small diameter
and of less known species, stem tops and all bamboo processing residue are used to make
bamboo chipboard. The manufacturing process is designed following the technology of wood
particleboard; rolling, cutting, chipping, re-drying, gluing, spreading and hot-pressing. The
supply of raw material for making bamboo chipboard is abundant. All small bamboo stems
of less known species and residue of bamboo cutting on groove land can be used for produc‐
tion. The utilization ratio of raw material for chipboard production is high, from 1.3 ton of raw
material 1 m3 of chipboard can be produced [16]. The technology and equipment for bamboo
chipboard production are similar to those of wood particleboard. It is recommended to develop
bamboo chipboard for improving the utilization ratio of raw material and the economic
performance of enterprise. Bamboo chipboard manufactured with phenol formaldehyde resin
is of comparatively high strength and MOE, low expansion rate of water absorbing. In case of
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Figure 1. Bamboo plantations in China [10].
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2. Bamboo biocomposites
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need the products can be strengthened by adding bamboo curtain or bamboo mat to the
surface. Such products have broad prospect.

Figure 2. Bamboo flakeboard made from bamboo flake

• Plywood and Laminated

Plywood has been introduced in its application in 1865, since the plywood manufacturing
sector began to rapidly developing era, focusing on making buildings and making the walls
of the first aircraft using plywood [17]. Instead of plywood, plybamboo is now being used for
wall paneling, floor tiles; bamboo pulp for paper making, briquettes for fuel [18]. Plybamboo
is a special category in the wide variety of bamboo-based panels. Figure 3 shows plybamboo
produced from layered of bamboo veneers with certain desired thickness. Thick strips have
higher rigidity; they can hardly be deformed to fill up the blank space between strips even
under high pressure therefore leads to the formation of lower the Modulus of Rupture (MOR)
and adhering strength. Previously, wood is used to make bottom boards over a long period of
time. However, plybamboo was now identified new alternative of make bottom boards. This
is because plybamboo is a high quality and have great length which meets following require‐
ments viz low weight, high rigidity, proper friction coefficient (to keep cargo and passengers
from sliding) and doesn’t rust. Besides, the manufacturing process of plybamboo was found
is less laborious and consumes fewer adhesive than other types of composites. The strength,
wear ability and rigidity of plybamboo are higher than those of ordinary plywood, thus,
plybamboo has a wide prospect in automotive, building industries and engineering construc‐
tion as well [19].

Due to bamboo’s natural hollow tube shape, it is not possible to connect bamboo members
with existing standard connections. As a result, it has been of interest to make bamboo available
in shapes more suitable to current structural applications. This interest led to the development
of Laminated Bamboo Lumber (LBL), which is usually produced as a board of rectangular
cross-section [20]. Generally speaking, LBL is produced by flattening bamboo culms and
gluing them in stacks to form a laminated composite. The aiming of this research is to examine
a new low-technology approach for the fabrication of LBL in an effort to assess the feasibility
of using this approach to produce an LBL product that is suitable for use in structural appli‐
cations. Mechanical properties of bamboo based laminates need to be investigated thoroughly
so that the full potential of bamboo as a functionally graded composite could be utilized. This
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publication reports the mechanical properties evaluation of 5-layered bamboo epoxy laminates
[21]. Therefore, the purpose of the present research was to manufacture five types of laminated
bamboo flooring (LBF) made from moso bamboo (P. edulis) laminae and investigate their
physical (dimensional stability) and mechanical properties (bending properties) by ultrasonic
wave techniques and a static bending method [22].

Figure 3. Plybamboo from bamboo veneer

• Medium Density Fibreboard

Medium Density Fiberboard (MDF) is a dry-formed panel product of lignocellulosic fiber
mixture of certain synthetic resin such as urea formaldehyde resin (UF), phenol formaldehyde
resin (PF) or isocyanate binder [23]. MDF was used commercially in 1970 with the advancement
of technologies and materials at that time. However, MDF belongs to the type of wood that is
not durable and do not require a very high resistance such as tables, rack, storage and others.
In a certain period of time, the MDF can change shape, especially when exposed to water and
the weight is too heavy. Presently, the majority of MDF producers in Malaysia are using RW
as their major raw material. In order to find alternative of woods due to the arising illegal
logging, renewable sources; bamboo fibres is used to produce agro-based MDF. Since bamboo
itself has 1250 species, hence each bamboo fibres used in manufacturing MDF is expected not
the same. Until now, researchers still in the middle of trying new species of bamboo for
examples bamboo Phyllostachys pubescens [24-25] and Dendrocalamus asper [26] in producing
MDF.

Extensive and ongoing research of MDF exhibited with the manufacturing overlaid bamboo
fibres board panels using stylus method [27]. This research quantifies the surface roughness
of the panel to have better overlaying of the substrate [28] was aiming to evaluate the influence
of fibre morphology, slenderness ratios and fibres mixing combinations on the mechanical and
physical properties of agro-based MDF using bamboo and bagasse fibres, as shown in Figure
4. It was observed that bamboo fibres had better mechanical performances and were more
slender fibres in comparison with bagasse fibres. It appears that manufacturing MDF from
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bamboo which is non-wood species would provide profitable and marketable panel products
in Thailand. Therefore, such panels are not only environmentally friendly but also alternative
ways convert under-utilized species into substrate panel products for furniture manufacture.

Figure 4. Bamboo Medium Density Fibreboard (MDF) from bamboo fibre.

• Hybrid Biocomposite

The incorporation of several different types of fibres into a single matrix has led to the
development of hybrid biocomposites. Recently, bamboo fibres was also gaining attention to
be hybridized with more corrosion-resistant synthetic fibres (glass, carbon or aramid fibres)
in order to tailor the composites properties according to the desired structure under consid‐
eration. Since synthetic fibres degrade at a much slower rate or does not degrade at all,
inclusion with natural fibres may lead to green environmental balances with improvement in
performances. Hybrid bamboo-glass fibres composites exhibit enhancement in terms of
stiffness, strength and moisture resistance properties. Meanwhile, durability of bamboo-glass
fibres composites under environmental aging was improved compared to pure composites
[29-30]. Capability of bamboo to produce seven types of shapes encompasses silver, stripes,
laths, veneer, particles, strands until bamboo fibres gives a huge impact in creating valuable
hybrid biocomposites based on bamboo itself for various applications. In India, continuous
ongoing research generates new hybrid bamboo mat veneer composites (BMVC) made from
bamboo mats in combination with wood veneer [31]. In BMVC, wood veneer was placed in
between bamboo mat. Results revealed presence of woven bamboo mats, BMVC has different
mechanical properties along and across the length of the board thereby the properties are
comparable to the plywood structure. Instead of bamboo mat, hybridization of bamboo curtain
and bamboo mat with wood veneer was limited panels made in China for mainly used in rail
coaches. Bamboo mat were also further utilized and commercialized by incorporate with
bamboo particleboard for other applications, as can be seen in Figure 5.

Besides, new hybrid biocomposites product mades from bamboo strips and wood veneer
bonded with PF resin were also developed. A symmetrical structure with flat and smooth
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surface results from the combination between bamboo strips, bamboo particle and wood
veneer plays important role as new material used for concrete formwork and side board of
trucks. On the other hand, hybridization between bamboo and other natural fibres were also
become a new approach in bamboo development progress. For example, as shown in Figure
6, bamboo rod was stack together with OPF fibres, coconut veneer and bamboo stripe as shown
in Figure 7, respectively in order to produce high performances composites and gives variety
in design and applications as well.

Figure 5. Crushed bamboo stripes laminated with empty fruit fiber.

Figure 6. Samples of hybrid biocomposites board. Oil palm fiber laminated with bamboo rod.

Figure 7. Coconut veneer laminated with bamboo stripe.
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2.3. Advanced Polymer Biocomposite

• Thermoplastic Based Bamboo Composites

The most common reinforcement of bamboo fibres used today is thermoplastic polypropylene
matrices [30]. Apart from various types of bamboo form, bamboo strips have higher cohesive
strength than extacted bamboo fibres. For this reason, bamboo strips was reinforced with non-
woven polypropylene aiming to produce ultra-light weight unconsolidated composites [32].
Non-woven web allow us to reinforced materials in their native form [6-8] and utilize the
unique properties of the reinforcing materials. It was found, bamboo strips-polypropylene (BS-
PP) composites has better properties including high flexural, high acoustical properties and
good sound dampening that makes them suitable and ideal raw material to replace fibres glass
currently used for automotive headliner substrates. Several components can be manufactured
using biocomposites such as door insert, trunk liners, pillar trims, parcel shelves and load
floors for automotive and field roofing, walling and profiling for building, as can be seen in
Figure 8. Some research articles studied the effect of bamboo charcoal addition in the polyolefin
thermoplastic polymer [33]. Bamboo charcoal has innumerable pores in its structure making
it an excellent medium for preventing static electricity buildup and absorbing volatile chem‐
icals. Taking into consideration these two advantages, bamboo charcoal was chosen as
promising material to enhance the water absorption and electrical conductivity of the polyo‐
lefin. In another interesting study, bamboo fibres were undergoing autohydrolysis processing
as method for obtaining soluble hemicelluloses-derived products reinforced with polylactic
acid (PLA). This composite was made with spent autohydrolysis solids presented a markedly
reduced water uptake. SEM of reinforced samples showed a satisfactory compatibility between
phases, confirming the potential of composites made up of PLA and bamboo fibres as an
environmental friendly alternative to conventional petrochemical thermoplastics.

(a) (b) 
Figure 8. Profiling (a) and roof (b) made from bamboo composites reinforcement thermoplastic.

• Thermoset Based Bamboo Biocomposites

Potential and interest of bamboo used in thermoset composites as expected has the same trend
as thermoplastic composites. Previous research studied effects of bamboo fibres reinforced
polyester matrix towards various testings for instance tensile and flexural properties [34],
dielectric properties [35] and fracture properties [36]. Besides, influence of moisture absorption
during storage and composites manufacture of bamboo fibres reinforced vinyl ester was
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studied by [37]. In another interesting research, bamboo fibres reinforced epoxy composites
was subjected to wear and frictional environment in order to achieve widespread acceptance
to be used in many applications [38]. It was claimed that, wear volume was superior when the
fibres was orientated anti-parallel to the sliding conterface [39]. In another view, bamboo strips
epoxy composites was found to be interesting materials to be applied in marine sector
worldwide, [40] have produced bamboo boat hull using vacuum bagging and compression
moulding process. Figure 9 shows after undergoing several test, this products was confirmed
exhibit excellent mechanical properties including material ageing and resist to the marine
environment. Exploitation of bamboo epoxy composites was further applied in manufacturing
surfboards. Decks of bamboo surfboards are up to 4 layers of bamboo/epoxy laminate in hi-
stress areas over a 60 psi medium density foam. Results indicated bamboo decks tend to not
dent from normal use unlike glass boards.

Figure 9. Manufacturing process of bamboo boat hull for water sports activities [40].

• Elastomer Based Biocomposites

Exponential uses of bamboo fibres were expanding into elastomer composites area as new
viable alternative filler reinforcement. Short fibres are used in rubber compound due to the
considerable processing advantages, improvement in certain mechanical properties and to
economic consideration. Addition of short bamboo fibres into elastomer polymer matrix
especially natural rubber (polyisoprene) promising great mechanical performances of com‐
posites manufactured [41-42]. It was found, bonding agent (silane, phenol formaldehyde and
hexamethylenetetramine) plays an important role to obtain good adhesion between fibres and
rubber. Results revealed composites properties for instances, hysteresis, fatigue strength,
modulus, elongation at failure, creep resistance over particulate filled rubber, hardness, cut,
tear and puncture resistance were enhanced. The newest report shows the extraction of
cellulose nanowhiskers from bamboo fiber waste were use as a reinforcing phase in natural
rubber matrix in producing bio-green nanocomposites [43]. The most excellent starting
material for production of nanowhiskers is residue from paper production (bleached pulp
fibres). In this study, the processing of cellulose nanocomposites was done via a latex based
master batch preparation followed by mill-compounding. It was found to be a viable route to
produce rubber based nanocomposites, which can potentially be scaled-up to a commercial
scale process.

Applications of elastomer composites included tires, gloves, V belts, hoses and complex
shaped mechanical goods. As for tires manufactured, Carbon black has been extensively used

Bamboo Based Biocomposites Material, Design and Applications
http://dx.doi.org/10.5772/56057

497



2.3. Advanced Polymer Biocomposite

• Thermoplastic Based Bamboo Composites

The most common reinforcement of bamboo fibres used today is thermoplastic polypropylene
matrices [30]. Apart from various types of bamboo form, bamboo strips have higher cohesive
strength than extacted bamboo fibres. For this reason, bamboo strips was reinforced with non-
woven polypropylene aiming to produce ultra-light weight unconsolidated composites [32].
Non-woven web allow us to reinforced materials in their native form [6-8] and utilize the
unique properties of the reinforcing materials. It was found, bamboo strips-polypropylene (BS-
PP) composites has better properties including high flexural, high acoustical properties and
good sound dampening that makes them suitable and ideal raw material to replace fibres glass
currently used for automotive headliner substrates. Several components can be manufactured
using biocomposites such as door insert, trunk liners, pillar trims, parcel shelves and load
floors for automotive and field roofing, walling and profiling for building, as can be seen in
Figure 8. Some research articles studied the effect of bamboo charcoal addition in the polyolefin
thermoplastic polymer [33]. Bamboo charcoal has innumerable pores in its structure making
it an excellent medium for preventing static electricity buildup and absorbing volatile chem‐
icals. Taking into consideration these two advantages, bamboo charcoal was chosen as
promising material to enhance the water absorption and electrical conductivity of the polyo‐
lefin. In another interesting study, bamboo fibres were undergoing autohydrolysis processing
as method for obtaining soluble hemicelluloses-derived products reinforced with polylactic
acid (PLA). This composite was made with spent autohydrolysis solids presented a markedly
reduced water uptake. SEM of reinforced samples showed a satisfactory compatibility between
phases, confirming the potential of composites made up of PLA and bamboo fibres as an
environmental friendly alternative to conventional petrochemical thermoplastics.

(a) (b) 
Figure 8. Profiling (a) and roof (b) made from bamboo composites reinforcement thermoplastic.

• Thermoset Based Bamboo Biocomposites

Potential and interest of bamboo used in thermoset composites as expected has the same trend
as thermoplastic composites. Previous research studied effects of bamboo fibres reinforced
polyester matrix towards various testings for instance tensile and flexural properties [34],
dielectric properties [35] and fracture properties [36]. Besides, influence of moisture absorption
during storage and composites manufacture of bamboo fibres reinforced vinyl ester was

Materials Science - Advanced Topics496

studied by [37]. In another interesting research, bamboo fibres reinforced epoxy composites
was subjected to wear and frictional environment in order to achieve widespread acceptance
to be used in many applications [38]. It was claimed that, wear volume was superior when the
fibres was orientated anti-parallel to the sliding conterface [39]. In another view, bamboo strips
epoxy composites was found to be interesting materials to be applied in marine sector
worldwide, [40] have produced bamboo boat hull using vacuum bagging and compression
moulding process. Figure 9 shows after undergoing several test, this products was confirmed
exhibit excellent mechanical properties including material ageing and resist to the marine
environment. Exploitation of bamboo epoxy composites was further applied in manufacturing
surfboards. Decks of bamboo surfboards are up to 4 layers of bamboo/epoxy laminate in hi-
stress areas over a 60 psi medium density foam. Results indicated bamboo decks tend to not
dent from normal use unlike glass boards.

Figure 9. Manufacturing process of bamboo boat hull for water sports activities [40].

• Elastomer Based Biocomposites

Exponential uses of bamboo fibres were expanding into elastomer composites area as new
viable alternative filler reinforcement. Short fibres are used in rubber compound due to the
considerable processing advantages, improvement in certain mechanical properties and to
economic consideration. Addition of short bamboo fibres into elastomer polymer matrix
especially natural rubber (polyisoprene) promising great mechanical performances of com‐
posites manufactured [41-42]. It was found, bonding agent (silane, phenol formaldehyde and
hexamethylenetetramine) plays an important role to obtain good adhesion between fibres and
rubber. Results revealed composites properties for instances, hysteresis, fatigue strength,
modulus, elongation at failure, creep resistance over particulate filled rubber, hardness, cut,
tear and puncture resistance were enhanced. The newest report shows the extraction of
cellulose nanowhiskers from bamboo fiber waste were use as a reinforcing phase in natural
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for obtaining improved initial modulus and durability [44]. Carbon black mainly used as a
reinforcing filler in tires starting from 20th century produced a 10-fold increase in the service
life of tires. Apart from various types of natural fibres, bamboo also can be burned in furnace
for certain temperature and heat to be synthesized into carbon black formed [45]. Since then,
carbon black has remained established the major reinforcing material for use in tires as well
as other rubber products. Generally, incorporation of carbon-black comprises about ~30% of
most rubber compounds. As people playing more and more attention to environmental
protection, therefore utilization of various natural fibres especially bamboo as filler as
replacement of burned fossil fuels in natural rubber polymer matrix creates greener tires
produced, as shows in Figure 10. In addition, physical and mechanical properties of tires
manufactured were enhanced with very satisfactory levels in terms of abrasion resistance and
improved a lot of resistance to tread. Thus, exploitation of bamboo was no doubt creates
improvement in development of elastomer biocomposites.

Figure 10. Green tire made from bamboo carbon black.

2.4. Inorganic based biocomposites

Inorganic bonded plays important role in the construction industry. Generally, inorganic
bonded composites can be formed using three types of inorganic binders consists of gypsum,
portland cement, and magnesia cement can be applied for producing shingles, blocks and
bricks. In this rapidly developing world, there has been a clear trend toward investigate
alternative additions for the manufacture eco-efficient blended cement composites. To meet
this satisfaction, utilization of lignocellulosic materials for instance bamboo and oil palm
fronds remains an exciting and innovative technology as cement replacement [46]. Figure 11
shows the bamboo cement-boards (BCB) were produced from bamboo flake types Bambusa
Vulgaris from Malaysia. A bamboo-cement ratio of 1:2:75 and 2% aluminum sulfate alone or
in combination with sodium silicate was possible to produce a board which satisfied the
strength and dimensional stability requirements of international standards which can be used
in a wide range of infrastructure construction applications.
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Besides, gypsum bonded particleboards Brazilian giant bamboo (guadua magna) has been
manufactured by Priscila C. de Araújo 2011 [47]. Results revealed, bamboo cement boards
presented higher bending strength and lower moisture content than bamboo gypsum boards.
Despites, generally bamboo cement composites and bamboo gypsum composites have
superior performances viz higher strength, good weathering resistant ability, good fire
resistant and sound insulating as well as containing no synthetic adhesives which will lead to
free emission of formaldehyde and other noxious chemicals [48]. Apart from the bamboo
structure itself, utilization of bamboo leaf ash as supplementary cementing material for the
production of blended cements has been studied by Moises Frias et al 2012. This study has
generated the other new possibility in utilizing other side of bamboo structure which is a
bamboo leaf in concrete and cement industry. Cement and concrete panels produced can be
used for a wide range of applications in the building, housing and other commercial/infra‐
structure projects for instance wall, partition, roof and pillar materials as well. Further, bamboo
as construction materials using bamboo sticks as replacement of steel was studied by Khosrow
Ghavami and Mahzuz [49-50].

Figure 11. Inorganic cement board made from inorganic carbon.

3. Biocomposites as potential material in design

Since 1865, the use of agro-based biocomposite material in the manufacturing sector has been
introduced and its use has increased consequent to the acceptance of positive users of com‐
posite materials [51]. This focusing on sustainable economic stability and protect the corre‐
sponding sustainable base resource and environment. Until now, engineer and designers have
been succeeded in convincing consumers towards the level of quality and durability of
biocomposites material produced through the design. Biocomposites is made of two or more
materials combined together to create a new and effective material in terms of quality and
production process, based on references relating to the past problems. Activities hybridizing
an element of progressive thinking to challenge basic human search for the truth behind the
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reason for any of the material itself [52]. In the process of biocomposites production, specific
characteristics of each original material can be increased or decreased to give the desired effect
and this is the reason to why many materials can be found developed through the process of
biocomposites, for example, bamboo for product development [53-54]. In the era of science
and technology, the use of bamboo has increased its research and development (R&D) to
exploit the advantages of bamboo as a fiber substitute other materials because of the advan‐
tages of bamboo are sustainable and renewable over time [7, 55]. Many researchers believe
that a combination of high-tech applications will be the future standard for the international
manufacturing market. Various companies involved in the composites industry began to grow
bamboo and compete brings innovative ideas in producing bamboo products from bamboo
bicomposites as composite deck, composite bamboo fence, bamboo composite deck tile,
bamboo composite bins, bamboo deck accessories [16, 56]. The transformation through
creativity and innovation are also on the run, especially in Asian countries such as Japan,
China, India, Philippines, Thailand and Malaysia [57-58]. Southeast Asia, the cultivation of the
highest quality bamboo has gained attention from many parties, especially the government
and the firm of research [52, 59]. Emphasis on innovation is very important because it will not
only create jobs but to promote competitiveness [60-61]. Before the design process, the
manufacturers able to move to the highest level with the help of four aspects of design, quality,
identity, and raw materials. Four aspects are interrelated with each other in the manufacturing
industry. Therefore, the cooperation between researchers, engineers, designers and marketing
necessary to ensure that products produced in the limelight from customer [62]. Failure of one
of the four aspects of the products produced will fail in the market. There are some examples
of products that failed in the market not because of poor quality or less attractive design but
use less material to meet customer needs [63-64]. In the second stage some product evaluation
process will be conducted to identify the level of quality of the products and fulfill the quality
standards [65].

Technical assistance, infrastructure improvements to the farm, machinery and factory equip‐
ment in place which needed to develop a revolutionary product in the bamboo industry
composite. Products such as biomass fuel pellets, particle board, and composite applications
are designed with a combination of bamboo fiber to produce strong and durable strength to
the conventional wood, steel, and plastic [13]. The physical properties of bamboo are tapered,
hollow, have a node at varying distances, easily shaped and not perfectly round bamboo can
be a major factor to be alternatives to other sources [16]. Physical property makes bamboo is
often chosen as the lead in the design of the building structure as to fit the shape of bent bamboo
is not difficult. This is because bamboo can be used in both situations either green bamboo or
dried bamboo, because bamboo has determined its shape will remain for long without
mindfully stretches [66-67]. Bamboo biocomposite always thought to compete with the
strength of steel as well as having the advantage of aesthetic value compared with other
materials. Steel production requires the use of fossil fuels is high, therefore, emissions in the
steel manufacturing industry increasingly apparent, studied to understand the mechanical
behavior of bamboo reinforced concrete members and explain the differences in the structural
properties of steel reinforced concrete, reinforced concrete and bamboo. In this chapter, several
tests bamboo reinforced concrete beams and columns that run in the laboratory report.
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Excellent research to understand the mechanical of behavior bamboo reinforced concrete and
explain the differences in the structural properties of steel reinforced concrete and bamboo has
been proved by researchers [53]. Composite panels using natural fiber made from bamboo
reinforced cement have great potential due to their better strength, dimensional stability and
other characteristics compared to panels made from several plantation timbers [31].

Bamboo fiber has an inner impact of natural color and texture is interesting, original, versatile,
smooth surface, low cost and sustainable. An example of innovative bamboo research is the
design of a Spring Chair based on the elements of swift motion, transforming bamboo’s
strength and flexibility to produce a reaction from the design, a unique structure as the primary
feature of a complete biocomposite material designed by Anthony Marschak [68]. Nowadays,
different designers from manufacture company compete each others to create something
modern, stylish, beautiful and outstanding product in the market used bamboo biocomposite.
The use of bamboo as biocomposites in the design is usefull to create a better experience for
the end user, giving more attractive design and allowing efficient manufacturing systems
produced as an alternative. Biocomposite bamboo as modern material is a different experiment
and does not constraints to the limit of creative thinking [69]. Biocomposite market acceptance
of the use of bamboo in furniture manufacturing, automotive, construction and interior
decoration is becoming in demand and easily can be found in international furniture fairs and
interior design exhibitions every year [54, 69-70]. It is obvious that biocomposite bamboo
material has the tendency to tackle resource-efficient challenges, creating virtually no waste
when processed properly and at the same time increased the product market, while also
promoting the use of sustainable materials [71-72].

4. Commercial applications

In recent years, the use of bamboo has been enhanced to exploit bamboo as a renewable wood
fiber. Evolution in theoretical and applied research on bamboo-based products has increased
year by year and expanded its use in almost all applications, especially in building, furniture,
product, transport, packaging and others. Bamboo composite was accepted in the global
market in applications replacing traditional wood interior and exterior products [36]. This
proved the strength of bamboo is found 10 times stronger than wood materials [73]. Various
positive advantages found in composite products from bamboo as dimensional stability,
longevity, weather resistant, high impact resistant, low maintenance, non-toxic, low flame
spread, etc. [34]. Table 1 shows the innovative design and application of bamboo fiber
biocomposites in various categories.

4.1. Construction applications

Wood has been used as a building material for thousands of years, otherwise the use of bamboo
as the main material in construction activities in Southeast Asia have taken place since the era
of human civilization began to grow. Community in the early days to know about the benefits
of plant bamboo and consider the benefits of life [3]. The use of bamboo in construction design
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has long proven its excellence by building houses one hundred percent use of natural bamboo.
Mechanical properties, durability, suitability as a good absorber of heat and access to source
material made it famous and still used until now [74-75]. This is evident based on the tensile
strength required in the development of the bamboo bridge before the first world war again.
The suspension bridge was first created using bamboo to cross the river and business relations.
At that time, the bamboo used classic exterior use only bamboo, which is four times as strong
as the interior. Bamboo bridge was built in India, South America, while in Colombia, using a
bamboo bridge and cable tension structure created by the tensile strength of up to 3,200
kg/cm2 using Guadua bamboo species [67]. Innovations in bamboo technology offer new
opportunities for large-scale construction of this sustainable material. From long-range beam
cross laminated laminated bamboo panel, joinery, bamboo has proven to be safe and durable
for city buildings and homes and it proved to be used in major cities around the world, from
Europe to United States and Southeast Asia [76]. Many architects and designers convince
bamboo as the most environmentally friendly in the world. Scientific and technological
progress have resulted in hybrid biocomposites from bamboo has the capability to produce
various types of reinforced veneer that has a big impact, particularly for construction [6]. Many
bamboo transformations were produced by scientists to improve the quality of the various
aspects of bamboo, for example in China, bamboo is used in the design of the roof with the tip
covered with decorative tiles to protect from rain water, add neatness and aesthetic value to
the roof [3]. Various techniques have been developed to produce a strong roof support system.
In the Philippines the roof function improved by using the split bamboo roof and produce a
soft surface to facilitate the flow of air and water in bamboo [77]. Roof architecture is most
suitable as roofing solutions at the time. Design prefabricated truss system has a frame will be
covered with bamboo board, lath and plaster to create a waterproof roof and can last up to 15
years with regular maintenance.

The natural beauty of bamboo aesthetic usage has led bamboo to be widely showcased as part
of the collections globally. Bamboo has been widely accepted to be more than just the material
by the architects and designers but also can be used to decorate and embellish. Bamboo has
the same technical performance comparable to the solid wood, concrete, and steel but release
smaller carbon footprint [7]. Because of its eco-friendly property, bamboo is often alternatively
used as concrete reinforcement. Many studies have been conducted to determine the feasibility
of using bamboo to reinforce concrete with flat symmetric structure decisions and smooth
surface from a combination of bamboo strips, bamboo and wood veneer particles play an
important role as new material is used for concrete formwork [72]. New biocomposite hybrid
product made of bamboo strips and wood veneer bonded with PF resin was developed as a
result of ongoing research. Prominent architects bamboo, a renowned architect Oscar Hidalgo
comes from Chinchina, Colombia make bamboo as the main material in the construction work
and thus make bamboo as a symbol of art in every creation. Advantage and uniqueness of
unusual bamboo plants, Oscar then has dedicated his whole life to bamboo research. Research
on the structural integrity and aesthetic value in bamboo has brought Oscar to Asia, Costa
Rica, Brazil, and elsewhere to study this plant and build some experimental structure. He was
the first to use a variety of beam culma and uses a unique bolt system as the introduction of
concrete in intends to create very strong joints for construction. All in all, Oscar recommend
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the use of bamboo in housing construction because many of the problems associated with
bamboo can be reduced by creating laminated bamboo strips.

In 1942, Oscar has made a study of the use of bamboo laminates in ski pole was commissioned
by the government of the United States (U.S.). At that time the bamboo laminate floor tile
products applied with a very good quality for heavy floor traffic with soft strips of bamboo
from remote culma and can be used safely [67]. Bamboo also excelled as a reinforcement of
concrete tested because many studies have been able to determine the possibility of using
hybrid bamboo to reinforce concrete in the future [47, 78]. However, ongoing research
necessary to solve some other problems of resistance if the water in the bamboo because
bamboo can break concrete durability when experiencing the process of expanding and then
shrinking.

4.2. Interior design applications

Bamboo biocomposites has excellent impact on creating interior design that has a commercial
value of its own way. Biocomposite use in the production of various bamboo products for
exterior and interior which have a good demand in the global market. Most users realize the
greatness of this material and support the efforts of sustainable for nature in everyday life.
This is further enhanced by its excellence as an innovative material to get recognition from
various quarters, proving that hybrid bamboo material can overcome other types of materials
from various aspects such as physical, mechanical and aesthetic [6]. Nowadays, various types
of hybrid bamboo-based products have been produced, from the design of the ceiling, walls,
floors, window frames, doors, stairs and up to the home decorative accessories. Bamboo can
create special effects, as well as using bamboo joinery can be bent or straightened by heating
and clamping. Based on the previous research, a typical wall section created with bamboo stud
where distance is determined by the thickness of the bamboo boards which are used in the
study [79].

For example, when a board of 1 cm is used, the distance for each stud is 40cm. Bamboo boards
are attached, and two layers of plaster are used. Another wall system utilizes the bamboo studs
as described above, is by using small pieces of bamboo attached together with 1 1/2-2" nails.
Then, the attached bamboos are plastered with a mixture of clay / straw outside the system,
this is known to be heavier than the previous example. The prefabricated nature of the bamboo
wall panel system which are pre-built on the ground leads to better housing development [80].
Interior design most impact on the industry for interior decoration and architecture is Madrid
Barajas International Airport, Spain also it has been recognized the world as a Sustainable
Building 2011 [81]. Richard Rogers, designer of the world's most prestigious airports that
designs consist of 200,000 m2 ceiling lath gently curved laminated bamboo, the bamboo
industry's biggest project in the world. International Airport was built using laminated
bamboo laths from all walks of bamboo veneer. Richard Rogers has managed to apply the
design process in yield designs with the use of materials and finishes that can create a unique
passenger experience, exciting and the atmosphere is peaceful and quiet. Although the
simplicity of the concept of architectural features terminal, it still gives comfort to passengers.
Therefore, interior design use hybrid bamboo could be emulated by other designers in meeting
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the demands of the 21st century, so that the designs produced will be efficient, economical and

functional.

Category Year
Inventor/

Designer
Design Name References Design

Furniture

2006
Anthony

Marschak
Spring Chair [68]

2009 Kenyon Yeh Jufuku Stoo [88]

Automotive

1999

Automotive

Manufacturer

(Audi, BMW,

Peugeot, Volvo,

etc.)

Automotive

Components

(Cloth seats,

floor mats,

dashboard, door

panels, etc.)

[19, 86, 89]

2010

Kenneth

Cobonpue &

Albercht Birkner

Pheonix

Bamboo

Concept Car

[87, 90]

Interior Design &

Construction
2002 HPP Architects

Parking Garage,

Leipzig Zoo,

Germany

[76]
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Category Year
Inventor/

Designer
Design Name References Design

2005 Richard Rogers

Barajas Madrid

International

Airport, Spain.

[81]

Table 1. Innovative design and applications from bamboo fiber biocomposites in various categories.

4.3. Furniture applications

The design is a mechanism to display an awareness of the importance of the needs and quality
of life through creative and innovative ways. Revenue awareness now, a lot of furniture design
in the market focused on the continuity between current needs and environmental concerns
to ensure the life cycle assessment as a result of product benefit. Bamboo materials importance
to environmental sustainability supported by success in applying design furniture designer
to include design elements with environmental relationships to enhance the product in order
to gain market attention [82].Many countries have started to establish research and develop‐
ment-based furniture such as the Malaysian government established the agency Forest
Research Institute Malaysia (FRIM) for more in-depth research to help the furniture industry
because Malaysia is the largest exporter of furniture to more than 100 countries. The Chinese
government also provides support and assistance to help establish Chinese Association
Ecomaterials materials scientists who research on how to design, produce, reuse, disposal and
recycling of materials in an environmentally. Bamboo biocomposite proved by many research‐
ers to have high benefits as an alternative material for the production of furniture and other
components. A variety of new furniture designs have been produced using smart materials is
based on the proven quality furniture compare to solid wood material. High innovation in
bamboo fiber can improve the durability even bent and shaped materials such as solid wood
other [66]. Research and development in making advanced bio-based furniture products
around the world are able to produce continuous improvement in product innovation success.
Initiatives to increase the use of bio-composite value highly praised and encouraged for these
materials to reduce environmental impact, improve innovation and advanced technology in
the manufacturing process.

Bamboo also has the characteristics of materials and textures are very useful for designers to
create a unique design and original, it is imperative that users reacted positively [83]. Now,
many examples related to bamboo furniture that can be used as an important consideration in
choosing furniture bamboo [55]. There are several designs of amazing furniture use bamboo
material simplicity, many furniture designers prove bamboo materials is not only resilient and
pliable, but tremendously powerful internal and external. For example young designer
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Designer
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2006
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Marschak
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Automotive

1999

Automotive

Manufacturer

(Audi, BMW,

Peugeot, Volvo,

etc.)

Automotive

Components

(Cloth seats,

floor mats,

dashboard, door

panels, etc.)

[19, 86, 89]

2010

Kenneth

Cobonpue &

Albercht Birkner

Pheonix

Bamboo

Concept Car

[87, 90]

Interior Design &

Construction
2002 HPP Architects

Parking Garage,

Leipzig Zoo,

Germany

[76]
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Category Year
Inventor/

Designer
Design Name References Design
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Barajas Madrid

International

Airport, Spain.

[81]
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Kenyon Yeh, a designer has produced designs stool named Jufuku from Japanese word means
duplication or repetition. Stool Jufuku clearly emphasizes the best quality bamboo to produce
designs without parts or fasteners, where each piece of bamboo on Jufuku Stool is made from
a single structure shape which is then repeated to complete each form of the object but the
result is still beautiful in a simple, minimalist and attractive. The famous designers Anthony
Marschak discovered the magic of bamboo while looking for ideas as versatile materials other
than solid wood for his design for Spring Chair. Spring Chair is produced from renewable
resources has become a sustainable furniture and other luxury furniture comparable. Strength
and flexibility of bamboo materials to create natural bending very important in the design and
ergonomic nature [68]. Spring Chair bamboo bending technique: made from one continuous
sheet, the surface of the first three curves are made to suits the human contour seats. Bamboo
biocomposite manage to stand out as a versatile and able to provide a beautiful surface finish,
elegant, unique structure and interesting links suited to any modern home. Beauty can be seen
in Spring Chair as the pioneer era of the rise of modern bamboo.

4.4. Automotive applications

Natural fiber has experienced rapid growth in the automotive market, especially in Europe
and Southeast Asia. Biocomposite based innovation increasing every year in the global
research arena because it promises a reasonable cost and performance compared to competing
technologies. The first Industrial Revolution progress in transportation with the creation of
steam-powered ships and aircraft engines. In 1930, a second industrial revolution is an
important era in the manufacture of car compartment using fiber as an alternative to existing
materials. Famous automobile inventor, Henry Ford also supports the use of materials from
natural fibers start to bring progress in the era of automotive construction. European Union
(EU) and the countries of Asia also supported by issuing guidelines in the global automotive
manufacturing industry [84]. A study shows that low cost natural fiber bamboo materials are
highly potential to be used in automotive parts [84]. Guidelines made in 2006 ordered all
automotive manufacturers to produce automotive plastic reinforced using natural fiber. In
addition, the European Union (EU) targeting 80% of the vehicle compartment must be reused
or recycled and the amount should be increased by 2015 to be 95%. Through previous research
has produced various components of the car which has been designed using natural fibers as
the main component. Research continues to generate new bamboo mat veneer composite
hybrid (BMVC) where bamboo mate was used as the face and back layers of wood veneer and
the core layer. In addition, bamboo mat with wood veneer panels used in train carriages.
Natural fiber composites with thermoplastic and thermoset matrices have been widely used
in the manufacture of door panels, rear seats, headliners, package trays, dashboards, and the
interior of the car manufacturers' world [85]. This is supported by many researchers who have
proven quality and effectiveness of bamboo as an alternative material in the automotive
manufacturing industry.

To make the strip used to laminate, soft bamboo for interior issued by plane, leaving the
external hard drive to strip lamination. Natural fibers such as bamboo offers benefits such as
reduction in weight, cost, reliance on sources other materials, and has the advantage that can
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be recycled. However, few studies on technical and mechanical material of bamboo fiber are
still being studied by scientists and engineers before getting the confidence to allow large-scale
manufacturing, especially to the outside of the car body. In the 21 century, bamboo fiber has
become crucial for the development and design (R & D) products [86]. Earlier bamboo has
been used to build boats and zeppelins. In aeronautics research, the structure of the kite and
early aircraft were built using materials from bamboo fiber because it is lightweight and very
strong. The aircraft made entirely of bamboo were built in the Philippines, while the Chinese
use in their aircraft during World War II [40, 86]. In 2010, Kenneth Cobonpue designers from
the Philippines and Albercht Birkner branded products from Germany managed to create a
'Phoenix', the first car in the world is made of bamboo and natural fiber that can be recycled
[87]. Phoenix uniqueness is reflected in his designs made using small bamboo stacked and tied
neatly. Use bamboo turned into products with the quality of its own internal and external
design makes the Phoenix has a high aesthetic value. Biodegradable materials challenge the
notion compact, durable materials in vehicle design. It looks at cheaper and ecological option
replaces the shell, on the other hand build and explore the relationship between technology
and nature in the bamboo concept car. In fact it can be used as laminated wood, with a bamboo
laminate edge is much lighter in weight.

5. Sustainable product and development of bamboo biocomposites

There has identified three key areas that will be noticed in connection with products and
sustainable development, ecology, economy and technology is all that should always give
priority in life, as shows in Figure 12. All levels will impact specific, largely due to the materials
involved in the different stages. This concept can be described as a wise balance between the
demands of society's increasing demand for products, the preservation of forest health and
diversity of material resources and benefits.

5.1. Ecology capital

In addition to improving environmental quality through the development of a sustainable
supply chain resources, and better towards reducing CO2 and almost zero net greenhouse gas
emissions. From previous time, environmental issues is not high on the public agenda, but it
is an exciting challenge that can lead to new solutions through the design and prove a wise
economic choice. Solid wood product work has been in existence since the era Neolitic [91].
Artisans from many cultures have developed a technique to design and style this way many
conventional furniture and rooted in human culture. In addition, problems such as a lack of
material resources and the population increases each year is the main reason why designers
need to focus their attention on the development of new materials design from bamboo fiber
as technology and marks the progress of evolution in style. Product development will help
consumers to see the potential of bamboo biocomposites products as part of our culture and
heritage, and to enhance the status in our society [16]. From the results of studies carried out
in Europe, it can be concluded that the bamboo fiber reaches "CO2 neutral or better". However,
the level is far more excellent if used in bamboo producing countries such as China and India
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to have a lot of bamboo material resources and ecosystem [92]. Bamboo has roots that spread
underground in all directions; land turned into solid and protects us from landslides and
earthquakes by heavy rains. This means that the stand of bamboo should be treated as common
ground for the public community. Economic trade market incomes only concern about the cost
of production, otherwise cost disposable products used completely overlooked. This is one of
the main reasons why the serious problem of waste disposal and environmental disruption
has been caused recently.

5.2. Economic capital

Bamboo will be considered as one of the most useful resources to maintain sustainable
economic development. Successful product development technical or physical demand is
insufficient. Factors such as reputation, fashion products, trend, cost and other factor should
also be taken into account when developing a sustainable product. An example of addressing
this problem is for the exchange of ideas between the designers, engineers, socialists, scientists
and marketing experts. Transformation of low-impact materials considering the material is
important. Renewable materials, nontoxic materials, and materials that can easily be recycled
all the smart choice to shift the perception of beauty designer different reference frames. At
the same time, a potential new market in the development of sustainable solutions will be
increased globally [93]. The design, which is a practical activity but also part of the culture and
research, can make a significant contribution not only to design products and services that
require creative community, but also to the development of a more general transformation of
the materials industry [94]. To realize sustainable economic development, we need to consider
the costs associated with not only the goods but also non-tradable goods such as environmental
protection and natural resources. In the case of the total cost of producing bamboo bamboo
including the cost of disposable copied and will be cheaper than making chemicals. In addition

Figure 12. Three elements to support the sustainable product.
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to bamboo has a better variety of mechanical, anti-bacterial applications and industries that
make it an excellent resource for sustainable economic development [95].

5.3. Technology

The history of technology in keeping pace with the development of human culture since
Paleolithic times. Through the events in the movement era of human civilization shows some
technology is starting created slowly the impact of human knowledge about materials, science
and technology. Since the world is faced with many serious problems such as global warming,
acid rain, soil erosion, the financial crisis, extinction of flora and fauna habitat and others,
which these problems are caused by human behavior-oriented manufacturing profit that could
be marketed. Global manufacturers rich with knowledge of high technology need to consider
a sustainable technology in each manufacturing process. Over the years, manufacturers
already accept green technology at several countries to support the environment. Green
technology is important because not only it can increase the profit, but to maintain the ecology,
source materials and people will be able to enjoy a peaceful life until next generations. In order
to develop a sustainable product, it is important to know the aspects of technology. Sustaina‐
bility issues have recently become considerations when consumers choose to use green
products in everyday life. In other words, the materials and design are very needed as an
intermediary with the user in maintaining the quality of life and maintain as it reflects our
cultural values [96]. Therefore, other materials needed as an alternative to meet these needs
[84]. Therefore, the introduction of new technology in the sciences material is needed to
maintain the momentum of the global manufacturing market.

Today, most people recognize that solid wood resources are limited and the progressive
consideration must be given to the processing of biomass. Manufacturers need to change the
manufacturing process of current technology to build a sustainable world and a strong
economy [93]. To be a sustainable ecological community, the values of life we have to change
along with the way of life that we see the product from different reference frames. Since
bamboo provides a number of specific characteristics, it becomes a typical example to make
our communities sustainable and rich thru technology.

6. Conclusion

From this chapter, it is concluded that the new development in innovation bamboo biocom‐
posites from the natural fiber need to be more highlighted. The biodegradability and recycla‐
bility of design based material could be the critical problem in the next decade. In addition to
the increase of population, the regulation forced manufacturer to use natural fiber in further
products. Low cost, environmentally friendly, accessible and easy production of natural fiber
composite are attractive benefits for design development and applications. A collaboration
between scientist and designer is important to archive the quality materials, produce good
design and has implications not only for the companies but also for consumers and the society.
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Good design combines the capabilities of a balanced approach in terms of material, commercial
design, environment, technology, idealism, and humanitarian concerns will generate benefit
product for Life Cycle Assessment without the effect of the ecological system. In other hand,
product value can be increased with the use of a material and design that reduces simultane‐
ously the environmental impact and cost effective if manufacturers completely support new
material mechanical properties and explore that have the potential to meet the requirements
of a new future. The advantages of renewable bamboo fiber and biodegradable at the end of
the product cycle including safetyness during handling and processing, and also as a resolution
to the problem of resources reduction of other materials. The importance of awareness of the
diversity of natural resources such as bamboo can generate new economic resources while
protecting natural forests for future generations.
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1. Introduction

Termites (Isoptera1) are colourless or white insect sometimes called “white ants2” but they are
intimate relatives of cockroaches. The organization of termite community definitely belongs
to the most complicated in the nature hence termites are described as the eusocial3 insect.
Termites are distributed all over the world from the 47° Northern latitude to the 47° Southern
latitude, but they are extremely abundant in the tropical rainforest4. Until today there are
recognized about 3 000 termite species in the 9 families but two of them became extinct (Fig. 1).

Only species of the genera Archotermopsis, Hodotermopsis, Zootermopsis and Reticulitermes can
be found also in the temperature regions. Only two species5 are native of the temperature
region of Europe. Besides the known kinds of termites an existence of other more than 1000
species is supposed [1-6].

The foundations of thermite taxonomy were established by Holmgren [7-9]. The following
studies provided by Snyder [10], Grasse [11] and Emerson [12] define seven families of termites
which are today generally accepted. Many of the conventional phylogenetic reconstructions

1 Isoptera is Greek name that means “equal wings” referring to the similar shape and size of four wings.
2 This name is widespread mainly in Australia. However ants belong to the order hymenoptera.
3 Eusocial behaviour is the highest level of social organization with specialized individuals (the developed system of
castea). The expression is consisting of Greek words “eu” (real) and “social”. Besides Isoptera (termites), the social
Hymenoptera insect such as ants, bees and wasps is another example of eusocial insect but the social system of termites
is the oldest known.
4 Each square meter of tropical rainforest may contain hundreds of termite individuals.
5Reticulitermes lucifugus and Reticulitermes flavipes, the cold climate restricts the dissemination of termites into Europe to
the Atlantic coast of France and Hamburg in Germany, respectively.

© 2013 Ptáček et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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are based only on the limited subset of characters [13]. For example the hypothesis of Ahmad
[14] is based on the worker-imago mandibles, the classifications of Johnson [15] and Noirot
[16] use the worker gut and the classification of DeSalle [17] is based on DNA. Others looked
at the relationships within as well as between particular families [16, 18, 19]. The hypothesis
about morphological phylogenetics of termites is given in the Fig. 1.

The Hodotermitidae are generally considered as the basal group for all other families, except
the Mastotermitidae which are the most primitive and closest to the cockroaches. The posi‐
tions of Kalotermitidae, Termopsidae, Rhinotermitidae and Serritermitidae are less certain.
Termopsids living in small colonies inside decaying wood are assumed the most primitive with
regard to their caste differentiation and eusociality in general6. The family of Termitidae (higher
termites) represents about two thirds of all the described termite species [6, 13, 20, 21].

1.1. Evolution of termites and evolution of eusocial behaviour of termites

Molecular [22] and fossil evidence [23] suggests that during late Jurassic termites evolved from
subsocial wood-feeding Cryptocercus cockroaches after which a period of rapid radiation and
spreading followed [24]. This foundation is in agreement with previous hypothesis of termite
origin [25] that was established on the similarity in nesting and feeding habitats as well as the
presence of cellulolytic protozoa in their hindguts. The fossil records of termites are known
from early Cretaceous deposit [24, 26] although structures from late Triassic and lower Jurassic
were described as fossilized termite nests. Those support the hypothesis which explains the
worldwide distribution of the social insect including termites by their early Mesozoic origin
(Fig. 1), prior to breakup of the Pangaea [27-28].

Comparative studies of the social biology of the spectrum of solitary through eusocial species
of bees and wasps elucidated the evolution of complex societies but parallel research on

6 For example relictual Himalayan termite Archotermopsis wroughtoni.

Figure 1. Taxonomy and phylogeny of termites: Triassic (C), Jurassic (J), Palaeogene (P), Neogene (N), Tertiary (T), Qua‐
ternary period (Q) and appearing of modern human (M).
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termites or ants is impossible hence all living species are eusocial. The two ways are generally
accepted for origin of social groups:

• Subsocial route when social groups originate from familial units initially composed of
parents and offspring;

• Semisocial route when social groups are formed by association of individuals of the same
or different generation.

Therefore workers and soldiers of termites are specialized juveniles7 and there is no evidence
for exchange of reproductives between different established colonies, termites eusocial
behaviour is probably not formed via semisocial route [20].

1.2. Termite social system

Termite eusocial society consists of specialized casts including reproductives8, sterile workers,
soldiers, and immature individuals. The differentiation of individual caste phenotypes is
affected by the complex interaction of extrinsic and intrinsic factors. Although experimental
data suggest a genetic component to termite caste differentiation, environmental and social
condition and are still considered the major trigger that initiates the development of different
caste phenotypes [30].

The two types of reproductive species are recognised – primary and supplementary. The
primary reproductives are king, queen and fully developed winged adults. Their role is in
production of eggs and distribution by colonizing flights. The queen lives up to 25 years and
lays about 3000 yellowish-white eggs per day. The eggs are hatch after 50–60 days of incuba‐
tion. Termite eggs are genetically identical hence the differentiation into each of the different
castes is controlled by intrinsic and extrinsic factors that modulate caste-regulatory and
developmental gene expression [30, 31]. The lifecycle of termite colony is schematically drawn
on Fig. 2(a).

Queen also produces pheromones9 which have important functions in social regulation of
termite society. These substances influence the behaviour and physiology of colony members,
for example maintain sterility of colony members or the induction of special worker care.
Primer pheromones which cause a psychological change in the receiver are considered the
type of extrinsic caste-regulatory factor [30, 32].

The sterile castes, the workers (2 – 15 mm) and the soldiers (up to 20 mm), are wingless and
usually lack eyes. Workers (Fig. 2(b)) mature in a year and live up to 3–5 years. Soldiers also
mature within a year and live up to 5 years. The colony reaches its maximum size in approx‐
imately 4–5 years and it may include 60 000 to 200 000 workers. Workers construct the nest

7 Label not fully grown or developed young individuals such as larva or another form before the adult stage is reached.
8 Only the limited numbers of individuals are fertile and fecund in eusocial society while the others are sterile or have
reduced reproductive capacity.
9 Pheromones are volatile chemicals (chemical signalling molecules) released by one individual which can have
behavioural or physiological effects on other individuals. Using pheromones for communication is common phenomenon
for insect.
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(Fig. 3), distinctive shelter tubes and collect food to feed the young and other members of the
colony. Soldier termites guard and defend the colony [3, 31, 35].

The role of the workers in termite defence should not be underestimated. First, they are always
the most abundant caste and are fully responsible for the construction and repair of the passive
defensive structures. Second, they indeed actively participate in defence [33, 34]. The research
on aggression of the termite worker indicates the flexible mechanisms of defence of colony
which depend on the social context. The workers show only limited aggression against
intruders (ants) if the soldiers are present but they attack the enemy if soldier isn’t on the site.
[35, 36]. The soldier caste is fully devoted to defensive activities. An impressive variety of
defensive adaptations including heavily sclerotized head and the mandibles can be found [37,
38]. As a complement to the mechanical weapons, the chemical defence occurs in soldiers [30,
39, 40].

1.3. Termite nest

The nest built by the termite society refers to the complexity of their social organization, diet,
biology and environmental factors on the site but there is the large scale of variations. Some
of the termite species create only simple galleries in wood or ground while others build the
nest of large dimensions and complexity [5].

From this point of view, the two species can be recognised:

• The wood dwellers;

• The ground dwellers (subterranean termites).

The wood dwelling and eating termites live in the fresh (damp-wood termites) or dead (dry-
wood termites) wood in which they also build the nest. The connection of nest with ground is
not required. On the contrary the subterranean termites (ground dwellers) live in soil and
connection with the ground is necessary for the normal life and breeding of the colony.

The nests of subterranean termites are certainly the most admired natural structures which
can reach 6 m of height and 4 m in the diameter of the base but towers built by some of the
African Macrotermes species can be even 9 m high. The nest consists of galleries, chambers of
different size and shape, system of tunnels and ventilation shafts. The nest of subterranean

Figure 2. The life cycle of termite colony (b) and segments of a typical termite worker gut (b).
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termites is supported by extend underground structure that ensures proper temperature and
humidity. The tunnels built by termites can be tens of meters long and often reach the level of
ground water or the bedrock. The scheme of nest of subterranean termites is shown in Fig. 3.

Figure 3. Simplified structure of termite nest with basic building block (a) and examples of ground-dweller (1, 2, 3)
and wood-dweller nests (4) of different shape (b).

1.4. The diet of termites

The diet of termites as a group is quite diverse, but it is basically rich in cellulose, hemicellulose
and lignin or lignin derivatives (Fig. 3). Termites digest lignocellulosic compounds due to the
cooperation of their own enzymes and exogenous enzymes from microorganisms. According
to the diet termites are divided into feeding groups i.e. wood feeding, dry-wood feeding, wood
and litter feeding, soil feeding, fungus growing and grass feeding termites. The termite gut
(Fig. 2(b)) provides a very distinct ecological environment which accommodates and promotes
very specialized cellulolytic and hemicellulolytic microorganisms. The association between
certain xylophagous termites and their hindgut protozoa is the fascinating and frequently cited
example of nutritional symbiosis [5, 13].

On the other hand, Slaytor [41] found cellulose activity in the salivary glands and predomi‐
nantly in the foregut and midgut of termites (Fig. 2(b)) and cockroaches. These parts are normal
site of secretion of digestive enzymes and are devoid or have very limited content of micro‐
organism. Therefore there is no evidence that bacteria are involved in cellulose digestion of
termites.

The lower termites produce numerous endogenous enzymes (such as beta-glucosidases,
exoglucanases, endoglucanases, chitinases) secreted in particular by the salivary glands and
foregut. The higher termite species which do not possess symbiotic microorganism in the gut
no longer feed wood. They prefer wood that is partially decayed by fungi or cultivate fungi in
elaborate gardens for use as a nutrient source (fungus-growing termites). Fungus-growing
termites which are abundant in the African and Asian tropics live in a unique mutualism with
basidiomycete fungi of the genus Termitomyces.

The symbiotic fungi grow on a special culture within the nest maintained by the termites and
called “fungus combs or fungus garden” (Fig. 3) which are made from partly digested foraged
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defensive adaptations including heavily sclerotized head and the mandibles can be found [37,
38]. As a complement to the mechanical weapons, the chemical defence occurs in soldiers [30,
39, 40].

1.3. Termite nest

The nest built by the termite society refers to the complexity of their social organization, diet,
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Figure 2. The life cycle of termite colony (b) and segments of a typical termite worker gut (b).
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termites is supported by extend underground structure that ensures proper temperature and
humidity. The tunnels built by termites can be tens of meters long and often reach the level of
ground water or the bedrock. The scheme of nest of subterranean termites is shown in Fig. 3.

Figure 3. Simplified structure of termite nest with basic building block (a) and examples of ground-dweller (1, 2, 3)
and wood-dweller nests (4) of different shape (b).

1.4. The diet of termites

The diet of termites as a group is quite diverse, but it is basically rich in cellulose, hemicellulose
and lignin or lignin derivatives (Fig. 3). Termites digest lignocellulosic compounds due to the
cooperation of their own enzymes and exogenous enzymes from microorganisms. According
to the diet termites are divided into feeding groups i.e. wood feeding, dry-wood feeding, wood
and litter feeding, soil feeding, fungus growing and grass feeding termites. The termite gut
(Fig. 2(b)) provides a very distinct ecological environment which accommodates and promotes
very specialized cellulolytic and hemicellulolytic microorganisms. The association between
certain xylophagous termites and their hindgut protozoa is the fascinating and frequently cited
example of nutritional symbiosis [5, 13].

On the other hand, Slaytor [41] found cellulose activity in the salivary glands and predomi‐
nantly in the foregut and midgut of termites (Fig. 2(b)) and cockroaches. These parts are normal
site of secretion of digestive enzymes and are devoid or have very limited content of micro‐
organism. Therefore there is no evidence that bacteria are involved in cellulose digestion of
termites.

The lower termites produce numerous endogenous enzymes (such as beta-glucosidases,
exoglucanases, endoglucanases, chitinases) secreted in particular by the salivary glands and
foregut. The higher termite species which do not possess symbiotic microorganism in the gut
no longer feed wood. They prefer wood that is partially decayed by fungi or cultivate fungi in
elaborate gardens for use as a nutrient source (fungus-growing termites). Fungus-growing
termites which are abundant in the African and Asian tropics live in a unique mutualism with
basidiomycete fungi of the genus Termitomyces.

The symbiotic fungi grow on a special culture within the nest maintained by the termites and
called “fungus combs or fungus garden” (Fig. 3) which are made from partly digested foraged
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plant litter passing rapidly through the termite's gut. The resulting faecal pellets are pressed
together to make a comb-like matrix. As the comb matures, mycelium develops and produces
conidial nodules, which together with older senescent comb are consumed by workers [5, 42-45].

Since the cellulose is encrusted with the lignin (lignocellulose) in the higher plants, which
prevents its digestion, the lignin must be disrupted for the enzyme accessibility. Grassé and
Noirot [46] proposed the “lignin degradation hypothesis” that the symbiotic fungi have the
ability to degrade lignin, which makes cellulose more easily attacked by the termites' own
cellulase. This hypothesis was confirmed by the foundation of Hoyodo at al [43].

1.4.1. Degradation of cellulose

Termites utilize wood as a source of food10 and feeding experiments with wood show that
cellulose and hemicellulose are subjected to degradation with efficiency from 59 to 99 %.
Termites consume more than 90% of dry wood in some arid tropical areas. Cellulose is
fermented anaerobically by the protozoa or directly by the termite own cellulolytic enzymes
to acetate, CO2 and H2. Acetate is subsequently absorbed by the termites and used as their
major oxidizable energy source [5, 41].

The hydrolysis of cellulose is a complex process that requires the participation of three
cellulolytic enzymes at least [5, 47]:

• Endo-β-(1, 4)-glucanase (EG, endoglucanase or carboxymethyl cellulase) enzyme (EC
3.2.1.4) that hydrolyses β-1, 4-bonds of cellulose chains;

• Exo-β-(1, 4)-cellobiohydrolase enzyme (CBH, EC 3.2.1.91) that releases cellobiose from the
non-reducing ends of cellulose;

• β-glucosidase enzyme (EC 3.2.1.21) that hydrolyses cellobiose or longer cellulose chains
and releases glucose.

1.4.2. Degradation of hemicelluse and other polysacharides

Hemicellulose is digested by termites with high efficiency ranging from 49 to 78 %. Hence
Xylans as polysaccharides made from units of xylose are the basic building blocks of hemi‐
cellulose. The degradation of beta-1, 4-xylan into xylose by xylanase breaks down hemicellu‐
lose chain. The process requires catalysis by enzyme endo-1, 4-β-xylanase (EC 3.2.1.8). In
addition, termites can possess different kinds of carbohydrases, such as sucrase, maltase,
trehalase and raffinase. In Neotermes bosei the chitinase activity could be found, which can be
produced by the microbial symbionts. Chitin digestion plays a role during the cannibalism at
the times of food shortage [5, 45].

1.4.3. Degradation of lignin

Lignin is a phenolic polymer that makes up 15 to 36% of wood biomass. It serves several
functions in the extracellular matrix of plants [48]:

10 Digestion of cellulose is also found in other insect groups such as the Thysanura, Orthoptera, Coleoptera and
Hymenoptera.
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• Lignin gives the cell walls mechanical support;

• Lignin serves as a barrier against microbial attack;

• Lignin acts as a water impermeable seal for the xylem vessels of the plant vasculature.

Therefore the environment in the termite gut is predominantly anaerobic and the natural
anaerobic mechanism of degradation of lignin is not known, the mechanism of degradation is
still uncertain [5]. White rot fungi can degrade lignin by oxidative enzymes faster than any
other organisms and they are responsible for most of the lignin decomposition in the nature.
The degradation of lignin by ligninase (the group of oxidative extracellular fungal enzymes)
occurs aerobically inside the fungal cells. The most studied lignin-modifying enzymes of
white-rot fungi are [49]:

• 1, 2-bis(3, 4-dimethoxyphenyl)propane-1, 3-diol:hydrogen-peroxide oxidoreductase (LiP,
EC 1.11.1.14) often termed as ligninase peroxidase or ligninase I;

• Mn(II):hydrogen-peroxide oxidoreductase (MnP, EC 1.11.1.13) also known as manganese
peroxidase or peroxidase-M2.

• Laccases (EC 1.10.3.2), i.e. group of copper-containing oxidase enzymes.

As mentioned above the “lignin degradation hypothesis” assumes that the symbiotic fungi
have the ability to degrade lignin, which enables the digestion of the cellulose by the termites'
own cellulase [43, 46]. The hypothesis is also supported by the fact that no microorganism
breaking down the lignin has been observed in the termite gut yet as well as no specific site
for degradation of lignin is known [5].

1.5. The role of termites in the ecosystem

Termites are the dominant invertebrates in the tropical ecosystem where they can make up to
95% of the soil insect biomass. Therefore the termites play the important and irreplaceable role
in the ecosystem. The main effect of termites in ecosystem is in mineralization of biomass and
humification (enrichment) of soils [42, 50, 51].

In general termites are considered the most important soil ecosystem engineers with influence
on [52, 53]:

• Distribution of soil organic matter (SOM);

• Hydraulic properties of soil;

• Erosion;

• Microbial diversity;

• Vegetation diversity and growth.

The termite nests and biomass are characterized as “sinks” as they withdraw large quantities
of litter and soil organic matter from the “normal” decomposition pathways. Except for the
case of fungus-growing termites, the SOM, Ca2+, Mg2+ and K+ content is usually higher in
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on [52, 53]:

• Distribution of soil organic matter (SOM);
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The termite nests and biomass are characterized as “sinks” as they withdraw large quantities
of litter and soil organic matter from the “normal” decomposition pathways. Except for the
case of fungus-growing termites, the SOM, Ca2+, Mg2+ and K+ content is usually higher in

Investigation of Subterranean Termites Nest Material Composition, Structure and Properties
http://dx.doi.org/10.5772/55145

525



termite mounds and in the surrounding soil than in the soil unaffected by termites. The
consumption of organic matter by termites is utilized in the production of termite biomass and
in the building of nest-constructions. The return input of organic matter and mineral nutrients
to the soil environment occurs via faeces, salivary secretions, corpses and predators. Mortality,
particularly from ant predation, and mound erosion are the important contributors to the
turnover and redistribution of the organic matter and mineral nutrients in the ecosystem.

The role of termites in water infiltration and runoff is closely related to the importance,
structure and arrangement of their subterranean biogenic structures, which comprise foraging
and storage galleries, feeding chambers and communication channels, in addition to cham‐
bered colony centres (in whole underground species) and the foundations of epigeal mounds.
The termite biostructures act therefore as a network of horizontal and vertical macropores
influencing bulk density, aeration, water infiltration and runoff, then capturing overland flow
and determining the hydrological characteristics of watersheds. The termite mounds can also
influence water infiltration and nutrient leaching, although this effect likely depends on the
age and whether the mounds are inhabited by termites or abandoned.

The erosion of termite mound would take ten years. The process is very rapid in the first years
after the abandonment but then the rate subsides gradually until it is more or less negligible due
to the stabilization effect of vegetation growth on the remains of the structure. Temporal scale
is important: some termite mounds persist in the landscape for periods of a decade or more, and
their individual influence on soil profile development during that time may be negligible.

However, over 100s or 1000s of years, the importance of termites in the turnovers of both
mineral materials and organic matter in the landscape and in the whole soil profiles may be
much greater, such that long-term pedogenesis is mediated by their activity. The abandoned
termite nest does not lack purpose hence it can be occupied by other animal, insect or it can
provide substrate for the seeds of trees and plants.

Termites modulate the availability of resources for other species, such as soil macro- and
microfauna and microorganisms, and create habitats which can be used by a remarkable
number of organisms for nesting, roosting or accommodating stages of their life cycles.

The concentration of SOM and nutrients in termite nest structures exaggerates resource
patchiness and the structures can be considered as “fertile islands” which are beneficial
resources for plants [52, 54-57].

1.6. Termite control

Therefore the termites are the excellent decomposers of cellulose; they become a serious
menace to both the plants and the wood structures. Termites cause significant losses to the
annual and perennial crops and damage the wooden components in buildings, especially in
the semi-arid and subhumid tropics [3]. The methods developed in order to control termites
are shown in Fig.4.

The physical barriers are the most popular methods used against subterranean termites to
prevent wooden structures from their attack. The barriers are of two types - toxic and nontoxic.
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Toxic physical barriers include the use of chemical termiticides in the soil around the structure.
Nontoxic physical barriers are substances (e.g., sand or gravel aggregates, metal mesh or
sheeting) which exclude termites because they are impenetrable, thus act as physical/mechan‐
ical barriers preventing termite penetration and damage to the building. Other physical
methods include heat, freezing, electricity, and microwaves. Chemical control is a successful
method of preventing termite attack, but the effects of these chemicals are of concern as they
create problems to our health and the environment.

Baiting is the method of termite pest control that is more environmentally friendly as it uses
very small amounts of insect toxicants. In bait technology the termite colonies can be eliminated
by the use of toxic or nontoxic baits. Bait is a wood or a cellulose matrix favoured by termites
that is impregnated with a slow-acting toxic chemical or nontoxic substance such as fungal
spores, mycelium (that grows through termite cuticle and utilizes entire termite body) and
infective stages of nematodes (corynebacterium which produces toxins lethal to termites). The
termite workers are exposed to the lethal dose of desirable food bait inside the bait stations.

Plant-derived natural products and biological control agents are promising replacements of
chemical methods for termite control. These techniques utilize insecticidal activity of essential
oils, extracts and resins, parasites and various pathogens (bacteria and fungi) [3]. Although
many studies are overly optimistic the more than 50 years of the development of biological
control of termites using pathogens demonstrated that this technology is not successful [58].
The high carbon dioxide and naphthalene contents and secretions of termites may also inhibit
the growth of pathogens in termite nests or galleries, and therefore the termite control with
pathogens stays unsuccessful under the field conditions [59].

2. Experimental

2.1. Sample and sample treatment

The nest of subterranean termites (ground dwellers) from Gambia was used for investigation
of the material composition and properties in this work (Fig.5).

The four portions (samples) were prepared from termite nest material:

Figure 4. Method developed for termite control.

Investigation of Subterranean Termites Nest Material Composition, Structure and Properties
http://dx.doi.org/10.5772/55145

527



termite mounds and in the surrounding soil than in the soil unaffected by termites. The
consumption of organic matter by termites is utilized in the production of termite biomass and
in the building of nest-constructions. The return input of organic matter and mineral nutrients
to the soil environment occurs via faeces, salivary secretions, corpses and predators. Mortality,
particularly from ant predation, and mound erosion are the important contributors to the
turnover and redistribution of the organic matter and mineral nutrients in the ecosystem.

The role of termites in water infiltration and runoff is closely related to the importance,
structure and arrangement of their subterranean biogenic structures, which comprise foraging
and storage galleries, feeding chambers and communication channels, in addition to cham‐
bered colony centres (in whole underground species) and the foundations of epigeal mounds.
The termite biostructures act therefore as a network of horizontal and vertical macropores
influencing bulk density, aeration, water infiltration and runoff, then capturing overland flow
and determining the hydrological characteristics of watersheds. The termite mounds can also
influence water infiltration and nutrient leaching, although this effect likely depends on the
age and whether the mounds are inhabited by termites or abandoned.

The erosion of termite mound would take ten years. The process is very rapid in the first years
after the abandonment but then the rate subsides gradually until it is more or less negligible due
to the stabilization effect of vegetation growth on the remains of the structure. Temporal scale
is important: some termite mounds persist in the landscape for periods of a decade or more, and
their individual influence on soil profile development during that time may be negligible.

However, over 100s or 1000s of years, the importance of termites in the turnovers of both
mineral materials and organic matter in the landscape and in the whole soil profiles may be
much greater, such that long-term pedogenesis is mediated by their activity. The abandoned
termite nest does not lack purpose hence it can be occupied by other animal, insect or it can
provide substrate for the seeds of trees and plants.

Termites modulate the availability of resources for other species, such as soil macro- and
microfauna and microorganisms, and create habitats which can be used by a remarkable
number of organisms for nesting, roosting or accommodating stages of their life cycles.

The concentration of SOM and nutrients in termite nest structures exaggerates resource
patchiness and the structures can be considered as “fertile islands” which are beneficial
resources for plants [52, 54-57].

1.6. Termite control

Therefore the termites are the excellent decomposers of cellulose; they become a serious
menace to both the plants and the wood structures. Termites cause significant losses to the
annual and perennial crops and damage the wooden components in buildings, especially in
the semi-arid and subhumid tropics [3]. The methods developed in order to control termites
are shown in Fig.4.

The physical barriers are the most popular methods used against subterranean termites to
prevent wooden structures from their attack. The barriers are of two types - toxic and nontoxic.

Materials Science - Advanced Topics526

Toxic physical barriers include the use of chemical termiticides in the soil around the structure.
Nontoxic physical barriers are substances (e.g., sand or gravel aggregates, metal mesh or
sheeting) which exclude termites because they are impenetrable, thus act as physical/mechan‐
ical barriers preventing termite penetration and damage to the building. Other physical
methods include heat, freezing, electricity, and microwaves. Chemical control is a successful
method of preventing termite attack, but the effects of these chemicals are of concern as they
create problems to our health and the environment.

Baiting is the method of termite pest control that is more environmentally friendly as it uses
very small amounts of insect toxicants. In bait technology the termite colonies can be eliminated
by the use of toxic or nontoxic baits. Bait is a wood or a cellulose matrix favoured by termites
that is impregnated with a slow-acting toxic chemical or nontoxic substance such as fungal
spores, mycelium (that grows through termite cuticle and utilizes entire termite body) and
infective stages of nematodes (corynebacterium which produces toxins lethal to termites). The
termite workers are exposed to the lethal dose of desirable food bait inside the bait stations.

Plant-derived natural products and biological control agents are promising replacements of
chemical methods for termite control. These techniques utilize insecticidal activity of essential
oils, extracts and resins, parasites and various pathogens (bacteria and fungi) [3]. Although
many studies are overly optimistic the more than 50 years of the development of biological
control of termites using pathogens demonstrated that this technology is not successful [58].
The high carbon dioxide and naphthalene contents and secretions of termites may also inhibit
the growth of pathogens in termite nests or galleries, and therefore the termite control with
pathogens stays unsuccessful under the field conditions [59].

2. Experimental

2.1. Sample and sample treatment

The nest of subterranean termites (ground dwellers) from Gambia was used for investigation
of the material composition and properties in this work (Fig.5).

The four portions (samples) were prepared from termite nest material:

Figure 4. Method developed for termite control.

Investigation of Subterranean Termites Nest Material Composition, Structure and Properties
http://dx.doi.org/10.5772/55145

527



• Sample A: untreated material;

• Sample B: finely dispersed (milled) material of the nest;

• Sample C: sand grains rich fraction ≥63 μm;

• Sample D: clay minerals rich fraction ≤63 μm.

The sand grains and clay minerals rich fractions were prepared via careful dispersion of the
sample in the porcelain dish using a force insufficient to crush the grains of sand. The ground
material was divided into both fractions by sieving.

2.2. Analysis of samples

The composition and properties of the material were investigated by scanning electron
microscopy (SEM), x-ray diffraction analysis (XRD), infrared spectroscopy (IR), thermal
analysis (TA) techniques including simultaneous termogravimetry and differential thermal
analysis (TG-DTA), effluent gas analysis (EGA) and the high-temperature x-ray diffraction
analysis (HT-XRD). other tests and analyses (Table 1) including the assessment of humidity,
loss on ignition, pH, etc., were performed according to the standards.

2.2.1. Scanning electron microscopy

The scanning electron microscopy was performed with the microscope JEOL JSM-7600F. The
samples were coated by the gold layer. The energy dispersive x-ray fluorescence spectroscopy
(EDX) was used for the assessment of the sample composition.

2.2.2. X–ray diffraction analysis

The quantitative Rietveld phase analysis of phase composition was performed using x-ray
diffractometer (PANanalytical Empyrean) with Cu(Kα) radiation at 40 kV and 40 mA. For the
high temperature x-ray diffraction analysis (HT-XRD) the sample was inserted into the heating
chamber (Anton-Paar HTK16) and heated on the platinum pane at the heating rate 10
°C∙min-1 up to temperature 1250 °C.

(a) (b) 

Figure 5. Termite mound (a) and sample of termite nests analysed in this work (b).
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2.2.3. Infrared spectroscopy

The infrared spectra were collected within the mid-IR region by means of the KBr pellets
technique using FT-IR spectrometer iS10 (ThermoScientific) using the sample to KBr ratio of
1:100.

2.2.4. Thermal analysis

Thermal analysis was carried out using TG-DTA analyser Q600 (TA Instruments) connected
to measuring cell (TGA/FT-IR Interface, Thermo Scientific) of FT-IR spectrometer Nicolet iS10
(Thermo Scientific) through heated capillary (200 °C).

2.2.5. Particle size distribution

The particle size distribution was determined by the sieve analysis and the particle size
analyser Helos (Sympatec). The specific surface area was calculated from the obtained data.

3. Results and discussion

The basic properties of investigated sample from termite nest are listed in Table 1.

Feature Value Description

Humidity [%] 0.5±0.1
Performed on sample B by drying to constant weight at

temperature 105 °C.

Loss on ignition [%] 3.1±0.1
Performed on the dry sample B. Burning of organic matter

and dehydroxylation of clay.

Pour density [g·cm-3] 2.4±0.1 Weight of granular materials that related to volume unit.

True density [g·cm-3] 2.6 ±0.1
Volumetric technique. The value corresponds to both the

main components (kaolinite and quartz)

pH 6.4±0.1
Sample D in the suspension with re-boiled (dissolved CO2

free) distilled water.

Zeta potential [mV] –17±1 Electrokinetic potential of particles ≤ 63 μm (Sample D).

Conductivity [W(m K)-1] 0.7±0.1
Coefficient of thermal conductivity measured on material of

Sample A (TCI, C-Therm).

Table 1. The basic properties of the sample of termite nest.

3.1. Granulometry

The particle size distribution was assessed by the sieve analysis for the rough grains of sand
(Sample C) and by laser analyser for the fraction of particles ≤ 63 μm (Sample D).
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to measuring cell (TGA/FT-IR Interface, Thermo Scientific) of FT-IR spectrometer Nicolet iS10
(Thermo Scientific) through heated capillary (200 °C).

2.2.5. Particle size distribution

The particle size distribution was determined by the sieve analysis and the particle size
analyser Helos (Sympatec). The specific surface area was calculated from the obtained data.

3. Results and discussion

The basic properties of investigated sample from termite nest are listed in Table 1.

Feature Value Description

Humidity [%] 0.5±0.1
Performed on sample B by drying to constant weight at

temperature 105 °C.

Loss on ignition [%] 3.1±0.1
Performed on the dry sample B. Burning of organic matter

and dehydroxylation of clay.

Pour density [g·cm-3] 2.4±0.1 Weight of granular materials that related to volume unit.

True density [g·cm-3] 2.6 ±0.1
Volumetric technique. The value corresponds to both the

main components (kaolinite and quartz)

pH 6.4±0.1
Sample D in the suspension with re-boiled (dissolved CO2

free) distilled water.

Zeta potential [mV] –17±1 Electrokinetic potential of particles ≤ 63 μm (Sample D).

Conductivity [W(m K)-1] 0.7±0.1
Coefficient of thermal conductivity measured on material of

Sample A (TCI, C-Therm).

Table 1. The basic properties of the sample of termite nest.

3.1. Granulometry

The particle size distribution was assessed by the sieve analysis for the rough grains of sand
(Sample C) and by laser analyser for the fraction of particles ≤ 63 μm (Sample D).
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3.1.1. Sample C

The results of the sieve analysis including histogram of log-normal particle size distribution
and cumulative particle size distribution curve are shown in Fig. 6.

(a) (b) 

Figure 6. The sieve analysis of the Sample C (a) and RRSB diagram (b)

Using RRSB diagram11 the granulometry of the sample is determined by the value of exponent
n = 1.08. The value is close to one and that corresponds to the rounded particles of termites
applied sand (please referee to Fig. 5). The characteristic size of grain (x´) was assessed to 0.2
mm12. The specific surface area of 1450 cm2∙g-1 is resulting from these results.

3.1.2. Sample D and B

The particle size distribution in the fraction ≥63 μm is shown in Fig.7 (a). The median of particle
size is 22.9±0.3 μm. Combination of the results of both samples leads to Fig.7 (b) hence the
material of sample B should be described as sandy clayish (in this case kaolinite) sand.

(a) (b) 

Figure 7. The granulometry of the Sample D (a) and total granulometric composition (b).

11 ) The acronym for the Rosin-Rammler-Sperling-Benett diagram.
12 ) The characteristic value for sand is typically higher (~1.4). The x´ corresponds to R = 36.8 %.
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3.2. Electron microscopy

The structure of the termite nest wall is shown in Fig.8. Termites build their nest from the sand
grains and use the clays and faeces as the binding material. The parts of plants serve as the
reinforcement. The detail shows that smaller grains fill the spaces between the larger and
reinforcing plants material. The surface of sand grains is treated by layers of clay (Fig.9). It is
obvious that the resulting composite structure of termite nest shows excellent mechanical
properties which enable to build structures of several meters of height / structures several
meters high.

Figure 8. Termite nest microphotography (Sample A).

While the structure inside of the wall is rough the surface of tunnels is polished by the mixture
of clay (Fig.10) and faeces (Fig.11). The clay phase loses plasticity via evaporation of water and
formation of new weak (van der Walls) bonds between lamellar particles (Fig.10) which leads
to the formation of hard aggregates fixing the silica grains on their positions. It stands to reason
that the silica particles as the phase of high Young modulus serve as the reinforcement as well
as the filling material. The conceived particle size distribution of grains of “aggregate” (packing
density13 of ~92 %) and mechanical and saliva activation clay phase (mainly kaolinite) form
very solid structure that is analogical to the ceramic green body.

Hence the structure of termite nest is tailored well, and it is possible that the role of organic
matter (SOM) and faeces [52] often discussed in literature do not increase mechanical proper‐

13 Defined as the ratio of pour and true density (Table 1).

Investigation of Subterranean Termites Nest Material Composition, Structure and Properties
http://dx.doi.org/10.5772/55145

531



3.1.1. Sample C

The results of the sieve analysis including histogram of log-normal particle size distribution
and cumulative particle size distribution curve are shown in Fig. 6.

(a) (b) 

Figure 6. The sieve analysis of the Sample C (a) and RRSB diagram (b)

Using RRSB diagram11 the granulometry of the sample is determined by the value of exponent
n = 1.08. The value is close to one and that corresponds to the rounded particles of termites
applied sand (please referee to Fig. 5). The characteristic size of grain (x´) was assessed to 0.2
mm12. The specific surface area of 1450 cm2∙g-1 is resulting from these results.

3.1.2. Sample D and B

The particle size distribution in the fraction ≥63 μm is shown in Fig.7 (a). The median of particle
size is 22.9±0.3 μm. Combination of the results of both samples leads to Fig.7 (b) hence the
material of sample B should be described as sandy clayish (in this case kaolinite) sand.

(a) (b) 

Figure 7. The granulometry of the Sample D (a) and total granulometric composition (b).

11 ) The acronym for the Rosin-Rammler-Sperling-Benett diagram.
12 ) The characteristic value for sand is typically higher (~1.4). The x´ corresponds to R = 36.8 %.

Materials Science - Advanced Topics530

3.2. Electron microscopy

The structure of the termite nest wall is shown in Fig.8. Termites build their nest from the sand
grains and use the clays and faeces as the binding material. The parts of plants serve as the
reinforcement. The detail shows that smaller grains fill the spaces between the larger and
reinforcing plants material. The surface of sand grains is treated by layers of clay (Fig.9). It is
obvious that the resulting composite structure of termite nest shows excellent mechanical
properties which enable to build structures of several meters of height / structures several
meters high.

Figure 8. Termite nest microphotography (Sample A).

While the structure inside of the wall is rough the surface of tunnels is polished by the mixture
of clay (Fig.10) and faeces (Fig.11). The clay phase loses plasticity via evaporation of water and
formation of new weak (van der Walls) bonds between lamellar particles (Fig.10) which leads
to the formation of hard aggregates fixing the silica grains on their positions. It stands to reason
that the silica particles as the phase of high Young modulus serve as the reinforcement as well
as the filling material. The conceived particle size distribution of grains of “aggregate” (packing
density13 of ~92 %) and mechanical and saliva activation clay phase (mainly kaolinite) form
very solid structure that is analogical to the ceramic green body.

Hence the structure of termite nest is tailored well, and it is possible that the role of organic
matter (SOM) and faeces [52] often discussed in literature do not increase mechanical proper‐

13 Defined as the ratio of pour and true density (Table 1).

Investigation of Subterranean Termites Nest Material Composition, Structure and Properties
http://dx.doi.org/10.5772/55145

531



ties of material but more probably prevent spreading of pathogenic organism [2] and support
fungi inside fungus garden [5] of fungus growing termites.

Figure 10. Clay from termite nest (Sample D).

It is supported by the foundation that the highest concentration of elements such as phospho‐
rus, potassium and nitrogen coming from termite diet is located near the surface of tunnels.
Hence the faeces are used for the treatment of surface (and to provide plasticity to shelter tubes
of course) but the main part of the weight of mould bearing material does not contain these
elements and content of SOM is in common level14.

Figure 9. Microphotography of surface of clay layer treated sand grain (Sample C).
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Figure 11. The faeces rich layer covering the surface of tunnel in termite nest.

Therefore the secret of ground dweller termite material engineering lies more probably in the
well-tailored structure analogical to the dry ceramic body than in their diet or enzymes in their
digestive tract.

Site Si Al Mg Fe Ti Ca K Na N Cl

Surface 46.5 18.6 1.6 6.9 1.4 6.3 2.0 1.6 12.7 2.5

Inside 67.1 24.4 0.3 4.6 1.1 0.2 0.7 0.7 0 0.9

Table 2. The composition of termite nest material inside and on the surface of wall of tunnel.

The fact that the faeces of herbivore animals increase the plasticity and reduce the drying
shrinkage of clays has been known well. This foundation is used by many cultures over the
world in the construction of clay houses from prehistoric until today15. There is the possibility
that the role of faeces rich layer on the surface of galleries and tunnels may indirectly contribute
to the strength as it slows down the rate of drying (reduce the drying shrinkage) and weath‐
ering. Considering the previous applied comparison to the dry ceramic body the layer can
serve as the glaze on the surface but its thickness lower than 1 μm is not enough to reach a
significant influence on the mechanical properties of the material.

3.3. X–ray diffraction analysis

The x-ray diffraction patterns of the sample B and D are shown in Fig. 8 (a) and (b), respectively.
The kaolin and quartz were identified as the main constituents of the sample. Furthermore
small amount of clay mineral halloysite was identified.

14 Various clays used by ceramic industry contain even higher amount of organic matter what can lead to failure known
as “black core” which is formed if fired under improper forint regime (“firing curve”).
15 For example clay pyramids known as “Temples of the sun” built by Mochica culture, in Europe were clay houses built
from the Stone Age through Medieval to industrial revolution (in some countries even later), Massai houses, etc.
Nowadays probably more than ½ of human population lives in clay houses.
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The structure refinement performed on the Rietveld analysis data shows slightly deformed
triclinic kaolinite structure with lower parameter b and angle α. Table 1 shows the sample
composition according to the results of quantitative Rietveld analysis.

Sample Quartz [%] Kaolinite [%] Halloysite [%]

Sample B 97, 4 2, 6 ---

Sample D 70.3 29.5 0, 2

Table 3. Phase composition of the thermite nest material.

In order to estimate the effect of termite treatment or activation of clays the structure order of
the kaolinite was evaluated using weighed ratio intensity index16 (WIRI) that is based on
weighed intensity of (02, 11) diffractions and calculated as follows [60]:
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where w is half-width of the diffraction line. The results of the XRD pattern fitting procedure
are shown in Fig.12. The values of HI, AGFI and WIRI were calculated to be 0.40, 0.92 and 0.21
corresponding to the kaolinite of the poor level of structure order.

16 The WIRI index ranged from zero to one while for other often applied indexes including HI (Hinckley Index) and
AGFI (Aparicio-Galán-Ferrell Index) the value higher than one can be reached.

Figure 12. The XRD pattern of Sample B (a) and Sample D (b).
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The sequence of transformations of the Sample D during thermal treatment was investigated
by high temperature X-ray diffraction analysis (Fig.9) up to temperature 1250 °C.

Figure 13. HT-XRD analysis of the Sample D heated to 1250 °C using heating rate 10 °C∙min-1.

The following process takes place in the sample:

• Dehydroxylation of kaolinite and formation of roentgen-amorphous metakaolinite (Eq.4)
leads to disappearing of diffractions of kaolinite (K) from the HT-XRD plot.

• Transformation of low quartz to high temperature phase leads to the shift of diffraction to
lower position. For example the most intensive diffraction line at 26.31 is shifted to 26.23 °2Θ.

• Formation of mullite (Eq.6).

• Formation of cristobalite (Eq.7) from the amorphous silica phase that is formed during the
synthesis of cubic Al-Si spinel phase17 and mullite as well.

3.4. Infrared spectroscopy

The infrared spectrum of the sample C and D is in Fig.14 (a) and (b), respectively. The results
show the typical pattern of quartz and kaolinite.

17 While the process shows sharp exothermic effect on DTA curve (please see Fig.15 and discussion) the response in XRD
diagram is low with uncertain interpretation in the literature. Some of the works bring evidence on the formation of
mullite or γ-Al2O3 but the final consensus has not been reached yet.
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Figure 14. The infrared spectrum of the Sample C (a) and Sample D (b).

The adsorbed water shows broad band of stretching and deformation at 3440 - 3430 and 1630
– 1610 cm-1, respectively. The interpretation of spectra is given in Table 4.

Sample C – Typical spectrum of quartz Sample D – Typical spectrum of kaolinite

Wavenumber Fragment Note Wavenumber Fragment Note

3700 - 3620
AlO-H from kaolinite bound to the

silica surface.

3698, 3672, 3650,

3623
AlO-H

ν1(ou), ν2(ou), ν3(ou),

ν4(in)

1168

Si-O

LO part of νas mode 1100 Si-Oap

ν(Si-O) of apical

oxygen

1082
TO part of νas (TO3)

mode
1035, 1006 Si-O-Si

νas, νs in layer of

tetrahedra

776, 779
Doublet of bending

(TO2)
935, 915 AlO-H δ2(ou), δ2(in)

693 Perpendicular mode 795, 754 AlO-H Translation modes

510 (LO1) rocking mode 692 Si-O Perpendicular mode

460 (TO1) rocking motion 540 Al-O
ν(AlO6) in the gibbsite

layer

LO (longitudinal-optic), TO (transverse-optic) , νas and νs

(antisymmetric and symmetric stretch), δ (deformation)
470, 430 Si-O Deformation modes

Table 4. Interpretation of spectrum of samples C and D.

3.5. Thermal analysis

The results of thermal analysis of the sample including the simultaneous TG-DTA (a) and EGA
(b) are shown in Fig. 15. The evaporation of water causes the first broad endothermic effect.
The SOM mater begins to burn at temperature higher than 200 °C. The formed carbon dioxide
is well visible in the plot of EGA. The dehydroxylation of kaolinite to metakaolinite takes place
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at 571 °C. The EGA is shown by increasing intensity of water vapour in the gas phase. The
transformation of low quartz (trigonal) into the high quartz (hexagonal) shows very sharp
endothermic peak18 at temperature 571 °C. The sharp exothermic peak of the formation of
spinel phase20 appears at 975 °C.

Figure 15. Thermal analysis of the sample B: TG-DTA (a) and EGA (b).

Therefore it is difficult to distinguish between individual steps of TG curve. The changes in
the mass of the sample during evaporation of water, burning of the SOM and dehydroxylation
were evaluated via the series of isothermal steps (Fig. 16(a)).

Figure 16. Evaluation of the SOM and kaolinite content in the Sample B (a) and thermal analysis of the sample D (b).

The sequence of thermal transitions for the sample B should be identified in the same way for
the sample D (Fig. 16 (b)).

3.6. Thermal transformation of the clay from termite nest

Thermal transformations of kaolinite as the main part of clay phase of the termite nest material
include the following processes [61-63]:

• Dehydroxylation of kaolinite into metakaolinite19;

18 ) Transformation is independent on heating rate.
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400 700
2 3 2 2 2 3 2 22 2 2 2 ( )CAl O SiO H O Al O SiO H O g- × × ¾¾¾¾¾® × + (4)

• Formation of the Al-Si spinel phase 20;

925 1050
2 3 2 2 3 2 22 ( 2 ) 2 3 ( )CAl O SiO Al O SiO SiO amorphous- × ¾¾¾¾¾® × + (5)

• Formation of the mullite;

1050
2 3 2 2 3 2 23 (2 3 ) 2 (3 2 ) 5 ( )CAl O SiO Al O SiO SiO amorphous³ × ¾¾¾¾® × + (6)

• Formation of the cristobalite.

1200
2 2( ) ( )CSiO amorphous SiO cristobalite³ ¾¾¾¾® (7)

The kinetics triplet, i.e. apparent activation energy (Ea), frequency factor (A) and mechanism
of the process and thermodynamics of these processes are the objective of numerous works
[64-66]. The processes, especially dehydroxylation, are affected by the structural changes in
kaolinite. In order to estimate the influence of potential treatment or activation of clay by the
termites, the kinetics of the dehydroxylation and formation of spinel phase was investigated
via Kissinger kinetic equation [67]:

2
1ln ln (1 ) .nm a a

a m m

T E EAR n const
E RT RT

a -
é ù é ù
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The Tm denotes the peak temperature of thermal analysis (DTA, DTG, DSC EGA...), Θ is the
heating rate, n is the empirical reaction order (kinetic exponent), α is conversion degree
(fractional conversion) and R is the universal gas constant. The constant term is equal to ln(AR/
Ea) for the pseudo first-order type of reaction. The plot of ln[Θ/Tm

2] on reciprocal temperature
1/Tm (Kissinger plot) provides the straight line with slope of Ea/R.

The mechanism of the investigated process can be estimated from the shape of TDA peak. The
peak parameters of TA curves enable to determine the value of kinetic exponent (n) as follows
[68-70]:

2

1/2

2.5 m

a

R T
n

w E
= (9)

19 The course of dehydroxylation is affected by the burning of organic matter (actually there is feedback between both
processes) hence The formation of water during pyrolysis of SOM decreases equilibrium constant of the process [71].
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Figure 17. The shift of DTA effect with heating rate (a) and Kissinger plot (b).

The DTA results of sample D and Kissinger plot are shown in Fig. 17 (a) and (b), respectively.
The formations of mullite (Eq.4) and cristobalite (Eq.5) show compound inexpressive effect on
DTA hence the determined value is related to both processes. The overview of kinetic results
including activation energy, frequency factor and the most probable mechanism are listed in
Table 5.

Process Ea [kJ∙mol-1] A [s-1] n Description

Burning of SOM 203 3.23∙1016 0.80 Process limited by the rate of diffusion.

Dehydroxylation 201 6.26·1011 1.06 Random nucleation.

Al-Si spinel 852 7.17·1033 2.52
Diffusion controlled growth; const. or

increasing nucleation rate.

Mullite and cristobalite 677 5.85·1021 3.79 Decreasing nucleation rate.

Table 5. The kinetics of thermal transformations of kaolin from termite nest.

The most frequently published value of the activation energy for dehydroxylation process of
kaolinite ranges from 140 to 250 kJ∙mol-1 and formation of Al-Si spinel shows Ea of 856
kJ∙mol-1 [72]. The results indicate that the mechanism and kinetics of investigated process are
not changed hence there is no supporting evidence for an activation process that would have
a significant effect of termites on the structure of clay minerals.

The correlation between kinetic and thermodynamic parameters of the investigated process
results from the combination of Arrhenius with Eyring or Wertera and Zenera laws related to
the temperature dependence of rate constant (k(T)) [73]:

# # #
#( ) exp exp exp expa BE k T S H Gk T A K

RT h R RT RT
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where kB, h, ν = kBT/h and K# are Boltzmann, Plank constant, vibration frequency and equili‐
brium constant of formation of activated complex, respectively.
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400 700
2 3 2 2 2 3 2 22 2 2 2 ( )CAl O SiO H O Al O SiO H O g- × × ¾¾¾¾¾® × + (4)

• Formation of the Al-Si spinel phase 20;

925 1050
2 3 2 2 3 2 22 ( 2 ) 2 3 ( )CAl O SiO Al O SiO SiO amorphous- × ¾¾¾¾¾® × + (5)

• Formation of the mullite;

1050
2 3 2 2 3 2 23 (2 3 ) 2 (3 2 ) 5 ( )CAl O SiO Al O SiO SiO amorphous³ × ¾¾¾¾® × + (6)

• Formation of the cristobalite.

1200
2 2( ) ( )CSiO amorphous SiO cristobalite³ ¾¾¾¾® (7)

The kinetics triplet, i.e. apparent activation energy (Ea), frequency factor (A) and mechanism
of the process and thermodynamics of these processes are the objective of numerous works
[64-66]. The processes, especially dehydroxylation, are affected by the structural changes in
kaolinite. In order to estimate the influence of potential treatment or activation of clay by the
termites, the kinetics of the dehydroxylation and formation of spinel phase was investigated
via Kissinger kinetic equation [67]:
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The Tm denotes the peak temperature of thermal analysis (DTA, DTG, DSC EGA...), Θ is the
heating rate, n is the empirical reaction order (kinetic exponent), α is conversion degree
(fractional conversion) and R is the universal gas constant. The constant term is equal to ln(AR/
Ea) for the pseudo first-order type of reaction. The plot of ln[Θ/Tm

2] on reciprocal temperature
1/Tm (Kissinger plot) provides the straight line with slope of Ea/R.

The mechanism of the investigated process can be estimated from the shape of TDA peak. The
peak parameters of TA curves enable to determine the value of kinetic exponent (n) as follows
[68-70]:
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2.5 m

a

R T
n

w E
= (9)

19 The course of dehydroxylation is affected by the burning of organic matter (actually there is feedback between both
processes) hence The formation of water during pyrolysis of SOM decreases equilibrium constant of the process [71].
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Figure 17. The shift of DTA effect with heating rate (a) and Kissinger plot (b).

The DTA results of sample D and Kissinger plot are shown in Fig. 17 (a) and (b), respectively.
The formations of mullite (Eq.4) and cristobalite (Eq.5) show compound inexpressive effect on
DTA hence the determined value is related to both processes. The overview of kinetic results
including activation energy, frequency factor and the most probable mechanism are listed in
Table 5.

Process Ea [kJ∙mol-1] A [s-1] n Description

Burning of SOM 203 3.23∙1016 0.80 Process limited by the rate of diffusion.

Dehydroxylation 201 6.26·1011 1.06 Random nucleation.

Al-Si spinel 852 7.17·1033 2.52
Diffusion controlled growth; const. or

increasing nucleation rate.

Mullite and cristobalite 677 5.85·1021 3.79 Decreasing nucleation rate.

Table 5. The kinetics of thermal transformations of kaolin from termite nest.

The most frequently published value of the activation energy for dehydroxylation process of
kaolinite ranges from 140 to 250 kJ∙mol-1 and formation of Al-Si spinel shows Ea of 856
kJ∙mol-1 [72]. The results indicate that the mechanism and kinetics of investigated process are
not changed hence there is no supporting evidence for an activation process that would have
a significant effect of termites on the structure of clay minerals.

The correlation between kinetic and thermodynamic parameters of the investigated process
results from the combination of Arrhenius with Eyring or Wertera and Zenera laws related to
the temperature dependence of rate constant (k(T)) [73]:
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where kB, h, ν = kBT/h and K# are Boltzmann, Plank constant, vibration frequency and equili‐
brium constant of formation of activated complex, respectively.
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The thermodynamic parameters of activated complex, including free energy (ΔG#), enthalpy
(ΔH#) and entropy (ΔS#) of process were calculated using Eyring equations:

#
aH E RT = - (11)

# ln 1
B

h AS R
k T

é ùæ ö
 = -ê úç ÷ç ÷ê úè øë û

(12)

# # # #lnG H T S RT K =  -  = - (13)

Table 6 shows the overview of average values of thermodynamic results calculated for
activated complex according to Eq. 10 – 13 for interval of ΔT according to Fig.17.

Process ΔH># [kJ·mol-1] ΔS># [J·(mol·K)-1] ΔG># [kJ·mol-1] K>#

Burning of SOM 201 63 183 1.96∙10-17

Dehydroxylation 195 -35 220 2.60∙10-16

Al-Si spinel 844 385 475 8.87∙10-21

Mullite and cristobalite 667 152 486 4.79∙10-18

Table 6. Thermodynamics of thermal transformation of kaolin from termite nest.

The negative value of entropy (ΔS# < 0) indicating formation of more ordered transition state
during dehydroxylation is out of the usual findings for thermal decomposition of kaolinite.
Since pure well defined sample of kaolin shows mostly ΔS# > 0, SOM interacting with clay
phase are responsible for this behaviour.

The assessed kinetic triplet of combustion of SOM shows that the activation energy of the process
is close to the activation energy for dehydroxylation but the burning of SOM proceeds faster due
to the higher A and the lower n. The gas products of burning of SOM (Fig.15(b)) diffuse through
the kaolinite aggregates and increase the pressure of water vapour affecting the thermodynam‐
ics of dehydroxylation via the equilibrium constant (Eq.13; the ΔG# increases due to negative
value of ΔS#)20. The temperature dependence of ΔG# determined by extrapolation of the values
calculated from the experiment is shown in Fig.18 for both processes. From the kinetic point of
view which is given by Eq.10, the rate constant of dehydroxylation with temperature increases
more slowly than for the combustion process of SOM. In the other words, increasing pressure

20 It must be pointed that combustion of SOM is strongly affected by the content of individual kind of humic substances and
the both processes (combustion of SOM and dehydroxylation) show mutual relationship. For example, intensive origin of
water vapor slows down diffusion of oxygen, leads to reducing conditions, changing composition of product and slowing
down the rate of process [74].
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of water vapour slows down the rate of decomposition of activated complex into product and
the rate of dehydroxylation process decreases.

Figure 18. Temperature dependence of ΔG# for burning of SOM and dehydroxylation (a) and temperature depend‐
ence of G#-function and H#-function.

In Fig. 18(b) the temperature dependence of ΔH# and ΔG# is expressed in usual form of G#-
function and H#-function:

# #
# ( ) (298.15 )G T H K

G function
T

-
- = (14)

# # #( ) (298.15 )H function H T H K- = - (15)

3.7. Properties of artificial termite nest material analogue

The material with the particle size distribution (Fig. 7(b)) and the composition analogical to
the termite nest material was prepared from the mixture of sand and kaolin in order to evaluate
material properties. The determination of dry bending strength (Fig. 19(a)) and crushing
(compressive) strength were performed using 40×40×160 mm test pieces. The microphotogra‐
phy of fracture planes (Fig. 19(b)) shows the grains of sand surrounded by the clay phase like
in the termite nest material. The mechanical properties and some other investigated material
properties are listed in Table. 7.
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3.7. Properties of artificial termite nest material analogue

The material with the particle size distribution (Fig. 7(b)) and the composition analogical to
the termite nest material was prepared from the mixture of sand and kaolin in order to evaluate
material properties. The determination of dry bending strength (Fig. 19(a)) and crushing
(compressive) strength were performed using 40×40×160 mm test pieces. The microphotogra‐
phy of fracture planes (Fig. 19(b)) shows the grains of sand surrounded by the clay phase like
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(a) (b) (c) 

Figure 19. Examination of bending strength (a) crushing strength (b) and fracture plane (c).

Property Value Description

Pour density

[g∙cm-3]

2.3± 0.1
Weight of granular material related to

volume unit.

Volume density 1.9 ± 0.1
The weight of volume unit of porous

material.

True density 2.6 ± 0.1 Volumetric technique.

Packing density [%] 88 The ratio of the pour and true density.

Drying shrinkage [%] 1.6 ± 0.3
Shrinkage of dry material with regard to

original dimensions.

Dry bending strength

[MPa]

0.52 ± 0.05 Measured on the dry material using

testing hydraulic press with device for

testing of bending and crushing strength.Dry compressive strength 1.23 ±0.02

Thermal conductivity [W(m K)-1] 0.5±0.1
Coefficient of thermal conductivity (TCI, C-

Therm).

Table 7. Properties of artificial termite nest material analogue.

The material shows a small drying shrinkage as the consequence of high content of aggregates.
The lower value of pour density is reached in comparison to the termite nest material (Table
1). That means a lack of fine particles of sand in the material and gives the reason for measured
poor value of compressive strength. The results indicate that an optimal moisture and
weighted granulometry is necessary to reach the good material properties while the role of
SOM that usually increases plasticity of clay minerals pastes is of peripheral importance for
the materials with as high content of aggregates as in the investigated one.
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4. Conclusion

Behind all of the presented experimental data there is one significant foundation. The building
engineering of soil-dwelling termites shows us that the relationships between the particle size
distributions, particle shape, packing density of aggregate grains and the plasticity as well as
the amount of binding phase (clays) are sufficient to cover the surface of the aggregates by the
continuous thin layer as well as the amount of mixing water has the same relevance for the
construction of clay buildings as for the preparation of concrete structures. Therefore the
research that finds out and describes the mutual influence of these factors and condition of
treatment on the resulting properties of clay based material (similarly as for preparation of
concrete mixtures) is required.
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Figure 19. Examination of bending strength (a) crushing strength (b) and fracture plane (c).
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