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Preface

Public health is a major health discipline in the world. Defined as the science and art of pre‐
venting diseases, prolonging life and promoting health through the organized efforts and
informed choices of the society, organizations (public and private), communities and indi‐
viduals, this discipline has been renewed by the incorporation of multiple actors, profes‐
sions, knowledge areas, as well as being impacted and promoted by multiple technologies,
particularly information ones. As a changing field of knowledge, public health requires evi‐
dence-based information and regular updates, even more in the context of a world in epide‐
miological transition. Health impacts of climate change are currently in the quest of the
Millennium Development Goals, and most of them are related to the activities of public
health. “Current Topics in Public Health” presents updated information on multiple topics
related to actual areas of interest in this growing and exciting medical science, with the con‐
ception and philosophy that we are working to improve the health of the population, rather
than treating diseases of individual patients; taking decisions about collective health care
that are based on the best available, current, valid and relevant evidence; and finally within
the context of available resources. Public health should be a complex science helping in the
decision, actions and changes in the health of the world. In a globalized society this is em‐
phasized not just in a particular nation but in the whole world.

Public health topics can diverge from basic aspects of this discipline to multiple applications
in very specialized related fields. With these conceptions in mind, this book includes differ‐
ent topics on public health of current international interest, trying to update the most signifi‐
cant research in many of them as well as to offer a multinational perspective on different
aspects. This book has been organized in 8 major sections: I) Methods in Public Health; II)
Healthcare Systems; III) Evidence-based Public Health; IV) Communicable Diseases in Pub‐
lic Health; V) Non-Communicable Diseases in Public Health; VI) Environmental Public
Health; VII) Pharmacoepidemiology and Pharmacosurveillance in Public Health; and VIII)
Research, Ethics, Social and Teaching Issues in Public Health.

Section I includes topics covering from epidemiological and statistical analyses up to the im‐
plications of new technologies in public health research. Section II includes topics covering
experiences from different countries in healthcare systems research. Section III includes top‐
ics on philosophy of evidence-based medicine applied to public health, clinical epidemiolo‐
gy and evidence assessment in public health. Section IV includes topics on the epidemiology
of infectious diseases, human immunodeficiency virus (HIV), human papiloma virus (HPV),
tuberculosis, and viral haemorrhagic fevers. Section V includes topics on the burden of
chronic diseases of global relevance such as cancer and cardiovascular diseases. Section VI
includes topics related to different environmental issues of relevance for the public health.
Section VII includes a topic on antibiotic pharmacosurveillance. And finally, section VIII in‐
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particularly information ones. As a changing field of knowledge, public health requires evi‐
dence-based information and regular updates, even more in the context of a world in epide‐
miological transition. Health impacts of climate change are currently in the quest of the
Millennium Development Goals, and most of them are related to the activities of public
health. “Current Topics in Public Health” presents updated information on multiple topics
related to actual areas of interest in this growing and exciting medical science, with the con‐
ception and philosophy that we are working to improve the health of the population, rather
than treating diseases of individual patients; taking decisions about collective health care
that are based on the best available, current, valid and relevant evidence; and finally within
the context of available resources. Public health should be a complex science helping in the
decision, actions and changes in the health of the world. In a globalized society this is em‐
phasized not just in a particular nation but in the whole world.

Public health topics can diverge from basic aspects of this discipline to multiple applications
in very specialized related fields. With these conceptions in mind, this book includes differ‐
ent topics on public health of current international interest, trying to update the most signifi‐
cant research in many of them as well as to offer a multinational perspective on different
aspects. This book has been organized in 8 major sections: I) Methods in Public Health; II)
Healthcare Systems; III) Evidence-based Public Health; IV) Communicable Diseases in Pub‐
lic Health; V) Non-Communicable Diseases in Public Health; VI) Environmental Public
Health; VII) Pharmacoepidemiology and Pharmacosurveillance in Public Health; and VIII)
Research, Ethics, Social and Teaching Issues in Public Health.

Section I includes topics covering from epidemiological and statistical analyses up to the im‐
plications of new technologies in public health research. Section II includes topics covering
experiences from different countries in healthcare systems research. Section III includes top‐
ics on philosophy of evidence-based medicine applied to public health, clinical epidemiolo‐
gy and evidence assessment in public health. Section IV includes topics on the epidemiology
of infectious diseases, human immunodeficiency virus (HIV), human papiloma virus (HPV),
tuberculosis, and viral haemorrhagic fevers. Section V includes topics on the burden of
chronic diseases of global relevance such as cancer and cardiovascular diseases. Section VI
includes topics related to different environmental issues of relevance for the public health.
Section VII includes a topic on antibiotic pharmacosurveillance. And finally, section VIII in‐



cludes chapters about issues on research, as well on social epidemiology and related fields,
ethical issues and on the teaching in public health.

Following the same philosophy as we had on the previous book, “Current Topics in Tropi‐
cal Medicine” (Rodriguez-Morales AJ, 2012), this books does not intend to be an exhaustive
compilation and this first edition has included not just multiple different topics but also a
wide geographical participation from many countries. Its online availability allows it to
reach a wide audience in the world. This book has been endorsed by the Council of the Fac‐
ulty of Health Sciences of the Universidad Tecnológica de Pereira, Pereira, Colombia (Meet‐
ing No. 014, July 17, 2012). Continuing on the series of “Current Topic” books, now, we are
planning to develop “Current Topics in Infectious Diseases”, so if you are interested in par‐
ticipate in this endeavor as an author of one or more chapter, please contact us.

I would like to give especial thanks to InTech, and particularly to Ana Nikolic, Dragana
Manestar and Sandra Bakic, for the opportunity to edit this interesting and important book,
as well for their constant support. I want to dedicate this book to my family and particularly
to my lovely wife, Diana, my strongest support; she provides everything in my life; and also
to my friends and my undergraduate and postgraduate students of health sciences in Vene‐
zuela, Colombia and around Latin America.

We hope our readers will enjoy this publication as much as I did reading the chapters of
“Current Topics in Public Health”.

Alfonso J. Rodriguez-Morales
Infection and Immunity Research Group and Department of Community Medicine,

Faculty of Health Sciences, Universidad Tecnológica de Pereira, Pereira,
Risaralda, Colombia

Office of Scientific Research,
Cooperativa de Entidades de Salud de Risaralda (COODESURIS),

Pereira, Colombia

Instituto José Witremundo Torrealba, Universidad de Los Andes,
Trujillo, Venezuela
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Chapter 1

Academic' Policy Briefings:
What Determines Health Researchers'
Involvement in Public Health Policy Informing?

Jalila Jbilou, Réjean Landry,
Salah-Eddine El Adlouni and Nabil Amara

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/53536

1. Introduction

Over the last decade there has been widespread interest in the Organization for Economic Co-
operation and Development (OECD) countries in ensuring that the best available evidence
underpins policymaking process and the ways in which health services are organized and
delivered (Lavis, Rottingen et al. 2012). The rational underlining this paradigm is of two
perspectives: an economic one that supports a return of investment from public funded
research and a social one that supports a better care and better health outcomes for individuals
and the entire population. In Canada, this is reflected in the structure of the federal and
provincials’ health systems (introduction of research and development units to support policy
and decision making) and the specific programs of funding agencies (grants for systematic
reviews projects, for knowledge dissemination activities, for collaborative and applied
research, and the investment in CADRE program) (CIHR 2007).

The  emergence  of  the  evidence  based  paradigm and the  actual  policy  discourse  of  the
knowledge economy offer an ideal platform for collaborative research. Considering particu‐
larities of academia and public health professionals one can imagine that new challenges
have to be addressed by academics (Limb 2012):  1) how to produce operational outputs
and 2) How to transfer them effectively to public health policy makers? In the healthcare
sector, knowledge and scientific evidence flow are now considered critical for health sys‐
tem development and for population health status (Ettelt and Mays 2011). For public health
sector, the remaining question is: how to effectively integrate evidence on modifiable risk
factors and cost-effectiveness of population-based interventions designed to reduce these

© 2013 Jbilou et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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delivered (Lavis, Rottingen et al. 2012). The rational underlining this paradigm is of two
perspectives: an economic one that supports a return of investment from public funded
research and a social one that supports a better care and better health outcomes for individuals
and the entire population. In Canada, this is reflected in the structure of the federal and
provincials’ health systems (introduction of research and development units to support policy
and decision making) and the specific programs of funding agencies (grants for systematic
reviews projects, for knowledge dissemination activities, for collaborative and applied
research, and the investment in CADRE program) (CIHR 2007).

The  emergence  of  the  evidence  based  paradigm and the  actual  policy  discourse  of  the
knowledge economy offer an ideal platform for collaborative research. Considering particu‐
larities of academia and public health professionals one can imagine that new challenges
have to be addressed by academics (Limb 2012):  1) how to produce operational outputs
and 2) How to transfer them effectively to public health policy makers? In the healthcare
sector, knowledge and scientific evidence flow are now considered critical for health sys‐
tem development and for population health status (Ettelt and Mays 2011). For public health
sector, the remaining question is: how to effectively integrate evidence on modifiable risk
factors and cost-effectiveness of population-based interventions designed to reduce these
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risks in public health programs and policies development? Governments around the world
had developed public capital ventures to support applied and fundamental research to im‐
prove the impact of publicly funded research, seen as a public good, and increase the re‐
turn on investment for a much more cost-effective health system, a better population health
status and the reduction of health inequalities (Orton, Lloyd-Williams, et al. 2011; Waters
2011). In short, this perspective puts universities as key actors to drive societies towards the
knowledge economy. For public health sector, universities produce evidence, expertise and
knowledge through various traditional channels of information i.e. human resources train‐
ing  (graduate  and post-graduate),  applied  research,  translational  research  and academic
consulting. Recently, universities have been encouraged to develop links with governmen‐
tal institutions in a series of new modes of partnership: collaborative research, participative
action research, evaluative research, experts groups on specific topics and academic policy
informing (policy briefs). “Policy briefs are a relatively new approach to packaging research evi‐
dence for policymakers.” (Lavis, Permanand et al. 2009).

However, during the last two decades, the health sector has been under tremendous pressure
in responding to the ongoing global political situation, economic constraints, ecologic changes
and social and demographic challenges. Thinking new ways to support decision making, in
such rapidly changing context, calls for proactive strategies and timely actions. Evidence-based
public health policy informing through academic policy briefings provision is different from
evidence based medicine, in which gold standards evidence, is mainly systematic reviews,
meta-analysis and randomized controlled trials. Public health policy process is complex,
involves series of actors (institutions and individuals) and decision levels (micro, meso and
macro level) and requires evidence from different research domains policy sciences, econom‐
ics, epidemiology, community health or healthcare management that may offer sometimes
conflicting information.

Literature on public health policy making process and impact of evidence and research
findings on this process is not optimal and calls for rethinking knowledge transfer strategies
in this domain, especially through the perspective of health academics. Indeed, traditionally
health and medical academics role was exclusively centred on teaching and leading research
on clinical practices, patients’ behaviour and healthcare management with a major focus on
evidence based decision making in clinical practices. Less attention had been paid to public
health policy informing and evidence-based public health. Therefore, public health policy
informing requires not only the production of useful knowledge, which relates to the needs of
public health, but also to ensure its transfer to policy makers in timely, easy and ready to use
format. According to authors (Carroll, Cooke et al. 2006; Jetha, Robinson et al. 2008; Lavis,
Moynihan et al. 2008), informing public health policymaking through academic policy
briefings (APB) is an effective strategy to improve healthy policies formulation and to
consolidate the strategic interface between academics and the governmental organizations.
Canada has promoted knowledge brokers and health policy analysts as key actors (or inter‐
mediaries) to close the university-government gap. However, these new roles are still to
develop and to better clarify for an optimal effectiveness. Public health policies as an evidence
informed policy making process has implication for researchers, who should be striving to be
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more involved with policy making and studying the implications of policies on public health
care interventions and programs (De Palma 2002; Hanney and Block 2009; Lomas and Brown
2009). Major researches had been done to better understand what determine decision makers’
utilization of research results and evidence. However, we still not know much on what makes
health and medical academics perform knowledge translation activities, especially in terms of
APB. Indeed, implementing academic policy informing as a new role for health and medical
academics will need strategic approaches to support its performance and maintenance as a
routine strategy to foster public health knowledge translation into health policies. Thus, in this
paper, we propose to explore determinants of health and medical academics involvement in
preparing and presenting APB to public health policy makers, as part of their contribution to
the knowledge translation process.

2. Overview of the existing literature

One of the greatest challenges facing evidence informed policymaking is not necessarily the
accessibility to evidence but actually getting it used while the process is under a series of
internal and external pressures such as stakeholders influences (lobbying and administrative
bureaucracy), economic factors (cost containing, efficiency and systems performance), and
professionals (corporative pressure and clinical autonomy) (Moore 2006; Bowen, Erickson, et
al. 2009). More recently, with the spreading of the evidence informing policy paradigm,
universities and academics are seen as an additional major pressure (Clancy et al. 2012). The
Canadian health care system, like those in OECD countries, confronts continued pressures
(cost constraints; systems performance and services quality challenges; population health
demographics and epidemiology). Public health researchers can influence policy making in
different ways. Providing valuable information to policy makers is a challenging process for
researchers. It implies not only the demonstration of lab or pilot effectiveness but also their
transferability at large, their flexibility to contextualization, the clarification of needed
resources and the anticipation of impacts on the system and the population. Such type of
information requires clear understanding of policy formulation process, public health
programs development and management, health professionals’ constraints and population
and social values and expectations. Involving health researchers in policy makers’ informing
through APB calls for rethinking academics’ social role and a major shift from “Neutral
technicians” to “Issue Advocate” (Sabatier and Jenkins-Smith 1999). Knowledge transfer
literature shows that APB should be thought of as a set of rules and institutional arrangements
designed to encourage transparent and balanced use of evidence and research results in health
policy making (Cookson 2005). In a dynamic world where contingencies and crisis are constant
the evidence and research results are to inform rather to shape the process. Thus, researchers
have to engage in better highlighting information that is relevant for decision and policymak‐
ing (Lavis, Davies et al. 2005). But a range of barriers to knowledge and/or evidence utilization
in health policy making process still exist such as the system bureaucratization, the decision-
making centralization, the conflict of evidences/values/culture, the nature of evidence and
knowledge (qualitative research…), policymakers attributes (lack of research culture, compe‐
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tencies, skills and resources) and the persistent asymmetry of information between researchers
and policy makers (Hanney, Gonzalez-Block et al. 2003, Thacker et al. 2005). Nutley and al.
(2003) summarise the four key requirements that are necessary for improving evidence use in
policy and one of them is the effective dissemination of evidence to where it is most needed and
the development of effective means of providing wide access to knowledge. Politicians utilize
evidence depending on related benefits and risks that they are ready to take during decision-
making process (Walshe and Rundall 2001). A large literature exists on policy makers’
determinants and especially on the procedural components of their utilization of evidence (e.g.
information systems, capacity building, structural organization, organizational factors,
utilization types….) (Dobrow, Goel et al. 2004; Mitton and Donaldson 2004; Ouimet, Landry
et al. 2006; Jbilou, Amara et al. 2007; Lavis et al. 2012). But less is known on health researchers’
contribution in this process. It will go beyond rehearsing the challenges, and question some of
our basic assumptions about how health researchers could help to achieve a more equitable
and a more efficient health policymaking? The answer to this question is closely dependant
on the answer to: What factors challenge or help health academics performing Academic Policy
Briefings (APB)?

3. Conceptual framework

The move to more informed policy making has been a recent and much-advocated feature of
public policy, especially in health and social care. An essential element of this approach is to
make available synthesis of evidence in an accessible format. APB the most studied formats,
had been explored under policy analysts’ perspective but never under health academics’
perspective. A range of issues limit research results use in policy making process. Two broad
areas of issues: the format in which the results are presented and the forum for whom the
results are designated. The format issues include the manner, the time and the philosophy in
which research reports are presented. The forum issues involve undertaking a clear response
to specific problems or concerns, so as to guide decision and action. I did an extended review
of the literature to clarify the concept of APB performance by health academics. There is a wide
consensus on the fact that APB should be better approached as a personal behavior. Literature
presents APB as a dual phenomenon based on two conceptual components: 1) the structural
component that depends closely on both organizational and individual characteristics and 2)
the relational component that depends on networks and links. Thus, we extracted from the
literature a range of factors that have a confirmed or potential effect on APB performance by
academic researchers (Figure 1): Relational capital (governmental health organizations),
domain of research (health policy, health services, population health) and orientation of
research (applied or basic research), self perceptions (efficacy, credibility, barriers to research
utilization), personal area of interests (systematic review, clinical guidelines), Existence of a
clear strategy of research dissemination, availability of electronic channel for information flow
(such as Internet, weekly published newsletters, electronic Websites), participation in expert
groups and committees (consultancy), radicalness of research results and individual charac‐
teristics (gender, education, university position, diversification of workplace).
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biomedical and health care research. Among the 3814 individuals in the original sample, 2207
were deemed ineligible. The reasons for their ineligibility are the following: the language used
was different from English or French (n=11), part of an over-sample in a single province that
had been requested by a financing partner (n=120), impossible to reach either an individual or
voice mail after more than 25 calls (n=707), and other reasons (n=1369) such as not a faculty
member, not conducting research anymore, on sabbatical vacation or in an administrative post,
moved, retired, or incorrect or discontinued telephone numbers. From the 1607 faculty
members eligible to be included in the final sample, 10 asked to be interviewed later but were
never reached again, 23 ended the call before the questionnaire had been completed, and 596
refused to participate (after a recall). The survey generated 978 adequate responses to the
questionnaires for a net response rate of 60.86%. The regional distribution of respondents is
very close to what was originally targeted in the sampling strategy.

4.2. Instrument for data collection

Based on an extended review of the literature and on a previous questionnaire developed by
authors to explore knowledge transfer activities among social sciences researchers (Landry
and Amara 2001), we built a comprehensive questionnaire to map knowledge translation
activities and their predictors. The questionnaire was assessed by an advisory committee
comprised of health researchers, clinicians, health system managers and policymakers. They
reviewed its preliminary drafts in regard of its feasibility (length), its appropriateness (con‐
cordance with academic professional context) and its intelligibility (clarity of questions). The
questionnaire includes close-ended questions and was administered by telephone by a survey
firm that uses computer-assisted telephone interviewing (CATI) technology, which allows for
simultaneous data entry and data coding.

4.3. Data analysis

A range of issues limit the research results used in the policymaking process (Gregrich, 2003).
There are two broad areas of issues: those linked to the format and those related to the forum.
The format issues include the manner, the time and the philosophy in which research reports
are presented. The forum issues involve undertaking a clear response to specific problems or
concerns, so as to guide decision and action (Gregrich, 2003). Based on those two assumptions,
we built a question to measure PMI. We considered that involvement in PMI is accomplished
when both actions are completed: preparing and presenting targeted reports on specific health
topics. The question that measures the PMI is the following: ‘Do you prepare and present targeted
reports on specific health topics to policy makers?’ The answers were: Yes =1 or No=0.

The analysis plan is based on the estimation of an econometric model through a Logistic
regression model applied to identify predictors of APB among public health academics.

APB = β0 + β1 INFOCHAN + β2 LnUNSIZ + β3 STRATKET +β4 RELCADM +

β5  HOSP&UNIV +  β6  PERCRED +  β7  PEREFFIK +β8  EXPERPRO +β9  RESPECIA +  β10
MOSDEG + β11 PROFES + β12 GENDER + β13 USRECAP + β14 APPLYRES + β15 INNO‐
VAT + ε
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Where,

βi (i= 0…….15) are the coefficients to estimate.

5. Results

5.1. Descriptive statistics

Of the 978 respondents who participated in the survey, the average number of research‐
ers that had undergone APB is 35%. Among the 978 respondents, 91.6% had a PhD/MSc
and 8.4% had only  a  professional  degree  such  as  medical  doctor,  nurse  or  pharmacist.
However, 78.5% of the respondents were men. Among the respondents, 85.6% carry their
work at university, 60.6% at a teaching hospital and 8.0% in other type of organizations.
The  population  repartition  of  the  study  by  fields  of  activity  reveals  that  44.3% declare
working in fundamental  health sciences,  43.8  % in clinical  sciences and 12.0% in public
health  or  population  health  sciences  (Health  policy  research,  health  services  research,
health promotion research).

Only 35% of the respondents consider that they perform APB. While 72% of them declared
that they are active in applied research and 14% active in political sciences research. The sample
is made of 78.5% of men, 83.6% hold a PhD, 25.7% hold a clinical certification (MD, Nurse,
pharmacist…) and 46.1% are professors or assistant professors.

5.2. Logistic regression model estimation

The econometric model used here to estimate the predictors of APB performance among health
academics show that there are seven facilitators and two barriers. Having a clear and well
defined strategy for KT&E is a predictor of APB. The KT&E strategy as measured in this work
relate on 4 activities: to define the intended users or beneficiaries of the project’s results, the
description of dissemination goals and strategies, the researcher personal follow-up with users
to assess how useful project information is and the personal follow-up with users to assess
how easily project information could be applied. Such an approach is drawn on the partici‐
patory action research perspective.

The results presented here show that effective collaboration between academics and gov‐
ernments  institutions  is  based  on  the  relational  aspects  (relational  capital  with  govern‐
ment  has  a  positive  impact  on  APB)  but  also  on  structural  aspects  (KT&E  formal
strategy). More, health academics’ research profile is important in terms of APB perform‐
ance.  For  example,  being active  researcher  in  political  sciences,  combination of  research
settings  (at  the  hospital  and  at  the  university)  and  developing  innovative  research  are
predictors of APB. The perceived credibility has also a positive impact on APB. The past
professional  experience,  as  health administrators,  has also a  positive and significant  im‐
pact  on  APB.  However,  the  results  show that  being  active  in  applied  research  and the
availability of electronic channels of research information flow are inhibitors of APB per‐
formance by health academics.
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Independent variables

Coeff. β EXP β

Organizational factors

Availability of electronic channels of information flow [INFOCHAN] -.630(***) .533

Size of research unit [LnUNSIZ] .1389(NS) 1.148

Formal Strategy for KE&T [STRATKET] .467(***) 1.596

Individual factors

Relational capital with Government [RELCADM] .961(***) 2.614

Combination of research settings [HOSP&UNIV] .410(*) 1.507

Perceived credibility [PERCRED] .865 (**) 2.374

Perceived efficacy on policy decision making [PEREFFIK] .169 (NS) 1.184

Administrative Experiential Assets [EXPERPRO] .019(*) 1.019

Health Policy Research [RESPECIA] 1.340(**) 3.818

Cognitive Assets [MOSDEG] .012(NS) 1.012

Academic position [PROFES] -.174(NS) .841

Gender [GENDER] .118(NS) 1.125

Research users’ factors

Users’ receptive capacity [USRECAP] .093(NS) 1.097

Research project factors

Applied research projects [APPLYRES] -.445(*) .641

Innovativeness of research [INNOVAT] .260(*) 1.297

Constant -5.031(***) .007

Total number of cases: 606

Chi-square (d.f.): 171.626 (15)

Nagelkerke R2 (Pseudo R Square): .351

Percentage of correct prediction 77.9%

Table 1. Econometric model estimation

6. Conclusion and implications

With this contribution, we take a first step toward closing the gap in the literature concerning
APB, with a special emphasis on the role of medical schools. The overarching hypothesis in
this study, therefore, is: academic policy briefing development is a function of its endowments
in financial, relational and intellectual capital with the two first being provided by the
university and the others by the researcher. We test this hypothesis on a pan Canadian sample
of researchers affiliated to medical schools.

Current Topics in Public Health10

Strong relationships between academics and policymakers appear to increase the prospects
for research use (Lavis, Moynihan et al. 2008). Many research projects have been undertaken
to address the factors that increase the prospects for research use by public policymakers and
encourage partnerships between researchers and policymakers that allow for their interaction
around the tasks of asking and answering relevant policy questions (Lavis 2006). Much less
progress has been made understanding what factors impact on academics involvement in the
triple helix model and especially in its non commercial part as for developing academic policy
briefings (APB). We still need to address APB performance determinants among public health
academics to improve the evidence informed policy making process. An important proportion
of public health research is related to social and welfare care dimensions and topics and has
no impact on patenting or copyright which may inhibit its dissemination to policymakers and
may rely exclusively on researchers’ involvement in research push activities, such as APB
performance.

The results presented here show that APB performance is an individual behavior that is under
specific professional orientation, organizational structural factors and personal motivation
rather than individual social and demographic characteristics such as gender, most advanced
education degree or academic position. Indeed, public health academics seem to be of
traditional culture since they still relate on personnel relational capital (the relational capital
with governmental institutions through face-to-face meetings and collaborative research)
rather than electronic interface (through websites and electronic newsletters) to disseminate
their research results. Moreover, organizational factors are of major relevance to support APB
performance among public health academics. Having a formal strategy of knowledge ex‐
change and transfer is an important factor for facilitating evidence flow from academic
department to policymakers’ offices. Universities have to support and stimulate administra‐
tive involvement of public health researchers. This type of activities may raise more awareness
about stakes of policy decision making context and helps academics understand the contin‐
gencies of administrative decision process and the relevance of developing APB to improve
the follow of research results to support this process. Moreover, researchers how carried out
their research in different research settings, at the university and at the clinical settings,
performed APB more than those having a single setting of research, at the university. This
result lets us suggest that public health researchers need to be exposed to different realities
and contingencies to better perform APB. Bilateral collaboration between university and
government institutions had been developed extensively these last two decades and resulted,
unfortunately, in innovations that lacked a context to be put to use. Health sector had beneficed
largely from these collaborations with little accountability since intellectual property and its
translation into policies, services products and process had been called the “death valley”. The
emergence of public health entrepreneurs called for more accountability and more knowledge
translation among public health researchers. Thus, developing effective multi-sectors net‐
works is a critical activity to improve and innovate in teaching and training for strategic
knowledge transfer competencies among public health researchers.

In terms of research related factors, being involved in health policy research and developing
innovative research are major factors of APB performance. However, those involved in applied
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research were less likely to perform APB. These results let us suggest that more efforts have
to be invested to support applied research academics and show them how to develop and how
to disseminate APB to improve utilization of their research results. Finally, we found out that
the perceived credibility has a positive impact on APB performance. In fact, the more the
researcher believes that his research is useful and is used to support policymaking the more
he gets involved in APB development and dissemination to targeted audiences.

In knowledge transfer literature, less attention had been paid to the existing differences
between academics, political analyst and knowledge brokers in terms of roles, legitimacy and
inputs in developing policy briefings. Indeed, policy briefings had traditionally been prepared
by policy analysts. The evidence based paradigm has raised new concerns about who would
analyze and synthesize research results. In Canada, “a knowledge broker (KB) is a popular
knowledge translation and exchange (KT&E) strategy emerging in Canada to promote interaction
between researchers and end users, as well as to develop capacity for evidence-informed decision
making.” (Dobbins, Robeson et al. 2009) However, APB by health academics is a new concept
(Carroll, Cooke et al. 2006). Health and health research is complex and diversified; thus, it is
hard to propose a standard approach for research push. APB is an individual behavior that
needs a cultural change among health academics. To improve the performance of APB among
health academics the university has to make intrinsic efforts. For example, a new system of
awards has to be developed to value and support KT&E activities. In terms of capacity
building, health academics have to be supported to build an effective KT&E strategy (Pope,
Mays et al. 2006). Since, it is not only important to disseminate but also to evaluate the
usefulness, the utility and the impact of the APB (Field et al. 2012; Kurko et al. 2012; Lavis,
Rottingen, et al. 2012). There is also a major challenge for low and middle income countries
where there is a need for implementing effective structured policymaking processes, estab‐
lishing functional KT&E platforms and leveraging policymakers and researchers’ engagement
in KT&E activities (Collender et al. 2012; El-Jardali et al. 2012; Uneke, Ezeoha, et al. 2012). We
explored the perspective of researchers from medical schools through a cross-sectional survey,
which allowed us to control for faculties and schools idiosyncrasies and for time. However
this approach necessarily limits the generalizability of these results cross other university
departments. Future research should attempt to test the model predicting APB across a larger
number of departments, especially those who carry public health research, to enhance the
external validity of the presented model. We speculate that disciplinary specificities in terms
of predictors will be identified.
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1. Introduction

Statistical decision theory deals with scenarios where decisions have to be made under a
state of uncertainty, and its goal is to provide a rational framework for dealing with such
situations. These scenarios are typical in most of the problems of medical decision-making.

The Bayesian procedure is a particular way of formulating and dealing with these type of
problems. It has great promise in putting health-related decision making on a more rational
basis, thus making the assumptions more obvious, and making the decisions easier to ex‐
plain and defend [1]. This approach can be used to support the decision-making process in
many application fields, as, for example, diagnosis and prognosis [2], risk assessment [3]
and health technology assessment [4]. A wide-ranging collection of applications of Bayesian
statistics in the biomedical field can be found in thematic books [5-7].

Bayes’s theorem appeared in a posthumous publication by Thomas Bayes [8]. It gives a sim‐
ple and uncontroversial result in probability theory, but its practical application has been
the subject of considerable controversy for more than two centuries and, only recently, a
more balanced and pragmatic perspective has emerged. In summary, the Bayesian approach
offers a method of formalizing a priori beliefs and of combining them with the available ob‐
servations, with the goal of allowing a rational derivation of optimal decision criteria.

This chapter is an introduction to the modern world of Bayes procedures for professionals
with a minimal background in biostatistics. In particular, we analyze the main theoretical as‐
pects of the Bayesian approach and we review current thinking on the value of this ap‐
proach as a decision-support system in medicine and health management. It is hoped that
this discussion stimulates reflection on the subject and elicits new ideas and inspiration for
people involved in problems of public health.
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2. The Bayes decision rule

Statistical decision-making can be seen as a process of inferring, from past observations, pre‐
dictions that then can be used to perform an action. A typical problem is to determine to
which class a given sample belongs. The estimation of the class membership can provide a
key support to decision making.

The first step of the process is the formalization of the underlying unknown reality (class
membership). This is done by considering that this unknown reality can be represented by
an entity (ω) taking values on a state space (Ω). Often, ω is a single unknown numerical
quantity. In other problems, it may be an ordered set of numerical parameters (a vector) or
the elements of Ω may not be of numerical nature. In the present chapter, we assume that ω
is a single quantity.

An observation and/or measurement process allow us to obtain a set of numbers which
make up the observation vector (x). This observation vector is assumed to be a random vec‐
tor whose conditional density function depends on ω. In formal probabilistic terms, this de‐
pendence is expressed by the class-conditional probability function p(x|ω). The
observations x are also called features and the feature vector is the input to the decision rule
by which the sample is assigned to one of the given class.

The Bayesian approach to decision theory brings into play another element: a priori knowl‐
edge which concerns ω, in the form of a probability function P(ω). This probability is usual‐
ly referred to as the prior.

When the prior probabilities and the class-conditional probability functions are known it is
possible to derive a formal decision rule, which allows us to decide to which class a given
sample (x) belongs. For simplicity of discussion we will treat the two-class problem. The
generalization to more than two classes is immediate.

Let x be the observation vector and let be ω1 and ω2 the two classes to which x may belong.
A decision rule based on probabilities can be written as follows [9]

1 2 1

1 2 2

( | ) ( | )
( | ) ( | )
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w w w
w w w

³ Þ Î
< Þ Î

x x x
x x x (1)

where P(ωi|x) is the conditional probability of ωi given x (i=1,2), that is the probability of ωi

if x has occurred. This conditional probability is also known as the a posteriori probability of
ωi given x.

Bayes’s theorem allows us to write the a posteriori probabilities of ω1 and ω2 as a function of
the a priori probabilities (P(ω1) and P(ω2)) and the class-conditional probability functions
(p(x|ω1) and p(x|ω2)), giving
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where p(x) is the probability density function of x.

In the case of two mutually exclusive classes, p(x) can be expressed as

1 2 1 1 2 2( ) ( ) ( ) ( ) ( | ) ( ) ( | )p p p P p P pw w w w w w= Ç + Ç = ´ + ´x x x x x (3)

Therefore, the posterior probabilities in equation 2, which determine the decision rule in
equation 1, can be calculated on the basis of the prior and class-conditional probabilities.
This confirms that the Bayesian approach, combining a priori beliefs with available observa‐
tions, updates the knowledge in the light of experience.

Combining equation 1 with equation 2, the previous decision rule based on probabilities can
be rewritten as follows
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The term l(x) is called the likelihood ratio and the ratio P(ω2)/P(ω1) is the threshold value of
the likelihood ratio for the decision.

Equation 5 corresponds to the Bayes’s decision rule for minimum error and defines the deci‐
sion boundary between the two classes. In particular, when p(x|ω1) and p(x|ω2) are Gaussi‐
an with mean vectors μ1 and μ2, respectively, and covariance matrices Σ1 = Σ2, the decision
boundary is linear. Analogously, when p(x|ω1) and p(x|ω2) are Gaussian with mean vectors
μ1 and μ2, respectively, and covariance matrices Σ1 ≠ Σ2, the decision boundary is quadratic.
Finally, when p(x|ω1) and/or p(x|ω2) are not Gaussian, the shape of the decision boundary
cannot be defined a priori. Figures 1 and 2 show two-dimensional examples for Gaussian
class-conditional probability functions when Σ1 = Σ2 and Σ1 ≠ Σ2, respectively.
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Figure 1. Decision boundary for Gaussian class-conditional probability functions when Σ1  = Σ2.  Ellipses depict con‐

tour lines.

The decision rule of equation 1 implies that we should choose the class whose posterior
probability is largest. Bearing in mind that the sum of P(ω1|x) and P(ω2|x) is equal to 1, this
means setting the posterior class-conditional probability threshold (Pt) equal to 0.5, that is, x
is assigned to class ωi if P(ωi|x) is greater than 0.5. However, the decision rule may be for‐
mulated using somewhat different reasoning. Often, in medical applications, the decision
rule must account for the cost of a wrong decision. In this case, a cost can be assigned to
each correct and wrong decision and Pt is chosen to obtain the minimum risk decision rule.
From a purely mathematical point of view, the selection of costs is equivalent to a change in
prior probabilities.

The discrimination capacity of a classification model assesses model performance in assign‐
ing correctly a sample to a class. Many criteria exist for evaluating discrimination capacity.
A common way for the two-class problem is to evaluate sensitivity (SE) and specificity (SP).
SE can be interpreted as the fraction of cases from ω1 (for example, diseased patients or
high-risk subjects) which are correctly classified, while SP gives the fraction of correctly clas‐
sified cases from ω2 [10]. Generally, SE and SP depend on the chosen probability threshold
Pt to which the posterior probability is compared.

A receiver operating characteristic (ROC) curve is a graphic representation of the relation‐
ship between the true-positive fraction (TPF=SE) and false-positive fraction (FPF=1-SP) ob‐
tained for all possible choices of Pt.
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Figure 2. Decision boundary for Gaussian class-conditional probability functions when Σ1  ≠ Σ2.  Ellipses depict con‐

tour lines.

In medical applications the area under the ROC curve (AUC) is the most commonly used
global index of discrimination capacity, although alternative indices can be used [11]. The
AUC can be interpreted as the chance that a case randomly selected from ω1 will be correctly
distinguished from a randomly selected case from ω2. An AUC value equal to 1 implies per‐
fect forecasts, while an AUC of 0.5 reflects random forecasts.

3. Estimation of class-conditional probability functions

The Bayesian decision rule provides an optimal solution to the classification problem when
the underlying probabilistic  structure is  known. Actually,  this  occurs very rarely.  When
the probabilistic  structure is  not  known, the most  common approach to solve the prob‐
lem is to estimate it from a set of available experimental data. This set of samples is called
training set. Thus the class-conditional probability functions are estimated from the train‐
ing set and the Bayes's rule is implemented using the estimated functions. It should how‐
ever be emphasized that the Bayesian decision rule obtained in this way does not maintain
its optimality characteristics.

If we can assume that the class-conditional probability functions have a well-defined struc‐
ture which can be characterized by a finite number of parameters, we can derive the Bayesi‐
an decision rule using the parameter estimates. In this case the problem is the estimation of
the set of parameters and this corresponds to a parametric approach. Unfortunately, in some
cases we cannot assume a parametric form for the class-conditional probability functions
and in order to apply the Bayesian decision rule, we have to somehow estimate these func‐
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mulated using somewhat different reasoning. Often, in medical applications, the decision
rule must account for the cost of a wrong decision. In this case, a cost can be assigned to
each correct and wrong decision and Pt is chosen to obtain the minimum risk decision rule.
From a purely mathematical point of view, the selection of costs is equivalent to a change in
prior probabilities.

The discrimination capacity of a classification model assesses model performance in assign‐
ing correctly a sample to a class. Many criteria exist for evaluating discrimination capacity.
A common way for the two-class problem is to evaluate sensitivity (SE) and specificity (SP).
SE can be interpreted as the fraction of cases from ω1 (for example, diseased patients or
high-risk subjects) which are correctly classified, while SP gives the fraction of correctly clas‐
sified cases from ω2 [10]. Generally, SE and SP depend on the chosen probability threshold
Pt to which the posterior probability is compared.

A receiver operating characteristic (ROC) curve is a graphic representation of the relation‐
ship between the true-positive fraction (TPF=SE) and false-positive fraction (FPF=1-SP) ob‐
tained for all possible choices of Pt.
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Figure 2. Decision boundary for Gaussian class-conditional probability functions when Σ1  ≠ Σ2.  Ellipses depict con‐

tour lines.

In medical applications the area under the ROC curve (AUC) is the most commonly used
global index of discrimination capacity, although alternative indices can be used [11]. The
AUC can be interpreted as the chance that a case randomly selected from ω1 will be correctly
distinguished from a randomly selected case from ω2. An AUC value equal to 1 implies per‐
fect forecasts, while an AUC of 0.5 reflects random forecasts.

3. Estimation of class-conditional probability functions

The Bayesian decision rule provides an optimal solution to the classification problem when
the underlying probabilistic  structure is  known. Actually,  this  occurs very rarely.  When
the probabilistic  structure is  not  known, the most  common approach to solve the prob‐
lem is to estimate it from a set of available experimental data. This set of samples is called
training set. Thus the class-conditional probability functions are estimated from the train‐
ing set and the Bayes's rule is implemented using the estimated functions. It should how‐
ever be emphasized that the Bayesian decision rule obtained in this way does not maintain
its optimality characteristics.

If we can assume that the class-conditional probability functions have a well-defined struc‐
ture which can be characterized by a finite number of parameters, we can derive the Bayesi‐
an decision rule using the parameter estimates. In this case the problem is the estimation of
the set of parameters and this corresponds to a parametric approach. Unfortunately, in some
cases we cannot assume a parametric form for the class-conditional probability functions
and in order to apply the Bayesian decision rule, we have to somehow estimate these func‐
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tions, using an unstructured (nonparametric) approach. The nonparametric approach is
complex and its description is not an objective of our discussion. The reader interested in
this topic can find an exhaustive treatment of the problem in the specific literature [12].

Generalization is an issue of crucial importance for decision models which were designed on
a training set. It is defined as the capacity of the model to maintain the same performance on
data not used for training, but belonging to the same population. It is therefore estimated by
testing model performance on a different set of available experimental data (testing data).
The model generalizes well when the decision errors in testing and training data sets do not
differ significantly. From this point of view, the optimal model is the simplest possible mod‐
el designed on training data which shows the highest possible performance on any other
equally representative set of testing data. Excessively complex models tend to overfit, which
means they show an error on the training data significantly lower than on the testing data.
Overfit is a sort of data storage precluding the learning of decision rules. It must be avoided
since it causes loss of generalization.

Later in this chapter we will focus on various Bayesian models, frequently utilised in medi‐
cine and in health management, using the parametric approach to define the decision rule.
After a brief description of each model, we will show an applicative example bringing out
the main strengths and weaknesses of the various models.

4. The Bayes linear classifier

In many cases the class-conditional probability functions are assumed to be Gaussian, that is
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where μi is the mean of class ωi, Σi the covariance matrix, q the dimension of the observation
vector (i.e. the number of features used). |Σi| indicates the determinant of Σi and superscript
T indicates matrix transposition.

In this condition the problem to be solved is the estimation of μi and Σi. Therefore, the num‐
ber of parameters to be estimated to identify p(x|ωi) is equal to q(q+3)/2, which corresponds
to q parameters of the mean vector and q(q+1)/2 parameters of the covariance matrix. The
greater the number q of features, the greater the number of parameters to be estimated to
define the normal class-conditional probability function. Of course, given a set of training
data, the accuracy of model parameter estimates rapidly worsens as q increases, leading to a
significant loss in generalization capacity.

A simplifying hypothesis that is often made is to assume that the two classes have identical
covariance matrices (homoscedasticity), which, as said above, leads to obtain a linear deci‐
sion boundary. In fact, in this case the decision rule in equation 5 can be rewritten as
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where Σ = Σ1 = Σ2.

Under this hypothesis, the total number of parameters to be estimated to define the decision
rule for a two-class problem becomes q(q+5)/2.

The Bayes linear classifier is a simple approach, but, in the Bayes sense, it is optimal only for
normal distributions with equal covariance matrices of the classes. However, in many cases,
the simplicity and robustness of the linear model compensate the loss of performance occa‐
sioned by non-normality or non-homoscedasticity.

This type of model has been used for estimating morbidity probability after heart surgery
[13]. The classifier was developed and tested analysing data acquired in a set of 1090 pa‐
tients who underwent coronary artery bypass grafting and were admitted to the intensive
care unit (ICU) of the University Hospital of Siena (Italy) over a period of three years (2002–
2004). A collection of 78 preoperative, intraoperative and postoperative variables were con‐
sidered as likely risk predictors, that could be associated with morbidity development in the
ICU. A dichotomous (binary) variable was chosen as ICU outcome (morbidity). Data was
ranked chronologically on the basis of patient hospital discharge and organized in a data‐
base. The database was divided into two sets of equal size (545 cases each): a training set
consisting of patients in odd positions in the original ranked database and a testing set con‐
sisting of the other patients, that is, those in even positions in the original database. To en‐
sure that alternate allocation of cases did not introduce systematic sampling errors, training
and testing data was compared using statistical significance tests. Before developing the for‐
mal decision-model, a feature selection was performed, which reduced the variables from 78
to 8, thus the number of parameters estimated from the training set to identify the two class-
conditional probability functions was equal to 52.

Discrimination capacity was quantified by AUC estimated on bootstrap data. For testing da‐
ta, the 95% confidence interval (CI) of AUC was also calculated. Generalization was evaluat‐
ed as the percentage difference in AUC between training and testing data. The AUC values
were equal to 0.815 and 0.778 for training and testing sets, respectively, while CI for testing
data was equal to [0.722-0.831]. The percentage difference in AUC between training and test‐
ing data was 4.5%.
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tions, using an unstructured (nonparametric) approach. The nonparametric approach is
complex and its description is not an objective of our discussion. The reader interested in
this topic can find an exhaustive treatment of the problem in the specific literature [12].

Generalization is an issue of crucial importance for decision models which were designed on
a training set. It is defined as the capacity of the model to maintain the same performance on
data not used for training, but belonging to the same population. It is therefore estimated by
testing model performance on a different set of available experimental data (testing data).
The model generalizes well when the decision errors in testing and training data sets do not
differ significantly. From this point of view, the optimal model is the simplest possible mod‐
el designed on training data which shows the highest possible performance on any other
equally representative set of testing data. Excessively complex models tend to overfit, which
means they show an error on the training data significantly lower than on the testing data.
Overfit is a sort of data storage precluding the learning of decision rules. It must be avoided
since it causes loss of generalization.

Later in this chapter we will focus on various Bayesian models, frequently utilised in medi‐
cine and in health management, using the parametric approach to define the decision rule.
After a brief description of each model, we will show an applicative example bringing out
the main strengths and weaknesses of the various models.

4. The Bayes linear classifier

In many cases the class-conditional probability functions are assumed to be Gaussian, that is
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where μi is the mean of class ωi, Σi the covariance matrix, q the dimension of the observation
vector (i.e. the number of features used). |Σi| indicates the determinant of Σi and superscript
T indicates matrix transposition.

In this condition the problem to be solved is the estimation of μi and Σi. Therefore, the num‐
ber of parameters to be estimated to identify p(x|ωi) is equal to q(q+3)/2, which corresponds
to q parameters of the mean vector and q(q+1)/2 parameters of the covariance matrix. The
greater the number q of features, the greater the number of parameters to be estimated to
define the normal class-conditional probability function. Of course, given a set of training
data, the accuracy of model parameter estimates rapidly worsens as q increases, leading to a
significant loss in generalization capacity.

A simplifying hypothesis that is often made is to assume that the two classes have identical
covariance matrices (homoscedasticity), which, as said above, leads to obtain a linear deci‐
sion boundary. In fact, in this case the decision rule in equation 5 can be rewritten as
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where Σ = Σ1 = Σ2.

Under this hypothesis, the total number of parameters to be estimated to define the decision
rule for a two-class problem becomes q(q+5)/2.

The Bayes linear classifier is a simple approach, but, in the Bayes sense, it is optimal only for
normal distributions with equal covariance matrices of the classes. However, in many cases,
the simplicity and robustness of the linear model compensate the loss of performance occa‐
sioned by non-normality or non-homoscedasticity.

This type of model has been used for estimating morbidity probability after heart surgery
[13]. The classifier was developed and tested analysing data acquired in a set of 1090 pa‐
tients who underwent coronary artery bypass grafting and were admitted to the intensive
care unit (ICU) of the University Hospital of Siena (Italy) over a period of three years (2002–
2004). A collection of 78 preoperative, intraoperative and postoperative variables were con‐
sidered as likely risk predictors, that could be associated with morbidity development in the
ICU. A dichotomous (binary) variable was chosen as ICU outcome (morbidity). Data was
ranked chronologically on the basis of patient hospital discharge and organized in a data‐
base. The database was divided into two sets of equal size (545 cases each): a training set
consisting of patients in odd positions in the original ranked database and a testing set con‐
sisting of the other patients, that is, those in even positions in the original database. To en‐
sure that alternate allocation of cases did not introduce systematic sampling errors, training
and testing data was compared using statistical significance tests. Before developing the for‐
mal decision-model, a feature selection was performed, which reduced the variables from 78
to 8, thus the number of parameters estimated from the training set to identify the two class-
conditional probability functions was equal to 52.

Discrimination capacity was quantified by AUC estimated on bootstrap data. For testing da‐
ta, the 95% confidence interval (CI) of AUC was also calculated. Generalization was evaluat‐
ed as the percentage difference in AUC between training and testing data. The AUC values
were equal to 0.815 and 0.778 for training and testing sets, respectively, while CI for testing
data was equal to [0.722-0.831]. The percentage difference in AUC between training and test‐
ing data was 4.5%.
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5. The Bayes quadratic classifier

When the class-conditional probability functions are assumed to be Gaussian, but the two
classes have not identical covariance matrices, a Bayes quadratic classifier should be em‐
ployed. In this case, the decision rule in equation 5 can be expressed as a quadratic function
of the observation vector x as

(9)

which identifies a non linear (quadratic) boundary. The Bayes quadratic classifier in equa‐
tion 9 requires the estimation of q(q+3) parameters from the training set.

Also this type of model has been used for estimating the probability of morbidity after heart
surgery in the same set of 1090 patients who underwent coronary artery bypass in the Uni‐
versity Hospital of Siena over the period 2002–2004 [13]. The quadratic model was devel‐
oped and tested using the same training and testing sets which were employed to define the
linear model above-discussed. In this case the procedure of feature selection reduced the
variables from 78 to only 3 features, thus the number of parameters to be estimated from the
training set was equal to 18. For the quadratic model the AUC values were equal to 0.780
and 0.785 for training and testing sets, respectively, while the 95% confidence interval of
AUC, calculated in the testing set, was equal to [0.738-0.832].

The above results indicated that both linear and quadratic Bayesian classifiers had accepta‐
ble discrimination capacities on test data, because their AUC was always greater that 0.7 and
less than 0.8 [14]. However, the quadratic model showed a greater power of generalization,
because the AUC values calculated in the training and testing sets were nearly identical.
This may be due to two causes:

1. the quadratic model, which releases the assumption of identical covariance matrices, is
better suited to the actual probabilistic structure of the problem,

2. the number of parameters to be estimated from the training set for the quadratic model
is smaller than that of the linear model (18 vs. 52), thanks to the smaller number of fea‐
tures needed to define the model.

6. The naïve Bayes approach

Even if the Gaussian assumption is correct, when the number of features necessary to define
the decision rule is high, the previous linear and quadratic Bayesian models can lead to un‐
satisfactory results, due to the large number of parameters that must be estimated from the

Current Topics in Public Health24

training data to identify the class-conditional probability functions. In these cases one way
to try to solve the problem is to use a naïve Bayes approach.

The naïve Bayes approach assumes that the features are all conditionally independent of one
another within each class [15]. Consequently, given a q-dimensional observation vector x =
(x1, x2,.…., xq) and two classes ω1 and ω2, the a posteriori probabilities of equation 2 can be
rewritten as
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where p(xj |ωi) is the class-conditional probability of feature xj (j=1,2,….,q) conditioned on ωi.

This assumption dramatically simplifies the problem of estimation from training data. In
fact one-dimensional class-conditional distributions can be estimated for each feature indi‐
vidually,  reducing  a  multidimensional  task  to  a  number  of  one-dimensional  tasks.  De‐
spite  its  simplicity,  the  naïve  Bayes  classifier  can  often  outperform  more  sophisticated
classification methods and shows good average performance in terms of classification ac‐
curacy,  even when the assumption of independence does not hold [16-18].  Actually,  the
naïve Bayes  classifier  estimates  the  parameters  required for  accurate  classification using
less training data than many other classifiers. This makes it particularly effective for data‐
sets containing many features.

A naïve Bayes classifier is generally easy to understand and its induction is extremely fast if
all features are discrete. In particular, for each class ωi, a discrete feature xj with K values
(d1j, d2j,.…., dKj) can be simply characterized by the K-dimensional vector [P(d1j | ωi), P(d2j |
ωi),.…., P(dKj | ωi)] describing the class-conditional probability of this variable. In these con‐
ditions the class-conditional probability functions in equation 10 can be estimated by fre‐
quency counts from the training set.

A similar scheme may also be used when the feature set contains discrete and/or continuous
variables. In this case, each continuous feature xj can be discretized by grouping the observa‐
tions of the whole training set into M groups of equal size (quantile intervals), denoted Q1j,
Q2j,.…., QMj. Thus, the continuous feature xj is also characterized by class-conditional proba‐
bility vectors [P(Q1j | ωi), P(Q2j | ωi),.…., P(QMj | ωi)] where P(Qhj | ωi) (h = 1,2,….,M) is the
probability that xj lies in the quantile interval Qhj conditioned on ωi [i = 1,2].

Recently, a naïve Bayes classifier was used to develop a locally-customized model for plan‐
ning transfusion requirements in cardiac surgery [19]. The procedure allows transfusion
planning to be designed and customized to a specific clinical setting on the basis of local
available evidence. The size of the sample used in the study was 3182 patients.

The available patient sample was divided into two classes:
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5. The Bayes quadratic classifier

When the class-conditional probability functions are assumed to be Gaussian, but the two
classes have not identical covariance matrices, a Bayes quadratic classifier should be em‐
ployed. In this case, the decision rule in equation 5 can be expressed as a quadratic function
of the observation vector x as

(9)

which identifies a non linear (quadratic) boundary. The Bayes quadratic classifier in equa‐
tion 9 requires the estimation of q(q+3) parameters from the training set.

Also this type of model has been used for estimating the probability of morbidity after heart
surgery in the same set of 1090 patients who underwent coronary artery bypass in the Uni‐
versity Hospital of Siena over the period 2002–2004 [13]. The quadratic model was devel‐
oped and tested using the same training and testing sets which were employed to define the
linear model above-discussed. In this case the procedure of feature selection reduced the
variables from 78 to only 3 features, thus the number of parameters to be estimated from the
training set was equal to 18. For the quadratic model the AUC values were equal to 0.780
and 0.785 for training and testing sets, respectively, while the 95% confidence interval of
AUC, calculated in the testing set, was equal to [0.738-0.832].

The above results indicated that both linear and quadratic Bayesian classifiers had accepta‐
ble discrimination capacities on test data, because their AUC was always greater that 0.7 and
less than 0.8 [14]. However, the quadratic model showed a greater power of generalization,
because the AUC values calculated in the training and testing sets were nearly identical.
This may be due to two causes:

1. the quadratic model, which releases the assumption of identical covariance matrices, is
better suited to the actual probabilistic structure of the problem,

2. the number of parameters to be estimated from the training set for the quadratic model
is smaller than that of the linear model (18 vs. 52), thanks to the smaller number of fea‐
tures needed to define the model.

6. The naïve Bayes approach

Even if the Gaussian assumption is correct, when the number of features necessary to define
the decision rule is high, the previous linear and quadratic Bayesian models can lead to un‐
satisfactory results, due to the large number of parameters that must be estimated from the
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training data to identify the class-conditional probability functions. In these cases one way
to try to solve the problem is to use a naïve Bayes approach.

The naïve Bayes approach assumes that the features are all conditionally independent of one
another within each class [15]. Consequently, given a q-dimensional observation vector x =
(x1, x2,.…., xq) and two classes ω1 and ω2, the a posteriori probabilities of equation 2 can be
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where p(xj |ωi) is the class-conditional probability of feature xj (j=1,2,….,q) conditioned on ωi.

This assumption dramatically simplifies the problem of estimation from training data. In
fact one-dimensional class-conditional distributions can be estimated for each feature indi‐
vidually,  reducing  a  multidimensional  task  to  a  number  of  one-dimensional  tasks.  De‐
spite  its  simplicity,  the  naïve  Bayes  classifier  can  often  outperform  more  sophisticated
classification methods and shows good average performance in terms of classification ac‐
curacy,  even when the assumption of independence does not hold [16-18].  Actually,  the
naïve Bayes  classifier  estimates  the  parameters  required for  accurate  classification using
less training data than many other classifiers. This makes it particularly effective for data‐
sets containing many features.

A naïve Bayes classifier is generally easy to understand and its induction is extremely fast if
all features are discrete. In particular, for each class ωi, a discrete feature xj with K values
(d1j, d2j,.…., dKj) can be simply characterized by the K-dimensional vector [P(d1j | ωi), P(d2j |
ωi),.…., P(dKj | ωi)] describing the class-conditional probability of this variable. In these con‐
ditions the class-conditional probability functions in equation 10 can be estimated by fre‐
quency counts from the training set.

A similar scheme may also be used when the feature set contains discrete and/or continuous
variables. In this case, each continuous feature xj can be discretized by grouping the observa‐
tions of the whole training set into M groups of equal size (quantile intervals), denoted Q1j,
Q2j,.…., QMj. Thus, the continuous feature xj is also characterized by class-conditional proba‐
bility vectors [P(Q1j | ωi), P(Q2j | ωi),.…., P(QMj | ωi)] where P(Qhj | ωi) (h = 1,2,….,M) is the
probability that xj lies in the quantile interval Qhj conditioned on ωi [i = 1,2].

Recently, a naïve Bayes classifier was used to develop a locally-customized model for plan‐
ning transfusion requirements in cardiac surgery [19]. The procedure allows transfusion
planning to be designed and customized to a specific clinical setting on the basis of local
available evidence. The size of the sample used in the study was 3182 patients.

The available patient sample was divided into two classes:
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a. class of negative patients: patients who received no red blood cells in the intensive care
unit after cardiac surgery (1107 patients),

b. class of positive patients: patients who received at least one pack of red blood cells (2075
patients).

Firstly, eleven dichotomous variables and six continuous variables were chosen as a set of
likely independent predictors for planning transfusion quantities on the basis of qualitative
evidence and previous knowledge. Univariate statistical analysis was then performed for
each potential predictor in order to assess statistical differences between the classes of pa‐
tients. Two dichotomous variables did not show statistically significant differences between
classes and were eliminated from classifier design. Therefore fifteen variables giving statisti‐
cal differences between the classes were used as features to design the naïve Bayes classifier.

Before developing the naïve Bayes classifier, the six continuous features were rendered dis‐
crete by dividing each into ten intervals of equal frequency. This was done by identifying
the deciles for the whole sample of patients.

In order to evaluate the performance of this decision model, a confusion matrix was generat‐
ed by the leave-one-out method, according to which each case in the training set is analysed
by a classifier trained using the rest of the cases (Table 1). The overall classification accuracy
was 73.7% and its corresponding 99% confidence interval was [71.7%, 75.7%].

The results shown in Table 1 reveal that although the naïve Bayes classifier cannot exactly
distinguish negative from positive patients, it correctly classified about three-quarters of cas‐
es with a SE of 71.2% and a SP of 78.4%. Thus it seems to provide useful additional informa‐
tion for recognizing patients with transfusion requirements.

Predicted class Correct classification

percentage

Positive Negative

Actual class Positive 1478 597 71.2% (SE)

Negative 239 868 78.4% (SP)

Overall correct-classification percentage: 73.7%

99% confidence interval: [71.7%, 75.7%]

Table 1. Confusion matrix and correct-classification percentages obtained by the leave-one-out method. SE =
Sensitivity, SP = Specificity

7. Naïve Bayes classifiers and scoring systems

Part of the difficulty of medicine is to turn qualitative judgments into quantitative assess‐
ments. To face this problem, physicians have often proposed scoring systems with the intent
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to summarize a set of items by means of a quantitative score. While scoring systems should
never be used in place of a physician’s judgment, they are undoubtedly very simple and at‐
tractive tools to analyse data and to use as decision-support systems.

The idea of using scoring systems in public health issues goes back many years ago. For ex‐
ample, in 1911, Hill suggested an elementary score system for determining the real relative
importance of the different infectious diseases [20].

At first the methodology used to develop scoring systems was rather empirical, but over
time the design of such systems has made use of more reliable quantitative techniques. Al‐
though different methodologies can be used, a naïve Bayes approach can represent a
straightforward way to develop trustworthy scoring systems. In fact, in the presence of dis‐
crete (qualitative or quantitative) variables and discretized continuous variables, equation 10
can be rewritten as
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where q1 and q2 are the number of discrete and continuous features, respectively, (q1 + q2 =
q), dxj is the value of the j-th discrete variable and Qxj the quantile interval containing the j-th
continuous variable.
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Writing equation 12 in logarithmic form, the decision rule is
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We can note that S is a sum of q addends
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where wxj (j = 1,2,….,q) can be regarded as terms separately weighing the information given
by each feature xj. These weights are log-likelihood ratios, which can be determined from
the training set. S is the total score: if S is less than ln [P(ω2)/P(ω1)], the observation vector x
is classified in ω2, otherwise x is classified in ω1. ln [P(ω2)/P(ω1)] is the threshold value, inde‐
pendent of x, which is equal to 0 when P(ω1) = P(ω2).

In conclusion, the decision rule in equation 13 defines a scoring system corresponding to a
naïve Bayes classifier.

8. Bayesian networks

The simplicity and surprisingly high accuracy of the naïve Bayes classifier have led to its
wide use, and to many attempts to extend it. In particular, naïve Bayes is a special case of a
Bayesian network.

Bayesian networks are a flexible tool particularly suited to problem-solving [21]. They are
graphic probability models of knowledge that lend themselves to modelling in situations of
uncertainty. For example, a Bayesian network could represent the probabilistic relationships
between diseases and symptoms. Thus, given symptoms, the Bayesian network can be used
to compute the probabilities of the presence of different diseases.

A Bayesian network is a directed acyclic graph, in which nodes represent random variables
and arcs represent conditional dependencies between variables. Each nodes is associated
with a probability table. The probability of a node can be calculated when the values of its
incoming nodes are known. To describe a Bayesian network we need to specify the graph
structure and the values of each probability table based on data.

The example in figure 3 shows a simple Bayesian network in which the various nodes are
represented as circles and the corresponding variables are dichotomous and therefore dis‐
crete. The arc between nodes A and C with arrow in direction A to C, indicates that A has an
influence on C (A is parent of C). The lack of an arc between two nodes indicates their con‐
ditional independence: for example, nodes C and D are independent of each other.

Each node has quantitative probability information. Nodes with parents (nodes C and D in
figure 3) are characterised by a conditional probability table that defines the effects of the
parents on the node, whereas nodes without parents (nodes A and B) are associated with a
probability a priori. Thus P(A) is the probability of event A and xĀB is the probability of
event C if event B occurs but not event A. Once the topology of the Bayesian network has
been determined, the conditional probability distribution of all variables and their parents
must be specified.
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Figure 3. Simple example of Bayesian network with four nodes, two of which (nodes C and D) have parents.

The procedures required to develop and use models based on Bayesian networks may be
not simple, but there is a number of commercial software packages. Information about vari‐
ous software packages available for Bayesian networks is provided by Murphy [22].

Learning the structure of a Bayesian network from data can be a critical point. An alterna‐
tive approach can be to combine statements about the structure of Bayesian network from
multiple experts into a single structure that more closely captures the dependencies in the
domain. This structure is then refined, and its parameters estimated, using standard Bayesi‐
an network learning algorithms.

Bayesian networks can be applied to study major public health problems [23-25]. For illus‐
trative purposes, we will start with a brief description of a fairly complex Bayesian network
that has been proposed as a model of heart disease by researchers at the University of South
Carolina [26]. Although, as the authors point out, the model is merely a prototype, it lends
itself well to being used to explain the operation of a Bayesian network. The Bayesian net‐
work structure is shown in figure 4.

The structure proposed shows that the heart disease has five parents (adverse medicine,
high blood pressure, atherosclerosis, family history and serum selenium). Two of these (ad‐
verse medicine and family history) have no parents, while the remaining three (high blood
pressure, atherosclerosis and serum selenium) are, in turn, nodes with parents. In particular,
atherosclerosis has four parents, three of which (high serum triglycerides, high serum LDL
cholesterol and cholesterol/HDL) are influenced by the type of diet. Absence of moderate ex‐
ercise directly influences the atherosclerosis. The structure in figure 4 also shows that heart
disease influences four variables (ECG, angina pectoris, myocardial infarction and heart beat
rate).
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Figure 4. Bayesian network structure of the model of heart disease.

The above analysis indicates that the Bayesian network structure alone can be seen as a kind
of mental map, i.e. as a diagram in which concepts are presented in graphic form. Of course,
the diagram provides only qualitative information, but, by associating each node with a
probability table, it is possible to obtain precise quantitative information on the whole sys‐
tem operation. For example, on the basis of their data, the authors found that the conditional
probability of atherosclerosis is equal to 0.84 when moderate exercise is absent and serum
triglycerides, serum LDL cholesterol and cholesterol HDL ratio are high [26]. The condition‐
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al probability of atherosclerosis drops to 0.20 when moderate exercise is present and serum
triglycerides, serum LDL cholesterol and cholesterol HDL ratio are low [26].

Actually heart disease is a very complex system and the network shown above, despite its
eighteen nodes, is a very simplified model that does not take into account important factors.
For example, there is a significant chance that some inhibitor prevents atherosclerosis when
serum triglycerides are high. Therefore the network in figure 4 is a useful example for ex‐
plaining the operation of a Bayesian network, but does not lend itself to assess the actual
strength of this approach.

Figure 5. Bayesian network representing the medical gas plant control system. Events L, D, A, J and M represent low
oxygen, defects in the distribution system, alarm rings, janitor calls and maintenance centre calls.

The strength of the approach is well illustrated by the Bayesian network which has been de‐
veloped at the University Hospital of Siena (Italy) for assessing the performance of a control
system of the medical gas plant (figure 5). The network takes into consideration a medical
gas system connected to an alarm. The alarm rings when the pressure of oxygen falls below
safety level in the main tank, but it may also ring for defects in the distribution system, such
as a leaking pipe.

The alarm rings in two places, the janitor’s lodge and the maintenance centre, which are re‐
sponsible for calling the crisis unit. Both these places may commit errors in activating the
crisis unit. For example, the janitor may not hear the alarm because he is busy giving infor‐
mation to users, or the maintenance centre may not hear it because of boiler noise. The net‐
work is a representation of a real situation where uncertainty exists. In other words, the
network does not directly model the fact that the janitor is busy giving information to users
or that the maintenance centre is noisy. These factors (and an infinite number of others) are
summarised by the uncertainty associated with the links between the nodes “alarm rings”
and “janitor calls” and between “alarm rings” and “maintenance centre calls”. The probabil‐
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ity tables therefore enable an enormous set of circumstances to be summarised by an ap‐
proximate model of a much more complex situation.

Once the Bayesian network and the probability tables have been specified, it is possible to
evaluate the effective reliability of the hospital system in monitoring the medical gas plant,
allowing answers to be given to questions about its actual functioning. For example, impor‐
tant questions to be answered can be:

a. What is the probability that the crisis unit is called by at least one of the two places
where the alarm rings when the oxygen in the tank is insufficient or when the distribu‐
tion system is damaged?

b. What is the probability that the oxygen system has neither of these problems when the
crisis unit is called by the janitor (false alarm by janitor)?

c. What is the probability that the oxygen is insufficient or the oxygen system damaged
when the janitor calls the crisis unit?

When the calculations are done, it emerges that the probability that the crisis unit be called
when oxygen is low is 97.5%. Similarly, the probability that the janitor or the maintenance
centre call the crisis unit for damage to the system is 96.5%. Actually in this example the
alarm system is not infallible, because when the problem is low oxygen pressure in the tank
there is a 98% probability of the alarm ringing and that probability falls to 97% when the
problem is a defect in the distribution system (see table in figure 5). Consequently the above
results suggest that the protocol in place to call the crisis unit (janitor plus maintenance cen‐
tre) is efficient.

However, when the performance of the protocol is further evaluated, some criticalities
emerge. The model makes it possible to determine that once the janitor has called the crisis
unit, there is a 6.5% probability of sufficient oxygen and no damage to the oxygen distribu‐
tion system, which is no longer negligible. This important discovery is not immediately ob‐
vious from the design of the system and the reliability of the various components (alarm,
janitor and maintenance centre) taken separately. The result is actually due to the fact that
the absolute probabilities of low oxygen and system damage are very small (0.001 and 0.002,
respectively), because these events occur very rarely. Assuming a very rare event, even if the
probability that the janitor calls in the absence of alarm ring is almost zero (0.0001), the net‐
work points out that a call from the janitor does not mean certainty or almost certainty of a
problem in the system. In other words, there is a non negligible probability (about 6.5%) of
there being neither low oxygen nor damages when the janitor calls. This weakness is inher‐
ent to the system but does not have particularly serious consequences, because the only ef‐
fect is that in some cases the crisis unit alerted by the janitor will not find any problem in the
plant. Since this would rarely happen, its cost is very low.

The answer to the third question shows that once the janitor has called the crisis unit, the
probability that oxygen is low in the main tank is about 31.5% and that the distribution sys‐
tem is damaged about 62%. This difference is due to the fact that while both events are rare,
system damage has twice the probability a priori of low oxygen (0.002 vs. 0.001).
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In summary, the response of the Bayesian network to the above questions indicates that in
the case of problems, the protocol provides a very efficient response, practically equivalent
to that of a pure alarm device, but a call from the janitor may sometimes be a false alarm.

9. Conclusion

The Bayesian approach is a way of formulating and dealing with problems where decisions
have to be made under a state of uncertainty. This situation is very frequent in problems of
medical decision-making.

Although Bayes's theorem was published in 1763, the use of Bayesian techniques to develop
decision-support systems in medicine and health management is recent. The design of a relia‐
ble Bayesian model often requires the use of complex algorithms and its development may in‐
volve not trivial calculations. This presented a barrier to the use of the Bayesian approach until
the development of numerical methods and powerful computers during the late 20th century.

The advantages of the Bayesian approach are that it offers intuitive and meaningful infer‐
ences, that it gives the ability to tackle complex problems and that it allows the incorpora‐
tion of prior information in addition to the data. In particular, the simple and intuitive
nature of the Bayes’s theorem as a mechanism for synthesising information and updating
personal beliefs is an attractive feature, which has facilitated its spread in the medical field.

In conclusion, although the Bayesian approach is not the only way to tackle the problem of
decision making under uncertainty, it is undoubtedly a very useful tool to be used in medi‐
cine and health management, because it allows the professional to make decisions on ration‐
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ity tables therefore enable an enormous set of circumstances to be summarised by an ap‐
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In summary, the response of the Bayesian network to the above questions indicates that in
the case of problems, the protocol provides a very efficient response, practically equivalent
to that of a pure alarm device, but a call from the janitor may sometimes be a false alarm.

9. Conclusion

The Bayesian approach is a way of formulating and dealing with problems where decisions
have to be made under a state of uncertainty. This situation is very frequent in problems of
medical decision-making.

Although Bayes's theorem was published in 1763, the use of Bayesian techniques to develop
decision-support systems in medicine and health management is recent. The design of a relia‐
ble Bayesian model often requires the use of complex algorithms and its development may in‐
volve not trivial calculations. This presented a barrier to the use of the Bayesian approach until
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1. Introduction

A central problem in natural science is identifying general laws of cause and effect. Medical
science is devoted to revealing causal relationships in humans [1]. The framework for causal
inference applied in epidemiology can contribute substantially to clearly specifying and testing
causal hypotheses. In some situations, conditioning on an intermediate, which may be between
the cause (exposure) and effect (outcome), is of concern for biomedical researchers and public
health practitioners [2-4]. In particular, there is a conflict in the perinatal epidemiology
literature between the desire to obtain birth-weight-specific associations [5-7] and increasing
awareness that conditioning on this variable can give rise to severe biases [8-11]. The difficulty
arises because birth weight may be on a pathway from the exposure of interest to the perinatal
outcome. For example, if the exposure is maternal smoking and the outcome is infant mortality,
maternal smoking may partly affect infant mortality through its effects on fetal growth or on
the timing of delivery, thereby potentially through the intermediate, birth weight. In an
analysis conditioned on an intermediate, without controlling for the common causes of the
intermediate and the outcome, biased results and paradoxical findings can emerge [2-4,12].

It has been reported that maternal smoking appears to have a protective effect against infant
mortality among infants with low birth weight [13-15]. This perplexing association is often
referred to as the birth-weight paradox. This relationship is exemplified by data from cohort-
linked birth certificate and infant mortality files for 1997 from the National Center for Health
Statistics (NCHS), which are complete files for all US births in 1997 with a 1-year follow-up
for infant mortality. Table 1 gives infant mortality statistics stratified by smoking and low-
birth weight [16]. In this table, only singletons are included, smoking status is dichotomized
(any smoking during pregnancy versus none), and low birth weight is defined as a birth weight
of less than 2,500 g. In the whole population, the crude risk difference was 9.9 – 5.9 = 4.0 (95%

© 2013 Chiba and Suzuki; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
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confidence interval [CI]: 3.7, 4.4) per 1,000 live births. However, when we stratified the analysis
by birth weight (a potential intermediate between maternal smoking and infant mortality), the
risk difference was 4.9 – 2.4 = 2.5 (95% CI: 2.3, 2.7) per 1,000 live births in the subpopulation
with birth weight ≥ 2,500 g, whereas it was 51.5 – 64.1 = –12.6 (95% CI: –15.0, –10.1) per 1,000
live births in the subpopulation with birth weight < 2,500 g, seemingly illustrating the birth-
weight paradox.

Infant mortality

Live birth Infant death Deaths per 1,000

Birth weight

≥ 2,500 ga

Smoker 353,335 1,729 4.9

Non-smoker 2,453,633 5,838 2.4

Birth weight

< 2,500 gb

Smoker 40,383 2,192 51.5

Non-smoker 137,154 9,387 64.1

Overallc
Smoker 393,830 3,950 9.9

Non-smoker 2,591,452 15,384 5.9

Total 3,749,676 23,693 6.3

aMissing information on 40,747 women.

bMissing information on 727,384 women.

cMissing information on 768,753 women.

Table 1. Infant mortality (number of deaths per 1,000 live births) among women with singleton pregnancies in the
1997 cohort-linked birth certificate infant mortality files from the National Center for Health Statistics, by birth weight
and smoking status

The apparent protective effect of maternal smoking among low-birth-weight infants is an artifact
of  conditioning  on  an  intermediate  without  adequate  control  for  intermediate-outcome
confounding [8]. In the birth-weight paradox, in addition to maternal smoking, birth defects can
be a cause of both low birth weight and infant mortality (Figure 1), but birth defects were not
considered in the analysis. For mothers who are smokers and have low-birth-weight infants, the
low birth weight could either be a consequence of smoking or a birth defect. For mothers who
are non-smokers and have low-birth-weight infants, the low birth weight cannot be a conse‐
quence of smoking, and some other cause must be operating [8]. Thus, a comparison of smoking
and  non-smoking  mothers  without  controlling  for  birth  defects  will  artificially  bias  the
comparison. For this group of low-birth-weight infants, no smoking and low birth weight
occurring together is more likely to be associated with the presence of a birth defect. This form
of bias is sometimes referred to as collider-stratification bias [17-20] because, on the path A → M
← U → Y, two arrows collide at node M. The intermediate variable does not need to have an
effect on the outcome for such bias to occur (i.e., the dashed arrow from M to Y in Figure 1 is
absent); all that is necessary is for the exposure to affect the intermediate and for there to be an
unmeasured common cause of the intermediate and the outcome. Unfortunately, intermediate-
outcome confounding cannot be eliminated even when the exposure is randomized.
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Figure 1. Diagram illustrating the relationships among an exposure (smoking status: A), an intermediate (birth
weight: M), an outcome (infant mortality: Y), and both measured (C) and unmeasured (U) confounders

A considerable volume of literature highlights the hazards of conditioning on an intermediate
[9,10,21], but the only solution offered to date is to abandon conditioning on the intermediate
altogether. Simply not conditioning on an intermediate will often be the correct way to proceed
with an analysis. When the total effect of the exposure on the outcome is of interest, there is
no reason to condition on an intermediate. In general, conditioning on an intermediate will be
a concern only when other types of effect, such as the direct effect of the exposure on the
outcome (not acting through the intermediate), are considered.

In this chapter, we discuss two analytical approaches to help draw inferences when the effect
of interest may be obtained by conditioning on an intermediate. The two approaches include
(i) the principal stratification approach to assess the principal strata effect (PSE), which is a causal
effect conditioned on the subpopulation of individuals for whom the intermediate would occur
irrespective of exposure status, and (ii) the intervention-based approach to assess the natural
direct effect (NDE), which is a causal effect capturing what would be realized if the exposure
were to occur and its effect on the intermediate were somehow blocked. Each approach has a
different interpretation and different methods for the inference. When sensitivity analysis
techniques are used for the inference, a range of estimates, rather than a single estimate, will
be obtained. As will be discussed later, the two approaches estimate different causal effects,
and the resulting estimates would not be expected to be the same. We illustrate each by
applying it to the NCHS data in Table 1, causing the birth-weight paradox to evaporate. The
approaches are applicable to a variety of similar settings in all areas of epidemiological
research.

This chapter is organized as follows. Section 2 introduces the notation used throughout the
chapter. Section 3 defines the PSE and presents a simple method for sensitivity analysis. The
method is illustrated using the NCHS data. In a similar manner, the NDE is discussed in Section
4. In Section 5, the relationship between these two causal effects is briefly discussed, although
this may be somewhat theoretical. Finally, Section 6 offers some concluding remarks.

2. Notation and concepts

We let A denote the exposure of interest (i.e., maternal smoking status), with A = 1 for a smoking
mother and A = 0 for a non-smoking mother. M is the intermediate (i.e., birth weight), with M
= 1 for a low birth weight (< 2,500 g) and M = 0 for a higher birth weight (≥ 2,500 g). Y is the
outcome of interest (i.e., infant mortality), with Y = 1 for an infant death and Y = 0 for a live
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of  conditioning  on  an  intermediate  without  adequate  control  for  intermediate-outcome
confounding [8]. In the birth-weight paradox, in addition to maternal smoking, birth defects can
be a cause of both low birth weight and infant mortality (Figure 1), but birth defects were not
considered in the analysis. For mothers who are smokers and have low-birth-weight infants, the
low birth weight could either be a consequence of smoking or a birth defect. For mothers who
are non-smokers and have low-birth-weight infants, the low birth weight cannot be a conse‐
quence of smoking, and some other cause must be operating [8]. Thus, a comparison of smoking
and  non-smoking  mothers  without  controlling  for  birth  defects  will  artificially  bias  the
comparison. For this group of low-birth-weight infants, no smoking and low birth weight
occurring together is more likely to be associated with the presence of a birth defect. This form
of bias is sometimes referred to as collider-stratification bias [17-20] because, on the path A → M
← U → Y, two arrows collide at node M. The intermediate variable does not need to have an
effect on the outcome for such bias to occur (i.e., the dashed arrow from M to Y in Figure 1 is
absent); all that is necessary is for the exposure to affect the intermediate and for there to be an
unmeasured common cause of the intermediate and the outcome. Unfortunately, intermediate-
outcome confounding cannot be eliminated even when the exposure is randomized.
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Figure 1. Diagram illustrating the relationships among an exposure (smoking status: A), an intermediate (birth
weight: M), an outcome (infant mortality: Y), and both measured (C) and unmeasured (U) confounders

A considerable volume of literature highlights the hazards of conditioning on an intermediate
[9,10,21], but the only solution offered to date is to abandon conditioning on the intermediate
altogether. Simply not conditioning on an intermediate will often be the correct way to proceed
with an analysis. When the total effect of the exposure on the outcome is of interest, there is
no reason to condition on an intermediate. In general, conditioning on an intermediate will be
a concern only when other types of effect, such as the direct effect of the exposure on the
outcome (not acting through the intermediate), are considered.

In this chapter, we discuss two analytical approaches to help draw inferences when the effect
of interest may be obtained by conditioning on an intermediate. The two approaches include
(i) the principal stratification approach to assess the principal strata effect (PSE), which is a causal
effect conditioned on the subpopulation of individuals for whom the intermediate would occur
irrespective of exposure status, and (ii) the intervention-based approach to assess the natural
direct effect (NDE), which is a causal effect capturing what would be realized if the exposure
were to occur and its effect on the intermediate were somehow blocked. Each approach has a
different interpretation and different methods for the inference. When sensitivity analysis
techniques are used for the inference, a range of estimates, rather than a single estimate, will
be obtained. As will be discussed later, the two approaches estimate different causal effects,
and the resulting estimates would not be expected to be the same. We illustrate each by
applying it to the NCHS data in Table 1, causing the birth-weight paradox to evaporate. The
approaches are applicable to a variety of similar settings in all areas of epidemiological
research.

This chapter is organized as follows. Section 2 introduces the notation used throughout the
chapter. Section 3 defines the PSE and presents a simple method for sensitivity analysis. The
method is illustrated using the NCHS data. In a similar manner, the NDE is discussed in Section
4. In Section 5, the relationship between these two causal effects is briefly discussed, although
this may be somewhat theoretical. Finally, Section 6 offers some concluding remarks.

2. Notation and concepts

We let A denote the exposure of interest (i.e., maternal smoking status), with A = 1 for a smoking
mother and A = 0 for a non-smoking mother. M is the intermediate (i.e., birth weight), with M
= 1 for a low birth weight (< 2,500 g) and M = 0 for a higher birth weight (≥ 2,500 g). Y is the
outcome of interest (i.e., infant mortality), with Y = 1 for an infant death and Y = 0 for a live
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birth. We let C denote a set of baseline characteristics measured prior to or concurrent with
the exposure, and U denote a set of unmeasured confounders between the intermediate (M)
and the outcome (Y) (e.g., birth defects). The relationship among the variables is depicted in
Figure 1. We assume that no confounder exists between A and M or between A and Y (in Figure
1, a direct arrow from C to A is removed), although this assumption is not practical in the
current setting1. Nevertheless, even in cases in which confounders exist between these
variables, theories presented in this chapter hold conditional on the confounders (C).

Using the above notation, a comparison of the infant mortality risks between smoking and
non-smoking mothers with infants of low birth weight can be described as follows:

E Y |A=1, M =1 −E Y |A=0, M =1 ,

where E[Y | A = 1, M = 1] is estimated by the sample mean of Y (i.e., infant mortality risk)
among smoking mothers whose infants had a low birth weight (51.5/1,000) and E[Y | A = 0, M
= 1] is estimated by the sample mean of Y among non-smoking mothers whose infants had a
low birth weight (64.1/1,000). Although simple, this comparison is not a fair comparison
because it compares outcomes for different populations, rather than for the same population
with respect to the effect of maternal smoking status on infant mortality. In the second
population with (A, M) = (0, 1), even if mothers are smokers, the infants may still have a low
birth weight. However, in the first population with (A, M) = (1, 1), if the mothers are non-
smokers, some infants may not have a low birth weight. The subpopulation in which infants
may have a low birth weight from smoking mothers but not from non-smoking mothers is
included in the sample mean when examining smoking mothers whose infants have a low
birth weight, but would not be included in the sample mean when examining non-smoking
mothers whose infants have a low birth weight. To fairly compare the effect of maternal
smoking status in the same population, we need an alternative to the measure described above.

Potential outcomes

Response type Y(1) Y(0) Description

1 1 1 Always birth death

2 1 0 Birth death only with maternal smoking

3 0 1 Birth death only with maternal non-smoking

4 0 0 Never birth death

Table 2. Response types for outcome Y (i.e., infant mortality) and corresponding potential outcomes

To illustrate the ideas, we use the concept of potential (or counterfactual) outcomes [22,23].
We let Y(a) denote the potential outcome for each individual if, possibly contrary to fact, the
exposure were set to level a. When A is binary, the two possible potential outcomes for each
individual are Y(1) and Y(0), which respectively correspond to the outcomes that would have
happened to the individual with and without maternal smoking. Note that for each individual,

1 Unfortunately we do not have access to the full NCHS dataset and can only use the published data [16]. Therefore, we
cannot implement any analyses in which the confounders are taken into account.
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only Y(1) or Y(0) can be observed, depending on the actual exposure status. As a result,
individuals can be classified into four different response types, as enumerated in Table 2. Based
on these potential outcomes, we can describe the population risk of Y in the presence of A as
E[Y(1)] and that in the absence of A as E[Y(0)]. Thus, a causal risk difference in the whole
population is given by

E Y (1) −E Y (0) .

In other words, the above measure quantifies the total effect of A on Y. Under the assumption
that no confounder exists between A and Y, one can infer a causal effect of A on Y by simply
comparing the observed sample mean of Y among smoking mothers (i.e., E[Y | A = 1]) and the
observed sample mean of Y among non-smoking mothers (i.e., E[Y | A = 0]). Thus, the causal
risk difference can be estimated by calculating an associational risk difference as follows:

E Y |A=1 −E Y |A=0 .

In the NCHS data, this measure is calculated as 9.9 – 5.9 = 4.0 per 1,000 live births.

Likewise, we let M(a) denote the potential intermediate for each individual if, possibly contrary
to fact, the exposure were set to level a. Thus, there are two possible potential intermediates,
M(1) and M(0), resulting in four different response types (Table 3). The concept of PSE is closely
related to these response types, as discussed in the following section.

Potential intermediates

Response type M(1) M(0) Description

1 1 1 Always low birth weight

2 1 0 Low birth weight only with maternal smoking

3 0 1 Low birth weight only with maternal non-smoking

4 0 0 Never low birth weight

Table 3. Response types for intermediate M (i.e., birth weight) and corresponding potential intermediates

Finally, we let Y(a,m) denote the potential outcome for each individual if A were set to a and
M were set to m. In this setting, there would be four potential outcomes for each individual,
resulting in 4 × 4 = 16 possible response types [24,25]. Using the concept of these potential
outcomes, PSE and NDE will be defined in Sections 3 and 4.

3. Principal stratification approach

As an alternative to the crude measure, we introduce the principal stratification approach. We
define the PSE in Section 3.1 and present a simple method for the sensitivity analysis under
the assumption in Section 3.2. In Section 3.3, the method is illustrated using the NCHS data.
In Section 3.4, we present a sensitivity analysis formula by relaxing the assumption used in
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birth. We let C denote a set of baseline characteristics measured prior to or concurrent with
the exposure, and U denote a set of unmeasured confounders between the intermediate (M)
and the outcome (Y) (e.g., birth defects). The relationship among the variables is depicted in
Figure 1. We assume that no confounder exists between A and M or between A and Y (in Figure
1, a direct arrow from C to A is removed), although this assumption is not practical in the
current setting1. Nevertheless, even in cases in which confounders exist between these
variables, theories presented in this chapter hold conditional on the confounders (C).

Using the above notation, a comparison of the infant mortality risks between smoking and
non-smoking mothers with infants of low birth weight can be described as follows:

E Y |A=1, M =1 −E Y |A=0, M =1 ,

where E[Y | A = 1, M = 1] is estimated by the sample mean of Y (i.e., infant mortality risk)
among smoking mothers whose infants had a low birth weight (51.5/1,000) and E[Y | A = 0, M
= 1] is estimated by the sample mean of Y among non-smoking mothers whose infants had a
low birth weight (64.1/1,000). Although simple, this comparison is not a fair comparison
because it compares outcomes for different populations, rather than for the same population
with respect to the effect of maternal smoking status on infant mortality. In the second
population with (A, M) = (0, 1), even if mothers are smokers, the infants may still have a low
birth weight. However, in the first population with (A, M) = (1, 1), if the mothers are non-
smokers, some infants may not have a low birth weight. The subpopulation in which infants
may have a low birth weight from smoking mothers but not from non-smoking mothers is
included in the sample mean when examining smoking mothers whose infants have a low
birth weight, but would not be included in the sample mean when examining non-smoking
mothers whose infants have a low birth weight. To fairly compare the effect of maternal
smoking status in the same population, we need an alternative to the measure described above.

Potential outcomes

Response type Y(1) Y(0) Description

1 1 1 Always birth death

2 1 0 Birth death only with maternal smoking

3 0 1 Birth death only with maternal non-smoking

4 0 0 Never birth death

Table 2. Response types for outcome Y (i.e., infant mortality) and corresponding potential outcomes

To illustrate the ideas, we use the concept of potential (or counterfactual) outcomes [22,23].
We let Y(a) denote the potential outcome for each individual if, possibly contrary to fact, the
exposure were set to level a. When A is binary, the two possible potential outcomes for each
individual are Y(1) and Y(0), which respectively correspond to the outcomes that would have
happened to the individual with and without maternal smoking. Note that for each individual,

1 Unfortunately we do not have access to the full NCHS dataset and can only use the published data [16]. Therefore, we
cannot implement any analyses in which the confounders are taken into account.
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only Y(1) or Y(0) can be observed, depending on the actual exposure status. As a result,
individuals can be classified into four different response types, as enumerated in Table 2. Based
on these potential outcomes, we can describe the population risk of Y in the presence of A as
E[Y(1)] and that in the absence of A as E[Y(0)]. Thus, a causal risk difference in the whole
population is given by

E Y (1) −E Y (0) .

In other words, the above measure quantifies the total effect of A on Y. Under the assumption
that no confounder exists between A and Y, one can infer a causal effect of A on Y by simply
comparing the observed sample mean of Y among smoking mothers (i.e., E[Y | A = 1]) and the
observed sample mean of Y among non-smoking mothers (i.e., E[Y | A = 0]). Thus, the causal
risk difference can be estimated by calculating an associational risk difference as follows:

E Y |A=1 −E Y |A=0 .

In the NCHS data, this measure is calculated as 9.9 – 5.9 = 4.0 per 1,000 live births.

Likewise, we let M(a) denote the potential intermediate for each individual if, possibly contrary
to fact, the exposure were set to level a. Thus, there are two possible potential intermediates,
M(1) and M(0), resulting in four different response types (Table 3). The concept of PSE is closely
related to these response types, as discussed in the following section.

Potential intermediates

Response type M(1) M(0) Description

1 1 1 Always low birth weight

2 1 0 Low birth weight only with maternal smoking

3 0 1 Low birth weight only with maternal non-smoking

4 0 0 Never low birth weight

Table 3. Response types for intermediate M (i.e., birth weight) and corresponding potential intermediates

Finally, we let Y(a,m) denote the potential outcome for each individual if A were set to a and
M were set to m. In this setting, there would be four potential outcomes for each individual,
resulting in 4 × 4 = 16 possible response types [24,25]. Using the concept of these potential
outcomes, PSE and NDE will be defined in Sections 3 and 4.

3. Principal stratification approach

As an alternative to the crude measure, we introduce the principal stratification approach. We
define the PSE in Section 3.1 and present a simple method for the sensitivity analysis under
the assumption in Section 3.2. In Section 3.3, the method is illustrated using the NCHS data.
In Section 3.4, we present a sensitivity analysis formula by relaxing the assumption used in
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Section 3.2, although the form may not be simple. The derivations of the equations and
inequalities presented in this section are given in Appendix 1.

3.1. Principal strata effect

One approach to making a fair comparison involves assessing the effect of the exposure on the
outcome among the subpopulation for which the intermediate would be present irrespective
of the exposure status. For example, we might be interested in the effect among the subpopu‐
lation for which infants would have a low birth weight irrespective of maternal smoking status.
This subpopulation for which the intermediate will occur irrespective of the exposure is
sometimes referred to as a principal stratum [26]. More generally, a principal stratum is a
subpopulation defined by the joint potential intermediates (M(0), M(1)). If exposure A and
intermediate M are binary, there are four possible principal strata:

i. Those for which the intermediate will occur irrespective of exposure status: always
low birth weight (response type 1 in Table 3);

ii. Those for which the intermediate will occur with exposure but not without exposure:
low birth weight only with maternal smoking (response type 2 in Table 3);

iii. Those for which the intermediate will occur without exposure but not with exposure:
low birth weight only with maternal non-smoking or defiers (response type 3 in Table
3); and

iv. Those for which the intermediate will not occur irrespective of exposure status: never
low birth weight (response type 4 in Table 3).

If we are interested in whether maternal smoking has a protective effect among low-birth-
weight infants, one potentially relevant question within the context of principal stratification
is whether maternal smoking has a protective effect among the subpopulation in which infants
would have a low birth weight irrespective of maternal smoking status (M(0) = 1, M(1) = 1).
This effect is referred to as a PSE or a principal stratum direct effect, and is formalized as follows
[27,28]:

PSE≡E Y (1)−Y (0) |M (0)=1, M (1)=1 .

This measure quantifies the total effect of A on Y among the subpopulation defined by the
response type of M. The advantage of using the principal stratification approach is that it
essentially avoids the problem of conditioning directly on the intermediate. Instead, we
condition on the principal stratum, which is essentially an underlying characteristic of the
individual. It is like conditioning on a baseline covariate [16]. However, a disadvantage of this
approach is that we do not know who is in each principal stratum. For example, we do not
know which infants will have a low birth weight irrespective of maternal smoking status.
Because we cannot identify the individuals who fall into each principal stratum, we cannot
estimate the PSE directly from the observed data. However, the PSE can be estimated from the
data by making a number of assumptions [28-30]. Because the PSE cannot be identified when
unmeasured confounders exist between the intermediate and the outcome, as shown in Figure
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1, some researchers have used sensitivity analysis techniques to assess the magnitude of the
PSE [27,31,32].

3.2. Sensitivity analysis method

To derive a simple sensitivity analysis formula, we require the following assumption, which
is sometimes referred to as a monotonicity assumption [33]:

Assumption 1. M (0)≤M (1) for all individuals.

This assumption implies that there are no individuals for whom the intermediate would occur
without exposure but not with exposure (i.e., no defiers exist), because M(1) = 0 and M(0) = 1
cannot hold simultaneously under this assumption. In the context of the smoking-birth weight
example, this implies that there is no infant who would have a low birth weight if their mother
was a non-smoker, but would not have a low birth weight if their mother was a smoker. When
this is the case, the PSE can be expressed as the difference between the crude risk difference
and a sensitivity parameter, under Assumption 1 [32]:

PSE E[ | 1, 1] E[ | 0, 1] ,Y A M Y A M a= = = - = = - (1)

where the sensitivity parameter α is given by

α =E Y (1) |A=1, M =1 −E Y (1) |A=0, M =1 .

The interpretation of this sensitivity parameter is the difference in infant mortality risks under
maternal smoking for two subpopulations: the subpopulation with smoking mothers whose
infants had a low birth weight, and the subpopulation with non-smoking mothers whose
infants had a low birth weight. The parameter is not identified from the observed data.

The sensitivity analysis can be easily conducted. The sensitivity parameter α is set by the
investigator according to what is considered plausible. The parameter can be varied over a
range of plausible values to examine how conclusions vary according to different parameter
values. The confidence interval of the true PSE for a fixed value of α can be obtained simply
by subtracting α from the upper and lower confidence limits of the crude risk difference.
Therefore, we can graphically display the result of the sensitivity analysis, where the horizontal
axis represents the sensitivity parameter and the vertical axis represents the true PSE.

As it may be troublesome to determine the range of α values to examine in some situations,
we present a range of values that α can take under some plausible assumptions. These
assumptions are straightforward extensions of those developed to assess the total effect of an
exposure on the outcome [34-37]. The first assumption, sometimes referred to as the assump‐
tion of monotone treatment selection [35-37], is formalized as follows in the current setting:

Assumption 2. E Y (1) |A=  1, M =m  ≤ E Y (1) |A=  0, M =m for all m.

This assumption will hold if the subpopulation with (A, M) = (0, m) is less healthy than the
subpopulation with (A, M) = (1, m) when the larger value of Y is more harmful. In the context
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Section 3.2, although the form may not be simple. The derivations of the equations and
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One approach to making a fair comparison involves assessing the effect of the exposure on the
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of the exposure status. For example, we might be interested in the effect among the subpopu‐
lation for which infants would have a low birth weight irrespective of maternal smoking status.
This subpopulation for which the intermediate will occur irrespective of the exposure is
sometimes referred to as a principal stratum [26]. More generally, a principal stratum is a
subpopulation defined by the joint potential intermediates (M(0), M(1)). If exposure A and
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i. Those for which the intermediate will occur irrespective of exposure status: always
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ii. Those for which the intermediate will occur with exposure but not without exposure:
low birth weight only with maternal smoking (response type 2 in Table 3);

iii. Those for which the intermediate will occur without exposure but not with exposure:
low birth weight only with maternal non-smoking or defiers (response type 3 in Table
3); and

iv. Those for which the intermediate will not occur irrespective of exposure status: never
low birth weight (response type 4 in Table 3).

If we are interested in whether maternal smoking has a protective effect among low-birth-
weight infants, one potentially relevant question within the context of principal stratification
is whether maternal smoking has a protective effect among the subpopulation in which infants
would have a low birth weight irrespective of maternal smoking status (M(0) = 1, M(1) = 1).
This effect is referred to as a PSE or a principal stratum direct effect, and is formalized as follows
[27,28]:

PSE≡E Y (1)−Y (0) |M (0)=1, M (1)=1 .

This measure quantifies the total effect of A on Y among the subpopulation defined by the
response type of M. The advantage of using the principal stratification approach is that it
essentially avoids the problem of conditioning directly on the intermediate. Instead, we
condition on the principal stratum, which is essentially an underlying characteristic of the
individual. It is like conditioning on a baseline covariate [16]. However, a disadvantage of this
approach is that we do not know who is in each principal stratum. For example, we do not
know which infants will have a low birth weight irrespective of maternal smoking status.
Because we cannot identify the individuals who fall into each principal stratum, we cannot
estimate the PSE directly from the observed data. However, the PSE can be estimated from the
data by making a number of assumptions [28-30]. Because the PSE cannot be identified when
unmeasured confounders exist between the intermediate and the outcome, as shown in Figure
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1, some researchers have used sensitivity analysis techniques to assess the magnitude of the
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3.2. Sensitivity analysis method

To derive a simple sensitivity analysis formula, we require the following assumption, which
is sometimes referred to as a monotonicity assumption [33]:

Assumption 1. M (0)≤M (1) for all individuals.

This assumption implies that there are no individuals for whom the intermediate would occur
without exposure but not with exposure (i.e., no defiers exist), because M(1) = 0 and M(0) = 1
cannot hold simultaneously under this assumption. In the context of the smoking-birth weight
example, this implies that there is no infant who would have a low birth weight if their mother
was a non-smoker, but would not have a low birth weight if their mother was a smoker. When
this is the case, the PSE can be expressed as the difference between the crude risk difference
and a sensitivity parameter, under Assumption 1 [32]:

PSE E[ | 1, 1] E[ | 0, 1] ,Y A M Y A M a= = = - = = - (1)

where the sensitivity parameter α is given by

α =E Y (1) |A=1, M =1 −E Y (1) |A=0, M =1 .

The interpretation of this sensitivity parameter is the difference in infant mortality risks under
maternal smoking for two subpopulations: the subpopulation with smoking mothers whose
infants had a low birth weight, and the subpopulation with non-smoking mothers whose
infants had a low birth weight. The parameter is not identified from the observed data.

The sensitivity analysis can be easily conducted. The sensitivity parameter α is set by the
investigator according to what is considered plausible. The parameter can be varied over a
range of plausible values to examine how conclusions vary according to different parameter
values. The confidence interval of the true PSE for a fixed value of α can be obtained simply
by subtracting α from the upper and lower confidence limits of the crude risk difference.
Therefore, we can graphically display the result of the sensitivity analysis, where the horizontal
axis represents the sensitivity parameter and the vertical axis represents the true PSE.

As it may be troublesome to determine the range of α values to examine in some situations,
we present a range of values that α can take under some plausible assumptions. These
assumptions are straightforward extensions of those developed to assess the total effect of an
exposure on the outcome [34-37]. The first assumption, sometimes referred to as the assump‐
tion of monotone treatment selection [35-37], is formalized as follows in the current setting:

Assumption 2. E Y (1) |A=  1, M =m  ≤ E Y (1) |A=  0, M =m for all m.

This assumption will hold if the subpopulation with (A, M) = (0, m) is less healthy than the
subpopulation with (A, M) = (1, m) when the larger value of Y is more harmful. In the context
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of the smoking-birth weight example, Assumption 2 with m = 1 implies that the subpopulation
with (A, M) = (0, 1), which consists of low-birth-weight infants with non-smoking mothers,
would be a less healthy population than the subpopulation with (A, M) = (1, 1), which consists
of low-birth-weight infants with smoking mothers. Assumption 2 with m = 0 implies that the
subpopulation with (A, M) = (0, 0), which consists of those who do not have a low birth weight
with non-smoking mothers, would be a less healthy population than the subpopulation with
(A, M) = (1, 0), which consists of those who do not have a low birth weight with smoking
mothers.

Assumption 2 with m = 1 seems arguably plausible, because in the subpopulation with (A, M)
= (0, 1), even if mothers were smokers, infants would have a low birth weight and the mortality
risk in this subpopulation would likely be higher than that in the subpopulation with (A, M)
= (1, 1). However, Assumption 2 with m = 0 may seem less plausible to some investigators.
Nevertheless, Assumption 2 with m = 0 is still reasonable because under Assumption 1,
Assumption 2 with m = 0 is equivalent to assuming:

E Y (1) |M (0)=0, M (1)=0 ≤E Y (1) |M (0)=0, M (1)=1 ,

which implies that the infant mortality risk in the subpopulation consisting of those who would
never have a low-birth-weight infant is not more than that in the subpopulation consisting of
those who would have a low-birth-weight infant only with a smoking mother. Under the
scenario in which the mother is a smoker, this would indeed be the case. Thus, Assumption 2
with m = 0 is also arguably reasonable. We note that under Assumption 1, Assumption 2 with
m = 1 is equivalent to assuming:

E Y (1) |M (0)=0, M (1)=1 ≤E Y (1) |M (0)=1, M (1)=1 ,

which implies that the infant mortality risk in the subpopulation consisting of those who would
have a low-birth-weight infant only with a smoking mother is not more than that in the
subpopulation consisting of those who would always have a low-birth-weight infant.

When Assumption 2 holds in addition to Assumption 1, the range of α becomes [32]:

(p1 − p0){E Y |A=1, M =0 −E Y |A=1, M =1 }
p0

≤α ≤0,

where pa = Pr(M = 1 | A = a).

The second assumption is sometimes referred to as the assumption of monotone treatment
response [34,36,37] and is formalized as follows in the current setting2:

Assumption 3. E Y (0) |A=a, M =m  ≤ E Y (1) |A=a, M =m for all a and m.

In the context of the smoking-birth weight example, this assumption implies that in the
subpopulation with (A, M) = (a, m), the infant mortality risk is higher if the mother was a smoker
than if the mother was a non-smoker, which seems reasonable. When, in addition to Assump‐
tion 1, Assumption 3 holds, the range of α becomes:

2 The assumption of monotone treatment response was originally given as an assumption for all individuals; i.e., Y(0)≤Y(1)
for all individuals [34]. Therefore, Assumption 3 is a somewhat weaker assumption than the original one.
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{(1− p0)E Y |A=0, M =0

− (1− p1)E Y |A=1, M =0

− (p1 − p0)E Y |A=1, M =1
} / p0 ≤α ≤E Y |A=1, M =1 −E Y |A=0, M =1 .

When it is considered that, in addition to Assumption 1, both Assumptions 2 and 3 hold, we
can use a narrower range derived under these two assumptions.

3.3. Illustration

We now apply the principal stratification approach to the NCHS data shown in Table 1. As
noted in Section 1, the crude difference in the mortality risk of low-birth-weight infants
between smoking and non-smoking mothers was –12.6 (95% CI: –15.0, –10.1) per 1,000 live
births, suggesting that maternal smoking has a protective effect against infant mortality for
low-birth-weight infants.

To calculate the PSE defined in Section 3.1, we adjust this crude estimate by the sensitivity
parameter α. We set the range of α per 1,000 live births to –22.1 ≤ α ≤ –12.6 because the ranges
were calculated as –22.1 ≤ α ≤ 0 under Assumption 2 and –84.0 ≤ α ≤ –12.6 under Assumption
3. Figure 2 shows the result of the sensitivity analysis over this range of α, for which the lower
and upper limits of the PSE per 1,000 live births were 0.0 (95% CI: –2.4, 2.4) and 9.6 (95% CI:
7.1, 12.0), respectively.

Figure 2. Sensitivity analysis of the principal strata effect (per 1,000 live births); the solid line indicates the principal
strata effect and broken lines indicate 95% confidence intervals

The result of this sensitivity analysis for the PSE suggests that maternal smoking has a harmful
effect on the subpopulation of infants who would have a low birth weight irrespective of
maternal smoking, although the lower limit of the 95% confidence interval for the PSE was
still smaller than 0 when α per 1,000 live births was larger than –15.0. Therefore, we can say
that the birth-weight paradox was resolved in terms of the PSE.
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of the smoking-birth weight example, Assumption 2 with m = 1 implies that the subpopulation
with (A, M) = (0, 1), which consists of low-birth-weight infants with non-smoking mothers,
would be a less healthy population than the subpopulation with (A, M) = (1, 1), which consists
of low-birth-weight infants with smoking mothers. Assumption 2 with m = 0 implies that the
subpopulation with (A, M) = (0, 0), which consists of those who do not have a low birth weight
with non-smoking mothers, would be a less healthy population than the subpopulation with
(A, M) = (1, 0), which consists of those who do not have a low birth weight with smoking
mothers.

Assumption 2 with m = 1 seems arguably plausible, because in the subpopulation with (A, M)
= (0, 1), even if mothers were smokers, infants would have a low birth weight and the mortality
risk in this subpopulation would likely be higher than that in the subpopulation with (A, M)
= (1, 1). However, Assumption 2 with m = 0 may seem less plausible to some investigators.
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E Y (1) |M (0)=0, M (1)=0 ≤E Y (1) |M (0)=0, M (1)=1 ,

which implies that the infant mortality risk in the subpopulation consisting of those who would
never have a low-birth-weight infant is not more than that in the subpopulation consisting of
those who would have a low-birth-weight infant only with a smoking mother. Under the
scenario in which the mother is a smoker, this would indeed be the case. Thus, Assumption 2
with m = 0 is also arguably reasonable. We note that under Assumption 1, Assumption 2 with
m = 1 is equivalent to assuming:

E Y (1) |M (0)=0, M (1)=1 ≤E Y (1) |M (0)=1, M (1)=1 ,

which implies that the infant mortality risk in the subpopulation consisting of those who would
have a low-birth-weight infant only with a smoking mother is not more than that in the
subpopulation consisting of those who would always have a low-birth-weight infant.

When Assumption 2 holds in addition to Assumption 1, the range of α becomes [32]:

(p1 − p0){E Y |A=1, M =0 −E Y |A=1, M =1 }
p0

≤α ≤0,

where pa = Pr(M = 1 | A = a).

The second assumption is sometimes referred to as the assumption of monotone treatment
response [34,36,37] and is formalized as follows in the current setting2:

Assumption 3. E Y (0) |A=a, M =m  ≤ E Y (1) |A=a, M =m for all a and m.

In the context of the smoking-birth weight example, this assumption implies that in the
subpopulation with (A, M) = (a, m), the infant mortality risk is higher if the mother was a smoker
than if the mother was a non-smoker, which seems reasonable. When, in addition to Assump‐
tion 1, Assumption 3 holds, the range of α becomes:

2 The assumption of monotone treatment response was originally given as an assumption for all individuals; i.e., Y(0)≤Y(1)
for all individuals [34]. Therefore, Assumption 3 is a somewhat weaker assumption than the original one.
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{(1− p0)E Y |A=0, M =0

− (1− p1)E Y |A=1, M =0

− (p1 − p0)E Y |A=1, M =1
} / p0 ≤α ≤E Y |A=1, M =1 −E Y |A=0, M =1 .

When it is considered that, in addition to Assumption 1, both Assumptions 2 and 3 hold, we
can use a narrower range derived under these two assumptions.

3.3. Illustration

We now apply the principal stratification approach to the NCHS data shown in Table 1. As
noted in Section 1, the crude difference in the mortality risk of low-birth-weight infants
between smoking and non-smoking mothers was –12.6 (95% CI: –15.0, –10.1) per 1,000 live
births, suggesting that maternal smoking has a protective effect against infant mortality for
low-birth-weight infants.

To calculate the PSE defined in Section 3.1, we adjust this crude estimate by the sensitivity
parameter α. We set the range of α per 1,000 live births to –22.1 ≤ α ≤ –12.6 because the ranges
were calculated as –22.1 ≤ α ≤ 0 under Assumption 2 and –84.0 ≤ α ≤ –12.6 under Assumption
3. Figure 2 shows the result of the sensitivity analysis over this range of α, for which the lower
and upper limits of the PSE per 1,000 live births were 0.0 (95% CI: –2.4, 2.4) and 9.6 (95% CI:
7.1, 12.0), respectively.

Figure 2. Sensitivity analysis of the principal strata effect (per 1,000 live births); the solid line indicates the principal
strata effect and broken lines indicate 95% confidence intervals

The result of this sensitivity analysis for the PSE suggests that maternal smoking has a harmful
effect on the subpopulation of infants who would have a low birth weight irrespective of
maternal smoking, although the lower limit of the 95% confidence interval for the PSE was
still smaller than 0 when α per 1,000 live births was larger than –15.0. Therefore, we can say
that the birth-weight paradox was resolved in terms of the PSE.
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3.4. Sensitivity analysis without the monotonicity assumption

The monotonicity assumption (Assumption 1) is a strict assumption because the inequality
(M(0) ≤ M(1)) must hold for all individuals. If just one defier exists, this assumption does not
hold. Therefore, we introduce a sensitivity analysis for the PSE without the monotonicity
assumption. This sensitivity analysis formula requires the following three sensitivity param‐
eters, instead of α:

β1 =E Y (1) |M (0)=1, M (1)=1 −E Y (1) |M (0)=0, M (1)=1 ,

β2 =E Y (0) |M (0)=1, M (1)=1 −E Y (0) |M (0)=1, M (1)=0 ,

β3 =Pr(M (0)=1, M (1)=0).

In the context of the smoking-birth weight example, the parameter β1 is the difference in the
infant mortality risk under maternal smoking between the subpopulation consisting of those
who would always have a low birth weight and the subpopulation consisting of those who
would have a low birth weight only with a smoking mother. As discussed in Section 3.2, β1

will take a positive value. β2 is the difference in the infant mortality risk under maternal non-
smoking between the subpopulation consisting of those who would always have a low birth
weight and the subpopulation consisting of those who would have a low birth weight only
with a non-smoking mother (defier). β2 will also take a positive value. β3 indicates the propor‐
tion of defiers. In this context, even if the value of β3 is not zero, it will be very small.

Using these three sensitivity parameters, the PSE can be expressed as follows [38]:

1 0 3 3
1 2

1 0
PSE E[ | 1, 1] E[ | 0, 1] .

p p
Y A M Y A M

p p
b b

b b
- +

= = = - = = + - (2)

It will be more difficult to determine the values or ranges of these three sensitivity parameters
(β1, β2, and β3) compared with those of only one sensitivity parameter (α). Furthermore, it will
be difficult to display the result of the sensitivity analysis. For example, in the NCHS data, if
we set (β1, β2, β3) = (30.0, 2.0, 0.1) per 1,000 live births, the PSE is 1.7 per 1,000 live births. A
larger value of β1 makes the PSE larger. Conversely, a larger value of β2 makes the PSE smaller.

4. Intervention-based approach

As another alternative to the crude measure, we introduce the intervention-based approach.
In Section 4.1, we define two types of direct effects, the controlled direct effect (CDE) and the
NDE, both of which are based on interventions on the intermediate [2,39]. We mainly focus
our discussion on the NDE. A simple method for the sensitivity analysis is presented in Section
4.2 and is illustrated in Section 4.3 using the NCHS data. The derivations of equations and
inequalities presented in this section are given in Appendix 2.
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4.1. Controlled and natural direct effects

The CDE captures the effect of exposure A on outcome Y by intervening to fix intermediate M
to m. Using the notation Y(a,m), the CDE is defined as

CDE(m)≡E Y (1, m) −E Y (0, m) ,

Contrary to the PSE, the CDE is a causal effect concerning the whole population. In the context
of the smoking-birth weight example, the CDE with m = 1 captures the effect of maternal
smoking on infant mortality if all infants were intervened to have a low birth weight; the CDE
with m = 0 captures the effect of maternal smoking on infant mortality if all infants were
intervened to not have a low birth weight. However, interventions on birth weight seem
inconceivable.

The NDE differs from the CDE in that the intermediate M is set to the level M(0), which would
have naturally been under the exposure level of A = 0. Therefore, to describe the NDE, we need
to integrate information about M(a) and Y(a,m). This yields the compound potential outcome
Y(a,M(a*)). In this case, individuals can be classified into 4 × 16 = 64 combined response types,
each of which has a corresponding pattern of compound potential outcomes [24]. Using the
compound potential outcome, the NDE is defined as3

NDE≡E Y (1, M (0)) −E Y (0, M (0)) ,

which compares the effect of an exposure on the outcome if the intermediate were set to what
it would have been when exposure A was set to 0. In the context of the smoking-birth weight
example, the NDE compares what would have happened to an infant if the mother had been
a smoker versus a non-smoker and if the infant had the birth weight status that would have
occurred due to maternal non-smoking. Corresponding to the NDE is a natural indirect effect
(NIE). The NIE is defined as

NIE≡E Y (1, M (1)) −E Y (1, M (0)) ,

which compares the effect of the intermediate at levels M(1) and M(0) on the outcome when
exposure A is set to 1. The NIE can be interpreted as a causal effect when intervention is made
to block a direct link between the exposure and the outcome (an arrow between A and Y in
Figure 1), rather than to block a variable itself [39]. Therefore, the NIE is an indirect component
of the total effect, acting through the intermediate. Note that the total effect decomposes into
the NDE and NIE, i.e., E[Y(1)] – E[Y(0)] = NDE + NIE. This decomposition holds at not only
the population level but also the individual level; when we define the individual natural direct
and indirect effects by NDE(ω) ≡ Y(1,M(0)) – Y(0,M(0)) and NIE(ω) ≡ Y(1,M(1)) – Y(1,M(0)),
respectively, for each individual ω,

Y (1)−Y (0)=Y (1, M (1))−Y (0, M (0))
= {Y (1, M (1))−Y (1, M (0))} + {Y (1, M (0))−Y (0, M (0))}
= NIE(ω) + NDE(ω).

3 We can also define the NDE under the exposure level of A = 1 as NDE ≡ E[Y(1,M(1))] – E[Y(0,M(1))]. The NIE
corresponding to this NDE is equal to E[Y(0,M(1))] – E[Y(0,M(0))].
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3.4. Sensitivity analysis without the monotonicity assumption

The monotonicity assumption (Assumption 1) is a strict assumption because the inequality
(M(0) ≤ M(1)) must hold for all individuals. If just one defier exists, this assumption does not
hold. Therefore, we introduce a sensitivity analysis for the PSE without the monotonicity
assumption. This sensitivity analysis formula requires the following three sensitivity param‐
eters, instead of α:

β1 =E Y (1) |M (0)=1, M (1)=1 −E Y (1) |M (0)=0, M (1)=1 ,

β2 =E Y (0) |M (0)=1, M (1)=1 −E Y (0) |M (0)=1, M (1)=0 ,

β3 =Pr(M (0)=1, M (1)=0).

In the context of the smoking-birth weight example, the parameter β1 is the difference in the
infant mortality risk under maternal smoking between the subpopulation consisting of those
who would always have a low birth weight and the subpopulation consisting of those who
would have a low birth weight only with a smoking mother. As discussed in Section 3.2, β1

will take a positive value. β2 is the difference in the infant mortality risk under maternal non-
smoking between the subpopulation consisting of those who would always have a low birth
weight and the subpopulation consisting of those who would have a low birth weight only
with a non-smoking mother (defier). β2 will also take a positive value. β3 indicates the propor‐
tion of defiers. In this context, even if the value of β3 is not zero, it will be very small.

Using these three sensitivity parameters, the PSE can be expressed as follows [38]:
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It will be more difficult to determine the values or ranges of these three sensitivity parameters
(β1, β2, and β3) compared with those of only one sensitivity parameter (α). Furthermore, it will
be difficult to display the result of the sensitivity analysis. For example, in the NCHS data, if
we set (β1, β2, β3) = (30.0, 2.0, 0.1) per 1,000 live births, the PSE is 1.7 per 1,000 live births. A
larger value of β1 makes the PSE larger. Conversely, a larger value of β2 makes the PSE smaller.

4. Intervention-based approach

As another alternative to the crude measure, we introduce the intervention-based approach.
In Section 4.1, we define two types of direct effects, the controlled direct effect (CDE) and the
NDE, both of which are based on interventions on the intermediate [2,39]. We mainly focus
our discussion on the NDE. A simple method for the sensitivity analysis is presented in Section
4.2 and is illustrated in Section 4.3 using the NCHS data. The derivations of equations and
inequalities presented in this section are given in Appendix 2.
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4.1. Controlled and natural direct effects

The CDE captures the effect of exposure A on outcome Y by intervening to fix intermediate M
to m. Using the notation Y(a,m), the CDE is defined as

CDE(m)≡E Y (1, m) −E Y (0, m) ,

Contrary to the PSE, the CDE is a causal effect concerning the whole population. In the context
of the smoking-birth weight example, the CDE with m = 1 captures the effect of maternal
smoking on infant mortality if all infants were intervened to have a low birth weight; the CDE
with m = 0 captures the effect of maternal smoking on infant mortality if all infants were
intervened to not have a low birth weight. However, interventions on birth weight seem
inconceivable.

The NDE differs from the CDE in that the intermediate M is set to the level M(0), which would
have naturally been under the exposure level of A = 0. Therefore, to describe the NDE, we need
to integrate information about M(a) and Y(a,m). This yields the compound potential outcome
Y(a,M(a*)). In this case, individuals can be classified into 4 × 16 = 64 combined response types,
each of which has a corresponding pattern of compound potential outcomes [24]. Using the
compound potential outcome, the NDE is defined as3

NDE≡E Y (1, M (0)) −E Y (0, M (0)) ,

which compares the effect of an exposure on the outcome if the intermediate were set to what
it would have been when exposure A was set to 0. In the context of the smoking-birth weight
example, the NDE compares what would have happened to an infant if the mother had been
a smoker versus a non-smoker and if the infant had the birth weight status that would have
occurred due to maternal non-smoking. Corresponding to the NDE is a natural indirect effect
(NIE). The NIE is defined as

NIE≡E Y (1, M (1)) −E Y (1, M (0)) ,

which compares the effect of the intermediate at levels M(1) and M(0) on the outcome when
exposure A is set to 1. The NIE can be interpreted as a causal effect when intervention is made
to block a direct link between the exposure and the outcome (an arrow between A and Y in
Figure 1), rather than to block a variable itself [39]. Therefore, the NIE is an indirect component
of the total effect, acting through the intermediate. Note that the total effect decomposes into
the NDE and NIE, i.e., E[Y(1)] – E[Y(0)] = NDE + NIE. This decomposition holds at not only
the population level but also the individual level; when we define the individual natural direct
and indirect effects by NDE(ω) ≡ Y(1,M(0)) – Y(0,M(0)) and NIE(ω) ≡ Y(1,M(1)) – Y(1,M(0)),
respectively, for each individual ω,

Y (1)−Y (0)=Y (1, M (1))−Y (0, M (0))
= {Y (1, M (1))−Y (1, M (0))} + {Y (1, M (0))−Y (0, M (0))}
= NIE(ω) + NDE(ω).

3 We can also define the NDE under the exposure level of A = 1 as NDE ≡ E[Y(1,M(1))] – E[Y(0,M(1))]. The NIE
corresponding to this NDE is equal to E[Y(0,M(1))] – E[Y(0,M(0))].
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This decomposition may help in understanding the meaning of the NDE, i.e., the NDE is a
direct component of the total effect and does not act through the intermediate.

If there is no interaction between the effects of exposure A and intermediate M on outcome Y
in the sense that E[Y(1,m)] – E[Y(0,m)] does not vary with m, the CDE and NDE coincide. The
difference between a total effect and a CDE cannot generally be interpreted as an indirect effect
and thus cannot be used to assess mediation. This is because when there is an interaction
between the effects of exposure A and intermediate M on outcome Y, the CDEs may differ
from the total effect even when A is not a cause of M. When there is an interaction between A
and M, the CDEs will differ with different values of m, and thus one of the CDEs will differ
from a total effect. Therefore, in general, CDEs cannot be used for decomposition of a total
effect into direct and indirect effects. We note that the CDE will often be of greater interest in
policy [39], and the NDE will often be of greater interest in the evaluation of etiology [39-41].

Similar to the CDE, the NDE is also a causal effect concerning the whole population, and it can
be estimated from the data under certain assumptions [42,43]. However, neither the CDE nor
the NDE can be identified when an unmeasured confounder exists between the intermediate
and the outcome, as in Figure 1. Therefore, sensitivity analysis techniques have been discussed
to assess their magnitudes [4,44-48]. In the next subsection, a simple sensitivity analysis
method for the NDE is presented. Methods for the CDE are found elsewhere [4,44,47].

4.2. Sensitivity analysis method for the natural direct effect

Although the monotonicity assumption (Assumption 1) was necessary to derive a simple
sensitivity analysis formula for the PSE, this assumption is not required to derive one for the
NDE.

For each possible value of intermediate M (= 0, 1), we consider the following sensitivity
parameter:

γm =E Y (1, m) |A=1, M =m −E Y (1, m) |A=0, M =m .

The sensitivity parameter γ1 = E[Y(1,1) | A = 1, M = 1] – E[Y(1,1) | A = 0, M = 1] is a contrast of
infant mortality risks for two subpopulations. In a manner similar to the sensitivity parameter
α for the PSE, the first subpopulation with (A, M) = (1, 1) consists of smoking mothers whose
infants had a low birth weight, and the second subpopulation with (A, M) = (0, 1) comprises
non-smoking mothers whose infants had a low birth weight. We then consider whether the
infants in these two subpopulations would have lived or died if we had intervened to fix
mothers to be smokers and infants to have a low birth weight; i.e., we consider Y(1,1). The
contrast between the infant mortality risks in these two subpopulations under this particular
intervention is our sensitivity parameter, γ1. This parameter differs from α for the PSE in that
it considers two interventions, which fix A to 1 and M to 1, whereas α considers one interven‐
tion, which fixes A to 1. As described above, it is not realistic to consider an intervention to fix
the birth weight of an infant. This is a disadvantage of using the sensitivity parameter γ1 in the
smoking-birth weight context. Analogously, the other sensitivity parameter, γ0 = E[Y(1,0) | A
= 1, M = 0] – E[Y(1,0) | A = 0, M = 0], can be interpreted. The parameters are not identified from
the observed data.
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We now consider a weighted mean of the sensitivity parameters γ1 and γ0, where the respective
weights are the probabilities of infants with low birth weights and not from non-smoking
mothers, i.e., Pr(M = 1 | A = 0) and Pr(M = 0 | A = 0):

1

0
Pr( | 0).m

m
M m Ag

=
G = = =å (3)

After calculating the crude risk differences E[Y | A = 1, M = m] – E[Y | A = 0, M = m] and
probabilities Pr(M = m | A = 0) for m = 0, 1, the NDE can be expressed as the difference between
the weighted means of the two crude risk differences and Γ, i.e.,

1

0
NDE {E[ | 1, ] E[ | 0, ]}Pr( | 0) .

m
Y A M m Y A M m M m A

=
= = = - = = = = - Gå (4)

The variance of the first term in equation (4) is calculated by the delta method, var(ŝ t̂) =
var(ŝ)var(t̂) + s2var(t̂) + t2var(ŝ), where s and t are replaced by the estimates ŝ and t̂ . In a manner
similar to the sensitivity analysis for the PSE, the sensitivity analysis for the NDE can be
conducted easily. The sensitivity parameters γ0 and γ1 are set by the investigator according to
what is considered plausible. The parameters can be varied over a range of plausible values
to examine how the conclusions change according to the different parameter values. However,
to obtain the confidence interval of the true NDE for the fixed values of γm, we must calculate
not only the variance of the first term in equation (4) but also the variance of Γ, because Γ
depends on the probabilities Pr(M = m | A = 0), which must be estimated from the observed
data. However, if γm were constant across the strata of m, Γ would no longer depend on
Pr(M = m | A = 0), and thus we could simply subtract Γ from both limits of the confidence
interval for the first term in equation (4) to obtain the confidence interval for the true NDE.
Similarly, for a data set large enough that the estimates of Pr(M = m | A = 0) were very precise,
the approximate confidence interval for the true NDE could be obtained by subtracting Γ from
both limits of the confidence interval for the first term in equation (4).

We can determine the upper limits of γm by using the following assumptions, which are similar
to Assumptions 2 and 3 for the PSE:

Assumption 2 * . E Y (1, m) |A=  1, M =m  ≤ E Y (1, m) |A=  0, M =m for all m.

Assumption 3 * . E Y (0, m) |A=a, M =m  ≤ E Y (1, m) |A=a, M =m for all a and m.   

The upper limit of γ1 is γ1 ≤ 0 under Assumption 2* with m = 1 or γ1 ≤ E[Y | A = 1, M = 1] –
E[Y | A = 0, M = 1] under Assumption 3* with a = 0 and m = 1. These upper limits are equal to
those of α = E[Y(1) | A = 1, M = 1] – E[Y(1) | A = 0, M = 1] for the sensitivity analysis of the PSE
in Section 3.2. Unfortunately, the lower limit of γ1 cannot be derived under these assumptions,
even when Assumption 1 is added, because we are considering interventions on not only
exposure A but also intermediate M (see Appendix 2). Furthermore, it is somewhat difficult
to interpret these assumptions because of intervention on the intermediate M. The upper limit
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This decomposition may help in understanding the meaning of the NDE, i.e., the NDE is a
direct component of the total effect and does not act through the intermediate.

If there is no interaction between the effects of exposure A and intermediate M on outcome Y
in the sense that E[Y(1,m)] – E[Y(0,m)] does not vary with m, the CDE and NDE coincide. The
difference between a total effect and a CDE cannot generally be interpreted as an indirect effect
and thus cannot be used to assess mediation. This is because when there is an interaction
between the effects of exposure A and intermediate M on outcome Y, the CDEs may differ
from the total effect even when A is not a cause of M. When there is an interaction between A
and M, the CDEs will differ with different values of m, and thus one of the CDEs will differ
from a total effect. Therefore, in general, CDEs cannot be used for decomposition of a total
effect into direct and indirect effects. We note that the CDE will often be of greater interest in
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Similar to the CDE, the NDE is also a causal effect concerning the whole population, and it can
be estimated from the data under certain assumptions [42,43]. However, neither the CDE nor
the NDE can be identified when an unmeasured confounder exists between the intermediate
and the outcome, as in Figure 1. Therefore, sensitivity analysis techniques have been discussed
to assess their magnitudes [4,44-48]. In the next subsection, a simple sensitivity analysis
method for the NDE is presented. Methods for the CDE are found elsewhere [4,44,47].

4.2. Sensitivity analysis method for the natural direct effect

Although the monotonicity assumption (Assumption 1) was necessary to derive a simple
sensitivity analysis formula for the PSE, this assumption is not required to derive one for the
NDE.

For each possible value of intermediate M (= 0, 1), we consider the following sensitivity
parameter:

γm =E Y (1, m) |A=1, M =m −E Y (1, m) |A=0, M =m .

The sensitivity parameter γ1 = E[Y(1,1) | A = 1, M = 1] – E[Y(1,1) | A = 0, M = 1] is a contrast of
infant mortality risks for two subpopulations. In a manner similar to the sensitivity parameter
α for the PSE, the first subpopulation with (A, M) = (1, 1) consists of smoking mothers whose
infants had a low birth weight, and the second subpopulation with (A, M) = (0, 1) comprises
non-smoking mothers whose infants had a low birth weight. We then consider whether the
infants in these two subpopulations would have lived or died if we had intervened to fix
mothers to be smokers and infants to have a low birth weight; i.e., we consider Y(1,1). The
contrast between the infant mortality risks in these two subpopulations under this particular
intervention is our sensitivity parameter, γ1. This parameter differs from α for the PSE in that
it considers two interventions, which fix A to 1 and M to 1, whereas α considers one interven‐
tion, which fixes A to 1. As described above, it is not realistic to consider an intervention to fix
the birth weight of an infant. This is a disadvantage of using the sensitivity parameter γ1 in the
smoking-birth weight context. Analogously, the other sensitivity parameter, γ0 = E[Y(1,0) | A
= 1, M = 0] – E[Y(1,0) | A = 0, M = 0], can be interpreted. The parameters are not identified from
the observed data.
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We now consider a weighted mean of the sensitivity parameters γ1 and γ0, where the respective
weights are the probabilities of infants with low birth weights and not from non-smoking
mothers, i.e., Pr(M = 1 | A = 0) and Pr(M = 0 | A = 0):

1

0
Pr( | 0).m

m
M m Ag

=
G = = =å (3)

After calculating the crude risk differences E[Y | A = 1, M = m] – E[Y | A = 0, M = m] and
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1

0
NDE {E[ | 1, ] E[ | 0, ]}Pr( | 0) .

m
Y A M m Y A M m M m A

=
= = = - = = = = - Gå (4)

The variance of the first term in equation (4) is calculated by the delta method, var(ŝ t̂) =
var(ŝ)var(t̂) + s2var(t̂) + t2var(ŝ), where s and t are replaced by the estimates ŝ and t̂ . In a manner
similar to the sensitivity analysis for the PSE, the sensitivity analysis for the NDE can be
conducted easily. The sensitivity parameters γ0 and γ1 are set by the investigator according to
what is considered plausible. The parameters can be varied over a range of plausible values
to examine how the conclusions change according to the different parameter values. However,
to obtain the confidence interval of the true NDE for the fixed values of γm, we must calculate
not only the variance of the first term in equation (4) but also the variance of Γ, because Γ
depends on the probabilities Pr(M = m | A = 0), which must be estimated from the observed
data. However, if γm were constant across the strata of m, Γ would no longer depend on
Pr(M = m | A = 0), and thus we could simply subtract Γ from both limits of the confidence
interval for the first term in equation (4) to obtain the confidence interval for the true NDE.
Similarly, for a data set large enough that the estimates of Pr(M = m | A = 0) were very precise,
the approximate confidence interval for the true NDE could be obtained by subtracting Γ from
both limits of the confidence interval for the first term in equation (4).

We can determine the upper limits of γm by using the following assumptions, which are similar
to Assumptions 2 and 3 for the PSE:

Assumption 2 * . E Y (1, m) |A=  1, M =m  ≤ E Y (1, m) |A=  0, M =m for all m.

Assumption 3 * . E Y (0, m) |A=a, M =m  ≤ E Y (1, m) |A=a, M =m for all a and m.   

The upper limit of γ1 is γ1 ≤ 0 under Assumption 2* with m = 1 or γ1 ≤ E[Y | A = 1, M = 1] –
E[Y | A = 0, M = 1] under Assumption 3* with a = 0 and m = 1. These upper limits are equal to
those of α = E[Y(1) | A = 1, M = 1] – E[Y(1) | A = 0, M = 1] for the sensitivity analysis of the PSE
in Section 3.2. Unfortunately, the lower limit of γ1 cannot be derived under these assumptions,
even when Assumption 1 is added, because we are considering interventions on not only
exposure A but also intermediate M (see Appendix 2). Furthermore, it is somewhat difficult
to interpret these assumptions because of intervention on the intermediate M. The upper limit
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of γ0 is γ0 ≤ 0 under Assumption 2* with m = 0 or γ0 ≤ E[Y | A = 1, M = 0] – E[Y | A = 0, M = 0]
under Assumption 3* with a = 0 and m = 0. From these upper limits of γm, the upper limit of
Γ is calculated using equation (3).

Assumptions 2* and 3* (2 and 3) relate to monotone treatment selection and monotone
treatment response regarding the exposure, respectively. We can also make these types of
assumptions about the intermediate [49]:

Assumption 4. E Y (a, m) |A=a, M =  0  ≤ E Y (a, m) |A=a, M =  1 for all a and m.

Assumption 5. E Y (a, 0) |A=a * , M =m  ≤ E Y (a, 1) |A=a * , M =m for all a, a * , and m.

In the context of the smoking-birth weight example, Assumption 4 implies that infants with a
low birth weight, representing the subpopulation with (A, M) = (a, 1), would be a less healthy
than infants who did not have a low birth weight, representing the subpopulation with (A,
M) = (a, 0), where maternal smoking status is common among these two subpopulations.
Assumption 5 implies that in the subpopulation with (A, M) = (a*, m), the infant mortality risk
would be higher if infants had a low birth weight than if infants did not have a low birth weight.
As this would indeed be the case, Assumptions 4 and 5 seem arguably reasonable. Under these
assumptions, although ranges of γm cannot be derived, the range of Γ can be derived as follows:

− (1− p0){E Y |A=1, M =1 −E Y |A=1, M =0 }≤Γ ≤ p0{E Y |A=1, M =1 −E Y |A=1, M =0 }.

While Assumptions 2* and 3* can lead to only the upper limit, Assumptions 4 and 5 can lead
to both limits. Furthermore, when Assumption 1 is added, under Assumptions 1 and 5, the
lower limit of Γ is improved to:

Γ ≥ −(p1 − p0){E Y |A=1, M =1 −E Y |A=1, M =0 }.

However, neither the lower nor the upper limit can be derived under only one of the Assump‐
tions 4 and 5.

4.3. Illustration

We now apply this intervention-based approach to the NCHS data shown in Table 1. To
calculate the NDE defined by equation (4), we determine a range of values for Γ. Under
Assumptions 2* and 3*, the respective upper limits of γ0 and γ1 per 1,000 live births were
calculated as γ0 ≤ 0 and γ1 ≤ –12.6. By substituting these upper limits into equation (3), we
obtained Γ ≤ –0.7 per 1,000 live births. Under Assumptions 4 and 5, the range of Γ per 1,000
live births was calculated as –44.0 ≤ Γ ≤ 2.6. Under Assumptions 1 and 5, the lower limit was
improved to Γ ≥ –2.4 per 1,000 live births. Therefore, we set the range of Γ per 1,000 live births
as –2.4 ≤ Γ ≤ –0.7. Because the sample size was large, we obtain the approximate confidence
interval for the true NDE by subtracting Γ from both limits of the confidence interval for the
first term in equation (4). The result of the sensitivity analysis over this range of Γ is shown in
Figure 3. With this range of Γ, the lower and upper limits of the NDE per 1,000 live births were
2.4 (95% CI: 2.0, 2.7) and 4.0 (95% CI: 3.7, 4.4), respectively.
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Figure 3. Sensitivity analysis of the natural direct effect (per 1,000 live births); the solid line indicates the natural direct
effect and broken lines indicate 95% confidence intervals

The result of this sensitivity analysis for the NDE suggests that maternal smoking has a directly
harmful effect on infant mortality. Thus, the birth-weight paradox is also resolved in terms of
the NDE.

5. Relationship between the principal strata effect and the natural direct
effect

We briefly discuss the relationship between the PSE and NDE. Again, we note that the
individual NDE is defined as NDE(ω) ≡ Y(1,M(0)) – Y(0,M(0)). It can then be shown that, when
there is no natural direct effect for any individual, there is no principal strata effect [50], i.e.,

Theorem 1. If NDE(ω) =  0 for all ω, then PSE = 0.

To prove this theorem, we consider a probability of Y(1) – Y(0) = 0 conditional on {M(0) = 1,
M(1) = 1}, i.e., Pr(Y(1) – Y(0) = 0 | M(0) = 1, M(1) = 1). This indicates a probability that the PSE
is equal to 0. We prove Theorem 1 by showing that this probability is equal to 1 under the
assumption that NDE(ω) = 0 for all ω. The proof is as follows:

Pr(Y (1)−Y (0)=0 |M (0)=1, M (1)=1)
=Pr(Y (1, M (1))−Y (1, M (0)) + NDE(ω)=0 |M (0)=1, M (1)=1)
=Pr(Y (1, M (1))−Y (1, M (0))=0 |M (0)=1, M (1)=1)
=Pr(Y (1, 1)−Y (1, 1)=0 |M (0)=1, M (1)=1)
=Pr(0=0 |M (0)=1, M (1)=1)
=1,

where the first equation is from the decomposition of the total effect to the NDE and NIE, the
second is by NDE(ω) = 0, and the third is because Y(1,M(a)) is equal to Y(1,1) conditional on
M(a) = 1. This completes the proof.
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assumptions about the intermediate [49]:

Assumption 4. E Y (a, m) |A=a, M =  0  ≤ E Y (a, m) |A=a, M =  1 for all a and m.
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In the context of the smoking-birth weight example, Assumption 4 implies that infants with a
low birth weight, representing the subpopulation with (A, M) = (a, 1), would be a less healthy
than infants who did not have a low birth weight, representing the subpopulation with (A,
M) = (a, 0), where maternal smoking status is common among these two subpopulations.
Assumption 5 implies that in the subpopulation with (A, M) = (a*, m), the infant mortality risk
would be higher if infants had a low birth weight than if infants did not have a low birth weight.
As this would indeed be the case, Assumptions 4 and 5 seem arguably reasonable. Under these
assumptions, although ranges of γm cannot be derived, the range of Γ can be derived as follows:
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While Assumptions 2* and 3* can lead to only the upper limit, Assumptions 4 and 5 can lead
to both limits. Furthermore, when Assumption 1 is added, under Assumptions 1 and 5, the
lower limit of Γ is improved to:

Γ ≥ −(p1 − p0){E Y |A=1, M =1 −E Y |A=1, M =0 }.

However, neither the lower nor the upper limit can be derived under only one of the Assump‐
tions 4 and 5.

4.3. Illustration

We now apply this intervention-based approach to the NCHS data shown in Table 1. To
calculate the NDE defined by equation (4), we determine a range of values for Γ. Under
Assumptions 2* and 3*, the respective upper limits of γ0 and γ1 per 1,000 live births were
calculated as γ0 ≤ 0 and γ1 ≤ –12.6. By substituting these upper limits into equation (3), we
obtained Γ ≤ –0.7 per 1,000 live births. Under Assumptions 4 and 5, the range of Γ per 1,000
live births was calculated as –44.0 ≤ Γ ≤ 2.6. Under Assumptions 1 and 5, the lower limit was
improved to Γ ≥ –2.4 per 1,000 live births. Therefore, we set the range of Γ per 1,000 live births
as –2.4 ≤ Γ ≤ –0.7. Because the sample size was large, we obtain the approximate confidence
interval for the true NDE by subtracting Γ from both limits of the confidence interval for the
first term in equation (4). The result of the sensitivity analysis over this range of Γ is shown in
Figure 3. With this range of Γ, the lower and upper limits of the NDE per 1,000 live births were
2.4 (95% CI: 2.0, 2.7) and 4.0 (95% CI: 3.7, 4.4), respectively.
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effect and broken lines indicate 95% confidence intervals

The result of this sensitivity analysis for the NDE suggests that maternal smoking has a directly
harmful effect on infant mortality. Thus, the birth-weight paradox is also resolved in terms of
the NDE.

5. Relationship between the principal strata effect and the natural direct
effect

We briefly discuss the relationship between the PSE and NDE. Again, we note that the
individual NDE is defined as NDE(ω) ≡ Y(1,M(0)) – Y(0,M(0)). It can then be shown that, when
there is no natural direct effect for any individual, there is no principal strata effect [50], i.e.,

Theorem 1. If NDE(ω) =  0 for all ω, then PSE = 0.

To prove this theorem, we consider a probability of Y(1) – Y(0) = 0 conditional on {M(0) = 1,
M(1) = 1}, i.e., Pr(Y(1) – Y(0) = 0 | M(0) = 1, M(1) = 1). This indicates a probability that the PSE
is equal to 0. We prove Theorem 1 by showing that this probability is equal to 1 under the
assumption that NDE(ω) = 0 for all ω. The proof is as follows:

Pr(Y (1)−Y (0)=0 |M (0)=1, M (1)=1)
=Pr(Y (1, M (1))−Y (1, M (0)) + NDE(ω)=0 |M (0)=1, M (1)=1)
=Pr(Y (1, M (1))−Y (1, M (0))=0 |M (0)=1, M (1)=1)
=Pr(Y (1, 1)−Y (1, 1)=0 |M (0)=1, M (1)=1)
=Pr(0=0 |M (0)=1, M (1)=1)
=1,

where the first equation is from the decomposition of the total effect to the NDE and NIE, the
second is by NDE(ω) = 0, and the third is because Y(1,M(a)) is equal to Y(1,1) conditional on
M(a) = 1. This completes the proof.
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The converse of this theorem does not hold: the absence of a PSE does not imply the absence
of a NDE. Nevertheless, from the contraposition of this theorem, when there is a PSE, there
must be some individuals for whom there is a NDE. The results of the sensitivity analyses in
Sections 3.3 and 4.3 showed that the true PSE was not smaller than 0 and that the true NDE
was larger than 2.3. The results do not contradict the contraposition of Theorem 1.

6. Conclusion

In this chapter, we described two approaches related to calculating the effect of an exposure
on an outcome that is conditional on potential intermediates or one that does not act through
the intermediate. Here, we made an impractical assumption in the observational studies that
no confounder exists between the exposure and the outcome or between the exposure and the
intermediate. Nevertheless, the methodologies described here also hold conditional on
confounders if no unmeasured confounder exists between these variables. We considered a
risk difference as the effect measure, but the methodologies can be extended to other effect
measures.

Each approach has a unique interpretation and its own strengths and weaknesses. In the
principal stratification approach, one conditions on the subpopulation for which the inter‐
mediate would occur irrespective of exposure. An advantage of this approach is that the
subpopulation is a particularly high-risk group in which the intermediate will necessarily
occur. A disadvantage is that we do not know who is in the subpopulation such that the
intermediate will occur irrespective of the exposure. In the intervention-based approach, the
NDE appears to capture the effect of an exposure on the outcome if the intermediate was set
to what it would be when the exposure is set to 0. An advantage of this approach is that it can
be used to decompose the total effect into direct and indirect components. A disadvantage is
that it is difficult to understand the meaning of the NDE from the form. In addition, it is difficult
to interpret the sensitivity parameter for the sensitivity analysis, although this may be avoided
by applying a parametric model [46].

In many studies, the total effect of the exposure on the outcome in the whole population may
be of central interest, and then none of the approaches described here are required. The
approaches described here are of relevance only when the investigators are interested in the
direct effect of the exposure not acting through the intermediate or the effect of the exposure
on the outcome for certain groups at high risk for the intermediate. In some birth weight
settings, the exposure or intervention under study may occur after birth in some cases [6]. In
these cases, birth weight becomes a pre-exposure baseline variable, and the approaches
described here are not needed. These settings should be distinguished from those similar to
the birth-weight paradox. When the approaches described here are of relevance, both the PSE
and NDE may be in a consistent direction in some situations, as seen in Sections 3.3 and 4.3.
However, it is important to note that the two approaches need not give effect estimates in the
same direction. Having effect estimates in different directions with the two approaches is not
necessarily an indication that one of the estimates is in the wrong direction. The two ap‐
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proaches estimate two different effects (effects for two different populations), and these may
in fact be in different directions. Before these approaches are applied, it is important to be clear
about the scientific or policy question.

The approaches described in this chapter are applicable to a number of similar settings in all
areas of epidemiological research. As the existing literature has made clear, conditioning on
an intermediate can be problematic and can give rise to severe biases. In many contexts,
conditioning on an intermediate is not necessary and is best avoided. Nevertheless, there are
cases in which conditioning on an intermediate is of scientific or policy interest. We have shown
that alternative approaches can be used to draw inferences in such settings. Although these
methodological tools are imperfect and need to be interpreted carefully, they can be useful in
examining conditional and direct effects.

Appendix

Appendices 1 and 2 outline the derivations of the equations and inequalities presented in
Sections 3 and 4, respectively. As noted in Section 2, we assume that no confounder exists
between A and M or between A and Y. This assumption leads to the independency assumption
that M(a), Y(a), and Y(a,m) are independent of A. In addition, we require two assumptions. The
first is the no-interference assumption that one individual’s outcome does not depend on the
exposure status of other individuals. The second is the consistency assumption that when A =
a, the potential outcomes Y(a) and M(a) are equal to the observed outcomes Y and M, respec‐
tively. Likewise, we assume that when A = a and M = m, the potential outcome Y(a,m) is equal
to Y. For simplicity, we use the notations Eij(a) = E[Y(a) | M(0) = i, M(1) = j] and πij ≡ Pr(M(0) =
i, M(1) = j).

Appendix 1: Derivations of equations and inequalities in Section 3

Derivation of equation (1)

Using α, PSE can be expressed as follows:

PSE≡ E11(1)− E11(0)

= E Y (1) |M (0) = 1 −E Y (0) |M (0) = 1
= E Y (1) |A = 0, M = 1 −E Y (0) |A = 0, M = 1
= {E Y (1) |A = 1, M = 1 −α}−E Y (0) |A = 0, M = 1
= E Y |A = 1, M = 1 −E Y |A = 0, M = 1 −α,

where the second equation is by Assumption 1, the third is by the independency and consistency assumptions, the

fourth is by using α = E[Y(1) | A = 1, M = 1] – E[Y(1) | A = 0, M = 1], and the last is again by the consistency assumption.

Proof that Assumption 2 is equivalent to assuming that E01(1) ≤ E11(1) and E00(1) ≤ E01(1)

The relationship between πij and pa = Pr(M = 1 | A = a) is

π11 + π01 = p1, π10 + π00
=  1 – p1, π11 + π10

= p0,  andπ01
+ π00 =  1 – p0 (A1)
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to what it would be when the exposure is set to 0. An advantage of this approach is that it can
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direct effect of the exposure not acting through the intermediate or the effect of the exposure
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settings, the exposure or intervention under study may occur after birth in some cases [6]. In
these cases, birth weight becomes a pre-exposure baseline variable, and the approaches
described here are not needed. These settings should be distinguished from those similar to
the birth-weight paradox. When the approaches described here are of relevance, both the PSE
and NDE may be in a consistent direction in some situations, as seen in Sections 3.3 and 4.3.
However, it is important to note that the two approaches need not give effect estimates in the
same direction. Having effect estimates in different directions with the two approaches is not
necessarily an indication that one of the estimates is in the wrong direction. The two ap‐
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that alternative approaches can be used to draw inferences in such settings. Although these
methodological tools are imperfect and need to be interpreted carefully, they can be useful in
examining conditional and direct effects.
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that M(a), Y(a), and Y(a,m) are independent of A. In addition, we require two assumptions. The
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a, the potential outcomes Y(a) and M(a) are equal to the observed outcomes Y and M, respec‐
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Using α, PSE can be expressed as follows:
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= E Y (1) |M (0) = 1 −E Y (0) |M (0) = 1
= E Y (1) |A = 0, M = 1 −E Y (0) |A = 0, M = 1
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where the second equation is by Assumption 1, the third is by the independency and consistency assumptions, the

fourth is by using α = E[Y(1) | A = 1, M = 1] – E[Y(1) | A = 0, M = 1], and the last is again by the consistency assumption.

Proof that Assumption 2 is equivalent to assuming that E01(1) ≤ E11(1) and E00(1) ≤ E01(1)

The relationship between πij and pa = Pr(M = 1 | A = a) is
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because Pr(M(a) = m) = Pr(M(a) = m | A = a) = Pr(M = m | A = a) by the independency and consistency assumptions.

Furthermore, because E[Y(a) | A = 1, M = 1] = E[Y(a) | M(1) = 1] by the independency assumption, this conditional

expectation can be expressed as

E Y (a) |A = 1, M = 1 =
π11E11(a) + π01E01(a)

π11 + π01
. (A2)

Similarly,

E Y (a) |A = 0, M = 1 =
π11E11(a) + π10E10(a)

π11 + π10
, (A3)

E Y (a) |A = 1, M = 0 =
π10E10(a) + π00E00(a)

π10 + π00
, (A4)

E Y (a) |A = 0, M = 0 =
π01E01(a) + π00E00(a)

π01 + π00
. (A5)

As π 10 = 0 (no defier exists) under Assumption 1, (A1) reduces to

π11 = p0, π00 =  1 – p1, andπ01 = p1 – p0,

where it is assumed that π 01 > 0 (i.e., p 1 > p 0). Using α = E[Y(1) | A = 1, M = 1] – E[Y(1) | A = 0, M = 1] and α‘ = E[Y(1) | A

= 1, M = 0] – E[Y(1) | A = 0, M = 0], (A2)–(A5) with a = 1 can be expressed respectively as

E Y |A = 1, M = 1 =
p0E11(1) + (p1 − p0)E01(1)

p1
, (A6)

E Y |A = 1, M = 1 −α= E11(1), (A7)

E Y |A = 1, M = 0 = E00(1), (A8)

E Y |A = 1, M = 0 −α ' =
(p1 − p0)E01(1) + (1 − p1)E00(1)

1 − p0
. (A9)

The differences between (A6) and (A7) and between (A8) and (A9) lead to, respectively

α=
p1 − p0

p1
{E01(1) − E11(1)},

α ' =
p1 − p0
1 − p0

{E00(1) − E01(1)}.
Assumption 2 with m = 1 is equivalent to α ≤ 0, and that with m = 0 is equivalent to α‘ ≤ 0. Thus, Assumption 2 is equal

to assuming that E 01(1) ≤ E 11(1) with m = 1 and E 00(1) ≤ E 01(1) with m = 0, because p 1 > p 0 by assumption.

Derivations of ranges of α under Assumptions 2 and 3

Substituting (A7) into (A6) gives

E01(1) = E Y |A = 1, M = 1 +
p0

p1 − p0
α, (A10)

and substituting (A8) into (A9) leads to

E01(1) = E Y |A = 1, M = 0 −
1 − p0
p1 − p0

α '. (A11)

Given that these two equations are equal, some algebra yields
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p0α + (1 − p0)α ' = − (p1 − p0){E Y |A = 1, M = 1 − E Y |A = 1, M = 0 }. (A12)

Then, a range of α under Assumption 2 is derived by α ≤ 0 and by substituting α‘ ≤ 0 into (A12).

Under Assumption 3,

α= E Y (1) |A = 1, M = 1 − E Y (1) |A = 0, M = 1
≤ E Y (1) |A = 1, M = 1 − E Y (0) |A = 0, M = 1
= E Y |A = 1, M = 1 − E Y |A = 0, M = 1 ,

and similarly α‘ ≤ E[Y | A = 1, M = 0] – E[Y | A = 0, M = 0]. Thus, a range of α under Assumption 3 is derived by α ≤ E[Y | A

= 1, M = 1] – E[Y | A = 0, M = 1] and by substituting α‘ ≤ E[Y | A = 1, M = 0] – E[Y | A = 0, M = 0] into (A12).

Derivation of equation (2)

Using β 1 = E 11(1) – E 01(1), β 2 = E 11(0) – E 10(0) and β 3 = π 10, (A2) with a = 1 can be expressed as

E Y |A = 1, M = 1 =
(π11 + π01)E11(1) −π01{E11(1) − E01(1)}

π11 + π01

= E11(1) −
p1 − (p0 −π10)

p1
{E11(1) − E01(1)}

= E11(1) −
p1 − p0 + β3

p1
β1,

and (A3) with a = 0 can be expressed similarly as

E Y |A = 0, M = 1 =
(π11 + π10)E11(0) −π10{E11(0) − E10(0)}

π11 + π01

= E11(0) −
π10
p0

{E11(0) − E10(0)}
= E11(0) −

β3
p0

β2.

The difference between these two equations leads to equation (2).

Appendix 2: Derivations of equations and inequalities in Section 4

Derivation of equation (4)

Using γm and Γ, E[Y(1,M(0))] can be expressed as follows:

E Y (1, M (0)) = E Y (1, M (0)) |A = 0

=∑
m

E Y (1, M (0)) |A = 0, M (0) = m Pr(M (0) = m |A = 0)

=∑
m

E Y (1, m) |A = 0, M = m Pr(M = m |A = 0)

=∑
m

{E Y (1, m) |A = 1, M = m −γm}Pr(M = m |A = 0)

=∑
m

E Y |A = 1, M = m Pr(M = m |A = 0) −Γ,

where the first equation is by the independency assumption, the third is by the consistency assumption, and the

fourth is by γm = E[Y(1,m) | A = 1, M = m] – E[Y(1,m) | A = 0, M = m]. The simpler calculation expresses E[Y(0,M(0))] as
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because Pr(M(a) = m) = Pr(M(a) = m | A = a) = Pr(M = m | A = a) by the independency and consistency assumptions.

Furthermore, because E[Y(a) | A = 1, M = 1] = E[Y(a) | M(1) = 1] by the independency assumption, this conditional

expectation can be expressed as

E Y (a) |A = 1, M = 1 =
π11E11(a) + π01E01(a)

π11 + π01
. (A2)

Similarly,

E Y (a) |A = 0, M = 1 =
π11E11(a) + π10E10(a)

π11 + π10
, (A3)

E Y (a) |A = 1, M = 0 =
π10E10(a) + π00E00(a)

π10 + π00
, (A4)

E Y (a) |A = 0, M = 0 =
π01E01(a) + π00E00(a)

π01 + π00
. (A5)

As π 10 = 0 (no defier exists) under Assumption 1, (A1) reduces to

π11 = p0, π00 =  1 – p1, andπ01 = p1 – p0,

where it is assumed that π 01 > 0 (i.e., p 1 > p 0). Using α = E[Y(1) | A = 1, M = 1] – E[Y(1) | A = 0, M = 1] and α‘ = E[Y(1) | A

= 1, M = 0] – E[Y(1) | A = 0, M = 0], (A2)–(A5) with a = 1 can be expressed respectively as

E Y |A = 1, M = 1 =
p0E11(1) + (p1 − p0)E01(1)

p1
, (A6)

E Y |A = 1, M = 1 −α= E11(1), (A7)

E Y |A = 1, M = 0 = E00(1), (A8)

E Y |A = 1, M = 0 −α ' =
(p1 − p0)E01(1) + (1 − p1)E00(1)

1 − p0
. (A9)

The differences between (A6) and (A7) and between (A8) and (A9) lead to, respectively

α=
p1 − p0

p1
{E01(1) − E11(1)},

α ' =
p1 − p0
1 − p0

{E00(1) − E01(1)}.
Assumption 2 with m = 1 is equivalent to α ≤ 0, and that with m = 0 is equivalent to α‘ ≤ 0. Thus, Assumption 2 is equal

to assuming that E 01(1) ≤ E 11(1) with m = 1 and E 00(1) ≤ E 01(1) with m = 0, because p 1 > p 0 by assumption.

Derivations of ranges of α under Assumptions 2 and 3

Substituting (A7) into (A6) gives

E01(1) = E Y |A = 1, M = 1 +
p0

p1 − p0
α, (A10)

and substituting (A8) into (A9) leads to

E01(1) = E Y |A = 1, M = 0 −
1 − p0
p1 − p0

α '. (A11)

Given that these two equations are equal, some algebra yields
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p0α + (1 − p0)α ' = − (p1 − p0){E Y |A = 1, M = 1 − E Y |A = 1, M = 0 }. (A12)

Then, a range of α under Assumption 2 is derived by α ≤ 0 and by substituting α‘ ≤ 0 into (A12).

Under Assumption 3,

α= E Y (1) |A = 1, M = 1 − E Y (1) |A = 0, M = 1
≤ E Y (1) |A = 1, M = 1 − E Y (0) |A = 0, M = 1
= E Y |A = 1, M = 1 − E Y |A = 0, M = 1 ,

and similarly α‘ ≤ E[Y | A = 1, M = 0] – E[Y | A = 0, M = 0]. Thus, a range of α under Assumption 3 is derived by α ≤ E[Y | A

= 1, M = 1] – E[Y | A = 0, M = 1] and by substituting α‘ ≤ E[Y | A = 1, M = 0] – E[Y | A = 0, M = 0] into (A12).

Derivation of equation (2)

Using β 1 = E 11(1) – E 01(1), β 2 = E 11(0) – E 10(0) and β 3 = π 10, (A2) with a = 1 can be expressed as

E Y |A = 1, M = 1 =
(π11 + π01)E11(1) −π01{E11(1) − E01(1)}
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= E11(1) −
p1 − (p0 −π10)

p1
{E11(1) − E01(1)}

= E11(1) −
p1 − p0 + β3

p1
β1,

and (A3) with a = 0 can be expressed similarly as

E Y |A = 0, M = 1 =
(π11 + π10)E11(0) −π10{E11(0) − E10(0)}

π11 + π01

= E11(0) −
π10
p0

{E11(0) − E10(0)}
= E11(0) −

β3
p0

β2.

The difference between these two equations leads to equation (2).

Appendix 2: Derivations of equations and inequalities in Section 4
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Using γm and Γ, E[Y(1,M(0))] can be expressed as follows:

E Y (1, M (0)) = E Y (1, M (0)) |A = 0

=∑
m

E Y (1, M (0)) |A = 0, M (0) = m Pr(M (0) = m |A = 0)

=∑
m

E Y (1, m) |A = 0, M = m Pr(M = m |A = 0)

=∑
m

{E Y (1, m) |A = 1, M = m −γm}Pr(M = m |A = 0)

=∑
m

E Y |A = 1, M = m Pr(M = m |A = 0) −Γ,

where the first equation is by the independency assumption, the third is by the consistency assumption, and the
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E Y (0, M (0)) = E Y (0)
= E Y |A = 0

=∑
m

E Y |A = 0, M = m Pr(M = m |A = 0).

The difference between these two equations leads to equation (4).

The reason that the lower limit of γm cannot be derived under Assumptions 2* and 3*

A range of α can be derived because (A10) and (A11) are equal. In the setting in which γm is used instead of α and α‘,

under Assumption 1, the following equations are derived, instead of (A10) and (A11):

E01(1, 1) = E Y |A = 1, M = 1 +
p0

p1 − p0
γ1, (A13)

E01(1, 0) = E Y |A = 1, M = 0 −
1 − p0
p1 − p0

γ0, (A14)

where Eij(a,m) = E[Y(a,m) | M(0) = i, M(1) = j]. Because these two equations are not equal, the lower limit of γ 0 (γ 1)

cannot be derived using the upper limit of γ 1 (γ 0) under Assumptions 2* and 3*, even under Assumption 1.

Derivations of ranges of Γ under Assumptions 4 and 5 and Assumptions 1 and 5

By the consistency assumption, E[Y(1,m) | A = 1, M = m] = E[Y | A = 1, M = m]. Using Assumptions 4 and 5, the following

inequality can be derived:

∑
m

E Y (1, m) |A = 0, M = m Pr(M = m |A = 0) ≤∑
m

E Y (1, 1) |A = 0, M = m Pr(M = m |A = 0)

= E Y (1, 1) |A = 0
= E Y (1, 1) |A = 1

=∑
m

E Y (1, 1) |A = 1, M = m Pr(M = m |A = 1)

≤∑
m

E Y (1, 1) |A = 1, M = 1 Pr(M = m |A = 1)

= E Y |A = 1, M = 1 ,

where the first inequality is by Assumption 5 with a = 1 and a* = 0, the third equation is by the independency

assumption, and the fifth inequality is by Assumption 4 with a = 1 and m = 1. Substituting the above equation and

inequality into equation (3) leads to

Γ≥∑
m

E Y |A = 1, M = m Pr(M = m |A = 0) − E Y |A = 1, M = 1

= − {E Y |A = 1, M = 1 − E Y |A = 1, M = 0 }Pr(M = 0 |A = 0).

A similar calculation gives the upper limit.

Equations (A13) and (A14) hold under Assumption 1 and E 01(1,0) ≤ E 01(1,1) holds under Assumption 5 with a = 1, a* =

0 and m = 1. Substituting (A13) and (A14) into this inequality leads to

− (p1 − p0){E Y |A = 1, M = 1 − E Y |A = 1, M = 0 } ≤ p0γ1 + (1 − p0)γ0 =Γ.
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1. Introduction

In this chapter, we briefly summarize the concept of analytical methodologies used for de‐
tecting, measuring, and/or monitoring in public health research. Additionally, this chapter
describes in silico ADME, ADMET and ADME/Tox approaches or models relevant to analyt‐
ical methodologies for public health researchers or practitioners.

Recently, adopted technologies to cope with this type of scientific demand in terms of drug
development and testing are the applications of in silico techniques used in pharmaceutical
companies in the process of drug discovery (Ndibewu et al., 2012; Vallero, 2012; Lipinski et
al., 1997; Leeson & Springthorpe, 2007). Two fast growing examples involve the use of
cheminformatics (also known as chemoinformtaics) and chemical informatics which is the
use of computer and informational techniques, applied to a range of problems in the field of
chemistry (Langdon et al., 2011; Brown, 2011). These in silico techniques are employed in
pharmaceutical companies in the process of drug discovery (Lipinski, 2004). These methods
can also be used in chemical and allied industries in various other forms (Pradeep, 2009).
Combined with the accuracy of data obtained with validated analytical methods, this en‐
compasses the mixing of those information resources necessary to transform data into infor‐
mation and information into knowledge for the intended purpose of making better decisions
faster in the area of drug lead identification and optimization. The outcome is clearly the ef‐
ficiency in public health research and the beneficiary is mankind. In the section that follows,
we briefly summarize in silico pharmacokinetics, widely designated as ADME approaches or
models relevant to analytical methodologies for public health researchers or practitioners
(Yamashita & Hashida, 2004). Pharmacokinetics is the study of the time course of a drug
within the body and incorporates the processes of absorption, distribution, metabolism and

© 2013 Ndibewu and Ngobeni; licensee InTech. This is an open access article distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



[41] Hafeman DM, Schwartz S. Opening the black box: a motivation for the assessment of
mediation. International Journal of Epidemiology 2009; 38(4) 838-845.

[42] Petersen ML, Sinisi SE, van der Laan MJ. Estimation of direct causal effects. Epidemi‐
ology 2006; 17(3) 276-284.

[43] VanderWeele TJ. Marginal structural models for the estimation of direct and indirect
effects. Epidemiology 2009; 20(1) 18-26.

[44] Kaufman S, Kaufman JS, MacLehose RF, Greenland S, Poole C. Improved estimation
of controlled direct effects in the presence of unmeasured confounding of intermedi‐
ate variables. Statistics in Medicine 2005; 24(11) 1683-1702.

[45] Imai K, Keele L, Yamamoto T. Identification, inference and sensitivity analysis for
causal mediation effects. Statistical Science 2010; 25(1) 51-71.

[46] VanderWeele TJ, Vansteelandt S. Odds ratios for mediation analysis with a dichoto‐
mous outcome. American Journal of Epidemiology 2010; 172(12) 1339-1348.

[47] Chiba Y. Monte-Carlo sensitivity analysis for controlled direct effects using marginal
structural models in the presence of confounded mediators. Communications in Statis‐
tics – Theory and Methods 2012; 41(10) 1739-1749.

[48] Tchetgen Tchetgen EJ, Shpitser I. Semiparametric theory for causal mediation analy‐
sis: efficiency bounds, multiple robustness, and sensitivity analysis. Annals of Statis‐
tics (in press).

[49] Chiba Y. Bounds on controlled direct effects under monotonic assumptions about
mediators and confounders. Biometrical Journal 2010; 52(5) 628-637.

[50] VanderWeele TJ. Simple relations between principal stratification and direct and in‐
direct effects. Statistics and Probability Letters 2008; 78(17) 2957-2962.

Current Topics in Public Health60

Chapter 4

Use of Analytical Methods and
In-silico Techniques in Public Health Research

Peter Papoh Ndibewu and Prince Ngobeni

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54006

1. Introduction

In this chapter, we briefly summarize the concept of analytical methodologies used for de‐
tecting, measuring, and/or monitoring in public health research. Additionally, this chapter
describes in silico ADME, ADMET and ADME/Tox approaches or models relevant to analyt‐
ical methodologies for public health researchers or practitioners.

Recently, adopted technologies to cope with this type of scientific demand in terms of drug
development and testing are the applications of in silico techniques used in pharmaceutical
companies in the process of drug discovery (Ndibewu et al., 2012; Vallero, 2012; Lipinski et
al., 1997; Leeson & Springthorpe, 2007). Two fast growing examples involve the use of
cheminformatics (also known as chemoinformtaics) and chemical informatics which is the
use of computer and informational techniques, applied to a range of problems in the field of
chemistry (Langdon et al., 2011; Brown, 2011). These in silico techniques are employed in
pharmaceutical companies in the process of drug discovery (Lipinski, 2004). These methods
can also be used in chemical and allied industries in various other forms (Pradeep, 2009).
Combined with the accuracy of data obtained with validated analytical methods, this en‐
compasses the mixing of those information resources necessary to transform data into infor‐
mation and information into knowledge for the intended purpose of making better decisions
faster in the area of drug lead identification and optimization. The outcome is clearly the ef‐
ficiency in public health research and the beneficiary is mankind. In the section that follows,
we briefly summarize in silico pharmacokinetics, widely designated as ADME approaches or
models relevant to analytical methodologies for public health researchers or practitioners
(Yamashita & Hashida, 2004). Pharmacokinetics is the study of the time course of a drug
within the body and incorporates the processes of absorption, distribution, metabolism and

© 2013 Ndibewu and Ngobeni; licensee InTech. This is an open access article distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



excretion (ADME) (Van de Waterbeemd & Gifford, 2003). The extent of distribution will de‐
pend on the structural and physicochemical properties of the compound (Fig. 1).
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Figure 1. ADME flow chart showing volume of distribution (Vd): is a theoretical concept connecting administered dose
with actual initial concentration (Co) present in circulation, Vd = Dose/Co; Unbound volume, Vdu = Vd/fu, where fu is the
fraction of unbound; Clearance (Cl) of the drug from the body mainly takes place via the liver and the kidney; Bioavail‐
ability is given by area under the curve (AUC) = F x Dose/Cl; Half-life (t1/2) is the time taken for a drug concentration in
plasma to reduce by 50% (is function of the clearance and volume of distribution, and determines how often a drug
needs to be administered (t1/2 = 0.693Vd/Cl) (Van de Waterbeemd & Gifford, 2003).

Figure 2 shows a simple ADME decision-making flow sheet which will incorporate predic‐
tors for volume of distribution, oral bioavailability, half-life (t1/2), distribution\protein bind‐
ing module including percentage plasma protein binding values (%PPB) and drug affinity
constant to human serum albumin represented by log Ka

HSA constants. The adaptability of
this simple form has continuously refine existing models by building on larger and higher-
quality data sets crucial to the success of the in silico approaches as grouped by Van de Wa‐
terbeem and Gifford (2003) in the form of problem areas for which predictive models could
be helpful (Fig. 2). And during these past few years, the range of models have further ex‐
panded to include, for example, models for various transporters, metabolism by non-P450
enzymes, plasma protein binding, and so (Lu et al., 2003; Ekins et al., 2001).

Figures 2a and 2b outline the parameters in the prediction of a safe drug given in acceptable
dose, which it is ultimately hoped will be reliably obtainable from molecular structure and
appropriate descriptors using a suite of predictive models. This expression had earlier been
made clear by Japertas and coworkers (2011).
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Figure 2. a. An analysis of the crucial ADME processes for which predictive models are available or are being devel‐
oped (Carlson & Segall, 2002). b. Prediction paradigm ranging from models for simple physicochemical properties (H-
bonding capacity, Molecular mass, Solubility and lipophilicity (logD)) to models for ADME properties (% drug
absorbed & bioavailability, clearance, volume of distribution and half-life (t1/2)) to complex endpoints (binding (IC50), to
molecular target of new drug and its required dose and toxicity potential (Waterbeemd & Gifford, 2003). c. The evolu‐
tion of drug discovery and the changing role of ADME studies I (Waterbeemd & Gifford, 2003)
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In figure 2c (Waterbeemd & Gifford, 2003), the form a depicting the classical project-collabo‐
ration approach between chemistry, biology and drug metabolism (ADMES) groups in the
1990s is shown to b which is a much more automated world at the start of this millennium in
which combinatorial chemistry (CombiChem), high throughput screening and ADME studies
are linked together in a streamlined fashion.

It should be noted that all three activities shown in figure 3 can even be carried out by sepa‐
rate companies of research units or even researchers in health departments or for health in‐
terest. A good example is the Medical Research Council (MRC) of South Africa which
supports unit health research projects towards a nationally planned and prioritized health
sectors. Furthermore, the wide introduction of in silico and high-speed in vivo methods
could redefine the traditional meaning of ADME to Automated Decision-Making Engine. To
reflect, one sees that considerable effort has equally been devoted into the development of in
silico models for the prediction of oral absorption (Veber et al., 2002; Agoram et al., 2001;
Parrott & Lavé, 2002; Yu et al., 2000). This range from the simplest models based on a single
descriptor, such as log P or log D, or polar surface area, which is a descriptor of hydrogen-
bonding potential to combo or meta- or QSAR models.

2. Analytical methods in health research

As analytical methods become increasingly sophisticated and capable for the detection of
each component in a sample (Barnes & Dourson, 1988), including biological systems (Kote-
Jarai et al. 2011), it is critical to separate and quantify them. Methods such as mass spectrom‐
etry (MS) and high performance chromatography (HPLC) routinely ensure these in many
laboratories around the world (Thorp et al., 2011). HPLC instrumentations provide crucial
analytical data (Beitler, 1995) used to calculate or predict drug’s affinity constants (log Ka

HSA)
(Packard et al., 1996; Endo et al., 1982). For nearly half a century, analytical and testing
methods as opposed to empirical approaches have played a key role in the identification of
key diseases causative toxins (Barnes & Dourson, 1988; Bathija, 2003) and drug-like com‐
pounds to cure them (Kote-Jarai et al., 2011; Moore & Carpenter, 1999).

In this process, as tons of data are being produced with the analytical chemists struggling to
make sense out of the bunch, the health researcher and health practitioners are faced with a
constant task to make better and faster decisions in the area of disease treatment and pre‐
vention based on laboratory results. In the midst of all this, there is the requirement not only
to produce efficient drugs, in enough quantities, to cure diseases but their development at
the pace at which pandemics are spreading around the globe is also required, for example,
cancer and HIV & AIDS.

As far as the identification of data needs is  crucial  in clinical  laboratories,  the quest  for
methods to determine biomarkers of exposure and effect of diseases in the public health is
also growing fast. Hence, analysis of metabolites of drugs in humans or animals can pro‐
vide a biomarker of exposure that is sensitive to low levels of exposure and correlates well
with  exposure  concentrations.  Methods  for  determining  biomarkers  of  exposure  in  hu‐
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mans are needed to determine background levels in the population and levels at which bi‐
ological  effects  occur.  For  example,  Abdel-Rahman  et  al.  (1980a  &  1980b)  developed  a
method  to  quantitatively  and  qualitatively  measure  the  metabolites  of  chlorine  dioxide
(e.g.,  ClO2

-,  and  ClO-)  in  biological  fluids.  These  biomarkers  may  be  used  to  indirectly
measure chlorine dioxide exposure.

In the absence of sensitive and reliable methods for determining diseases vector-borne me‐
tabolites and biomarkers of exposure, mechanistic models of tissue distribution of drug
compounds have been used (Rowley et al., 1997) to assess levels at which biological effects
occur in the population and mitigate disease occurrence. Poulin et al. (Poulin & Theil, 2002;
Poulin & Krishna, 1995) developed tissue composition-based equations for calculating tis‐
sue-plasma partition coefficients (Pt:p).

The following expressions are used (equations 1 and 2) (Yamashita & Hashida, 2004):
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Po:w is the n-octanol:buffer partition coefficient of non-ionized species at pH 7.4.

D*vo:w is the olive oil:buffer partition coefficient of both the nonionized and ionized species
at pH 7.4, V is the fractional tissue volume content of neutral lipids (nl), phospholipids (ph),
and water (w), t is the tissue, p is the plasma and fu is the unbound fraction.

These equations are based on the assumption that each tissue and plasma is a mixture of lip‐
ids, water and plasma proteins in which the drug can be homogeneously distributed.

The first term of these equations is based on the drug Lipophilicity-hydrophilicity balance
of tissues and plasma due to their lipid and water contents, while the second term of the
equation considers the binding to common proteins present in plasma and plasma intersti‐
tial space.

3. Use of In-silico techniques and chemical informatics in health research

Even though disease mapping has been done for over a hundred years, historically, the focus
in health research has been on person and conventional medicinal chemistry targeting specif‐
ic disease treatment with little regard for the implications of de novo molecular design costs.
Also, the need for high throughput screening in drug discovery research for public health in‐
terest has surfaced as a top priority in the last decade (Norris et al., 2000; Green et al, 1974).
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However, the testing of much lead drug-like candidates often fails because of unsatisfactory
ADME properties (Zmuidinavicius et al., 2003). In handling this challenge, ADME studies
employing in silico techniques to improve the rate of success in the more costly downstream
stages of drug development before clinical trials has gain tremendous interest in public health
research methodologies. In this light, in silico ADME studies use various models developed
for predicting ADME properties of compounds from their chemical structures and integrat‐
ing them to simulate the kinetics at the organ or body levels Carlson & Segall, 2002; Podlogar
et al., 2001; Ekins et al., 2001). Data-based approaches such as quantitative structure-activity
relationship (QSAR) (Zhaou et al., 2001, Yoshida & Topliss, 2000), similarity searches, 3D-
QSAR (Jones et al., 1996) and structure-based methods such as ligand-protein docking and
pharmacophore modeling are amongst approaches currently used. In addition, several meth‐
ods of integrating ADME properties to predict pharmacokinetics at the organ or body level
have been studied (Agatonovic-Kustrin, 2001; Van de Waterbeemd, 2001; Ho et al., 2000; Jaco‐
by et al., 2009; Lave et al., 1999). All these effort is to reduce the risk of late-stage attrition of
drug development and to optimize screening and testing by looking at only the promising
compounds. Recently, researchers have equally develop keen interest in de novo molecular de‐
sign (Good et al., 1995; Clark et al., 1995), predictive modeling, graph theory, molecular simi‐
larity and diversity, virtual ligand docking, scaffold hopping (Langdon et al., 2010), multi-
objective optimization Nicolaou et al., 2007), molecular descriptors, bioisosteric replacement,
machine learning and evolutionary algorithms (Gillet, 2008).

In the last decade, a wide variety of descriptors used in QSAR studies have been developed
(Khan et al., 2009; Miners et al., 2006). A subset of these descriptors is potentially useful for
predicting ADME properties. Many QSAR studies on BBB permeation of drugs have been
published recently. In the big junk of these works (Wichmann et al., 2007; Zhao et al., 2007;
Cuadrado et al., 2007; Katritzky et al., 2006; Garg & Verma, 2006; Hemmateenejad et al.,
2006; Narayanan & Gunturi, 2005) experimental data are represented as logBB constants or
as qualitative (binary) index subdividing all compounds into ‘CNS positive’ and “CNS neg‐
ative” classes according to presence or lack of central nervous system (CNS) activity. Table 1
summarizes the most notable QSAR models (logPS) representing blood/brain partitioning
coefficients at equilibrium conditions (logBB)( Goodwin & Clark, 2005; Abbott, 2004) show‐
ing that typical data sets involved only 20-30 compounds.

LogPS is based on in vivo kinetic permeability measurements using intravenous administra‐
tion (Oldendorf, 1971), brain uptake index (Bickel, 2005; Oldendorf, 1971) and in situ perfu‐
sion in rat or mouse (Bickel, 2005; Dagenais et al., 2000; Takasato et al., 1984;). Where, P (cm
s-1) is observed permeability across BBB, whereas S (cm2/g) is surface area of brain capillary
endothelium which equals to ~ 100 – 130 cm2 in rats (Abraham, 2004; Bodor & Buchwald,
1999). PS product can be calculated from Kety-Renkin-Crone equation of capillary transport
(Kin = F. (1- e-PS/F)), and by its physical meaning, PS is equal to the unidirectional influx rate
constant (Kin) corrected for cerebral blood flow (F). Earlier attempts of logPS prediction were
largely restricted by the lack of high quality data. A subset of statistical techniques can deal
with larger sets of molecular descriptors aimed at finding relationships or patterns in data
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sets. For examples, multiple linear regressions (MLR) and partial least square (PLS) (Norind‐
er & Österberg, 2001).

References Descriptors N R2 RMSE

Levin19 Log(P.MW-1/2) 22 0.83 -

Abraham and coworkers10,24 Solvation parameters (A, B, E, S, Vx) 18 0.95 0.48

30 0.87 0.52

Bodor and Buchwald11 LogP(logD) 58 0.90 0.62

Liu et al.5 LogD, PSA, vsa base 23 0.74 0.50

Luco and Marchevsky25

(review of earlier studies)

LogP, different MW functions
7-37 0.80-0.96 -

This literature LogP, HD, HA, Vx, ion fractions (pKa

function)
125a 0.84 0.48

53b 0.82 0.49

aTraining set; bValidation set.

Table 1. Summary of QSAR Models for Predicting LogPS (Lanevskij et al., 2008)

These illustrations show how in silico chemistry or cheminformatics and high-throughput
screening have increased the possibility of finding new lead compounds at much shorter
time periods than conventional medicinal chemistry. With judicious selection of lead com‐
pounds and constant monitoring of physical properties (especially Lipophilicity (equation 1)
or other major physchem parameter) during optimization, medicinal chemists have an op‐
portunity to help alleviate the appalling attrition rates, estimated at 93–96% (Norris et al.,
2000) in clinical drug development (Bhal et al.,. This means that physicochemical properties
in small-molecule drug discovery are completely under the control of medicinal chemists
and can easily be calculated before chemical synthesis. It is, however, important to empha‐
size here that when interpreting results from prediction models, that the predictions are on‐
ly as good as the dataset used to create the model. So when we calculate a prediction, if the
training set does not contain chemical structures that are similar to the particular compound
in question, the predicted result may not be reliable, regardless of the actual result of the
prediction.

From various literature sources (Bhal, 2007; Sazonovas et al., 2010), it is reported that ADME
and toxicity prediction models can be a valuable part of many different research workflows,
including virtual screening, metabolite identification, impurity analysis and chemical safety,
reliability index (RI) value (0 – 1) in addition to the predicted probability result (Japertas et
al., 2010) which is an indicator of how well spatial chemical space around a particular com‐
pound is represented within the training set of the model (Fig. 3)
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Figure 3. Model applicability domain versus proprietary chemical space, predicted using ACD/LogD Suite (Bhal &
Coworkers, 2007)

The development of in silico technologies or chemical informatics over the last 20 years has,
thus, provided a more powerful and rapid ability to examine clinical decision-making and
answers to critical public research health issues based on scientifically validated models
from an un biased an empirical question based on a minimally biased appraisal of all the
relevant empirical studies. This, in turn, has fostered the discussion of policy of drug discov‐
ery relevant to health issues as well as health services and planning, in conjunction with the
use of clinical investigations and disease surveillance. Such reviews aim to improve ethically
relevant decisions in public healthcare research or policy. With this in mind, identification of
a lead compound or biochemical starting point for a drug discovery program has been high‐
lighted recently as a critically important activity, reflected by lead generation strategies be‐
ing widely implemented in the pharmaceutical industry (Jupertas, 2007).

For a more robust process, calculated quantitative parameters will provide further informa‐
tion though slightly different from the core predictive pharmacokinetic data. These parame‐
ters show great inter relation. Such parameters include the drug’s affinity constants (log
Ka

HSA) to human serum albumin (the major carrier protein in plasma). Experimental data
come from direct chromatographic determination of binding strength to that particular pro‐
tein. These parameters are usually calculated as follows (Bhal et al. 2007):
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Where [LA] is the concentration of ligand bound to albumin, [L] is that of free ligand, and
[A] is the concentration of free albumin which, estimated at ~ 0.6 mM in human plasma.
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%PPB values represent the overall fraction of drug bound in human plasma, i.e. accounts for
interactions with different proteins: albumin, α-1-acid glycoprotein, liproteins, SHBG, trans‐
ortion, etc. In vitro measurements of the extent of plasma protein binding usually involve
equilibrium dialysis, ultrafiltration or ultracentrifugation methods. The supplementary dis‐
tribution/Vd module calculates apparent volume of distribution of drugs in human body ex‐
pressed in litres per Kg body weight (L/Kg). This expression is given as: %PPB = (1-fu) x
100%, Where fu is a fraction of free (unbound) drug in plasma (0 -1). Note that predictive
models for %PPB and loga

HSA are derived using GALAS (Global, Adjusted Locally Accord‐
ing to Similarity) modeling methodology consisting of global (baseline) statistical model
(based on PLS with multiple bootstrapping, using a predefined set of fragmental descrip‐
tors), and local correction to baseline prediction (based on the analysis of model perform‐
ance for similar compounds from the training set = self-training library). Because of the
percentage (%PPB) scale platform of the overall protein binding in plasma, values are linear‐
ized prior to modeling and converted to apparent serum affinity constants, log Kapp, the main
parameter used in modeling. With this, final prediction can be converted back to %PPB us‐
ing the following expression (Bhal et al., 2007):
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To illustrate the performance of %PPB and loga
HSA models, validation set compounds within

Model Applicability Domain (MAD) (RI ≥ 0.3) is taken from Bhal et al. (2012) and shown in
figures 4. In equation (y), the local part of the model provides the basis for estimating relia‐
bility of prediction by means of calculated Reliability Index (RI) values that range from 0 – 1.
0 means unreliable prediction and 1 fully reliable or ideal prediction. The RI values can also
be used for interpreting prediction results, for example in setting the cut-off point (RI = 0.3),
meaning that if compound falls outside of the MAD, the respective prediction should be to‐
tally discarded from further analysis irrespective of %PPB and loga

HSA.

Figure 4. Predicted versus observed %PPB and loga
HSA values for validation set compounds (ACD/LogD Suite).

Use of Analytical Methods and In-silico Techniques in Public Health Research
http://dx.doi.org/10.5772/54006

69



Figure 3. Model applicability domain versus proprietary chemical space, predicted using ACD/LogD Suite (Bhal &
Coworkers, 2007)

The development of in silico technologies or chemical informatics over the last 20 years has,
thus, provided a more powerful and rapid ability to examine clinical decision-making and
answers to critical public research health issues based on scientifically validated models
from an un biased an empirical question based on a minimally biased appraisal of all the
relevant empirical studies. This, in turn, has fostered the discussion of policy of drug discov‐
ery relevant to health issues as well as health services and planning, in conjunction with the
use of clinical investigations and disease surveillance. Such reviews aim to improve ethically
relevant decisions in public healthcare research or policy. With this in mind, identification of
a lead compound or biochemical starting point for a drug discovery program has been high‐
lighted recently as a critically important activity, reflected by lead generation strategies be‐
ing widely implemented in the pharmaceutical industry (Jupertas, 2007).

For a more robust process, calculated quantitative parameters will provide further informa‐
tion though slightly different from the core predictive pharmacokinetic data. These parame‐
ters show great inter relation. Such parameters include the drug’s affinity constants (log
Ka

HSA) to human serum albumin (the major carrier protein in plasma). Experimental data
come from direct chromatographic determination of binding strength to that particular pro‐
tein. These parameters are usually calculated as follows (Bhal et al. 2007):

[ ]log log .
[ [ ]]

HSA
a

LAK
L A

æ ö
= ç ÷

è ø
(3)

Where [LA] is the concentration of ligand bound to albumin, [L] is that of free ligand, and
[A] is the concentration of free albumin which, estimated at ~ 0.6 mM in human plasma.

Current Topics in Public Health68

%PPB values represent the overall fraction of drug bound in human plasma, i.e. accounts for
interactions with different proteins: albumin, α-1-acid glycoprotein, liproteins, SHBG, trans‐
ortion, etc. In vitro measurements of the extent of plasma protein binding usually involve
equilibrium dialysis, ultrafiltration or ultracentrifugation methods. The supplementary dis‐
tribution/Vd module calculates apparent volume of distribution of drugs in human body ex‐
pressed in litres per Kg body weight (L/Kg). This expression is given as: %PPB = (1-fu) x
100%, Where fu is a fraction of free (unbound) drug in plasma (0 -1). Note that predictive
models for %PPB and loga

HSA are derived using GALAS (Global, Adjusted Locally Accord‐
ing to Similarity) modeling methodology consisting of global (baseline) statistical model
(based on PLS with multiple bootstrapping, using a predefined set of fragmental descrip‐
tors), and local correction to baseline prediction (based on the analysis of model perform‐
ance for similar compounds from the training set = self-training library). Because of the
percentage (%PPB) scale platform of the overall protein binding in plasma, values are linear‐
ized prior to modeling and converted to apparent serum affinity constants, log Kapp, the main
parameter used in modeling. With this, final prediction can be converted back to %PPB us‐
ing the following expression (Bhal et al., 2007):

log
% 100%

1 log
app

app

K
PPB x

K
=

+
(4)

To illustrate the performance of %PPB and loga
HSA models, validation set compounds within

Model Applicability Domain (MAD) (RI ≥ 0.3) is taken from Bhal et al. (2012) and shown in
figures 4. In equation (y), the local part of the model provides the basis for estimating relia‐
bility of prediction by means of calculated Reliability Index (RI) values that range from 0 – 1.
0 means unreliable prediction and 1 fully reliable or ideal prediction. The RI values can also
be used for interpreting prediction results, for example in setting the cut-off point (RI = 0.3),
meaning that if compound falls outside of the MAD, the respective prediction should be to‐
tally discarded from further analysis irrespective of %PPB and loga

HSA.

Figure 4. Predicted versus observed %PPB and loga
HSA values for validation set compounds (ACD/LogD Suite).

Use of Analytical Methods and In-silico Techniques in Public Health Research
http://dx.doi.org/10.5772/54006

69



Figure 5. Predicted versus experimental values of logLD50 (with a very high RI > 0.75) %PPB and loga
HSA values for vali‐

dation set compounds (Bhal et al., 2012).

In figures 5 and 6, both models produce highly accurate results, while even better statistical
characteristics are observed if only predictions of moderate and high reliability index are
considered.

In order to understand the behavior of drug compounds in the real world, Bhal et al. (2012)
has used ACD/Predictors such as logP, logD, solubility, and pKa to evaluate and predict the
likely behavior of 5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine (Fig. 7), a compound prior
to its synthesis. Lipophilicity is represented by the descriptors logP (also known as Kow or
Pow) and logD, and is used, for example, to help predict in-vivo permeability of active com‐
pounds in drug discovery and the behavior of compounds in many other areas of health re‐
lated research. The partition coefficient, P, is a measure of the differential solubility of a
compound in two immiscible solvents and the most commonly used commonly used sol‐
vent system is octanol-1-ol/water.

Figure 6. Chemical structure of 5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine, A
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The P descriptor is a lipophilicity descriptor for neutral compounds, or where the com‐
pounds exist in a single form.

Partition coefficient , p = Compound octanol

Compund water
 and LogP = log10(Partition Coefficient)

LogP = 1 can be explained as a ratio of 10 :1 organic:aqueous phase.

For ionizable solutes, the compounds may exist as a variety of different species in each
phase at a given pH. D, typically used in the logarithmic for (loD) representing the distribu‐
tion coefficient which is the appropriate descriptor for ionizable compounds since it is a
measure of the pH-dependent differential solubility of all species in the octanol/water sys‐
tem (Levin, 1980).

Distribution coefficient , D =
∑ Microspecies octanol

∑ Microspecies water
.

Bhal (2012) used methylamine to illustrate the difference between these two descriptors as
follows: MeNH3

+ ⇌  MeNH2 + H+, meaning that,

PMeN H 2
=

MeN H 2 octanol

MeN H 2 water
 and/or PMeN H 3

+ =
MeN H 3

+
octanol

MeN H 3
+

water
.. So, keeping the definition of D above in

mind, we can write the expression of D as:D =
MeN H 2 octanol + MeN H 3

+
octanol

MeN H water + MeN H 3
+

water
.

To accurately predict a compound’s lipophilicity based on predicted molecular physical
properties, it was imperative that the author applied the correct descriptor in an appropriate
manner. In this context, logD instead is used in lieu of logP as the use of the latter to address
lipophilicity concerns by drug research and manufacturing companies in the past (around
1980’s and 90’s) had resulted in incorrect conclusions for ionizable compounds. A good ex‐
ample would be to reproduce data generated by the previous author employing ACD/LogD
in his application to discuss the significance of applying logD instead of logP using drug
discovery as an example where lipophilicity is correlated with in vivo permeability. Using
the sample molecule in figure 6 (5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine), data pre‐
sented in table were calculated.

pKa Ionization centre

4.8 Pyridine

10.9 Piperidine

Table 2. pKa values of 5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine (Bhal et al., 2012)

The pH dependence of logD for this sample molecule (5-Methoxy-2-(1-piperidin-4-ylprop‐
yl)pyridine) is shown in figure 7 showing a plot of logD versus pH, while figure 8 displays
the changing ionic forms of molecule A.

Looking at the plot in figure 8, and according to Bhal el al. (2012), we can confirm that ioniza‐
tion of the compound greatly affects octanol-water partitioning and that lipophilicity cannot
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be simplified to a constant. This is very so as lipophilicity of the compound is low below pH
12 when the majority of the compound exists in an ionized form. This would definitively be
contradictory, of course, if logP was examined alone (Predicted logP is 2.7 ± 0.3 by author for
comparison sake).

Figure 7. The logD curve of 5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine (ACD/LoD Suite), Bhal et al., 2012)

The author concludes that the negative values of logD (-1.44 to 0) in the physiologically rele‐
vant pH range (pH 1–8) lead us to conclude that this compound would be more susceptible
to higher aqueous solubility and of lower lipophilicity in the body. As a result we would
expect membrane permeability to be poor. Also, it is true as seen from graph in figure 8 the
neutral form of molecule A is almost non-existent at physiologically relevant pH (1–8). This
neutral form possibly dominates at ~pH 13. Conclusively, compound A is highly associated
with the lipid phase (>30 fold affinity for octanol over water), and thus will likely permeate
biological membranes spontaneously.

Figure 8. A graph illustrating the changing ionic forms of 5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine with pH (Bhal
et al., 2012)
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Figure 9 shows a schematic representation of the changing pH environments that an orally
administered compound is likely to encounter in the gastrointestinal (GI) tract. From fig‐
ure 9, we can observe that there is, thus, no constant pH in the body and it is therefore es‐
sential that we consider an appropriate pH when predicting the in vivo behavior of a drug
candidate.

Figure 9. The pH environment of the human gastrointestinal tract (Bhal et al., 2012)

4. Implications of analytical methods and in-silico techniques in public
health

The outcomes from a global network on the development of standardized analytical meth‐
ods for the public and environmental health directly impacts on the quality of health of
mankind worldwide. High quality data necessitates the development of harmonized study
approaches and adequate reporting of data (Bouwmeester et al., 2011).

Priority public health scale can only be based on well-characterized dose-response relations
derived from a systematic study of the bio-kinetics and bio-interactions of drugs or drug-
like molecules at both organism and (sub)-cellular levels using validated analytical methods
and pharmacokinetic studies. The ADME (absorption, distribution, metabolism and excre‐
tion) and toxicity effects is crucial to declare a particular molecule safe for the treatment of a
particular disease and often clinical trials to arrive at a conclusive release of a new drug very
costly, sometimes in the range of millions of dollars covering the cost of fundamental re‐
search through clinical trials or testing to manufacturing. Multiple content databases, data
mining and predictive modeling algorithms, visualization tools, and high-throughput data-
analysis solutions are being integrated to form systems-ADME/Tox (Ekins et al., 2005). More
so, Ekins and co-authors (2005) reported that the functional interpretation and relevance of
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comparison sake).

Figure 7. The logD curve of 5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine (ACD/LoD Suite), Bhal et al., 2012)

The author concludes that the negative values of logD (-1.44 to 0) in the physiologically rele‐
vant pH range (pH 1–8) lead us to conclude that this compound would be more susceptible
to higher aqueous solubility and of lower lipophilicity in the body. As a result we would
expect membrane permeability to be poor. Also, it is true as seen from graph in figure 8 the
neutral form of molecule A is almost non-existent at physiologically relevant pH (1–8). This
neutral form possibly dominates at ~pH 13. Conclusively, compound A is highly associated
with the lipid phase (>30 fold affinity for octanol over water), and thus will likely permeate
biological membranes spontaneously.

Figure 8. A graph illustrating the changing ionic forms of 5-Methoxy-2-(1-piperidin-4-ylpropyl)pyridine with pH (Bhal
et al., 2012)
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Figure 9 shows a schematic representation of the changing pH environments that an orally
administered compound is likely to encounter in the gastrointestinal (GI) tract. From fig‐
ure 9, we can observe that there is, thus, no constant pH in the body and it is therefore es‐
sential that we consider an appropriate pH when predicting the in vivo behavior of a drug
candidate.

Figure 9. The pH environment of the human gastrointestinal tract (Bhal et al., 2012)

4. Implications of analytical methods and in-silico techniques in public
health

The outcomes from a global network on the development of standardized analytical meth‐
ods for the public and environmental health directly impacts on the quality of health of
mankind worldwide. High quality data necessitates the development of harmonized study
approaches and adequate reporting of data (Bouwmeester et al., 2011).

Priority public health scale can only be based on well-characterized dose-response relations
derived from a systematic study of the bio-kinetics and bio-interactions of drugs or drug-
like molecules at both organism and (sub)-cellular levels using validated analytical methods
and pharmacokinetic studies. The ADME (absorption, distribution, metabolism and excre‐
tion) and toxicity effects is crucial to declare a particular molecule safe for the treatment of a
particular disease and often clinical trials to arrive at a conclusive release of a new drug very
costly, sometimes in the range of millions of dollars covering the cost of fundamental re‐
search through clinical trials or testing to manufacturing. Multiple content databases, data
mining and predictive modeling algorithms, visualization tools, and high-throughput data-
analysis solutions are being integrated to form systems-ADME/Tox (Ekins et al., 2005). More
so, Ekins and co-authors (2005) reported that the functional interpretation and relevance of
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complex multidimensional data to the phenotype observed in humans is the focus of current
research in toxicology.

In fact, increased effort is needed to develop and validate analytical methods to determine
ADMET effects in complex matrices such as the human body. This implies the use of vali‐
dated analytical methods and in-silico chemistry to reduce time and cost at developmental
stage. In addition, this would allow for systematic study of sets of drug-like molecules’ reac‐
tivities with specific aim to generate a data set which would allow the establishment of
dose-response relations. This approach is commonly referred to as quantitative structure-ac‐
tivity relationship (QSAR) and has a practical implication in the process of in-silico algo‐
rithms optimizations. A more general but direct implications of analytical methods and in-
silico techniques in public health is that international cooperation and worldwide
standardization of terminology, reference materials, models and protocols are needed to
make progress in establishing lists of essential globally acceptable drug formulation meth‐
ods, clinical trials, quality control and assurance. In this way, traditional pharmacopeia and
those exploiting natural biodiversity can benefit from proven methods at the grassroots’ lev‐
els, especially in developing countries.

Metabolomics,  metabonomics,  proteomics,  pharmacogenomics  and  toxicogenomics,  are
groups of latest experimental approaches that are combined with high-throughput molecu‐
lar screening of targets to provide a view of the complete biological system that is modulat‐
ed by a compound with direct or indirect implications of analytical methods and in-silico
techniques development for application in the public health sector (Ekins et al., 2005). In
conclusion,  it  is  widely  recognized  in  industry-orientated  research  and  development  of
APIs  (active  pharmaceutical  ingredients)  that  predicting  or  determining  the  ADME/Tox
properties of molecules would help to prevent failure of many of the compounds targeted
before they reach the clinic. Many authors (Bhal et al., 2012; O’Donnell et al., 2012; Ndibe‐
wu et al., 2012; Thorp, 2011; Ekins et al., 2005) agree that this has, undoubtedly, been as a
result of considerable research into developing better in-silico, in vitro and in vivo methods
and models.

5. General conclusion

Driven by the changes in the working paradigm in the pharmaceutical and biotechnology,
and  now  in  environmentally  health-related  research,  in-silico  approaches  will  inevitable
find their  place.  Some insilicoids have even mentioned that  this  approach will  save the
world. This is, probably, owing to the gains recorded in terms of cost reduction and effi‐
ciency for early stage drug discovery research to the point of manufacturing of some im‐
portant drugs or vaccines to which the future of mankind mercilessly rely like terminal
illnesses such as cancer or HIV-AIDS. All these diseases are unquestionable public health
pandemonium requiring quick systematically robust  holistic  research approaches to halt
their effects on human evolution.
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Conclusively, ADMET data is tackled in three ways, namely: first, a variety of in vitro assays
are further automated through the use of robust laboratory integrated system (LIM); second‐
ly, in silico models are used to assist in the selection of both appropriate assays, as well as in
the selection of subsets of compounds to go through these screens. And thirdly, predictive
models have are then developed that might ultimately become sophisticated enough to re‐
place in vitro assays and/or in vivo experiments. So, the need for ADMET information should
start with the design of new compounds. Finally, this information shall influence the deci‐
sion to proceed with synthesis either via traditional medicinal chemistry or combinatorial
chemistry strategies. Although, it but obvious that at this point computational approaches
are the most appropriate option to get this information, we should never, however, forget
that predictions can be imperfect if flawed with errors. So, optimization should be the way
forward once a lead compound is obtained and further optimized using more robust mecha‐
nistic models towards clinical trials before final manufacturing and authorization for ab‐
sorption as a public health drug.

6. Recommendations

Since most models are rule-based and may use descriptors that are not easily understood by
the chemist or not easily translated into better molecular structures, it is important to con‐
stantly train models of datasets. A combo approach, combining first generation (basic pre‐
dictive descriptors) and second generation (meta-models) computational ADMET
technologies would be the best way to go.

To then get value for your money, it is clearly demonstrated that ADME predictive tools is
imperative, nowadays, in the health research programs in order to cut costs and propose re‐
liable lead drug-like compounds. It is though highly desirable and recommendable to add
in-house data in the prediction models whenever available. Sensitive and reliable high
throughput instrumentations are a prerequisite in generating in-house analytical data neces‐
sary for efficient and useful predictive processes. Training data sets in models would be an
added advantage for a wide range of investigations in health related research.
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1. Introduction

Health services, viewed systemically, are organizations and complex systems. Their man‐
agement calls for managerial techniques and instruments that meet expectations raised by
professional awareness of complexity and a systemic approach. Systemic approaches are
methods for understanding and managing complex health systems in an effective way [1, 2].

The professional nature of health organizations calls for flexible management and continu‐
ous adaptation, leading to a real understanding of complexity through a view of organiza‐
tions as open systems capable of learning within a network of systems [3]. Occupational
psychology and company management need to adapt to the world of health systems and
hospitals, aware that they are not exhaustive in the analysis or proposition of solutions, be‐
cause only health service professionals can achieve the perfect synthesis between clinical as‐
pects and organization, ethics and technique that is still so necessary.

The approaches described in the present chapter may be flanked by powerful methods of
probability calculation and statistical inference. The aim of the chapter is to provide practical
indications and describe the main methods that professionals can apply in the difficult art of
health management. The perspective springs from experience in Italian hospitals.

2. Traditional problem-solving techniques

Problem-solving may be defined as an ability that enables any problem to be tackled in any
sector, and usually involves systematic changes in point of view. It has various phases:

• Problem finding: realise the discomfort;
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• Problem setting: describe, define and frame the question in precise terms, transforming
discomfort into a well-defined problem;

• Problem analysis: break the main problem down into secondary problems;

• Problem solving: eliminate the causes and answer the questions raised by the problem;

• Decision making: decide how to act on the basis of the answers obtained;

• Decision taking: act.

Let us look at the definition of problem. A problem is:

• a difficult situation requiring a way out;

• a situation that needs to be tackled by methods that make it possible to avoid obstacles
and eventually obtain a result;

• a real-life situation requiring an effective response that is not immediately clear or available;

• a situation requiring some sort of discovery, which may be creative, intuitive, inventive, ration‐
al or structural, where attention is directed to procedural activities in order to solve it.

The problem may belong to different categories: concrete, abstract, familiar, unfamiliar, hy‐
pothetical or real. We are all accustomed to such situations in daily life, probably without
ever realising these details [4].

Problems may be posed by oneself or others; in self-posed problems the solver is the same
as the person who posed the problem; in problems posed by others the solver tackles a prob‐
lem created by third parties. The process of problem-solving is normally systematic, sequen‐
tial, practical and begins when the problem is realised. Various methods of problem-solving
are used in organizations. A well-known approach is summarised in Table 1.

Focus List problems

Select problem

Verify and define problem

Describe problem in writing

Analyse Decide what needs to be known

Gather reference data

Determine relevant factors

Reference values

List critical factors

Solve Generate alternative solutions

Select a solution

Develop implementation plan

Choice of solution

Implementation plan

Implement Work for the expected result

Implement plan

Monitor impact

Organisational commitment

Implemented plan

Outcome assessment

Table 1. Scheme of a problem-solving process
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3. Motivation of personnel

Problem-solving can benefit from motivational analysis of personnel. Motivation can be de‐
fined as behaviour that directs energy towards a goal. For hospital problem-solving, motiva‐
tional analysis can help coordinate efforts. To achieve these aims, occupational activity can
be planned in a motivating way. There are various ways of doing this. Organisation and/or
general activity should be planned with the following principles in mind:

• combine tasks — elementary tasks should be grouped to form a more complex task that can
be assigned to a group formed ad hoc;

• organise natural work units — do not break up activities that have internal completeness;

• establish relationships with internal and external clients — this enables workers to perceive
the utility of what they are doing and obtain feedback on their performance;

• attribute personal responsibility — individuals must feel directly responsible and have a
sense of ownership of the results of their work;

• increase discretionary power — it is important to give individuals decisional power and con‐
trol of resources;

• open various feedback channels — feedback may be intrinsic to the task or come from others,
directly (by face-to-face meetings) or indirectly (by quality reporting).

Other ways of motivating personnel are management by objectives, organisational fairness
and participation [5].

Management by Objectives (MB0) implies clear definition of objectives for each organisational
member, combined with careful monitoring and systematic assessment, with participation
of the employee in each phase of this process. This formula, proposed by Drucker [6], is
widely applied and can be linked to compensation over and above fixed retribution by vary‐
ing pay according to the extent to which objectives are achieved. The following steps,
among others, can help to implement this policy properly:

• shared identification of objectives in a meeting of chiefs and collaborators, when how to
measure achievement of objectives is also defined;

• specification of expected results in measurable terms, such as “consignment within 24
hours” or “7.5% annual increase in sales”;

• assignment of temporal goals for achieving an objective;

• monitoring at regular intervals (e.g. monthly), followed by feedback enabling individuals
to modify their manner of working.

Significantly, there are two main classes of objectives: contribution and competence objec‐
tives. The former are related to collaborator performance and may regard the results (e.g. 5%
reduction in rejects or waste) or quality (e.g. 10% increase in customer satisfaction). The lat‐
ter regard acquisition of knowledge and skills necessary for reaching contribution objec‐
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tives. These skills are part of the model defined by the organisation (e.g. attention to clients,
team work, innovation, time management) but not all of them are equally important for a
given worker. In brief, growth objectives must not be fixed for all skills, but only for those
truly significant for an individual at a given time, in relation to task.

The theory of Adams [7] favoured development of a line of research and intervention re‐
garding organisational fairness. It aimed to promote perception of equity in the workplace,
where on-site studies suggest that sense of fairness may have three main components:

a. distributive fairness, regarding the equity with which rewards (e.g. economic incentives
or promotion) are assigned; what individuals see as the relationship between rewards
and performance (result, commitment, skills, etc.);

b. procedural fairness, regarding the process by which such rewards are assigned; in this
case what individuals see not as the result of distribution but the rules used for distribu‐
tion (e.g. their coherence in time and between individuals, the quality of the informa‐
tion available on which to base evaluation, the absence of voluntary or involuntary
errors by decision-makers, etc.);

c. fairness of interactions, regarding the quality of the relationship between management
and collaborators; what the parties view as reflecting honesty, respect, courtesy, empa‐
thy, etc.

The meta-analyses of Cohen-Charash & Spector [8] and Colquitt et al. [9] show that working
performance is positively associated with distributive and procedural fairness, but the latter
enables better prediction of results. Moreover, the three forms of fairness are correlated posi‐
tively with motivation and negatively with intention to leave the organisation and with em‐
ployee turn-over.

The perception of procedural fairness is positively influenced by the possibility of taking
part in the assessment process [10]. Distributive and procedural fairness are also promoted
by allowing employees to appeal against decisions that regard them [11]. The above studies
show that a further motivational lever concerns participation. Fifty years ago, McGregor [12]
invited a whole generation of managers and organisers to revise their concept of individuals
at work and change from an authoritarian to a participatory style of management. He sus‐
tained that humans are not to be considered intrinsically lazy and needful of direction and
control, but that they seek growth and responsibility and are willing to work for organisa‐
tional goals. Since McGregor, the concept of participation has developed and is currently
considered an indispensable support for motivation. In concrete terms, there are different
areas of activity in which it is possible to increase participation:

• transformation of general into specific objectives;

• decision-making;

• identification, analysis and solving of problems;

• definition of values and policies;

• implementation and monitoring of changes;
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• control of resources (instruments, budget, consultants).

Among the advantages of a participatory management style, scientific studies showed im‐
provement in performance and productivity, better quality and attention to clients, creation
of a cooperative atmosphere and a consequent reduction in internal competition and more
probability of emergence of hidden talents [13].

4. Information management

Since management of a system assumes knowledge of that system, the solution of hospital
problems requires detailed knowledge of hospitals. This not only concerns structural and
functional knowledge that can be obtained from official data, but also knowledge of the dy‐
namics of internal relationships, for which it is necessary to use interviews or the technique
of systematic communication. Internal dynamics elude standardized modes of acquiring in‐
formation, being a partly individual, partly shared form of knowledge belonging to the
emotional constitution of healthcare personnel. Since internal dynamics have to do with the
deepest part of personnel motivation, they normally elude conventional interviews, which
are limited to communicating ways of working or technical approaches to healthcare, and
call for induced communication techniques. The manager detects uncertainty, nervousness
or outright difficulty in the person being interviewed. He uses these emotions to induce the
person to communicate things that are difficult to admit. These situations of emotional diffi‐
culty are found in all hospital units, even the best ones, and represent a failure of one or
more staff members that the person in charge usually has difficulty in admitting. Knowl‐
edge of situations of emotional difficulty allows the manager to intervene in internal dy‐
namics, reassuring where the dynamics generate anxiety, and intervening drastically where
there is danger of uncontrolled situations with risks for patients.

The interview technique is the most common and is generally used for the heads of units or
directors. The technique of systematic communication, on the other hand, is used for all per‐
sonnel, without distinction of rank. It is normally more laborious and expensive, but may
provide indirect information or feedback and a key to ward dynamics.

Induction of communication is a delicate art, calling for tact, astuteness and discretion on
the part of the manager. The person being interviewed must have complete trust in the con‐
fidentiality of the communication and must perceive that sincerity will be rewarded through
a preferential relationship with top management, even if a degree of weakness is revealed. A
lever often used in induction of communication is narcissism. Many heads aspire to respect
in the hospital environment and are willing to give up something to obtain consensus or an
apparently dominant position over other colleagues.

Another technique of hospital management is based on acquiring unconventional informa‐
tion. The manager acquires information, not directly linked to hospital activity, from sources
outside the hospital. This information may, for example, regard external professional activi‐
ty, activities unrelated to healthcare, political orientation or the private sphere of the health‐

From Creativity to Artificial Neural Networks: Problem-Solving Methodologies in Hospitals
http://dx.doi.org/10.5772/52582

87



tives. These skills are part of the model defined by the organisation (e.g. attention to clients,
team work, innovation, time management) but not all of them are equally important for a
given worker. In brief, growth objectives must not be fixed for all skills, but only for those
truly significant for an individual at a given time, in relation to task.

The theory of Adams [7] favoured development of a line of research and intervention re‐
garding organisational fairness. It aimed to promote perception of equity in the workplace,
where on-site studies suggest that sense of fairness may have three main components:

a. distributive fairness, regarding the equity with which rewards (e.g. economic incentives
or promotion) are assigned; what individuals see as the relationship between rewards
and performance (result, commitment, skills, etc.);

b. procedural fairness, regarding the process by which such rewards are assigned; in this
case what individuals see not as the result of distribution but the rules used for distribu‐
tion (e.g. their coherence in time and between individuals, the quality of the informa‐
tion available on which to base evaluation, the absence of voluntary or involuntary
errors by decision-makers, etc.);

c. fairness of interactions, regarding the quality of the relationship between management
and collaborators; what the parties view as reflecting honesty, respect, courtesy, empa‐
thy, etc.

The meta-analyses of Cohen-Charash & Spector [8] and Colquitt et al. [9] show that working
performance is positively associated with distributive and procedural fairness, but the latter
enables better prediction of results. Moreover, the three forms of fairness are correlated posi‐
tively with motivation and negatively with intention to leave the organisation and with em‐
ployee turn-over.

The perception of procedural fairness is positively influenced by the possibility of taking
part in the assessment process [10]. Distributive and procedural fairness are also promoted
by allowing employees to appeal against decisions that regard them [11]. The above studies
show that a further motivational lever concerns participation. Fifty years ago, McGregor [12]
invited a whole generation of managers and organisers to revise their concept of individuals
at work and change from an authoritarian to a participatory style of management. He sus‐
tained that humans are not to be considered intrinsically lazy and needful of direction and
control, but that they seek growth and responsibility and are willing to work for organisa‐
tional goals. Since McGregor, the concept of participation has developed and is currently
considered an indispensable support for motivation. In concrete terms, there are different
areas of activity in which it is possible to increase participation:

• transformation of general into specific objectives;

• decision-making;

• identification, analysis and solving of problems;

• definition of values and policies;

• implementation and monitoring of changes;

Current Topics in Public Health86

• control of resources (instruments, budget, consultants).

Among the advantages of a participatory management style, scientific studies showed im‐
provement in performance and productivity, better quality and attention to clients, creation
of a cooperative atmosphere and a consequent reduction in internal competition and more
probability of emergence of hidden talents [13].

4. Information management

Since management of a system assumes knowledge of that system, the solution of hospital
problems requires detailed knowledge of hospitals. This not only concerns structural and
functional knowledge that can be obtained from official data, but also knowledge of the dy‐
namics of internal relationships, for which it is necessary to use interviews or the technique
of systematic communication. Internal dynamics elude standardized modes of acquiring in‐
formation, being a partly individual, partly shared form of knowledge belonging to the
emotional constitution of healthcare personnel. Since internal dynamics have to do with the
deepest part of personnel motivation, they normally elude conventional interviews, which
are limited to communicating ways of working or technical approaches to healthcare, and
call for induced communication techniques. The manager detects uncertainty, nervousness
or outright difficulty in the person being interviewed. He uses these emotions to induce the
person to communicate things that are difficult to admit. These situations of emotional diffi‐
culty are found in all hospital units, even the best ones, and represent a failure of one or
more staff members that the person in charge usually has difficulty in admitting. Knowl‐
edge of situations of emotional difficulty allows the manager to intervene in internal dy‐
namics, reassuring where the dynamics generate anxiety, and intervening drastically where
there is danger of uncontrolled situations with risks for patients.

The interview technique is the most common and is generally used for the heads of units or
directors. The technique of systematic communication, on the other hand, is used for all per‐
sonnel, without distinction of rank. It is normally more laborious and expensive, but may
provide indirect information or feedback and a key to ward dynamics.

Induction of communication is a delicate art, calling for tact, astuteness and discretion on
the part of the manager. The person being interviewed must have complete trust in the con‐
fidentiality of the communication and must perceive that sincerity will be rewarded through
a preferential relationship with top management, even if a degree of weakness is revealed. A
lever often used in induction of communication is narcissism. Many heads aspire to respect
in the hospital environment and are willing to give up something to obtain consensus or an
apparently dominant position over other colleagues.

Another technique of hospital management is based on acquiring unconventional informa‐
tion. The manager acquires information, not directly linked to hospital activity, from sources
outside the hospital. This information may, for example, regard external professional activi‐
ty, activities unrelated to healthcare, political orientation or the private sphere of the health‐

From Creativity to Artificial Neural Networks: Problem-Solving Methodologies in Hospitals
http://dx.doi.org/10.5772/52582

87



care worker. Although unbecoming and often a source of gossip, the working environment
produces much information of this type, which may come to the attention of managers with‐
out their solicitation.

A considerable source of information on hospitals comes from the press, which may amplify
information not obtained through the normal channels of communication but from health
personnel, despite existing prohibitions. Cases of malpractice are a typical example, but the
press may also pick up news from staff wishing to air situations of internal uneasiness. Such
cases of instrumental use cannot be disciplined, however they increase knowledge of inter‐
nal dynamics.

These are ways in which managers pursue the aim of information asymmetry to gain ad‐
vantage with respect to directors, who come to be in a position of psychological inferiority.
The manager who “knows more” plays his information more astutely, only showing his
“aces” when necessary and waiting for his adversary to make a mistake. These are questions
of power, as management of information is in many cases closely linked to the management
of power.

In conclusion, in the framework of hospital problem-solving, managers make wise use of the
conventional and non conventional information they obtain, increasing information asym‐
metry in order to direct personnel behaviour towards better organisational performance.

5. Operative management techniques

The solution of certain hospital management problems can be attempted by five basic meth‐
ods:

1. framing of responsibilities;

2. raising the level of conflict resolution;

3. delay techniques;

4. responsibility shift;

5. management through competition.

The first is a consolidated management technique regarding the definition of who does what.
Framing of responsibilities is actually defined by the statute of the hospital in organisation
and function charts. Using these charts, certain problems can be solved simply by correct
distribution of responsibilities between directors (Figure 1).

The second method consists in realising that conflict exists between employees belonging to
non-decisive levels of management (e.g. between nurses and auxiliaries) and in investing
the next levels up with the question (in the example, the ward sister, clinic director and di‐
rector of health professions). If this does not work, higher levels are invested with responsi‐
bility. Raising the level of conflict resolution normally puts an end to the conflict by easing
emotivity and direct interest.
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Figure 1. Function chart of Departments of Rieti-Amatrice Hospital – Italy (by kind permission of ASL Rieti).

The third method is applied when a request is patently out of proportion with the material
resources or time available to provide an adequate response. Delay techniques may consist
in requiring complicated forms to be filled in, asking for a detailed report or phone contact
with an office known to be poorly staffed or slow to act, and so forth. The bureaucratic ele‐
phant will ensure that the request disappears into the administrative machinery.

The fourth method exploits the uncertainty or complexity of certain organisational arrange‐
ments and consists in referring the question to a third office for an opinion, verification,
technical advice or further laboratory control to transfer the applicant’s attention from the
core problem to an unlikely external authority. Third parties are involved by sending them
copies, in which something is requested of them, knowing that only a meticulous reader will
discern the deception.

The fifth method (management by competition) is based on the principle of narcissism.
When a problem is not tackled by a healthcare worker, it is suggested that the sector be
handed over to another whose skill is well known and who would be happy to take over.
Usually narcissism comes to the rescue, making the director change his mind and become
more amenable to compromise.
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6. Creative or heuristic methods

An innovative method of problem-solving known as “creative” was recently proposed. Its
features include learning different ways of creative thinking, eliminating preformed
schemes and stereotypes and taking a richer approach to problems. Creative problem-solv‐
ing is particularly useful in project design phase, when the objective is to correctly identify
problems and solutions using instruments that reinforce creativity by encouraging original
and innovative ideas. The concept of creativity was defined appropriately by Poincaré when
he stated that creativity is joining existing elements by useful new connections and that in‐
vention consists not in building useless combinations but only useful ones, which are a tiny
minority. The conclusion is that a new result has value, if any, when by establishing a link
between known elements, hitherto scattered and apparently unrelated, it immediately cre‐
ates order where disorder seemed to reign.

This type of approach exploits heuristic methods without a mathematical foundation. The
solution is identified iteratively, seeking to optimise one or more objective functions within
an allowed region. Ideas are typically generated by brainstorming. The aim is to focus on
the problem and then let various original solutions emerge deliberately, without any pre‐
conceived order. Discussion and exchange of opinions enable an iterative approach that
leads to a solution regarded as optimal.

The processes of the creative method are:

• establish priorities;

• seek alternatives;

• formulate hypotheses;

• generate new ideas.

Creative methods can exploit mind mapping, a powerful technique of graphic representa‐
tion of knowledge that provides a universal key to the potential of the mind. A mind map is
a diagram in which concepts are presented in graphic form: the main idea is in the centre
and more detailed information is added piece by piece (Figure 2). Mind maps express radi‐
ating thoughts and are therefore a natural function of the human mind [14].

Mind mapping is based on the results of research into:

• the possibility of the human mind to associate concepts and information in a non linear
manner;

• the functional differentiation of the two lobes of the brain:

– the left lobe processes information in a linear, logical, analytical, quantitative, rational and
verbal way and is stimulated by written and verbal representations;

– the right lobe works in a non linear, holistic, intuitive, imaginary and non verbal way and
is stimulated by hierarchical, spatial, symbolic and coloured representations.
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Research has led to the identification of a method that enables information and ideas to be
represented through logical-rational and imaginary-creative functions. Mind maps differ
from other methods of representation of knowledge because they emphasise:

• the hierarchical-associative structure of information;

• the use of elements of high perceptive impact, such as colours and images, that stimulate
the creativity of the producer and capture the attention of readers.

Figure 2. Mind map guidelines.

The paradigm of linear representation envisages a static beginning and end to a logical proc‐
ess, preventing the effective creation of associations, whereas mind maps offer a dynamic
approach and envisage a centre but not an end. A graphic representation with these charac‐
teristics is very effective:

• as a support for creativity because it stimulates ideas and associations not yet elaborated
(in a mind map, every branch can in turn be the centre of another more detailed mind
map);

• as a support for representation, because it enables an overall vision, helping work on ex‐
isting thoughts and ideas as well as on everything still to be developed from them;
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(in a mind map, every branch can in turn be the centre of another more detailed mind
map);

• as a support for representation, because it enables an overall vision, helping work on ex‐
isting thoughts and ideas as well as on everything still to be developed from them;

From Creativity to Artificial Neural Networks: Problem-Solving Methodologies in Hospitals
http://dx.doi.org/10.5772/52582

91



• in the communication of thoughts, because it makes conceptual links graphically explicit
and facilitates creation of mental associations.

For example, mind maps can be used:

• in the personal sphere to elicit ideas and then to fix and elaborate them;

• in group work to represent the information and ideas of different people on the same
map, facilitating exchange and accelerating the transition from elaboration to perform‐
ance;

• in the management of distributed knowledge to represent information using standards
and representational devices that favour an objectivised interpretation and view.

General fields in which maps can be applied include:

• creativity: to generate ideas autonomously or in groups by brainstorming;

• analysis: to represent, evaluate and compare various options in the act of problem-solving
and decision-making;

• communication: to convey information in a simple intuitive manner, emphasising logical
links and facilitating dialectic and exchange;

• organisation: to structure activities, allocate resources, assign times and gather necessary
information;

• documentation: to lay out documents and plan document structure.

7. Pragmatic methods

A typical example of the pragmatic approach is lean thinking. The aim is to make a little go
a long way by reducing waste. The problems are studied in action and the solutions must be
simple. The term lean indicates a process close to maximum efficiency, a process of optimisa‐
tion with continuous endeavour to reduce waste and unproductive activity. The word was
first used in this sense in the 1990s, but the concept is exemplified by the Toyota production
system invented by Taiichi Ohno after World War II. The lean approach consists in analy‐
sing processes, mapping activities connected with processes, and identifying productive ac‐
tivities and their flows. Activities that add value are distinguished from those that cause a
loss of value.

Application of this approach in the health services is not completely intuitive. The parallel
with industry may seem bold, but the activity of a health unit is actually based on processes
and pathways often similar to those of industrial production. Applied to health systems in
the last 7-8 years, the model is based on recognition of the fact that all activities form pro‐
duction lines [15]. Activities have an ideal pathway that is rarely recognised and followed.
The aim is to try to achieve an optimal pace without unnecessary interruptions and unex‐
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pected obstacles. All components of a given line of activity are brought together to decide
the best pathway with the best timing and the appropriate resources. For example:

• several meetings are held to involve everyone. The components, unaccustomed to sharing
their small and big problems, produce a quantity of problems, mainly organisational, that
are ordered by priority and solved (capacity for teamwork is necessary);

• the organisational methods sustaining this principle include value stream maps and rapid
improvement events that can be applied in specific areas known as production cells.

The techniques, clearly described and easy to learn, must be agreed on and adopted by op‐
erative personnel, becoming part of a mechanism of change (improvement) by progressive
involvement plans. The aim for all is to reduce space, distance, effort, stocks and service
time.

Figure 3. Example of spaghetti chart.

A graphic tool that can help in applying lean thinking is the spaghetti chart, which repre‐
sents the movements of an element (patient, personnel, biological samples, etc.) in the value
stream of the organisation. The tangled form of the chart may resemble a plate of spaghetti.
Spaghetti charts can be used to analyse all the movements of personnel, biological samples,
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patients or anything else that is moved in a specific area (Figure 3). Goals take time and
must be planned by the general management, without the support of which only minor
progress is possible. However, once underway, the immediate results are incredible. Supply
improves in the points where maps were used. The improvement becomes visible and elicits
amazement that the solution was never thought of before. The challenge is met by those un‐
derstanding the concept of flow and the need to maintain the wave of action. The need for
territorial assistance pathways from the hospital is another necessary but not sufficient tool.
Without the concept of flow, value to improve and waste to reduce, continually and obses‐
sively, little progress is made. If a scheme is applied but not carried through, the mechanism
stops. On the other hand, if it is fuelled by realisation of the true requisites, the hospital
pulses with the synchronous activities of planned flows. This is possible because besides the
concept of flow, not as influx of clients in part of the organisation (clinics, emergency, outpa‐
tients, operating theatres, with problems of variations in demand) but as flexible supply of
services, it is fundamental to recognise the concept of waste in internal activities, estimated
to be around 80-90% in current hospital activity lines [16]. The actions performed in activity
lines can be improved in terms of organisation, logistics and efficiency. The concept of speed
and volume of activity is not what counts, but rather the right flexibility for the volume of
activity necessary and useful for patients.

8. Mathematical methods

Mathematical methods can be applied to problem-solving in two main ways: Bayesian net‐
works and artificial neural networks, that can also be used as complementary tools.

8.1. Bayesian networks

A Bayesian network (also called belief network) is a probabilistic graphical model able to
represent the dependence between random variables and to give a concise specification of
the joint probability distribution [17]. This type of model is a powerful tool which can be
particularly suited to describe dependencies among variables and to support the decision-
making process in situations of uncertainty [18].

For explanatory purposes, an illustrative example of a simple Bayesian network model is
shown in Figure 4. The network is composed of five nodes and four arrows. Each node rep‐
resents a random variable (work, environment, age, disease and symptoms) and arrows rep‐
resent conditional dependencies between variables. The figure points out that a disease is
dependent on age, work and environment and that symptoms are dependent on the disease.
According to this model, the probability of a disease is conditioned on three variables (age,
work and environment), while that of symptoms depends only on the disease. P(W), P(E)
and P(A) represent the absolute probabilities of work, environment and age, respectively.
P(D|W,E,A) is the conditional probability of disease and P(S|D) is the conditional probabili‐
ty of symptoms.
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In summary, the example shows that a Bayesian network is a graph in which the following
holds:

1. A set of random variables makes up the nodes of the network.

2. A set of directed links or arrows connects pairs of nodes. The intuitive meaning of an
arrow from node X to node Y is that X has a direct influence on Y (X is called a parent of
Y, and Y is a child of X). The lack of an arrow between two nodes indicates their condi‐
tional independence.

3. Each node has a conditional probability table that quantifies the effects that the parents
have on the node. The parents of a node are all those nodes that have arrows pointing
to it.

4. The graph has no directed cycles (hence is a directed, acyclic graph, or DAG).

Figure 4. Illustrative example of Bayesian network. P(W), P(E) and P(A) represent the absolute probabilities of work,
environment and age, respectively. P(D|W,E,A) is the conditional probability of disease and P(S|D) is the conditional
probability of symptoms.

Learning the topology of a Bayesian network from data can be a difficult problem, as its as‐
sociated search space is super-exponentially large. However, in a lot of cases, it can be easy
for a domain expert to decide what direct conditional dependence relationships hold in the
domain - much easier, in fact, than actually specifying the probabilities themselves. Once the
topology of the belief network is specified, we need only specify conditional probabilities for
the nodes that participate in direct dependencies, and use those to compute any other proba‐
bility values.

Manual construction of a network involves various development stages. For each of these
stages, knowledge is acquired from experts in the domain of application, the relevant medi‐
cal literature is studied, and available patient data are analysed. As developing a Bayesian
network is a creative process, the various stages are iterated in a cyclic fashion where each
stage may, on each iteration, induce further refinement of the network under construction.
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Bayesian networks can be used for data classification, identification of causal relationships and
output prediction. They allow a domain expert to model uncertain relationships between a varia‐
ble of interest with unknown values and clinical findings/observations (known variables) and are
particularly useful for medical diagnosis [19-21]. Attractive features of Bayesian networks in‐
clude encoding dependencies among all variables, thereby addressing problems with incom‐
plete data; informing causal relationships, thereby increasing understanding about a problem
domain and predicting consequences of treatment; combining prior knowledge (which often
comes in causal form) and available data; and user friendliness of graphical representations.

From the above we can realize that Bayesian networks seem to be suitable tools in hospital
context, because they are intuitive, even to the novice, and allow for incorporating qualita‐
tive knowledge and statistical information which is often easily available in medicine. More‐
over, they can be used not only for clinical purposes, but for many other problems
associated with the management of health, e.g. for health economic evaluations [22-23].

A special case of Bayesian network is the well-known naïve Bayes classifier. It is an ancient
form of Bayesian network that continues to have particular success in various fields of appli‐
cation by virtue of its simplicity and good performance. Naïve Bayes models are often used
in medicine for pattern recognition and to aid clinical decisions [24].

A more detailed discussion on Bayesian networks is available in the present book in the
chapter entitled "Bayesian Approach in Medicine and Health Management".

8.2. Neural networks

Artificial neural networks (ANN) are powerful tools that can be used to manage knowledge and
solve problems [25]. They are information processing systems that reproduce by computer the
function of a very simplified biological neural network, composed of a certain number of inter‐
connected neurons. Intelligent behaviour springs from appropriate interactions between inter‐
connected units. Figure 5 shows an example of stratified feed-forward ANN architecture.

Figure 5. Example of stratified feed-forward artificial neural network architecture. The ANN architecture consists of
three layers of neurons. The neurons in a layer only project onto those in the subsequent layer.
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The architecture of the artificial neural network shown in Figure 5 is said to be stratified be‐
cause it consists of a number of layers of neurons. It is feed-forward because the connections
only project forward, that is, the flow of information moves in one direction from input to
output. The neurons in a layer only project onto those in the subsequent layer. There are no
connections between neurons in the same layer or between non-adjacent layers.

In a stratified feed-forward network all connections between neurons can be described
quantitatively using a number of tables (matrices) equal to the number of pairs of adjacent
layers. The ordered elements of each matrix represent the weights of the connections be‐
tween corresponding pairs of neurons in adjacent layers.

To design an artificial neural network it is first of all necessary to carefully identify the in‐
puts and outputs to the system in order to define the context correctly and completely. Not
much can be said about the topology of the network to use, because there are no theoretical
criteria that enable the ideal type of network (feed-forward or feed-back) or the optimal
number of layers, neurons and connections to be identified a priori. In general, ANN topolo‐
gy is chosen empirically in relation to the problem to solve.

Perhaps the greatest difficulty in using ANNs for problem-solving is the difference between
this type of approach and a conventional algorithmic approach. Conventional approaches
use a specific algorithm and the computer is programmed to follow a set of instructions that
reflect the algorithm that will solve the problem. On the other hand, ANNs use a pattern-
recognition approach to the problem, exploiting the information contained in available data
(data driven) rather than an algorithmic perspective. In other words, once ANN structure
has been chosen, the network is trained to solve a problem using a training set of examples.
Examples must be chosen with care so as not to waste time or train the network in the
wrong way. Thus the performance of ANNs depend greatly on the training set: the more the
set represents the problem and is complete, the better its performance and capacity to pro‐
vide appropriate responses to inputs not analysed during training (generalisation power).

The ANN and conventional algorithmic approaches are not actually contradictory but com‐
plementary. In some situations one or the other is preferable, in others the two can be com‐
bined. Although ANNs have proven successful, they are not suitable for all types of
problem. Current consensus on ANNs is that they do not work miracles, but if used intelli‐
gently can give surprising results. They undoubtedly have certain strengths with respect to
the human brain, such as good performance even in situations where human judgment may
be penalised by fatigue, lack of motivation and poor memory. A certain weak point lies in
the fact that human decisions are often based on perceptions and are modified in the course
of time by life’s experiences that mature the person and cannot be reproduced by artificial
learning.

A conclusive consideration is possible comparing Figures 4 and 5. Similarities can be ob‐
served between the structures of Bayesian networks and artificial neural networks. Despite
these analogies and often similar performance, it should be borne in mind that the parame‐
ters for designing Bayesian networks are conditional probability relationships between two
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random variables, characteristic of the problem (network nodes), whereas those of ANNs do
not have this meaning.

9. Conclusions

Hospital problem-solving is the daily bread of hospital managers and doctors with manage‐
rial roles, especially those in hospital medical management, who are the main specialists in
this subject. Irrespective of clinical provenance, doctors involved in medical management
acquire experience in problem-solving, usually self-taught since the subject is often neglect‐
ed in specialisation schools.

As we have seen, problem-solving calls for a scientific multidisciplinary approach with psy‐
chological adaptation of method to context. The ability to interpret the system as a whole
and to knowledgeably mix various management techniques are not for everyone and even
the best versed colleagues need time and practice.

The author hopes that this chapter will promote reflection on the topic, suggesting fields to inves‐
tigate in more detail and eliciting recognition by doctors working in hospital organisation.
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the best versed colleagues need time and practice.

The author hopes that this chapter will promote reflection on the topic, suggesting fields to inves‐
tigate in more detail and eliciting recognition by doctors working in hospital organisation.
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1. Introduction

Under the Canada’s health Act, the health sector is administered and operated on a non-
profit  basis  by  the  public  authority.  The  sustainability  of  Canada’s  public  health-care
system depends in large part on its ability to implement strategies to improve its perform‐
ance in terms of social,  economic,  organizational and professional.  Knowledge-brokering
is  an emerging function in the healthcare systems worldwide.  Championed as a corner‐
stone role for knowledge translation by the Canadian Health Services Research Founda‐
tion,  the  implications  of  understanding  this  function  and  those  who  undertake  it  are
important for improving knowledge management in the healthcare sector where there is
a spread of  the evidence informed/based decision making (EI/BDM) movement.  Knowl‐
edge brokering is defined, by the Canadian Health Services Research Foundation, through
a set of basic skills that are the ability to bring people together and facilitate their interaction;
the  ability  to  find  academic  research  and other  evidence  to  shape  decisions;  the  ability  to  assess
evidence, interpret it and adapt it to circumstance; a knowledge of marketing, communication and
Canadian  healthcare;  and  the  ability  to  identify  emerging  management  and  policy  issues  which
research could help to resolve. Its mandate is to support in the organization, management and
delivery of health services and its main strategy for doing so is to link decision makers
and researchers to ensure effective knowledge transfer.

In an era of knowledge society and knowledge economy, the amount of information has
reached  unimaginable  proportions.  Hence,  in  biomedical  research,  one  has  about  15000
journals that publish approximately two million articles every year.  Web search engines
are  not  always  the  most  accurate  and appropriate  way to  extract  the  relevant  informa‐
tion  because  they  typically  generate  a  large  amount  of  unsorted  information.  Some

© 2013 Landry et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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innovative approaches were developed to optimize information identification and knowl‐
edge  management  through  Strategic  foresight.  However,  we  rarely  find  “ready  to  go”
solutions  to  complex  problems  in  published  documents  (articles  or  reports).  Thus,
managers  have  to  address  the  problem by  becoming more  proactive  in  managing  how
knowledge is  accessed,  integrated and translated into  new or  improved products,  serv‐
ices or practices (Jbilou and al. 2007). Nevertheless, this knowledge translation process is
complex and a major gap still exist, the so-called knowledge-to-action gaps in healthcare
sector (Gagnon 2011). One of the options to close this gap between science and practice is
related to the concept of boundary practices, developed by Wenger (2000) and the effective
system  of  “bridging”  across  those  boundaries  involve  organizations,  groups  and/or
individuals acting as ‘knowledge brokers’. In healthcare sector, knowledge brokering has
become a  popular  knowledge management  strategy to  promote interaction/collaboration
between  researchers  and  end  users;  and  support  EI/BDM  (Brownson  and  Jones  2009).
Knowledge brokers are part of the knowledge to action cycle in healthcare (Granham et
al.  2006;  Strauss  et  al.  2009).  Prior  studies  on  knowledge  brokers  and  brokering  have
emphasized either the impact of the social intermediation and networks positions (the social
function)  (Granovetter,  1973;  Hansen,  1999;  Burt,  1992;  Burt,  2005)  or  the  impact  of
knowledge integration and processing (the cognitive function) (Rogers, 1995; Hargadon and
Sutton, 1997; Hargadon, 2002) in order to explain the acquisition, dissemination, integra‐
tion,  translation  and  implementation  of  knowledge  into  new  or  improved  products,
services and practices. These studies consider the cognitive function and the social function
as  the  two basic  functions  of  knowledge  management  achieved  by  knowledge  brokers.
However, the issues of how resources influence the ways knowledge brokers perform these
two critical  functions have been largely under-explored.  This  is  the first  contribution of
this  exploratory  study.  Furthermore,  prior  studies  that  emphasize  those  two core  func‐
tions are useful for describing network positions and knowledge processing, but not for
understanding  how  individual  and  organizational  resources  of  knowledge  brokers
influence the role profiles they adopt, like this study does. Moreover, given the fact that
the position of  knowledge brokers is  not  yet  a  well  established formal position in most
organizations, a large number of prior studies have focused their effort on documenting
the roles of knowledge brokers and brokering (Howells, 2006). Most prior empirical studies
have tended to rely on a case study approach and had explored these functions separate‐
ly  (Howells,  2006;  Hargadon and Sutton,  1997;  Hargadon,  2002).  A literature  review on
intermediaries and intermediation also shows that most studies adopt the organization as
their  unit  of  analysis  (Howells,  2006).  This  paper  aims to  contribute  to  advance knowl‐
edge by taking the individuals as its unit of analysis, to explore how the resources available
to individuals operating in different types of healthcare organizations influence the way
they perform,  with respect  to  the two core functions:  the  cognitive  function and the  social
function,  separately  and  combined.  Taken  together,  these  shortcomings  of  the  existing
literature led us to address the following questions:  How the two core functions can be
integrated to derive a typology of knowledge brokering profiles? What are the determi‐
nants of these profiles? What are the practical implications deriving from findings on the
determinants of these knowledge brokering profiles?

Current Topics in Public Health104

1.1. Method

1.1.1. Population under study

The population of this study consists of the members of the knowledge brokerage community
of practices (CoP) under the initiative of the Canadian Health Services Research Foundation
(CHSRF). The purpose of this CoP is to share knowledge and expertise on knowledge broker‐
age, focus on learning and furthering the practice of knowledge brokerage, develop and share
a collective repertoire of communal resources, including activities and means of participation,
and operate as an interdependent network defined by the collaborative efforts of the members.
This CoP has been operating since 2003. Since its inception, members of the CoP have partici‐
pated in national or regional workshops, and have shared knowledge brokering resources
(through forums and directories of experts) during these face-to-face activities, as well as on
the virtual platform of the CoP supported by CHSRF (http://www.chsrf.ca/brokering/). This
population was composed of 441 individuals in October 2005. We decided to exclude 12
individuals from the study, who work for CHSRF, in order to avoid response biases. The final
population of the study was therefore made up of 429 individuals.

1.1.2. Conceptual framework and measures

1.1.2.1. Dependant variables

The dependent variable is composed of four KB profiles measured using two function indexes:
the cognitive function and the social function. The first index included four items assessing
how frequently, over the last twelve months, the KB had: 1) read research information, studies
and research reports; 2) understood research findings, studies and research reports; 3) cited
research information, studies and research reports to his colleagues; and 4) discussed research
information, studies and research reports with colleagues. For each statement, a 5-point scale
ranging from 1 (never) to 5 (very often) is used. The cognitive function index is the sum of the
scores of the items corresponding to the responses of the knowledge brokers to these four
statements. Hence, this index can range from 4 to 20. The construction of the social function
index was based on the same logic. More specifically, this index was created by adding the
scores of four items corresponding to the answers of the respondents to assess, on a 5-point
scale ranging from 1 (never) to 5 (very often), how frequently, over the last twelve months,
they had: 1) facilitated the involvement of individuals from their organizational unit into
research projects; 2) facilitated the creation of research projects’ advisory committees; 3)
facilitated person-to-person contact between people in their administrative unit and research‐
ers; and 4) organized seminars, meetings, conferences or other events to provide opportunities
for exchanges between people in their organizational unit and researchers. Thus, the social
function index can range from 4 to 20. Considering that these two indices were based on
multiple-item scales, we conducted a principal components factor analysis (PCFA) on the
construct scales to assess their unidimensionality. For the index reflecting the cognitive
function, the results of the PCFA indicated that one factor explained 65.17% of the original
variance of the phenomenon studied, with an initial Eigenvalue of 2.61. Likewise, a PCFA on
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the construct scales of the index capturing intensity of the social function indicated that one
factor explained 66.20% of the original variance of the phenomenon studied with an initial
Eigenvalue of 2.65. In addition, Cronbach’s alphas for the two indices were, respectively,.82
and.77, indicating that the items in each index are reliable (Ahire and Devaray, 2001; Nunally,
1967, 1978) (Figure 1).

1.1.2.2. The copula approach

The construction of the dependent variable used in this paper was based on these two indexes
and was derived in a two-step process. Firstly, we used the copulas approach to profile
knowledge brokers’ (KBs) critical functions. Copula has been first introduced by Sklar (1959)
in surveys on random metric spaces, and is defined as a joint distribution function of standard
uniform random variables. That is:
C(u1, …, up)= Pr{U1≤u1, …, Up ≤up},

where

( )   0,1 1, , .iU U for i p~ = ¼ (1)

Copulas allow the modelling of the dependency relationships among random variables
independently of their marginal distributions. This is of great relevance for two reasons. Firstly,
copulas can handle dependency between random variables without the limitations of other
dependency measures, e.g., the normality assumption in linear correlation coefficient (Nelson,
1999; Basrak and al., 2004, Gagliardini and Gouriéroux 2006). Secondly, the thresholds
calculated with copulas allow determining with high precision the limits for the four profiles
conceptually defined in Figure 1.

We used copulas to evaluate the correlation between the cognitive function index (COG_FUN)
and the social function index (SOC_FUN), and to determine with 95% of precision the cutting-
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points (thresholds) that limit the different KBs’ profiles. The marginal distribution for
COG_FUN is bounded and has an exponential form, thus the Beta distribution is used for this
fit. SOC_FUN index follows a normal distribution. More specifically, we calculated the joint
conditional probability of the variable COG_FUN knowing SOC_FUN, and we found that the
effect of the variable SOC_FUN is more significant for the values superior to 15. This threshold
corresponds to a probability in the 72% non-overtaking. The threshold obtained for COG_FUN
is 17, which corresponds to a probability in the 73% non-overtaking. The crossing of these two
thresholds was used to classify the KBs in their appropriate role profile. This is illustrated by
Figure 1 where the four KBs’ profiles constructed according to the copulas approach are shown
by the four quadrants separated by the bold lines. Figure 1 also illustrates the huge difference
between the KBs’ profiling based on the copulas approach and an alternative profiling based
on medians given by the four quadrants separated by the narrow lines. Indeed, medians are
good measures of central tendency, but are less precise than thresholds calculated through
copulas (Clemen and Reilly, 1999; Amara et al., 2005).

Secondly, the four KBs’ role profiles were characterized by combining the cutting points
(thresholds) of the two indexes as follow (Figure 2):

• Neutral role (low cognitive and low social): COG_FUN ≤ 17 and SOC_FUN ≤ 15

• Relational role (low cognitive and high social): COG_FUN ≤ 17 and SOC_FUN > 15

• Intellectual role (high cognitive and low social): COG_FUN > 17 and SOC_FUN ≤ 15

• Integrated role (high cognitive and high social): COG_FUN > 17 and SOC_FUN > 15

3
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the construct scales of the index capturing intensity of the social function indicated that one
factor explained 66.20% of the original variance of the phenomenon studied with an initial
Eigenvalue of 2.65. In addition, Cronbach’s alphas for the two indices were, respectively,.82
and.77, indicating that the items in each index are reliable (Ahire and Devaray, 2001; Nunally,
1967, 1978) (Figure 1).
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uniform random variables. That is:
C(u1, …, up)= Pr{U1≤u1, …, Up ≤up},

where

( )   0,1 1, , .iU U for i p~ = ¼ (1)

Copulas allow the modelling of the dependency relationships among random variables
independently of their marginal distributions. This is of great relevance for two reasons. Firstly,
copulas can handle dependency between random variables without the limitations of other
dependency measures, e.g., the normality assumption in linear correlation coefficient (Nelson,
1999; Basrak and al., 2004, Gagliardini and Gouriéroux 2006). Secondly, the thresholds
calculated with copulas allow determining with high precision the limits for the four profiles
conceptually defined in Figure 1.
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points (thresholds) that limit the different KBs’ profiles. The marginal distribution for
COG_FUN is bounded and has an exponential form, thus the Beta distribution is used for this
fit. SOC_FUN index follows a normal distribution. More specifically, we calculated the joint
conditional probability of the variable COG_FUN knowing SOC_FUN, and we found that the
effect of the variable SOC_FUN is more significant for the values superior to 15. This threshold
corresponds to a probability in the 72% non-overtaking. The threshold obtained for COG_FUN
is 17, which corresponds to a probability in the 73% non-overtaking. The crossing of these two
thresholds was used to classify the KBs in their appropriate role profile. This is illustrated by
Figure 1 where the four KBs’ profiles constructed according to the copulas approach are shown
by the four quadrants separated by the bold lines. Figure 1 also illustrates the huge difference
between the KBs’ profiling based on the copulas approach and an alternative profiling based
on medians given by the four quadrants separated by the narrow lines. Indeed, medians are
good measures of central tendency, but are less precise than thresholds calculated through
copulas (Clemen and Reilly, 1999; Amara et al., 2005).
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(thresholds) of the two indexes as follow (Figure 2):
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2. Independent variables

In this exploratory study, we build on the resource-based view of the firm (Barney, 1991;
Kogut  and  Zander,  1992;  Conner  and  Prahalad,  1996;  Grant,  1996)  to  argue  that  KBs’
idiosyncratic resources determine how they will achieve their brokering role. The overall
exploratory hypothesis  of  this  paper is  that  the particular  role  profile  that  KBs perform
will  depend on the  resources  they can mobilize  to  achieve  their  brokering activities,  in
respect to the cognitive function and the social function (see the left hand side of Figure 1).

2.1. Individual resources

2.1.1. Knowledge sources assets

The primary resources inputs of  the KB are made up of  the ideas and information that
they  acquire  from  sources  external  to  their  organizations  (Hargadon,  2002).  One  may
hypothesize that  the larger the variety of  the knowledge sources on which the KBs can
rely on, the better their opportunities to assess not only the value of external knowledge,
but  also  its  validity  and  reliability.  In  this  paper,  broker’s  knowledge  sources  assets
(SOURCES)  were  measured  in  reference  to  the  acquisition  by  the  KBs  of  studies  and
research reports from 15 sources of information.

2.1.2. Cognitive assets

The literature on KBs does address the impact of education on how knowledge intermediaries
perform their different roles. However, one may hypothesize that individuals engaged in
brokering need to have the capabilities required to assess the information collected for its
quality, relevance and applicability to a given problem. In this paper, KBs’ cognitive assets
were measured with a binary variable, to precise the level of education, defined with regard
to the most advanced completed degree.

2.1.3. Experiential assets

KBs with more experience has had more opportunities to develop their ability to search,
select,  integrate  and recombine appropriate  pertinent  knowledge into practical  solutions
for their organizations (Hargadon, 1998). Similarly, more experience may be instrumental
in providing more opportunities to interact with research organizations and therefore to
develop  more  interactions  with  researchers.  Furthermore,  experience  may  generate  the
production of  idiosyncratic  knowledge resulting from the history of  the relations devel‐
oped  over  time  between  the  KBs  and  the  researchers  and  knowledge  users  of  their
organizations. This rationale suggests that more experienced individuals are more likely to
play  a  role  of  integrative  role  than  the  three  other  roles,  or  alternatively  to  adopt  an
intellectual  role  or  a  relational  role  rather than a neutral  role.  In this  paper,  the experi‐
ence of KBs (EXPER) was measured by the number of years of relevant experience that
the KB has in his current job.
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2.2. Organizational resources

2.2.1. Organizational investment in knowledge sharing

Individual resources are necessary, but might not be sufficient to explain how KBs perform
their roles. Organization’s investments in mechanisms for knowledge sharing may leverage
the sharing of the knowledge that KBs have accumulated (Ipe, 2003; Huysman and de Wit,
2004; Berends et al.,  2006).  Based on this rationale, one may hypothesize that the higher
the organizational investments in knowledge sharing mechanisms, the higher the capabil‐
ities of KBs to score well on the social function. In this paper, organizational investments
in knowledge sharing (SHARE) were measured by using a five-item index regarding the
importance of the investment of the broker’s organizations in knowledge sharing activities.

2.2.2. Knowledge assets from other organizations

The knowledge assets accumulated by KBs are built on two types of knowledge sources: firstly,
they are built on the proactive knowledge search activities of the KBs when they attempt to
access knowledge from various sources; secondly, they are also built on the knowledge that
KBs receive from people who carry out their professional activities in other organizations. One
may hypothesize that the larger the variety of the categories of organizations and people from
which the KBs receive ideas, information and reports, the larger is their knowledge assets. In
this paper, KBs’ knowledge assets provided by people from other organizations (KOTHE)
were measured by a variety index referring to ten categories of people from other organizations
that have provided the KBs with ideas, information and research reports.

2.2.3. Organizational unit size

As organizations increase in size, KB may face increasing difficulty to recognize and recombine
appropriate knowledge, as well as increasing difficulty to share what they know with the
appropriate individuals in their organizations (Hargadon, 2002:75-76; Spenser, 2003; Cillo,
2005). Furthermore, as organizations increase in size, they become more specialized, and
separations that help organizational units to keep focus also hamper communication and
information sharing across organizational units (Hargadon and Sutton, 2000). In this paper,
organizational unit size (LNSIZE) was measured by the total number of employees in the KB’s
organizational unit. This variable was matched with the normal distribution using a logarith‐
mic transformation.

2.3. Control variables

Two control variables were added: the professional status of the KBs and the type of organi‐
zations where the KBs carry out their professional activities. The professional status was
measured with a series of binary variables defined in reference to the current professional
status of the KB. The types of organizations where the KBs primarily carry out their profes‐
sional activities were measured with a series of binary variables.
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3. Data collection

All individuals included in the population were contacted for an interview. The questionnaire
and the 429 names composing the population were sent to a private survey firm using the
CATI (computer-assisted telephone interviewing) technology, which allows embedding data
coding and data entry simultaneously within the data collection phase. The survey was
administered by telephone between November 24, 2005 and February 08, 2006. Out of the 429
individuals, 17 respondents were found to be ineligible (e.g., individuals not involved in
knowledge brokering activities, or had changed jobs and were no longer involved in profes‐
sional activities related to knowledge brokering), 63 respondents could not be reached after
many telephone calls. In order to increase the response rate, 169 individuals were contacted
by email to inform them about the study, its objectives and its sponsors. A total of 39 individ‐
uals refused to participate in the study (after a recall). Finally, the survey generated 301 usable
questionnaires for a net response rate of 74.69%.

The questions used to survey the respondents never mentioned the expressions “knowl‐
edge brokers” and “knowledge brokerage” in order to avoid suggesting that there were
good or bad answers.  Furthermore,  the approach used in this  study did not  attempt to
associate  knowledge brokerage activities  to  a  particular  definition of  knowledge broker‐
age.  Instead,  the  research  strategy  used  in  this  study  relied  on  an  empiricist  approach
which led us to ask respondents what they do, how they do it and why they do what they
do regarding knowledge management in terms of the acquisition, adaptation, and exchange
of knowledge. Therefore, individual respondents could not, in advance, be considered as
knowledge brokers  or  non-knowledge brokers.  The research strategy developed for  this
study  aimed  at  capturing  the  diversity  of  the  respondents’  practices  regarding  their
activities associated to knowledge brokering as part of the knowledge management strategy
of Canadian healthcare organizations.

4. Results

4.1. Descriptive statistics

As can be seen in the first part of Table 1, the results of the copulas approach classified the
respondents in the four different profiles as follows: 111 respondents or 37.4% of the sample
in the neutral role, 17 respondents or 5.7% in the relational role, 111 respondents or 37.4% in
the Intellectual role, and 58 respondents or 19.5% in integrative role. The integrative role is the
gold standard for knowledge brokering.

The descriptive statistics of the explanatory variables used in this study are reported in Table
1. The average number of knowledge sources from which the 297 KBs acquired studies and
research reports in their day-to-day professional activities was 5.68 sources, with a standard
deviation of 3.40 sources. The average experience of the respondents, as measured by the
number of years of relevant experience in their current job, was 8.64 years, with a standard
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Dependent variable:

Knowledge Broker’s role profile

Number of cases Percentage

∙ Neutral role 111 37.4

∙ Relational role 17 5.7

∙ Intellectual role 111 37.4

∙ Integrative role 58 19.5

Total 297† 100.0

Independent Variables Type of variables Min. Max. Mean Standard

deviation

Cronbach’s ∝

Continuous variables:

∙ Knowledge Sources

Assets

Continuous:

number

0 15 5.68 3.40 --

∙ Experiential Assets Continuous:

number

0 36 8.64 7.56 --

∙ Organizational

Investment in Knowledge

Sharing

Index: 5 items 5 25 17.38 5.06 .86

∙ Knowledge from other

Organizations

Continuous:

number

0 10 2.74 2.32 --

∙ Organizational Unit Size Continuous:

number

1 2700 44.43 183.84 --

Categorical variables:

∙ Cognitive Assets ∙ Bachelor’s and less degree

∙ Master’s degree

∙ PhD degree

16.5%

55.9%

27.6%

∙ Professional Status ∙ Top (or executive manager):

∙ Middle manager:

∙ First-line manager:

∙ Professional:

25.6%

29.3%

7.1%

38.0%

∙ Types of organizations ∙ Health Care Administrations:

∙ Health Care Settings Organizations:

∙ Universities & Other Research Organizations

∙ Foundations & Funding Agencies:

∙ Private Firms:

38.0%

17.8%

28.4%

10.4%

5.4%

† 4 observations in the one or the two indices used to construct the four profiles were missing data. Hence the total
number of observations dropped from 301 to 297

Table 1. Descriptive Statistics
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deviation of 7.56 years. As for the average number of employees in the respondents’ organi‐
zational unit, it was 44.43, with a standard deviation of 183.84. On average, the respondents
scored 17.38 out of a possible maximum of 25 on the index of organizational investments in
knowledge-sharing. The descriptive statistics also show that 16.5% of the respondents have
completed a bachelor’s or less degree, 55.9% have completed a master’s degree, and 27.6%
have completed a PhD degree. As for the current professional status of the respondents, the
figures of Table 1 show that 25.6% were top managers, 29.3% middle managers, 7.1% were
first-line managers, and 38% professionals. Finally, the answers to the question about the type
of organizations where the respondents primarily carry out their professional activities
indicated that out of the 297 respondents, 38% worked in healthcare administrations, 17.8% in
healthcare settings organizations, 28.4% in universities or other research organizations, 10.4%
in non-profit foundations or funding agencies, and 5.4% in private firms.

We checked the correlation matrix between the continuous independent variables used in the
regression models to test for multi-collinearity (Table 2). Our results indicate absence of multi-
collinearity problems.

SOURCES EXPER SHARE KOTHE LNSIZE

SOURCES 1 .099 .300 .452 .040

EXPER 1 .094 .040 .147

SHARE 1 .376 .166

KOTHE 1 .066

LNSIZE 1

Table 2. Correlations between continuous explanatory variables

4.2. Analytical plan

Five situations were considered relevant in our investigation aiming to identify the factors
which would increase the likelihood that individuals would adopt a higher-value-adding-role
profile rather than a lower-value-adding-role profile: 1) a profile of knowledge broker rather
than one of neutral role; 2) a profile of integrative role rather than one of relational role; 3) a
profile of integrative role rather than one of the Intellectual role; 4) a profile of relational role
rather than one of neutral role; and 5) an Intellectual role rather than one of neutral role. A
multinomial Logit regression was estimated to ascertain the first three situations, while two
bivariate logit regressions were estimated to identify the factors increasing the likelihood that
a neutral role adopts a relational role and an intellectual role.

4.3. Specification of the multinomial logit model

For the multinomial logit regression, the qualitative dependent variable used is the KBs’ roes
determined by the copulas approach presented previously. The four alternative roles are 1, 2,
3 and 4, with 1) being the assessment that the respondent adopted a neutral role (low in
cognitive functions and low in social functions); 2) the assessment that the respondent adopted
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a relational role (low in cognitive functions and high in social functions); 3) the assessment that
the respondent adopted an intellectual roe (high in cognitive functions and low in social
functions); and 4) the assessment that the respondent adopted an integrative role (high in
cognitive functions and high in social functions), identified as the reference category in our
model.

The probability of choosing a profile category k (k=1,2,3,4) is given by:
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As is the case of bivariate logit models, coefficients for reference choice are set equal to zero.
Such normalization will be taken into account when interpreting the rest of model coefficients.
In our case, the profile corresponding to integrative role is seen as the gold standard and taken
as a reference category and, as a consequence, the estimated parameters will be interpreted in
the following sense:
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deviation of 7.56 years. As for the average number of employees in the respondents’ organi‐
zational unit, it was 44.43, with a standard deviation of 183.84. On average, the respondents
scored 17.38 out of a possible maximum of 25 on the index of organizational investments in
knowledge-sharing. The descriptive statistics also show that 16.5% of the respondents have
completed a bachelor’s or less degree, 55.9% have completed a master’s degree, and 27.6%
have completed a PhD degree. As for the current professional status of the respondents, the
figures of Table 1 show that 25.6% were top managers, 29.3% middle managers, 7.1% were
first-line managers, and 38% professionals. Finally, the answers to the question about the type
of organizations where the respondents primarily carry out their professional activities
indicated that out of the 297 respondents, 38% worked in healthcare administrations, 17.8% in
healthcare settings organizations, 28.4% in universities or other research organizations, 10.4%
in non-profit foundations or funding agencies, and 5.4% in private firms.

We checked the correlation matrix between the continuous independent variables used in the
regression models to test for multi-collinearity (Table 2). Our results indicate absence of multi-
collinearity problems.
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SHARE 1 .376 .166

KOTHE 1 .066

LNSIZE 1

Table 2. Correlations between continuous explanatory variables

4.2. Analytical plan

Five situations were considered relevant in our investigation aiming to identify the factors
which would increase the likelihood that individuals would adopt a higher-value-adding-role
profile rather than a lower-value-adding-role profile: 1) a profile of knowledge broker rather
than one of neutral role; 2) a profile of integrative role rather than one of relational role; 3) a
profile of integrative role rather than one of the Intellectual role; 4) a profile of relational role
rather than one of neutral role; and 5) an Intellectual role rather than one of neutral role. A
multinomial Logit regression was estimated to ascertain the first three situations, while two
bivariate logit regressions were estimated to identify the factors increasing the likelihood that
a neutral role adopts a relational role and an intellectual role.

4.3. Specification of the multinomial logit model

For the multinomial logit regression, the qualitative dependent variable used is the KBs’ roes
determined by the copulas approach presented previously. The four alternative roles are 1, 2,
3 and 4, with 1) being the assessment that the respondent adopted a neutral role (low in
cognitive functions and low in social functions); 2) the assessment that the respondent adopted
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a relational role (low in cognitive functions and high in social functions); 3) the assessment that
the respondent adopted an intellectual roe (high in cognitive functions and low in social
functions); and 4) the assessment that the respondent adopted an integrative role (high in
cognitive functions and high in social functions), identified as the reference category in our
model.

The probability of choosing a profile category k (k=1,2,3,4) is given by:
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As is the case of bivariate logit models, coefficients for reference choice are set equal to zero.
Such normalization will be taken into account when interpreting the rest of model coefficients.
In our case, the profile corresponding to integrative role is seen as the gold standard and taken
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From (3), the estimated coefficients, for instance, β1j (j = 1,….,m), are interpreted as the marginal
change in the logarithm of the odds that the respondents were profiled as adopting a neutral
role over the category indicating that they were profiled as adopting an integrative role, due
to a marginal change in the attribute j. However, while marginal changes in the logarithm of
the odds are not always intuitively understandable, we can use the exponential of parameters
also referred to as odds ratios. They offer a straightforward model interpretation. Indeed,
exp(β1j) is the factor by which the odds change when the jth independent variable increases by
one unit. If β1j is positive, this factor, i.e., exp(β1j), will be higher than 1, which means that the
odds are increased. On the contrary, if β1j is negative, exp(β1j) is less than 1, implying that the
odds are decreased. And if β1j is 0, exp(β1j) is equal to 1, which leaves the odds unchanged. For
example, for a continuous variable such as the organizational unit size, exp(β1j) measures the
factor by which the odds of being profiled as neutral role instead of integrative role changes
when the organizational unit size is increased by one unit. In an analogous way, if attribute j
is a dummy variable, the exponential of parameters, i.e., exp(β1j), measures the factor of change
in the odds with respect to the reference variable.

4.4. Results of the multinomial logit regression

The regression results of the Multinomial Logit model are summarized in the first part of Table
3 (Panel A). The model has acceptable predictive power, with 59.5% of correct predictions. The
value of the Nagelkerke R2 is.425, which is very good for qualitative dependent variable
models. Furthermore, the computed value of the likelihood ratio (i.e., 143.15) is much larger
than the critical value of the chi-squared statistic at the 1 percent level, with 39 degrees of
freedom. This suggests that the null hypothesis, that all the parameter coefficients (except the
intercept) are all zeros, is strongly rejected. Consequently, the model is significant at the 1
percent level. With regard to the variables explaining the likelihood that the respondents adopt
a profile of integrative role rather than any of the three other profiles, the three individually
controlled resources variables, namely knowledge sources assets, experiential assets, and
cognitive assets, have a significant impact in the three situations considered in the Multinomial
Logit model. More specifically, increases in the index of respondents’ knowledge sources assets
(SOURCES) and increases in their experiential assets (EXPER) increase the likelihood that
respondents play an integrative role rather than a neutral role, a relational role, or an intellec‐
tual role. Likewise, respondents who have completed a PhD degree are more likely to play an
integrative role than those who have completed lower degrees. Two out of the three organi‐
zationally controlled resources variables do not explain the likelihood that respondents play
an integrative role rather than a neutral role, a relational role, or an Intellectual role. However,
increasing the index of acquisition of knowledge from other organizations (KOTHE) increases
the probability that respondents play the integrative role rather than the Intellectual role.

Finally, regarding the control variables, the results reported in Panel A of Table 3 also show
that being a top or middle manager (MANAG), instead of being a professional, decreases the
likelihood that respondents play an integrative role rather than a relational role, whereas being
a first-line manager (FIRST), instead of being a professional, decreases the likelihood that
respondents adopt an integrative role rather than a neutral role or a relational role. As for the
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PANEL A: Multinomial Logit Estimation PANEL B: Binary Logit Estimation

Dependant variables Neutral to

Integrative

Relational to

Integrative

Intellectual to

Integrative

Neutral to

Relational

Neutral to

Intellectual

Independent variables Coeff. β EXP (β) Coeff. β EXP (β) Coeff. β EXP (β) Coeff. β EXP (β) Coeff. β EXP (β)

Individual Variables

Knowledge Sources Assets

[SOURCES]

.482*** 1.619 .210** 1.234 .262*** 1.299 .176*** 1.193 .210*** 1.234

Cognitive Assets:

Bachelor’s Degree [BACH] a .352 -2.465*** .085 -1.027** .358 1.196 3.305 -.075*** .928

Master’s Degree [MAST] a -1.120*** .326 -2.082*** .125 -1.044*** .352 .810 2.248 -.055*** .947

Experiential Assets [EXPER] .073*** 1.075 .139*** 1.149 .071*** 1.073 -.053** .948 .002 .935

Organizational variables

Organizational Investment in

Knowledge Sharing [SHARE]

.035 1.035 -.050 .951 -.015 .985 .109* .468 .050* 1.051

Knowledge from other

Organizations [KOTHE]

.040 1.041 -.091 .913 .141* 1.151 .102 1.108 -.077 .354

Organizational Unit Size

[LNSIZE]

-.029 .971 -.107 .898 -.108 .898 .046 1.047 .087 .457

Control Variables

Professional Status:

• Manager [MANAG] b -.326 .722 -1.120** .326 -.151 .860 .650 1.915 -.236 .790

• First-line [FIRST] b -2.142** .117 -1.887** .151 -.835 .434 -.544 .580 -1.312** .269

Types of Organization:

• Health Care

Administrations [ADM] c

-.248 .780 .636 1.889 -.238 .788 -.759 .468 -.029 .971

• Universities & Other

Research Organizations

[RESEAR] c

1.060** 2.866 1.725** 5.612 .368 1.445 -.253 .777 .742* 2.100

• Foundations & Funding

Agencies [FUND] c

1.077* 2.936 .723 2.061 1.360** 3.896 -.012 .988 -.227 .797

• Private Firms [PRIVATE] c -.317 .728 .183 1.201 -.687 .503 -1.924 .146 .272 1.312

Intercept -4,338 1.583 -2.479 -5.522

Number of cases: (Total =

291)

110/58 17/58 106/58 110/17 110/106

Chi-square (d.f.): 143.15 (39) 22.92 (13) 35.70 (13)

Nagelkerke R2(Pseudo R

Square):

.425 .303 .203

Percentage of correct

predictions:

59.5% 88.2% 69.4%

a PhD Degree is the reference category. b Professional is the reference category. c Health Care Settings Organizations is
the reference category. *, ** and *** indicate that variable is significant at 10%, 5% and 1% level respectively.

Note: Exp(β) is the factor of change in the odds of the dependent variable, due to one unit increase in the specific
independent variable.

Table 3. Analytical results
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From (3), the estimated coefficients, for instance, β1j (j = 1,….,m), are interpreted as the marginal
change in the logarithm of the odds that the respondents were profiled as adopting a neutral
role over the category indicating that they were profiled as adopting an integrative role, due
to a marginal change in the attribute j. However, while marginal changes in the logarithm of
the odds are not always intuitively understandable, we can use the exponential of parameters
also referred to as odds ratios. They offer a straightforward model interpretation. Indeed,
exp(β1j) is the factor by which the odds change when the jth independent variable increases by
one unit. If β1j is positive, this factor, i.e., exp(β1j), will be higher than 1, which means that the
odds are increased. On the contrary, if β1j is negative, exp(β1j) is less than 1, implying that the
odds are decreased. And if β1j is 0, exp(β1j) is equal to 1, which leaves the odds unchanged. For
example, for a continuous variable such as the organizational unit size, exp(β1j) measures the
factor by which the odds of being profiled as neutral role instead of integrative role changes
when the organizational unit size is increased by one unit. In an analogous way, if attribute j
is a dummy variable, the exponential of parameters, i.e., exp(β1j), measures the factor of change
in the odds with respect to the reference variable.

4.4. Results of the multinomial logit regression

The regression results of the Multinomial Logit model are summarized in the first part of Table
3 (Panel A). The model has acceptable predictive power, with 59.5% of correct predictions. The
value of the Nagelkerke R2 is.425, which is very good for qualitative dependent variable
models. Furthermore, the computed value of the likelihood ratio (i.e., 143.15) is much larger
than the critical value of the chi-squared statistic at the 1 percent level, with 39 degrees of
freedom. This suggests that the null hypothesis, that all the parameter coefficients (except the
intercept) are all zeros, is strongly rejected. Consequently, the model is significant at the 1
percent level. With regard to the variables explaining the likelihood that the respondents adopt
a profile of integrative role rather than any of the three other profiles, the three individually
controlled resources variables, namely knowledge sources assets, experiential assets, and
cognitive assets, have a significant impact in the three situations considered in the Multinomial
Logit model. More specifically, increases in the index of respondents’ knowledge sources assets
(SOURCES) and increases in their experiential assets (EXPER) increase the likelihood that
respondents play an integrative role rather than a neutral role, a relational role, or an intellec‐
tual role. Likewise, respondents who have completed a PhD degree are more likely to play an
integrative role than those who have completed lower degrees. Two out of the three organi‐
zationally controlled resources variables do not explain the likelihood that respondents play
an integrative role rather than a neutral role, a relational role, or an Intellectual role. However,
increasing the index of acquisition of knowledge from other organizations (KOTHE) increases
the probability that respondents play the integrative role rather than the Intellectual role.

Finally, regarding the control variables, the results reported in Panel A of Table 3 also show
that being a top or middle manager (MANAG), instead of being a professional, decreases the
likelihood that respondents play an integrative role rather than a relational role, whereas being
a first-line manager (FIRST), instead of being a professional, decreases the likelihood that
respondents adopt an integrative role rather than a neutral role or a relational role. As for the
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types of organizations, the respondents who primarily carry out their professional activities
in universities or other research organizations (RESEAR) are more likely than those employed
by healthcare settings organizations (hospitals and private clinics) to adopt an integrative role
rather than a neutral role or a relational role. Likewise, respondents who primarily carry out
their professional activities in non-profit foundations or funding agencies (FUND) are more
likely than those employed by healthcare settings organizations to play the integrative role
rather than the neutral role or the Intellectual role.

4.5. Specification of the binary logit models

Since the Multinomial Logit regression permits comparison only with regard to one reference
category like we did by using the integrative role as reference category, two bivariate logit
regressions are also estimated to capture two other relevant situations that refer to the
likelihood that the respondents in the neutral role be either in the relational role or in the
intellectual role group.

For each of these two situations, the following equation was estimated:

Log(Pi / 1−Pi)=
b0 + b1SOURCES + +  b2BACH + b3MAST +  + b4EXPER + b5SHARE + b6KOTHE +
+ b7LNSIZE + b8MANAG + b9FIRST + b10ADM + b11RESEAR + b12FUND + b13PRIVATE
where, bi(i =  0… ….13) are the coefficients.

Log (Pi/1-Pi) is the logarithm of the ratio of the probability that a neutral role be in the profile
of a relational role or in that of the Intellectual role, relative to the probability that the same
neutral role would be in none of these two profiles.

4.6. Results of the binary logit regressions

The regression results of these binary Logit models are summarized in Panel B of Table 3. The
computed value of the Chi-square statistics for each of the two Logit regressions is greater than
its critical value (i.e., 27.69) with 13 degrees of freedom at the 1% level. The two equations have
good predictive power, with 88.2% and 69.4% of overall correct predictions for the situation
corresponding to being in a relational role rather than in one of neutral role, and for the
situation corresponding to being in an Intellectual role rather than in one of neutral role.
Finally, the value of Nagelkerke pseudo R2 is.303 for the first binary Logit regression and.203
for the second one, which is quite reasonable for qualitative dependent variable models. The
variable individual knowledge sources assets was the only one that significantly explains the
likelihood that respondents have of being in a profile of relational role rather than in one of
neutral role, and of being in an Intellectual role rather than in one of relational role. Moreover,
the positive sign of this variable suggests that increases in the index of the respondents’
knowledge sources assets (SOURCES) increase the probability that respondents adopt a
relational role or an intellectual role rather than a neutral role. Likewise, the respondents who
have completed a PhD degree are more likely than others to adopt the Intellectual role instead
of adopting a neutral role. However, the respondents’ cognitive assets were not found
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significant to explain the likelihood that the respondents perform a relational role rather than
a neutral role. Finally, increases in the index of the respondents’ experiential assets (EXPER)
decrease the probability that respondents perform a relational role rather than a neutral role.
The variable organizational investments in knowledge-sharing (SHARE) is the only organi‐
zationally controlled resources variable that was found to be positively and significantly
related to the likelihood of respondents being relational role or the Intellectual Profile rather
than neutral role. With regard to the control variables, the results reported in Panel B of Table
3 show that being a first-line manager (FIRST) decreases the likelihood who the respondents
adopt an Intellectual role rather than neutral role, whereas the respondents that primarily carry
out their professional activities in universities or other research organizations are more likely
than those employed by healthcare settings organizations to adopt the Intellectual role rather
than neutral role.

5. Discussion and conclusion

The purpose of this paper was exploratory and it aimed to inspire more conceptual and
quantitative studies on knowledge brokering core functions, not to validate or invalidate
particular conceptual approaches. Instead of adopting a particular definition of knowledge
brokers and knowledge brokering, we have conceptually and empirically defined the concept
of knowledge broker in reference to two dimensions that literature present as being tightly
interdependent but have never explored empirically in a quantitative study: Theses dimen‐
sions are the social function and the cognitive function on which KBs can achieve a high or
low performance. The combination of these functions generated four KBs role profiles: neutral
role, relational role, Intellectual role, and integrative role. The individuals who adopt the
integrative role in carrying out their professional activities are the ones who contribute the
most significantly to effectively manage knowledge 9internal to their organization and
external) and improve the creation of value for their organizations. Such a perspective invites
to consider factors that would help individuals to move from one profile to another, up to the
profile of the integrative role. Such factors were considered in terms of resources controlled
either by individuals or the organizations where they primarily carry out their professional
activities.

The results of the regression models suggest that individually controlled resources such as the
proactive role of KBs in searching for ideas, information and reports from various sources
located in other organizations, their level of education and experience, are the major drivers
of knowledge brokering activities. Organizationally controlled resources do not seem to help
individuals as much to improve their knowledge brokering performance. Indeed, organiza‐
tional investments only help to move from a profile of neutral role to a profile of relational role
or intellectual role: in other words, these investments help only to move from the lowest
performance to a slightly better knowledge brokering performance. Furthermore, increasing
the variety of external organizations that provide ideas, information and reports to KBs helps
these individuals to evolve from an Intellectual role to one the integrative role. Finally, it is
worth pointing out that the number of employees in the respondents’ organizational units had
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types of organizations, the respondents who primarily carry out their professional activities
in universities or other research organizations (RESEAR) are more likely than those employed
by healthcare settings organizations (hospitals and private clinics) to adopt an integrative role
rather than a neutral role or a relational role. Likewise, respondents who primarily carry out
their professional activities in non-profit foundations or funding agencies (FUND) are more
likely than those employed by healthcare settings organizations to play the integrative role
rather than the neutral role or the Intellectual role.

4.5. Specification of the binary logit models

Since the Multinomial Logit regression permits comparison only with regard to one reference
category like we did by using the integrative role as reference category, two bivariate logit
regressions are also estimated to capture two other relevant situations that refer to the
likelihood that the respondents in the neutral role be either in the relational role or in the
intellectual role group.

For each of these two situations, the following equation was estimated:

Log(Pi / 1−Pi)=
b0 + b1SOURCES + +  b2BACH + b3MAST +  + b4EXPER + b5SHARE + b6KOTHE +
+ b7LNSIZE + b8MANAG + b9FIRST + b10ADM + b11RESEAR + b12FUND + b13PRIVATE
where, bi(i =  0… ….13) are the coefficients.

Log (Pi/1-Pi) is the logarithm of the ratio of the probability that a neutral role be in the profile
of a relational role or in that of the Intellectual role, relative to the probability that the same
neutral role would be in none of these two profiles.

4.6. Results of the binary logit regressions

The regression results of these binary Logit models are summarized in Panel B of Table 3. The
computed value of the Chi-square statistics for each of the two Logit regressions is greater than
its critical value (i.e., 27.69) with 13 degrees of freedom at the 1% level. The two equations have
good predictive power, with 88.2% and 69.4% of overall correct predictions for the situation
corresponding to being in a relational role rather than in one of neutral role, and for the
situation corresponding to being in an Intellectual role rather than in one of neutral role.
Finally, the value of Nagelkerke pseudo R2 is.303 for the first binary Logit regression and.203
for the second one, which is quite reasonable for qualitative dependent variable models. The
variable individual knowledge sources assets was the only one that significantly explains the
likelihood that respondents have of being in a profile of relational role rather than in one of
neutral role, and of being in an Intellectual role rather than in one of relational role. Moreover,
the positive sign of this variable suggests that increases in the index of the respondents’
knowledge sources assets (SOURCES) increase the probability that respondents adopt a
relational role or an intellectual role rather than a neutral role. Likewise, the respondents who
have completed a PhD degree are more likely than others to adopt the Intellectual role instead
of adopting a neutral role. However, the respondents’ cognitive assets were not found
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significant to explain the likelihood that the respondents perform a relational role rather than
a neutral role. Finally, increases in the index of the respondents’ experiential assets (EXPER)
decrease the probability that respondents perform a relational role rather than a neutral role.
The variable organizational investments in knowledge-sharing (SHARE) is the only organi‐
zationally controlled resources variable that was found to be positively and significantly
related to the likelihood of respondents being relational role or the Intellectual Profile rather
than neutral role. With regard to the control variables, the results reported in Panel B of Table
3 show that being a first-line manager (FIRST) decreases the likelihood who the respondents
adopt an Intellectual role rather than neutral role, whereas the respondents that primarily carry
out their professional activities in universities or other research organizations are more likely
than those employed by healthcare settings organizations to adopt the Intellectual role rather
than neutral role.

5. Discussion and conclusion

The purpose of this paper was exploratory and it aimed to inspire more conceptual and
quantitative studies on knowledge brokering core functions, not to validate or invalidate
particular conceptual approaches. Instead of adopting a particular definition of knowledge
brokers and knowledge brokering, we have conceptually and empirically defined the concept
of knowledge broker in reference to two dimensions that literature present as being tightly
interdependent but have never explored empirically in a quantitative study: Theses dimen‐
sions are the social function and the cognitive function on which KBs can achieve a high or
low performance. The combination of these functions generated four KBs role profiles: neutral
role, relational role, Intellectual role, and integrative role. The individuals who adopt the
integrative role in carrying out their professional activities are the ones who contribute the
most significantly to effectively manage knowledge 9internal to their organization and
external) and improve the creation of value for their organizations. Such a perspective invites
to consider factors that would help individuals to move from one profile to another, up to the
profile of the integrative role. Such factors were considered in terms of resources controlled
either by individuals or the organizations where they primarily carry out their professional
activities.

The results of the regression models suggest that individually controlled resources such as the
proactive role of KBs in searching for ideas, information and reports from various sources
located in other organizations, their level of education and experience, are the major drivers
of knowledge brokering activities. Organizationally controlled resources do not seem to help
individuals as much to improve their knowledge brokering performance. Indeed, organiza‐
tional investments only help to move from a profile of neutral role to a profile of relational role
or intellectual role: in other words, these investments help only to move from the lowest
performance to a slightly better knowledge brokering performance. Furthermore, increasing
the variety of external organizations that provide ideas, information and reports to KBs helps
these individuals to evolve from an Intellectual role to one the integrative role. Finally, it is
worth pointing out that the number of employees in the respondents’ organizational units had
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no impact on their performance in performing the KBs core functions. The fact that individually
controlled resources are the major drivers of knowledge brokering activities suggests that
knowledge brokering is still an emerging role that is not yet formally institutionalized, even
in large healthcare organizations. In such an informal context, individuals engaged in knowl‐
edge brokering activities have to rely primarily on resources that are individually, rather than
organizationally, provided. The resource-based approach to knowledge brokering adopted in
this study has implications for how organizations might enhance their knowledge brokering
capabilities by better exploiting the resources that contribute to improve and value the
cognitive and social function of KBs in healthcare organizations. By focusing the attention on
resources as explanatory variables of knowledge brokering, the results of this paper allow to
derive implications for how healthcare organizations might improve their knowledge
brokering capabilities. Hence, the results of this study suggest that managers would improve
the knowledge brokerage capability of their personnel by investing resources to:

• Reinforce the cognitive function and its related knowledge absorptive capability by relying
on individuals who have completed doctoral degrees, the so-called highly qualified
personnel (HQP);

• Increase the knowledge capability of neutral role, relational role and Intellectual role by
relying on individuals that have many years of experience;

• Facilitate the graduation of individuals from neutral role, relational role and Intellectual role
to the integrative role by supporting the effort of individuals to expand their sources of
ideas, information and reports from other organizations.

• Support organizational investments in various knowledge-sharing mechanisms.

In devising their policy interventions, managers of healthcare organizations should also keep
in mind that professionals are more likely to improve the cognitive and social function
capabilities than top, middle and first-line managers, and that individuals that primarily carry
out their professional activities in universities, research organizations, foundations and
funding agencies are also more likely to improve the networking and learning functions than
the professionals carrying out their professional activities in other types of organizations.

Our results offer some interesting information for those who are involved in human resources
management. We have identified critical criteria that may be used as indicators to select a
knowledge broker during a job interview. We name here: 1) intellectual assets or qualifications
(holding a PhD), 2) number of years in the organization (local experience), 3) past experience
in universities, research organizations, foundations and funding agencies (research experi‐
ence), 4) social assets (extend and variety of personal network) and 5) Research skills (scientific
and governmental databases knowledge). However, individual skills and capabilities need an
organizational infrastructure to help them perform in their role, especially the integrative role.
Organizations have to invest in knowledge management and brokering through the improve‐
ment of access to information (databases, internet...) and the implementation of sustainable
diversified mechanisms of knowledge sharing (organization of workshops, training courses
and continuing professional education credits; and attendance to conferences and colloquiums
as well as the scientific one as the professional ones).
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This exploratory study suffers form limitations that could inspire future research. First, our
survey was based on a self-reported questionnaire that may imply a social desirability.
However, we used some strategies to reduce its impact on the validity of the collected data.
We did not precise that the questionnaire was targeting the exploration of KBs role neither
their performance in this role. In such way they were not feeling as being assessed. Second,
the minor role played by the organizational resources that support knowledge brokerage
should be considered as an invitation to consider other types of organizational investments in
future research. Third, although our quantitative study revealed factors that explain why
individuals adopt different brokering profiles, the study does not provide a temporal per‐
spective on the development of brokering. Fourth, the study covered healthcare organizations
and may therefore reflect the idiosyncrasies of this particular sector of activity. Fifth, knowl‐
edge brokering may fail. The outputs of knowledge brokers can be ignored or rejected. One
limit of this study is that it did not take into account the recipient’s (in)ability to value,
assimilate and apply the knowledge translated by the KBs, in short, this paper did not consider
the knowledge absorptive capacity of the recipients (Cohen and Levinthal, 1990; Zahra and
George, 2002). Future research could be inspired by these limits and may help to improve
knowledge about key attributes and responsibilities of KBs, and give more suggestions for
improving this role in healthcare organizations.

The central role of KBs is to provide policy, decision-makers and managers with the best
(accurate, relevant and feasible) information available on how to redesign the healthcare
structures and processes to efficiently respond to the challenge of decision-making in a
dynamic political, economic, epidemiologic and demographic environment. The novelty of
the KB role in healthcare organizations provide a unique opportunity to assess the need for
and reaction to clarify precisely its associated activities and the requested skills and conditions
for the performance of its critical functions, and clearer direction on how to move forward with
it to leverage knowledge management in knowledge based organizations. This research has
practical implications for public health organizations in Canada and elsewhere in the world.
Public health decision makers and managers are facing systemic challenges and constraints.
Thus, they need to adequately understand the critical factors (individual and organizational)
of knowledge management to foster their organization’s performance. Knowledge brokers
(KB) are seen as major KT strategic agents for fostering EI/BDM in public health organizations.
Our results show that attention should be placed on organizational openness to innovation
and innovative approaches, strategic KB recruitment and KB’s professional stability in the
organization. Knowledge brokering performance is tightly related to supportive mechanisms.
Nevertheless, our results are context sensitive (Canadian organizations); they shed light on
what is strategically to be undertaken in public health organizations in general. Thus, we
clearly show that top-managers have to identify a middle manager with at least a 10 year
experience in the organization, holding a PhD and having an extended relational capital (in
and out of their organization and as well as in governmental as in private organizations and
universities). Moreover, research competencies are highly requested (in terms of timely and
relevant evidence acquisition, synthesis, adaptation and communication). This skilled
professional has then to be trained as a KB (specific training and continued education for
systematic reviews, policy briefings and communication skills).The organization has to
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personnel (HQP);

• Increase the knowledge capability of neutral role, relational role and Intellectual role by
relying on individuals that have many years of experience;
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to the integrative role by supporting the effort of individuals to expand their sources of
ideas, information and reports from other organizations.

• Support organizational investments in various knowledge-sharing mechanisms.

In devising their policy interventions, managers of healthcare organizations should also keep
in mind that professionals are more likely to improve the cognitive and social function
capabilities than top, middle and first-line managers, and that individuals that primarily carry
out their professional activities in universities, research organizations, foundations and
funding agencies are also more likely to improve the networking and learning functions than
the professionals carrying out their professional activities in other types of organizations.

Our results offer some interesting information for those who are involved in human resources
management. We have identified critical criteria that may be used as indicators to select a
knowledge broker during a job interview. We name here: 1) intellectual assets or qualifications
(holding a PhD), 2) number of years in the organization (local experience), 3) past experience
in universities, research organizations, foundations and funding agencies (research experi‐
ence), 4) social assets (extend and variety of personal network) and 5) Research skills (scientific
and governmental databases knowledge). However, individual skills and capabilities need an
organizational infrastructure to help them perform in their role, especially the integrative role.
Organizations have to invest in knowledge management and brokering through the improve‐
ment of access to information (databases, internet...) and the implementation of sustainable
diversified mechanisms of knowledge sharing (organization of workshops, training courses
and continuing professional education credits; and attendance to conferences and colloquiums
as well as the scientific one as the professional ones).
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This exploratory study suffers form limitations that could inspire future research. First, our
survey was based on a self-reported questionnaire that may imply a social desirability.
However, we used some strategies to reduce its impact on the validity of the collected data.
We did not precise that the questionnaire was targeting the exploration of KBs role neither
their performance in this role. In such way they were not feeling as being assessed. Second,
the minor role played by the organizational resources that support knowledge brokerage
should be considered as an invitation to consider other types of organizational investments in
future research. Third, although our quantitative study revealed factors that explain why
individuals adopt different brokering profiles, the study does not provide a temporal per‐
spective on the development of brokering. Fourth, the study covered healthcare organizations
and may therefore reflect the idiosyncrasies of this particular sector of activity. Fifth, knowl‐
edge brokering may fail. The outputs of knowledge brokers can be ignored or rejected. One
limit of this study is that it did not take into account the recipient’s (in)ability to value,
assimilate and apply the knowledge translated by the KBs, in short, this paper did not consider
the knowledge absorptive capacity of the recipients (Cohen and Levinthal, 1990; Zahra and
George, 2002). Future research could be inspired by these limits and may help to improve
knowledge about key attributes and responsibilities of KBs, and give more suggestions for
improving this role in healthcare organizations.

The central role of KBs is to provide policy, decision-makers and managers with the best
(accurate, relevant and feasible) information available on how to redesign the healthcare
structures and processes to efficiently respond to the challenge of decision-making in a
dynamic political, economic, epidemiologic and demographic environment. The novelty of
the KB role in healthcare organizations provide a unique opportunity to assess the need for
and reaction to clarify precisely its associated activities and the requested skills and conditions
for the performance of its critical functions, and clearer direction on how to move forward with
it to leverage knowledge management in knowledge based organizations. This research has
practical implications for public health organizations in Canada and elsewhere in the world.
Public health decision makers and managers are facing systemic challenges and constraints.
Thus, they need to adequately understand the critical factors (individual and organizational)
of knowledge management to foster their organization’s performance. Knowledge brokers
(KB) are seen as major KT strategic agents for fostering EI/BDM in public health organizations.
Our results show that attention should be placed on organizational openness to innovation
and innovative approaches, strategic KB recruitment and KB’s professional stability in the
organization. Knowledge brokering performance is tightly related to supportive mechanisms.
Nevertheless, our results are context sensitive (Canadian organizations); they shed light on
what is strategically to be undertaken in public health organizations in general. Thus, we
clearly show that top-managers have to identify a middle manager with at least a 10 year
experience in the organization, holding a PhD and having an extended relational capital (in
and out of their organization and as well as in governmental as in private organizations and
universities). Moreover, research competencies are highly requested (in terms of timely and
relevant evidence acquisition, synthesis, adaptation and communication). This skilled
professional has then to be trained as a KB (specific training and continued education for
systematic reviews, policy briefings and communication skills).The organization has to
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provide the KB with 1) an electronic infrastructure (Internet and registration to electronic
academic databases) to access and manage information and maintain social links with
academia and knowledge users, and 2) adequate and sustained resources to attend relevant
conferences and workshops (to be up-to-date with new evidence and extend his social
network). Once these prerequisite are made available and operational in the organization, an
effective monitoring and process and outcomes evaluations are needed to identify determi‐
nants of KB performance in terms of quality and cost-effectiveness of their role in public health
organizations.
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1. Introduction

Australia is home to several resource-intensive regions that feature vast mineral, ore and/or
coal deposits pooled in one physical location (Figure 1). These areas are usually character‐
ised by multiple medium- to large-scale extraction and processing facilities, and typically in‐
clude extensive road, rail and port infrastructure. The Australian resources sector has been
defined by the Commonwealth of Australia [1] as:

‘mining, oil and gas operations, including operating mines, quarries, oil and gas wells, as well as constructing those operations…

(and) mining support activities such as fee-for-service activities and exploration’.

Australia’s resource regions are already of significant economic value, with the latest es‐
timates  for  exports  in  resources  and energy  being  placed at  approximately  $200  billion
for  2011-12  [2].  Ongoing  growth  is  also  expected,  particularly  in  the  states  of  Western
Australia  and Queensland,  and this  is  being  driven by  the  strong relationship  between
Australian and Chinese markets, together with the rise of the Indian and Chinese middle
class;  a  high demand for  natural  resources (coal,  power,  water)  and the mobility of  the
international skilled workforce [3].

The  socio-economic  and  other  changes  associated  with  large-scale  mineral  resource  ex‐
traction are key issues for  regional  development in Australia,  and well  as  for  other  na‐
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tions  whose  regions  are  undergoing  a  similar  transition  from  rural-based  to  resource-
based  (for  example  Canada  and Mongolia).  In  Australia,  public  interest  and discussion
on these issues has been accelerated by a Parliamentary Inquiry underway since 2011 in‐
to the use of fly-in, fly-out (FIFO) and drive-in, drive-out (DIDO) workforce practices in
the regional resource sector. For example, the terms of reference for this Inquiry includes
exploring the ‘impacts,  costs  and benefits’  related to the use of  non-resident  labour;  ac‐
quiring information about services and infrastructure provision; and developing of strat‐
egies to maximise the benefits of FIFO/DIDO arrangements for employees, their families,
their communities and the resources industry.

Figure 1. Examples of mining communities and ports underpinning key resource regions in Australia

Clearly, ensuring the best possible public health outcomes in resource regions is of critical
importance for employers, employees and mining families as well as the broader communi‐
ty. However, most data relating to public health impacts - including the majority of evidence
lodged in submissions to the Inquiry - are anecdotal. This likely reflects the lack of an agreed
and comprehensive methodology for identifying, monitoring or managing health impacts in
the context of Australian (and other) resource regions. To address this gap, this chapter ex‐
plores the current evidence for public health impacts related to cumulative resource activity
in regional Australia, and highlights the possible mechanisms by which this emerging
health issue can be better studied and addressed.
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2. Cumulative public health impacts associated with the resource sector

Large scale natural resource extraction activities (for example, mining, oil and gas) can have
significant impacts on the health and well-being of both resource sector employees, as well
as the communities living in surrounding areas. For the purposes of this chapter, the defini‐
tion of ‘cumulative impacts’ shall be adopted from that provided in [4]:

‘cumulative impacts are the successive, incremental and combined impacts of one, or more, activities on society, the economy and

the environment... (these) may be the product of past, present or future activities… can be both positive and negative and can vary

in intensity as well as spatial and temporal extent’.

Cumulative impacts can therefore occur at the project-level (for example where repeated ac‐
tivities are undertaken at the same site); regional-level (for example multiple projects in
close proximity); or even be of wider manifestation (for example global climate change). Cu‐
mulative impacts arise from both natural events as well as human activities [5], but the most
critical part of the definition is that the impacts are associated with more than one activity
over time. As noted by [5]: ‘one impact by itself may not be a cause for concern; it might
even seem insignificant. However, the addition of many small impacts over time adds to the
end result – cumulative effects and an increase for concern. Cumulative impacts can also
arise from interactions between issues, which may trigger a new ‘tipping point’ and the
transition to a substantially different situation [4].

With respect to public health issues, a range of cumulative impacts can (and are) emerging
due to rapid growth in the Australian resource sector. The range of public health concerns
associated with the resources sector in Australia can be considered under the categories of
direct and indirect impacts for resource sector employees; and direct and indirect impacts to
communities that host mining operations; as well as positive impacts and other linkages.
Whilst the extent of public health impacts of the resource sector could also be extended to
include the potentially negative and flow-on consequences associated with global climate
change [6]; this is outside the scope of this chapter.

2.1. Health impacts for resource sector employees

The health impacts for resource sector employees can be roughly divided into two catego‐
ries: one, the direct risks or hazards related to performing activities on site, or in travelling
to a worksite; and two, the indirect impacts that may be related to sleep, nutrition and other
lifestyle patterns related to rostering arrangements.

2.1.1. Direct impacts

According to [7], the mining industry reported 14.9 compensation claims for serious injuries
per 1,000 employees in 2009-10, which is well above the average rate for all industries com‐
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bined (at 12.6 claims/1,000 employees). Furthermore, these data may under-represent the ac‐
tual rate for resource-extraction activities, as many people within the mining industry are
employed by construction firms, and thus their claims are logged to the construction sector.
Fatalities for the mining industry occurred at a rate of 3.5/10,000 employees, which is also
substantially higher than the average for all workers (at 1.9/10,000 employees) [7].

Accidents and injuries associated with the movement of large vehicles and/or the transport
of materials remain as the key issue for mining workforces. Data from [8] indicates body
stressing represented almost half of the workplace health and safety claims lodged in Aus‐
tralia in 2010-11. Within this, occupations such as machinery operations/drivers, technician/
trade workers and labourers recorded amongst the highest number of insurance claims.
Conservative predictions indicate that labour force requirements for mining operations in
Australia will increase by 44 per cent between 2010 and 2016, and that growth is likely to be
in the at-risk occupations including machinery operators and drivers, followed by techni‐
cians and trade workers [9]. As the mining workforce grows to meet production targets and
expanded industry activity, it could reasonably be expected that so too, the number of work‐
place incidents in this category will increase in Australia. On the other hand, the mining sec‐
tor is also increasing the use of simulation and automation, which may reduce employee
exposure to hazards.

There are also a range of other direct health impacts likely to be associated with employ‐
ment in the resource sector, including exposures to hazardous substances such as silica,
dust, caustic products and other substances used in resource extraction, raw materials trans‐
port, and minerals processing. A detailed exposition of these is not possible within the limits
of this chapter; furthermore, it would appear that statistics on worker exposures are relative‐
ly limited, especially in terms of being regionally specific.

2.1.2. Indirect health impacts

Occupational fatigue is of particular concern for resource industry workers. The indirect ef‐
fects of shift-rostering and commuting have received much attention, particularly in
Queensland and Western Australia, where there is now a growing a trend for greater pro‐
portions of the workforce to be non-resident employees. This requires a commute to the
worksite via drive-in, drive-out (DIDO) or fly-in, fly-out (FIFO) arrangements; whereupon
(typically) twelve-hour block shifts are undertaken, before returning to mining camps where
meals and accommodation are provided. Employees return to their homes located in other
centres during the intervening off-shift periods. A recent review [10] synthesized a wide
range of available literature and concluded that shift work was associated with higher risk
of both coronary and cerebrovascular events, with shift employees having a 23 per cent in‐
creased chance of suffering a heart attack and 5 per cent increased chance of experiencing a
stroke. These risk factors were maintained after adjustment for socio-economic status, how‐
ever, the study was conducted across all shift work types (including mining, transport,
healthcare and others). An earlier analysis [11] specific to Australian fly-in fly-out mining
shift workers, reported that interruptions to sleep and circadian rhythms represented very
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real safety risks, with the performance effects exceeding that of a 0.05% blood alcohol con‐
centration, particularly near the end of night shifts.

There have been reports of problems with workers binging on alcohol and drugs either at
work camps, or within the general community, from Australia as well as internationally (for
example [12]). The true extent of vulnerability to drug and alcohol abuse remains difficult to
judge given that some reports are anecdotal rather than empirical. States such as Queens‐
land have already identified that high levels of unhealthy behaviours are a key challenge to
improving public health [13]; but the contribution of the burgeoning resource-sector to this
has never been measured.

There have been some reports to suggest that mining employees are placed at higher risk of
contracting infectious disease, as a result of living in close quarters with others in mining
camps, as well as the high mobility of the non-resident workers, who may carry diseases in‐
to the community from far afield [14].

Mental health concerns appear to be poorly understood in the mining sector [15]. There
have been few statistically rigorous empirical studies, but the weight of anecdotal evidence
is large and growing. One group has reported a range of mostly negative impacts of FIFO
and DIDO arrangements on employee wellbeing, albeit from a small sample size [16]. Here,
impacts included implications for primary relationships, inability to participate in organised
sport, loneliness, mood swings and disturbed sleep. Indeed, the lack of support that non-res‐
ident employees have, sometimes combined with a culture of non-disclosure amongst ‘ma‐
cho’ males, is likely to be compounding mental health issues at worksites [15]. By contrast,
problems in psychosocial health and wellbeing have been less commonly cited for the resi‐
dent mining employees. It appears that, compared with non-residents, resident employees
enjoy better shift arrangements and report greater job satisfaction and wellbeing levels [17],
presumably linked with the ability to receive better support from family and friends, as well
as avoiding the strain of travelling.

Finally,  the issue of  negative reproductive health outcomes for  mining workers remains
contentious.  There  have  been assertions  that  mining lifestyles  featuring  high disposable
incomes and extended periods of time away from family can prompt the use of paid sex,
triggering  rising  rates  of  gonorrhoea,  syphilis  and  chlamydia.  However,  this  has  also
been argued against, with several authors pointing to a lack of any real evidence, as well
as  misconceptions  about  the  real  nature  of  sex  work and its  linkages  to  sexually  trans‐
mitted diseases [18-19].

2.2. Direct impacts on resource regions

A range of direct health impacts are already known from in communities that host min‐
erals extraction and processing activities. Each phase in the lifecycle of coal production is
associated  with  pollutants  that  affect  human  health  [6].  In  America,  residents  of  coal-
mining areas face increased risk of cardiopulmonary disease, chronic obstructive pulmo‐
nary disease, hypertension and lung and kidney diseases, compared with populations of
non-mining regions [20, 21]. The burning of coal for electricity generation is also hazard‐
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ous  to  human  health,  including  workers  and  community  residents.  For  example,  the
Australian Academy of  Technological  Sciences  and Engineering [22]  estimated that  coal
burning in Australia was associated with some $AU2.6 billion in impacts to the national
health burden.  This included the problems associated with particulate matter as well  as
NOx and SOx emissions. The modelling used in this report showed the damage cost for
both primary and secondary pollutants, and illustrated that the damage costs are rough‐
ly proportional to the regional population density [22]. Consequently, as regional popula‐
tions  are  swelled  by  growth  in  resource-sector  jobs,  it  follows  that  the  regional  health
burden is also likely to grow.

2.3. Indirect impacts on resource regions

2.3.1. Flow-on impacts to partners and families

The partners  and families  of  resource sector  employees can experience a  wide range of
adverse  health  impacts  which  may  be  related  to  having  a  member  of  the  household
working in the resource sector,  and/or to living in the resource regions themselves.  For
example, there are anecdotal reports that child mental health in resource communities is
of concern; often, this is linked with the perception that increased rates of marital separa‐
tion and conflict are associated with shiftwork arrangements in the mining sector. How‐
ever,  [23]  reported  that  the  psychosocial  wellbeing  of  children  from FIFO families  was
not  adversely  impacted  by  work-related  parental  absence;  rather  it  more  often  the  re‐
maining  parent  (typically  the  mother)  who  reported  difficulties,  especially  the  need  to
manage family cohesion during long periods of separation. This was echoed by [16] who
recorded difficulties  for  FIFO/DIDO partners,  including depression and other  emotional
challenges  that  emerge  from  having  to  cope  whilst  the  employee  was  absent  during
shifts.  Noted  elsewhere  was  anecdotal  evidence  that  suggests  ‘…depression,  anxiety,
post-traumatic  stress  disorder,  social  phobias  and substance  abuse  disorders  are  almost
as likely to be found in the stay-at-home partner as they are in the FIFO worker’ [15].
Thus,  problems  of  isolation,  cultural  change  and  difficult  social  environments  emerge
within family units, as well as in the wider community [24]. It is important to note also
that  FIFO/DIDO  arrangements  introduce  the  potential  for  negative  public  health  out‐
comes  to  be  experienced  beyond resource-region  townships,  extending  instead  into  the
source communities from which the FIFO/DIDO labour is supplied.

Health issues relating to mining ‘boom’ periods in Canada run in the themes of  family
health,  women’s  health,  mental  health,  worker’s  health  and  health  and  social  services
[25]. Specific impacts included concerns about divorce, violence, stress, increased rates of
pregnancies  (presumably  unwanted)  and  sexually  transmitted  diseases;  sexual  harass‐
ment and addictions.  For  women’s  health,  the availability  and accessibility  of  transition
housing and maternity care were key issues. The gender imbalance and progressive mas‐
culinisation of  the workforce is  also linked with increasing levels  of  violence and over-
consumption  of  alcohol  [26].  In  a  recent  submission  to  the  Australian  Parliamentary
Inquiry  on  DIDO/FIFO  work  practices,  a  regional  Alcohol,  Tobacco  and  Other  Drugs
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Service  (ATODS)  reported  an  increase  in  alcohol-related  injuries  in  Queensland  town‐
ships  [27].  They  also  recorded  a  higher  incidence  of  workplace  referrals  for  employees
returning positive drug or alcohol tests.

2.3.2. Flow-on impacts to the wider regional community

2.3.2.1. Increased demand for health infrastructure and services

Almost all resource-rich areas are located in regional and rural parts of Australia [28]. This is
a critical factor when considering the public health implications of resource extraction, be‐
cause regional areas are already challenged by a broad spectrum of issues related to health
services and infrastructure. For example, regional Australia is often challenged by under-re‐
sourced health systems, with low service provision, issues of accessibility and quality of
care, difficulties in staff attraction/retention, skills shortages, high workloads, a much higher
cost of service delivery, and unique case mixes [27, 29]. People living in rural and remote
areas also tend to have higher levels of disease risk factors and illness than those in major
cities [30]. In particular, rural and remote residents have higher rates of injury mortality, es‐
pecially road accidents; higher rates of communicable diseases, disability and homicide; and
higher rates of smoking and alcohol consumption; with Aboriginal and Torres Strait Island‐
er wellbeing being a particularly challenging issue. Consequently, the cumulative impacts of
resource sector development often manifest as additional stress being placed on the aspects
of regional health systems that are already under strain.

The increased demand represented by the  non-resident  workforce  is  probably  the  most
critical of the impacts that resource sector development has on health services and infra‐
structure in regional  Australia.  The key problem here is  that  the FIFO/DIDO workforce
are typically not included in regional statistics, and thus are not accounted for as part of
the baseline population loads used to forecast need and allocate government expenditure
in  resource  townships  [31].  Unpublished  research  at  Central  Queensland  University
shows  regional  demographics  calculations  can  substantially  underestimated  expected
growth if the multiplier effects of the mining workforce are not considered. Consequent‐
ly,  health services and infrastructure in resource communities is  often inadequate to ca‐
ter  for  the  rapidly  growing  populations  associated  with  increased  mining  activity  [32].
This  is  true for  Australia  as  well  as  other  countries:  in  Canada,  development  of  the  oil
sands of northern Alberta has been linked with poor community health outcomes associ‐
ated with  infrastructure  deficits,  where  the  municipalities  that  host  mining score  worse
than the provincial average for health indicators [33].

There  are  many  examples  available  that  illustrate  the  problems  of  providing  health
services  and  infrastructure  in  burgeoning  resource  communities.  Recent  modelling
work  done  by  [34]  indicated  that  health  and  emergency  services  provision  within
Queensland’s  Bowen Basin is  significantly  undersupplied because of  the combined resi‐
dent  and  non-resident  demand  linked  with  growth  in  the  resources  sector.  General
practitioners  [14]  have  noted that  Central  Queensland had the  highest  doctor-to-patient
ratio in the state  in July 2009 (1:  1,824),  and that  this  was being exacerbated by the in‐
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cities [30]. In particular, rural and remote residents have higher rates of injury mortality, es‐
pecially road accidents; higher rates of communicable diseases, disability and homicide; and
higher rates of smoking and alcohol consumption; with Aboriginal and Torres Strait Island‐
er wellbeing being a particularly challenging issue. Consequently, the cumulative impacts of
resource sector development often manifest as additional stress being placed on the aspects
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structure in regional  Australia.  The key problem here is  that  the FIFO/DIDO workforce
are typically not included in regional statistics, and thus are not accounted for as part of
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than the provincial average for health indicators [33].

There  are  many  examples  available  that  illustrate  the  problems  of  providing  health
services  and  infrastructure  in  burgeoning  resource  communities.  Recent  modelling
work  done  by  [34]  indicated  that  health  and  emergency  services  provision  within
Queensland’s  Bowen Basin is  significantly  undersupplied because of  the combined resi‐
dent  and  non-resident  demand  linked  with  growth  in  the  resources  sector.  General
practitioners  [14]  have  noted that  Central  Queensland had the  highest  doctor-to-patient
ratio in the state  in July 2009 (1:  1,824),  and that  this  was being exacerbated by the in‐
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flux  of  population  related  to  the  resources  boom.  Records  from  their  private  practice
at  Moranbah  (a  key  centre  servicing  the  Bowen  Basin)  demonstrate  clear  increases  in
the  number  of  non-resident  patients  seeking  care:  almost  one-quarter  of  the  patients
serviced  in  2011  were  non-resident  (that  is,  had  home  postcodes  outside  of  the  imme‐
diate  local  area),  compared  with  only  18  per  cent  in  2007.  This  overburdening  means
the  practice  can  no  longer  offer  same-day  service  to  the  resident  population  [14].  The
authors  also  highlighted  that  non-resident  patients  offer  a  more  challenging  case  mix,
for  example,  presenting  with  emergencies  due  to  workplace  accidents,  fatigue-related
road  incidents,  and/or  reckless  behaviour  (for  example  drug/alcohol  abuse).  Further‐
more,  treating  these  patients  is  challenged by the  lack  of  existing  relationship  with  the
medical  staff,  which  can  result  in  low  cooperation,  the  danger  of  drug  interaction
and/or  unidentified  allergy  risks;  and dissatisfaction  with  perceived  ‘small  town’  medi‐
cal  services  [14].  The  increased  burden  on  health  in  resource  regions  is  particularly
challenging  considering  that  workloads  for  general  practitioners  in  rural  and  remote
settings are  already higher  than metropolitan areas [35].

The  resource  sector  is  also  notable  in  the  ways  in  which  it  influences  the  patterns  of
demand  for  health  and  community  services.  For  example,  in  Central  Queensland,  the
difficulties  in  recruiting  for  the  mining  labour  force  from  rural  and  regional  Australia
has  led  to  an  increase  in  the  employment  of  staff  on  457  (skilled  migrant)  visas.  This
multicultural  influx  brings  with  it  new demands  in  the  areas  of  community  wellbeing,
such  as  having  access  to  appropriate  places  of  worship,  bilingual  counselling,  and  in‐
creased  (anecdotal)  incidence  of  mental  illness  due  to  isolation  from family,  and  aban‐
donment  of  the  home  country  (Centacare,  personal  communication,  August  2012).
Reference  [25]  also  noted  that  mining  booms  can  pressure  regional  health  services  by
changing community demographics.

2.3.2.2. Attraction and retention challenges for health-related roles

A number of challenges are faced in attracting staff to regional health and community serv‐
ices, particularly in resource communities. There are already recognised skills shortages in
disability, physicians, nurses and allied health professionals in states such as Queensland,
which house a large proportion of Australia’s mining activities [36, 37]. The ratio of allied
health professionals to the general population of regional centres is approximately half that
of metropolitan areas, where staff retention is already a key issue [38]. This arises predomi‐
nantly because of concerns about the high costs of accommodation, because regional centres
that host mining activity often experiencing inflated housing prices [31, 39]. It also reflect a
combination of other (often pre-existing) concerns about rural and remote health practice,
including high workloads due to pre-existing low staffing levels, mandatory on-call duties,
frequent overtime, limited opportunities for professional development, and poor supervi‐
sion and management support [40]. Each of these can contribute to high stress levels and
staff exhaustion (‘burnout’), thus prompting staff to leave, and the development of a self-
perpetuating cycle. The difficulties in staff attraction/retention due to high costs of living,
perceived poor liveability and other issues also has negative flow-on effects in terms of the

Current Topics in Public Health132

(lack of) continuity of patient care, brought about by the high staff turnover. This may mani‐
fest at both administrative (tracking of medical records) and personal levels (personalised
follow-up) [41].

2.3.2.3. Economic and social costs of service delivery in resource regions

Rural and regional health services in Australia, especially primary health, already suffer
from difficulties in the proper costing of service delivery. In particular, service providers are
faced with tricky decisions about local service provision compared with ‘outreach’ services;
this includes not only the economic costs but also other considerations such as employee
safety, the likelihood of good patient outcomes, and the challenge of filling positions with
appropriate workforce experience and skills. In servicing the burgeoning resource regions of
Australia, health sector employees themselves can operate on FIFO/DIDO arrangements.
However, there are already concerns about the health and safety of outreach services em‐
ployees, who may experience similar issues to resource sector shift workers (as mentioned
above). Staff may have the need to travel long distances to service resource-based communi‐
ties, and this places them at safety risks, including extended hours of travel by road in rural
areas where mobile coverage is poor; visits to the homes of (unfamiliar) clients in isolated
areas; fatigue due to long days and long periods away from home; and challenges finding
suitable accommodation, particularly in mining areas where much of the accommodation is
booked out months in advance [37, 42].

2.3.2.4. Other impacts in resource regions

The indirect impacts of resource development may also manifest through effects on the nat‐
ural environment, leading to lost ecosystem services, and the potential for flow-on impacts
to human health. For example, in 2011, an outbreak of diseased fish occurred in the Glad‐
stone harbour in Central Queensland, which is currently undergoing extensive dredging
and development as part of the growth of the coal seam gas industry. A temporary ban on
fishing was enacted, and there was much local concern about whether the fish were fit for
human consumption, and the reason(s) for the outbreak. The Queensland government com‐
menced a fish sampling and water quality program, including an investigation into human
health concerns and the establishment of a Scientific Advisory Panel [43]; but debate contin‐
ues as to whether the dredging program is responsible, with other stressors including natu‐
ral parasites and the entry of floodwaters into the nearshore environment also being cited as
possible contributors.

A new term was coined [44] - solastalgia - to represent the "distress that is produced by envi‐
ronmental change impacting upon people while they are directly connected to their home
environment”. The authors studied the community supporting the Hunter Valley, a region
of New South Wales that was experiencing rapid growth in mining and power station de‐
velopments, and found that resource sector developments can have a substantial impact
upon emotional health of regional residents. Here, the residents were reported to experience
emotional stress and mental health problems linked with a sense of powerlessness and in‐
justice over the region’s development. This problem appears to be particularly acute for
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from difficulties in the proper costing of service delivery. In particular, service providers are
faced with tricky decisions about local service provision compared with ‘outreach’ services;
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ties, and this places them at safety risks, including extended hours of travel by road in rural
areas where mobile coverage is poor; visits to the homes of (unfamiliar) clients in isolated
areas; fatigue due to long days and long periods away from home; and challenges finding
suitable accommodation, particularly in mining areas where much of the accommodation is
booked out months in advance [37, 42].
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The indirect impacts of resource development may also manifest through effects on the nat‐
ural environment, leading to lost ecosystem services, and the potential for flow-on impacts
to human health. For example, in 2011, an outbreak of diseased fish occurred in the Glad‐
stone harbour in Central Queensland, which is currently undergoing extensive dredging
and development as part of the growth of the coal seam gas industry. A temporary ban on
fishing was enacted, and there was much local concern about whether the fish were fit for
human consumption, and the reason(s) for the outbreak. The Queensland government com‐
menced a fish sampling and water quality program, including an investigation into human
health concerns and the establishment of a Scientific Advisory Panel [43]; but debate contin‐
ues as to whether the dredging program is responsible, with other stressors including natu‐
ral parasites and the entry of floodwaters into the nearshore environment also being cited as
possible contributors.

A new term was coined [44] - solastalgia - to represent the "distress that is produced by envi‐
ronmental change impacting upon people while they are directly connected to their home
environment”. The authors studied the community supporting the Hunter Valley, a region
of New South Wales that was experiencing rapid growth in mining and power station de‐
velopments, and found that resource sector developments can have a substantial impact
upon emotional health of regional residents. Here, the residents were reported to experience
emotional stress and mental health problems linked with a sense of powerlessness and in‐
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those with strong connections to the land (such as generational farming families, or Indige‐
nous Australians) [44].

2.4. Positive impacts and other linkages

The potential for positive health outcomes from resource development has hardly been
studied. It was identified that increased awareness of health and safety was one possible
positive outcome of cumulative development [4]. Furthermore, some workers have descri‐
bed the lifestyle and wellbeing benefits that a generous mining salary can provide, and
point to strong camaraderie within the workplace as a positive impact of their employment
[17]. The higher wages paid to mining employees could also be linked with an increased
ability to purchase foods with better nutrition, access higher-quality health care, and spend
discretionary income on participation in organised sport and recreational activities. Such
linkages have rarely been reported in the literature, but it would seem a reasonable conclu‐
sion given that, in some instances, over half the population of resource towns can receive
double the national average weekly wage [31]. The apparent lack of any published material
in this area may represent a research bias towards reporting of health problems of resource
regions, rather than health and wellbeing benefits.

Developed nations such as Australia also have a comparatively tight regulatory environ‐
ment regarding mining sector operations, and these should reduce the potential for the di‐
rect impacts of development on local populations, such as through water or air pollution.
This avoids the situation being experienced by some countries, such as Africa, rapid and
poorly managed industrialisation is presenting new risks termed modern environmental
health hazards (MEHHs). These MEHHs are ‘products of rapid development in the absence
of health and environment safeguards, as well as the unsustainable consumption of natural
resources’, and contribute significantly to the environmental disease burden [45].

Another encouraging sign is that there continues to be a strong focus on workplace safety in
the resource sector, with particular areas of focus including being fatality-free, recording a
minimum of lost time injury, and experiencing low incidence of disease [46]. In demonstrat‐
ing this commitment, in recent years, the Australian Coal Association Research Program
(ACARP) has funded wide-ranging health projects including exploring the dust risks for
open cut mining, exhaust emissions from alternative diesel fuels, human health impacts re‐
lated to the growth of toxic blue-green algae in mining-related water bodies, injury risks
with underground coal mining equipment (including ergonomics and high pressure injec‐
tion injuries), and mine safety regulations [47].

There are already reports of surging growth in businesses in health care and social assis‐
tance, for those regions that host resource activity. In Queensland, the health and communi‐
ty services sector is already the state’s largest industry employer, representing 11.7 per cent
of the state’s total labour market [48]. In Central Queensland’s Bowen Basin, Australia’s pre‐
mier coal-producing region, data from the Australian Bureau of Statistics shows that the
number of health and social services businesses operating in this industry division has
grown by almost 20% over 2008/09 to 2010/11 – the second-fastest growth sector overall, and
far greater than the baseline population growth for the same period.
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Finally, the last possible health benefit linked with the resource sector is the potential for im‐
provements to health infrastructure and services, funded from mining royalties. However, it
is peculiar to note that proposed trials for the National Disability Insurance (NDI) Scheme
were declined by both the Western Australia and Queensland governments – despite those
two states hosting the greatest proportions of resource activity in Australia; and the NDI
scheme being funded from the newly introduced Minerals and Resources Rent Tax.

3. Monitoring and measuring cumulative health impacts

Health Impact Assessments (HIAs) are important tools in policy development and can be
used in a wide range of planning and development applications. In their early iterations,
health impacts were included as part of broader environmental impact assessment (EIA)
processes, and assessments were often limited to quantitative, as opposed to qualitative, risk
assessments. This process overlooked broader considerations such as cumulative impacts,
intergenerational effects and broader determents of health [49]. Gradually, however, public
health assessment has become more inclusive and far-reaching. This occurred first through
the change in interpretation of ‘environment’ to include not only the biophysical elements,
but also wider considerations around social, cultural and human health perspectives. Sec‐
ondly, at the urging of the World Health Organisation, there was a transition for ‘health’ to
imply not only physical health, but also the general state of wellbeing. This allowed for the
health components of EIA to include not only disease-related effects, but also all impacts on
human wellbeing. In this more ‘mature’ state, impact assessment approaches have changed
with the recognition that physical and social environments are critical determinants of
health overall, compared with the earlier focus for risks assessments to quantify the carcino‐
genic potential of single toxins. However, it can be concluded [50] that environmental health
issues were not being sufficiently treated in EIA processes; in particular, while physical
health impacts directly caused by environmental change were afforded some consideration,
other health determinants in the social sphere were rarely, and often poorly, considered.
Additionally, they noted that there is "little evidence to suggest that health concerns, partic‐
ularly issues associated with social health and quality of life, carry over to the post-decision
monitoring stages of the EIA” [50].

3.1. Health impact assessment in Australia

Australia has conducted HIA work for over fifteen years [51]. In 1994, a National Health and
Medical Research Council (NHMRC) report emphasised that health impacts deserved spe‐
cial attention within EIA processes; this was followed by the publication of enHeath HIA
guidelines [52] and later, the development of an equity-focused HIA framework [53, 54]. In
the latter, the ‘equity’ approach acknowledges that vulnerable groups have special health
needs, and may experience particular health impacts; it also recognises that health and well‐
being are linked with where people live, work and play [55]. Australia is now considered a
leading nation in considering equity within HIAs [56].
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those with strong connections to the land (such as generational farming families, or Indige‐
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(ACARP) has funded wide-ranging health projects including exploring the dust risks for
open cut mining, exhaust emissions from alternative diesel fuels, human health impacts re‐
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grown by almost 20% over 2008/09 to 2010/11 – the second-fastest growth sector overall, and
far greater than the baseline population growth for the same period.
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Additionally, they noted that there is "little evidence to suggest that health concerns, partic‐
ularly issues associated with social health and quality of life, carry over to the post-decision
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cial attention within EIA processes; this was followed by the publication of enHeath HIA
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needs, and may experience particular health impacts; it also recognises that health and well‐
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leading nation in considering equity within HIAs [56].
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Specific tools to identify and manage health impacts in their own right have been devel‐
oped  only  relatively  recently  (since  the  1990s  onwards);  and  decision-making  tools  for
HIA emerged in the early 2000s [49]. Most recently, in 2007, the Australian Government
published  a  practical  guide  of  HIA,  which  encourage  a  scope  beyond  environmental
health,  and into the broader perspectives of  health determinants [56,  57].  Unfortunately,
the good progress that Australia appears to have been made with HIAs overall does not
appear  to  have  been  translated  into  managing  health  impacts  specifically  related  to  re‐
source development activities.

3.2. Impact assessment for resource development activities

The disruptive nature of  extractive resource activity means that  particular  care must  be
taken  to  understand  the  likely  impacts  of  project  development,  and  to  manage  them
throughout  the  various  phases  of  activity  (construction,  operations,  and  decommission‐
ing). In Australia, EIA tools have been used as part of mining development applications
since the pre-1980s. Whilst health impacts can be assessed and monitored within the EIA
process, this is typically limited to physical risks and hazards, and rarely do the terms of
reference  for  EIAs  actually  prescribe  a  section  on  health  impacts.  For  example,  current
EIA statements typically include an assessment of impacts across areas such as land, wa‐
ter or air contamination; noise and vibration; traffic and transport and largely ignore the
health and social issues [58, 59]. Project proponents are also required to prepare environ‐
mental  management  plans  (EMPs),  which partly  cover  health  impact  issues,  albeit  with
an environment focus.

Social Impact Assessments (SIAs) have also been introduced into Australian planning and
development processes. Here, the SIA process sets out to analyse the potential social conse‐
quences of projects on demographics, behaviours, social services and aspects of community
wellbeing and lifestyle. Therefore, similarly to EIAs, the use of SIA tools could include some
consideration of broader health impacts, particularly the indirect effects to community infra‐
structure and services (as described above). In Queensland, a key state for resource activity,
this now includes the preparation of a companion Social Impact Management Plan (SIMP).
However, undertaking HIA appears to be still at the experimental stage, being undertaken
on an ad hoc basis if at all [60]. Confusingly, there is no clear guidance as to whether health
impacts should be monitored within EMPs or SIMPs, or instead, whether a purpose-built
Health Impact Management Plan (HIMP) is required. The issue of assessing cumulative im‐
pacts also remains unresolved, with no standard methodology for the assessment of cumu‐
lative impacts as part of either EIS or SIA reports; and nor are there specific legislative
requirements as to how cumulative impacts should be addressed. In part, this may reflect
the complex nature of cumulative impacts, which vary in severity and duration, depending
on the timing, duration and number of concomitant construction and operational activities.
Nevertheless, the weight of evidence relating to cumulative impacts clearly demonstrates
the need for innovative methodological approaches to be developed, such that the range of
impacts, including health impacts, can be properly accounted for during planning, appro‐
vals and operational phases.
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4. Developing better systems to monitor, predict and manage cumulative
health impacts from resource activity

The rapid pace of resource development in many Australian regions means that suitable
frameworks and monitoring tools for public health impacts need to be developed urgently.
Already, current data suggest that regional health infrastructure and services are overbur‐
dened and unable to cope with the rapid population growth that accompanies growth in the
resource sector; let alone able to cater for new case mixes related to cumulative impacts. De‐
spite this, adoption of cumulative health impacts has yet to be fully supported, particularly
in legislation, across the varying levels of government in Australia [51] (Table 1).

Legislation and/or

Terms of Reference

Relevant areas

Commonwealth

Environment Protection

and Biodiversity

Conservation Act 1999

(March 2010)

No specific mention of cumulative impacts; though the Act requires

consideration of ‘reasonably foreseeable indirect impacts’ by third parties.

Impact is defined to include direct, indirect and reasonably foreseeable

consequences of actions. Federal court rulings have interpreted the act to

include cumulative impacts. The Hawke review of the EPBC act has signalled

that cumulative impacts will be a focus of reform.

Queensland Environmental

Protection Act 1994

The Act makes no distinction between cumulative or other impacts, but

expects an EIS to assess all such impacts. The draft ToR must be ‘in the

approved form.’ In practice this means that project ToR must be based on the

generic ToR developed by the Department of Environment and Natural

Resource Management.

Qld Department of

Environment and Resource

Management, Generic Terms of

Reference for impact assessment

statements

(2010)

The generic ToR does not require a separate section for cumulative impacts,

but rather requires them to be assessed in issue-related sections, such as those

for ecology, social impacts, or noise. For example, indicative extracts from the

generic ToR include:

"Describe any cumulative impacts on environmental values caused by the

project, either in isolation or by combination with other known existing or

planned development or sources of contamination."

"The cumulative impacts of the project must be considered over time or in

combination with other (all) impacts in the dimensions of scale, intensity,

duration or frequency of the impacts".

"Where impacts from the project will not be felt in isolation to other sources

of impact, it is recommended that the proponent develop consultative

arrangements with other industries in the proposal’s area to undertake

cooperative monitoring and/or management of environmental parameters.

State Development and Public Work

Organisation Act 1971

This Act addresses impacts associated with State Significant projects (as

defined under the Act. However, there is no specific mention of cumulative

aspects (except in environmental assessment of fishing activities).

Table 1. Examples of legislative considerations related to the assessment and monitoring of cumulative impacts in
Australia and Queensland (ToR = Terms of Reference).
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ing). In Australia, EIA tools have been used as part of mining development applications
since the pre-1980s. Whilst health impacts can be assessed and monitored within the EIA
process, this is typically limited to physical risks and hazards, and rarely do the terms of
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EIA statements typically include an assessment of impacts across areas such as land, wa‐
ter or air contamination; noise and vibration; traffic and transport and largely ignore the
health and social issues [58, 59]. Project proponents are also required to prepare environ‐
mental  management  plans  (EMPs),  which partly  cover  health  impact  issues,  albeit  with
an environment focus.

Social Impact Assessments (SIAs) have also been introduced into Australian planning and
development processes. Here, the SIA process sets out to analyse the potential social conse‐
quences of projects on demographics, behaviours, social services and aspects of community
wellbeing and lifestyle. Therefore, similarly to EIAs, the use of SIA tools could include some
consideration of broader health impacts, particularly the indirect effects to community infra‐
structure and services (as described above). In Queensland, a key state for resource activity,
this now includes the preparation of a companion Social Impact Management Plan (SIMP).
However, undertaking HIA appears to be still at the experimental stage, being undertaken
on an ad hoc basis if at all [60]. Confusingly, there is no clear guidance as to whether health
impacts should be monitored within EMPs or SIMPs, or instead, whether a purpose-built
Health Impact Management Plan (HIMP) is required. The issue of assessing cumulative im‐
pacts also remains unresolved, with no standard methodology for the assessment of cumu‐
lative impacts as part of either EIS or SIA reports; and nor are there specific legislative
requirements as to how cumulative impacts should be addressed. In part, this may reflect
the complex nature of cumulative impacts, which vary in severity and duration, depending
on the timing, duration and number of concomitant construction and operational activities.
Nevertheless, the weight of evidence relating to cumulative impacts clearly demonstrates
the need for innovative methodological approaches to be developed, such that the range of
impacts, including health impacts, can be properly accounted for during planning, appro‐
vals and operational phases.
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Legislation and/or

Terms of Reference

Relevant areas

Commonwealth

Environment Protection

and Biodiversity

Conservation Act 1999

(March 2010)

No specific mention of cumulative impacts; though the Act requires

consideration of ‘reasonably foreseeable indirect impacts’ by third parties.

Impact is defined to include direct, indirect and reasonably foreseeable

consequences of actions. Federal court rulings have interpreted the act to

include cumulative impacts. The Hawke review of the EPBC act has signalled

that cumulative impacts will be a focus of reform.

Queensland Environmental

Protection Act 1994

The Act makes no distinction between cumulative or other impacts, but

expects an EIS to assess all such impacts. The draft ToR must be ‘in the

approved form.’ In practice this means that project ToR must be based on the

generic ToR developed by the Department of Environment and Natural

Resource Management.

Qld Department of

Environment and Resource

Management, Generic Terms of

Reference for impact assessment

statements

(2010)

The generic ToR does not require a separate section for cumulative impacts,
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aspects (except in environmental assessment of fishing activities).

Table 1. Examples of legislative considerations related to the assessment and monitoring of cumulative impacts in
Australia and Queensland (ToR = Terms of Reference).

The Need to Measure and Manage the Cumulative Impacts of Resource Development on Public…
http://dx.doi.org/10.5772/54297

137



Monitoring programs for cumulative health effects are already in effect in regions of Canada
(for example in Saskatchewan), where the focus is on detecting air, water and food web con‐
tamination. However, in Australia, monitoring programs could be designed to provide data
that underpins decision-making across a broad range of health objectives. For example,
these might include developing healthy lifestyles and social cohesion, and ensuring good
housing quality, accessibility to health services, safety, equity, and appropriate air and water
quality [61]. It could also cater for wider community development issues linked with good
health outcomes, such as impacts on regional health workforce planning. It’s been recom‐
mended [62] that HIAs associated with extractive industries should include a wide descrip‐
tion of the environmental health areas impacted upon by the development, the extent of
impact, as a spatial delineation of the potentially affected communities. For example, this
would include traditional indicators such as communicable diseases; vector-borne illnesses;
soil, water and waste-related diseases; sexual and reproductive health; food and nutrition
related issues; as well as accidents and injury, hazardous exposures. Most importantly, the
authors also noted the importance of considering social determinants of health, cultural
health practices and health system issues as being important, and developed an innovative
HIA methodology for how these could be considered in a developing-nations context [62].

Once key classes of impacts have been identified, it also would be particularly useful to de‐
termine how many people are likely to be affected. Considering the rapid and ongoing
growth of the resources sector, and the regional population growth that often accompanies
economic booms, it is likely that an increasing number of regional Australians will be affect‐
ed by the health impacts of resource development. For example, unpublished research by
CQUniversity suggests that future projections might be prepared based on expected indus‐
try growth (nature and volume of project expansion), as well as the multiplier effect that this
creates for regional population growth.

Understanding and predicting cumulative effects is a challenging science, requiring both
spatial and temporal considerations [5]. For cumulative public health, this also means un‐
derstanding the dynamics of exposed (or potentially exposed) population groups and sub‐
groups. It is particularly important to recognise that some population cohorts are likely to be
at greater risk and disadvantage with respect to cumulative health impacts of resource de‐
velopment. For example, ‘social apartheid’ can develop in resource regions, where people
with a disability, Indigenous and culturally and linguistically diverse (CALD) communities
experience greater difficulty in accessing services (such as health services), compared with
the general population [63]. Also, migrants have already been identified as being of greater
risk of mental health disorders in resource regions [15]. This is of note given that some 18.5%
of Australians have a disability [64], and 20.4% identify as CALD (speaking more than one
language at home [65]. Other key groups that may be impacted include women, sole parents
and the aged; and people who fit into more than one of the above categories would be con‐
sidered to be at greater and more complex disadvantage. Unfortunately, there is a paucity of
empirical data regarding the impacts on such groups, with work on the effects of mining on
First Nations people in Canada being a notable exception [66]. Here, the concerns included
issues around pollution of traditional food and water sources (by arsenic and mercury for
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example), and departure from the traditional diet to favour processed foods because of fears
about hunting and/or gathering nearby to mining shafts, processing equipment and tailings
ponds [66]. Others [12], have explored the effects of resource-extraction specifically on
young people’s health in the oil and gas communities of British Colombia, reporting that
low education levels, addictions (alcohol, drugs) and high costs of housing were key impact
areas. In Australia, new evidence is also emerging from the Parliamentary Inquiry men‐
tioned above: for example, the following comments were made by [67]:

“…medical and dental services across Whitsunday, Isaac and Mackay have become increasingly difficult to access, particularly for

low to middle income earners. The deficits include only one dentist in Moranbah, which is currently at risk of closure due to tenan‐

cy/rental issues; no pre-natal services in Bowen; (and) no full bulk billing GP surgeries in Mackay and Whitsunday or Moranbah.

This significantly disadvantages youth, people with a disability, older people and low income earners.”

In Australia, the options for introducing health impact assessments specifically for resource
sector development in regional areas appear to be either (a) include better articulation of
health impacts in the existing terms of reference for EIA or SIA processes; or (b) introduce a
third impact assessment approach that specifically addresses health concerns. In both cases,
overlap amongst the approaches may be a problem; and it must also be noted that both
would represent an increased reporting and administrative burden on proponents and the
government planning and development departments. Incorporating cumulative health im‐
pacts into existing management plans may help to streamline the process, but it must also be
noted that this could result in the work being done by non-health specialists.

In considering new approaches for cumulative health impact assessments, the potential con‐
tribution of strategic-level assessments is also important for good health outcomes, given
that strategic assessments are often promoted as a tool that more effectively accounts for cu‐
mulative impacts. For example, the advantages of undertaking health assessments at the
wider (policy and planning) level, include:

• early consideration of health matters in planning processes

• greater certainty to the local communities and developers over future development

• reduced administrative burden for proponents and government

• capacity to achieve better health outcomes and

• the ability address cumulative impacts at the regional level.

Evaluation of impacts and communication with stakeholders about the impacts outcomes is
an important aspect of managing cumulative health impacts. The number of parameters to
be monitored will depend upon the potential likelihood and magnitude of the health im‐
pacts. At the same time, coordination with stakeholders particularly between the propo‐
nents, government agencies (for example health and environment agencies) and the affected
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Monitoring programs for cumulative health effects are already in effect in regions of Canada
(for example in Saskatchewan), where the focus is on detecting air, water and food web con‐
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these might include developing healthy lifestyles and social cohesion, and ensuring good
housing quality, accessibility to health services, safety, equity, and appropriate air and water
quality [61]. It could also cater for wider community development issues linked with good
health outcomes, such as impacts on regional health workforce planning. It’s been recom‐
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termine how many people are likely to be affected. Considering the rapid and ongoing
growth of the resources sector, and the regional population growth that often accompanies
economic booms, it is likely that an increasing number of regional Australians will be affect‐
ed by the health impacts of resource development. For example, unpublished research by
CQUniversity suggests that future projections might be prepared based on expected indus‐
try growth (nature and volume of project expansion), as well as the multiplier effect that this
creates for regional population growth.

Understanding and predicting cumulative effects is a challenging science, requiring both
spatial and temporal considerations [5]. For cumulative public health, this also means un‐
derstanding the dynamics of exposed (or potentially exposed) population groups and sub‐
groups. It is particularly important to recognise that some population cohorts are likely to be
at greater risk and disadvantage with respect to cumulative health impacts of resource de‐
velopment. For example, ‘social apartheid’ can develop in resource regions, where people
with a disability, Indigenous and culturally and linguistically diverse (CALD) communities
experience greater difficulty in accessing services (such as health services), compared with
the general population [63]. Also, migrants have already been identified as being of greater
risk of mental health disorders in resource regions [15]. This is of note given that some 18.5%
of Australians have a disability [64], and 20.4% identify as CALD (speaking more than one
language at home [65]. Other key groups that may be impacted include women, sole parents
and the aged; and people who fit into more than one of the above categories would be con‐
sidered to be at greater and more complex disadvantage. Unfortunately, there is a paucity of
empirical data regarding the impacts on such groups, with work on the effects of mining on
First Nations people in Canada being a notable exception [66]. Here, the concerns included
issues around pollution of traditional food and water sources (by arsenic and mercury for
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example), and departure from the traditional diet to favour processed foods because of fears
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young people’s health in the oil and gas communities of British Colombia, reporting that
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areas. In Australia, new evidence is also emerging from the Parliamentary Inquiry men‐
tioned above: for example, the following comments were made by [67]:

“…medical and dental services across Whitsunday, Isaac and Mackay have become increasingly difficult to access, particularly for

low to middle income earners. The deficits include only one dentist in Moranbah, which is currently at risk of closure due to tenan‐

cy/rental issues; no pre-natal services in Bowen; (and) no full bulk billing GP surgeries in Mackay and Whitsunday or Moranbah.

This significantly disadvantages youth, people with a disability, older people and low income earners.”

In Australia, the options for introducing health impact assessments specifically for resource
sector development in regional areas appear to be either (a) include better articulation of
health impacts in the existing terms of reference for EIA or SIA processes; or (b) introduce a
third impact assessment approach that specifically addresses health concerns. In both cases,
overlap amongst the approaches may be a problem; and it must also be noted that both
would represent an increased reporting and administrative burden on proponents and the
government planning and development departments. Incorporating cumulative health im‐
pacts into existing management plans may help to streamline the process, but it must also be
noted that this could result in the work being done by non-health specialists.

In considering new approaches for cumulative health impact assessments, the potential con‐
tribution of strategic-level assessments is also important for good health outcomes, given
that strategic assessments are often promoted as a tool that more effectively accounts for cu‐
mulative impacts. For example, the advantages of undertaking health assessments at the
wider (policy and planning) level, include:

• early consideration of health matters in planning processes

• greater certainty to the local communities and developers over future development

• reduced administrative burden for proponents and government

• capacity to achieve better health outcomes and

• the ability address cumulative impacts at the regional level.

Evaluation of impacts and communication with stakeholders about the impacts outcomes is
an important aspect of managing cumulative health impacts. The number of parameters to
be monitored will depend upon the potential likelihood and magnitude of the health im‐
pacts. At the same time, coordination with stakeholders particularly between the propo‐
nents, government agencies (for example health and environment agencies) and the affected
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community is important [68] to effectively manage the cumulative impacts. While monitor‐
ing is the responsibility of proponents, routine surveillance from environment and health
sectors is also warranted. Furthermore, if health, allied health and social community/serv‐
ices sectors are to be properly integrated into this processes, it would be useful to identify
(or in some cases, establish) peak representative groups for the key subsectors, so that con‐
sultation during development approvals can be done effectively, rather than proponents try‐
ing to engage with individual service providers.

With respect to engaging the mining sector itself,  there is  already strong motivation for
their  interest  and  participation  in  health  impact  assessments,  even  if  these  remain  out‐
side of current regulatory requirements.  Improving employee health and wellbeing is of
direct benefit to mining proponents, who may experience improved morale, reduced ab‐
senteeism,  reduced  staff  turnover  and  improved  productivity  [15].  Engagement  in  the
health area is also likely to pay dividends in terms of the ‘social licence to operate’. Rec‐
ommendations from north-west Queensland [69] encourage the use of the Framework for
Health Promotion to help engage with resource sector  employees and begin identifying
and addressing workplace health and safety issues.  Direct  partnerships between mining
companies and health service providers has also been suggested as one way to address
the public health concerns linked with ‘mining booms’, particularly in the areas of health
promotion  and  health  education  [12].  For  example,  some  authors  [25]  have  noted
‘mine(s)  and health authorities could engage in joint  training (for)  healthy living,  work‐
place  safety,  nutrition  …  a  focus  on  a  preventative  approach’.  A  close  examination  of
shift  schedules and the impacts of  these on worker’s  health,  as well  as flow-on impacts
to partners and families, has also been called for [25].

Finally, the use of zoning may be useful in facilitating the monitoring and measurement
of health impacts of a particular regional area, in a cost-effective fashion. For example, a
Cumulative Management Area has been established within the Surat  Basin for  the pur‐
poses of  managing groundwater impacts arising from the multiple coal  seam gas leases
now in operation [70].

5. Areas for further study

There is a severe lack of peer-reviewed material regarding environmental health from Aus‐
tralian resource regions [6]. There are a paucity of studies on the health impacts of existing
industry, let alone the possible health benefits of new technologies used in the mining sec‐
tor, or even or alternative industry sectors altogether. Furthermore, the research that has
been done to date often appears constrained by relatively low sample sizes or a focus on
physical safety and physical health. The lack of empirical evidence presented to the Austral‐
ian Parliamentary Inquiry is of particular note, with most submissions reliant on anecdotal
reports of impacts. This lack of data has implications for record-keeping, data collection
and/or data availability for EIA and/or SIA practitioners; as in many cases, understanding of
impacts could be significantly improved through the collection of relatively simple data. An
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extraordinarily good example of this is recording the postcode of residence for patients be‐
ing treated in resource-regions, as done by Moranbah Medical [14], as this is a good indica‐
tor of the pressures that resource-sector employees add to regional health services.
Comparing incidence rates of key issues, such as mental and reproductive health problems,
in the pre-boom and post-boom phases of construction and operation may also help to iden‐
tify particular health issues that are heavily linked with resource sector activity.

Specific research challenges in the area of cumulative health effects from resource develop‐
ment activity therefore include:

• a need for systematic and comprehensive data collection on environmental health con‐
cerns, both for employees as well as residents;

• a need to understand the role of cumulative impacts on not only physical health, but also
mental health, community wellbeing;

• the development of appropriate techniques for assessing cumulative human health im‐
pacts, which has been severely lacking to date [58, 71].

The latter includes the need to model and forecast the likely influence of resource sector de‐
velopment on regional development dynamics, especially with respect to population
growth, and the expected trends for disadvantaged groups who may require specialised
services and infrastructure.

Each of these are complex issues: whilst it is already well known that the mining boom has
been generating social and economic impacts, the patterns of impacts appear to vary across
communities depending on the size of the impact, community structure and history, and the
extent to which a non-resident workforce is involved [72]. Furthermore, as noted by [29]:
‘rural and remote health is complex … (a) web of individual actions, community control, lo‐
cal culture, government regulation from several levels, risk management in various ways
and a combination of autonomy and surveillance at all levels’.

Two further areas of study should also revolve around what constitutes good practice for
the assessment of cumulative health impacts, as well as how the division of responsibility
for health should be tackled between project proponents, government and community. For
the former, A Good Practice Guidance on Health Impact Assessment is already available
[73], but it not clear that this adequately considers cumulative impacts, especially in the con‐
text of resource sector development.

Finally, in addition to the establishment of a framework (legislation, administrative guide‐
lines, and infrastructure) for applying HIA, the development of appropriate training, work‐
force development programs and broader capacity within organisations to undertake HIA is
of growing concern. There is a case to ensure that cumulative impacts are identified in the
training curriculum so that practitioners are aware of this emerging issue. The general visi‐
bility of environmental health requires consideration in Australia; these skill sets are needed
across a range of career domains including occupational health and safety, psychology, en‐
vironmental science, nursing and regional planning, so there is the potential for wider teach‐
ing of environmental health across a range of undergraduate and postgraduate programs.

The Need to Measure and Manage the Cumulative Impacts of Resource Development on Public…
http://dx.doi.org/10.5772/54297

141



community is important [68] to effectively manage the cumulative impacts. While monitor‐
ing is the responsibility of proponents, routine surveillance from environment and health
sectors is also warranted. Furthermore, if health, allied health and social community/serv‐
ices sectors are to be properly integrated into this processes, it would be useful to identify
(or in some cases, establish) peak representative groups for the key subsectors, so that con‐
sultation during development approvals can be done effectively, rather than proponents try‐
ing to engage with individual service providers.

With respect to engaging the mining sector itself,  there is  already strong motivation for
their  interest  and  participation  in  health  impact  assessments,  even  if  these  remain  out‐
side of current regulatory requirements.  Improving employee health and wellbeing is of
direct benefit to mining proponents, who may experience improved morale, reduced ab‐
senteeism,  reduced  staff  turnover  and  improved  productivity  [15].  Engagement  in  the
health area is also likely to pay dividends in terms of the ‘social licence to operate’. Rec‐
ommendations from north-west Queensland [69] encourage the use of the Framework for
Health Promotion to help engage with resource sector  employees and begin identifying
and addressing workplace health and safety issues.  Direct  partnerships between mining
companies and health service providers has also been suggested as one way to address
the public health concerns linked with ‘mining booms’, particularly in the areas of health
promotion  and  health  education  [12].  For  example,  some  authors  [25]  have  noted
‘mine(s)  and health authorities could engage in joint  training (for)  healthy living,  work‐
place  safety,  nutrition  …  a  focus  on  a  preventative  approach’.  A  close  examination  of
shift  schedules and the impacts of  these on worker’s  health,  as well  as flow-on impacts
to partners and families, has also been called for [25].

Finally, the use of zoning may be useful in facilitating the monitoring and measurement
of health impacts of a particular regional area, in a cost-effective fashion. For example, a
Cumulative Management Area has been established within the Surat  Basin for  the pur‐
poses of  managing groundwater impacts arising from the multiple coal  seam gas leases
now in operation [70].

5. Areas for further study

There is a severe lack of peer-reviewed material regarding environmental health from Aus‐
tralian resource regions [6]. There are a paucity of studies on the health impacts of existing
industry, let alone the possible health benefits of new technologies used in the mining sec‐
tor, or even or alternative industry sectors altogether. Furthermore, the research that has
been done to date often appears constrained by relatively low sample sizes or a focus on
physical safety and physical health. The lack of empirical evidence presented to the Austral‐
ian Parliamentary Inquiry is of particular note, with most submissions reliant on anecdotal
reports of impacts. This lack of data has implications for record-keeping, data collection
and/or data availability for EIA and/or SIA practitioners; as in many cases, understanding of
impacts could be significantly improved through the collection of relatively simple data. An

Current Topics in Public Health140

extraordinarily good example of this is recording the postcode of residence for patients be‐
ing treated in resource-regions, as done by Moranbah Medical [14], as this is a good indica‐
tor of the pressures that resource-sector employees add to regional health services.
Comparing incidence rates of key issues, such as mental and reproductive health problems,
in the pre-boom and post-boom phases of construction and operation may also help to iden‐
tify particular health issues that are heavily linked with resource sector activity.

Specific research challenges in the area of cumulative health effects from resource develop‐
ment activity therefore include:

• a need for systematic and comprehensive data collection on environmental health con‐
cerns, both for employees as well as residents;

• a need to understand the role of cumulative impacts on not only physical health, but also
mental health, community wellbeing;

• the development of appropriate techniques for assessing cumulative human health im‐
pacts, which has been severely lacking to date [58, 71].

The latter includes the need to model and forecast the likely influence of resource sector de‐
velopment on regional development dynamics, especially with respect to population
growth, and the expected trends for disadvantaged groups who may require specialised
services and infrastructure.

Each of these are complex issues: whilst it is already well known that the mining boom has
been generating social and economic impacts, the patterns of impacts appear to vary across
communities depending on the size of the impact, community structure and history, and the
extent to which a non-resident workforce is involved [72]. Furthermore, as noted by [29]:
‘rural and remote health is complex … (a) web of individual actions, community control, lo‐
cal culture, government regulation from several levels, risk management in various ways
and a combination of autonomy and surveillance at all levels’.

Two further areas of study should also revolve around what constitutes good practice for
the assessment of cumulative health impacts, as well as how the division of responsibility
for health should be tackled between project proponents, government and community. For
the former, A Good Practice Guidance on Health Impact Assessment is already available
[73], but it not clear that this adequately considers cumulative impacts, especially in the con‐
text of resource sector development.

Finally, in addition to the establishment of a framework (legislation, administrative guide‐
lines, and infrastructure) for applying HIA, the development of appropriate training, work‐
force development programs and broader capacity within organisations to undertake HIA is
of growing concern. There is a case to ensure that cumulative impacts are identified in the
training curriculum so that practitioners are aware of this emerging issue. The general visi‐
bility of environmental health requires consideration in Australia; these skill sets are needed
across a range of career domains including occupational health and safety, psychology, en‐
vironmental science, nursing and regional planning, so there is the potential for wider teach‐
ing of environmental health across a range of undergraduate and postgraduate programs.

The Need to Measure and Manage the Cumulative Impacts of Resource Development on Public…
http://dx.doi.org/10.5772/54297

141



The incorporation of environmental health experts into committees and panels responsible
for preparing, and/or approving the impact assessments drafted for resource sector activi‐
ties, has been a missing element in the past [74]. Introducing this in Australia (and else‐
where) would help to ensure that the plethora of direct and indirect health impacts linked
with resource development are better identified, and generate a focus on mitigating nega‐
tive outcomes as well as maximising any opportunities for public health benefits.

6. Conclusions

The cumulative health impacts of large-scale resource development are emerging as a key chal‐
lenge for regional Australia. Mining employees, their partners and families, and the residents of
resource regions each face a multitude of public health challenges linked with the resource sec‐
tor. However, there is a lack of research data regarding employee and public health impacts in
resource communities. This is a critical information gap in preparing social and environmental
impact assessments, and is likely to be a key constraint in developing the accompanying man‐
agement and mitigation plans. The severity of this problem is particularly highlighted when the
lack of empirical data is contrasted with the large quantity of available anecdotal data, as shown
by the recent submission to an Australian Parliamentary Inquiry.

The health impacts experienced by resource regions are further exacerbated by the fact that re‐
source development activity in Australia is almost entirely located in rural and remote settings
where there are already health service and infrastructure constraints, as well as fewer opportu‐
nities to access preventative health care and public health education. The expected ongoing and
rapid growth in the mining sector, and the potential for multiple developments to occur in close
physical and temporal proximity, introduces a further level of complexity to this challenge.

Introducing stronger and clearer requirements for the identification of cumulative health
impacts within planning and development processes would be useful way to begin tacking
the range of effects experienced by resource-regions. This should include a consideration of
whether health impacts can be properly accommodated in existing processes (EIAs or SIAs)
or whether a de novo health assessment process for resource sector activity is required. Re‐
gardless of which option is selected, there a number of mechanical issues that must be
worked through, including how best to simultaneously streamline the process, ensure rig‐
our, engage effectively with stakeholders and ensure that assessments are effective for cap‐
turing cumulative, regional-level impacts. In the short term, one practical recommendation
is to ensure that EIA/SIA teams included environmental health experts.

Highlighting the cumulative health impacts of resource sector activity is an important step
in working to improve the health of the population in regional Australia. It represents a
good channel to increase the policy focus on regional health impacts; which may include
better consideration within the ‘health’ portfolio, but also a number of others including
those for workforce development, community services and regional development more gen‐
erally. It represents a good opportunity to develop a sound business case for investment of
the wealth created by the resources industry, in order to avoid adverse public health out‐
comes that accompany resource development.
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1. Introduction

Waste generated by health care activities includes a broad range of materials, from used
needles and syringes to soiled dressings, body parts, diagnostic samples, blood, chemicals,
pharmaceuticals, medical devices and radioactive materials (WHO, 2011).

Poor management of health care waste potentially exposes health care workers, waste han‐
dlers, patients and the community at large to infection, toxic effects and injuries, and risks
polluting the environment. It is essential that all medical waste materials are segregated at
the point of generation, appropriately treated and disposed of safely(WHO, 2011). Health‐
care waste (HCW) is a by-product of healthcare that includes sharps, non-sharps, blood,
body parts, chemicals, pharmaceuticals, medical devices and radioactive materials.

WHO Programme activities include developing technical guidance materials for assessing
the quantities and types of waste produced in different facilities, creating national action
plans, developing national healthcare waste management (HCWM) guidelines and building
capacity at national level to enhance the way HCW is dealt with in low-income countries
(LICs).

Classification of Health Care wastes shows that

1. Of the total amount of waste generated by health-care activities, about 80% is general
waste.
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2. The remaining 20% is considered hazardous material that may be infectious, toxic or ra‐
dioactive.

3. Every year an estimated 16 000 million injections are administered worldwide, but not
all of the needles and syringes are properly disposed of afterwards.

4. Health-care waste contains potentially harmful micro organisms which can infect hospi‐
tal patients, health-care workers and the general public.

Health-care activities protect and restore health and save lives. But what about the wastes
and by-products they generate

Types of waste

Waste and by-products cover a diverse range of materials, as the following list illustrates
(percentages are approximate values):

Infectious waste: waste contaminated with blood and its by-products, cultures and stocks of
infectious agents, waste from patients in isolation wards, discarded diagnostic samples con‐
taining blood and body fluids, infected animals from laboratories, and contaminated materi‐
als (swabs, bandages) and equipment (such as disposable medical devices); are considered
as infectious waste, all wastes that are susceptible to contain pathogens (or their toxins) in
sufficient concentration to cause diseases to a potential host. Examples of infectious waste
include discarded materials or equipment, used for the diagnosis, treatment and prevention
of disease that has been in contact with body fluids (dressings, swabs, nappies, blood
bags…). This category also includes liquid waste such as faeces, urine, blood or other body
secretions (such as sputum or lung secretions).

Pathological waste: recognizable body parts and contaminated animal carcasses; Pathologi‐
cal waste consists of organs, tissues, body parts or fluids such as blood. Even if pathological
waste may contain healthy body parts, it has to be considered as infectious waste for precau‐
tionary reasons.

Anatomical waste is a sub-group of pathological waste and consists in recognisable human
body parts, whether they may be infected or not. Following the precautionary principles,
anatomical waste is always considered as potential infectious waste.

Pharmaceutical wastes: expired, unused, and contaminated drugs; vaccines and sera; Phar‐
maceutical waste includes expired, unused, spilt and contaminated pharmaceutical prod‐
ucts, drugs and vaccines. In this category are also included discarded items used in the
handling of pharmaceuticals like bottles, vials, connecting tubing. Since various ministries of
health or their equivalents usually put in place specific measures that will reduce the the
wastage of drugs, Health care facilities should deal only with small quantities of pharma‐
ceutical wastes. This category also includes all the drugs and equipment used for the mixing
and administration of cytotoxic drugs. Cytotoxic drugs or genotoxic drugs are drugs that
have the ability to reduce/stop the growth of certain living cells and are used in chemothera‐
py for cancer. Cytotoxic waste is dealt with under a separate heading.

Current Topics in Public Health150

Genotoxic waste: highly hazardous, mutagenic, teratogenic or carcinogenic, such as cytotox‐
ic drugs used in cancer treatment and their metabolites; Genotoxic waste derives from drugs
generally used in oncology or radiotherapy units that have a high hazardous mutagenic or
cytotoxic effect. Faeces, vomit or urine from patients treated with cytotoxic drugs or chemi‐
cals should be considered as genotoxic. In specialised cancer hospitals, their proper treat‐
ment or disposal raises serious safety problems.

Radioactive waste: such as glassware contaminated with radioactive diagnostic material or
radiotherapeutic materials; Radioactive waste includes liquids, gas and solids contaminated
with radionuclides whose ionizing radiations have genotoxic effects. The ionizing radiations
of interest in medicine include X- and g-rays as well as a- and b- particles. An important dif‐
ference between these types of radiations is that X-rays are emitted from X-ray tubes only
when generating equipment is switched on whereas g-rays, α- and β- particles emit radia‐
tions continuously.

The type of radioactive material used in HCF results in low level radioactive waste. It con‐
cerns mainly therapeutic and imaging investigation activities where Cobalt 60Co, Techneti‐
um 99mTc, Iodine 131I and Iridium 192Ir are most commonly used.

With the noticeable exception of Cobalt 60Co, their half-life is reasonably short (6 hours for
99mTc, 8 days for 131I and 74 days for 192Ir) and the concentrations used remain low. A
proper storage with an appropriate retention time is sufficient to prevent radioactivity spill‐
age in the environment.

Infectious and anatomic wastes together represent the majority of the hazardous waste, up
to 15% of the total waste from health-care activities. Sharps represent about 1% of the total
waste but they are a major source of disease transmission if not properly managed. Chemi‐
cals and pharmaceuticals account for about 3% of waste from health-care activities while
genotoxic waste, radioactive matter and heavy metal content account for around 1% of the
total health-care waste.

The major sources of health-care waste are:

1. hospitals and other health-care establishments

2. laboratories and research centres

3. mortuary and autopsy centres

4. animal research and testing laboratories

5. blood banks and collection services

6. Nursing homes for the elderly.

High-income countries generate on average up to 0.5 kg of hazardous waste per bed per
day; while low-income countries generate on average 0.2 kg of hazardous waste per hospital
bed per day. However, health-care waste is often not separated into hazardous or non-haz‐
ardous wastes in low-income countries making the real quantity of hazardous waste much
higher.
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With the noticeable exception of Cobalt 60Co, their half-life is reasonably short (6 hours for
99mTc, 8 days for 131I and 74 days for 192Ir) and the concentrations used remain low. A
proper storage with an appropriate retention time is sufficient to prevent radioactivity spill‐
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Infectious and anatomic wastes together represent the majority of the hazardous waste, up
to 15% of the total waste from health-care activities. Sharps represent about 1% of the total
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day; while low-income countries generate on average 0.2 kg of hazardous waste per hospital
bed per day. However, health-care waste is often not separated into hazardous or non-haz‐
ardous wastes in low-income countries making the real quantity of hazardous waste much
higher.
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Laboratory waste: This is also high risk category waste. This includes chemicals used in the
pathological laboratory, microbial cultures and clinical specimens, slide, culture dish, nee‐
dle, syringes, as well as radioactive waste such as Iodine-125, iodine -131.

Health impact

Health-care waste contains potentially harmful micro-organisms which can infect hospital
patients, health-care workers and the general public. Other potential infectious risks may in‐
clude the spread of drug-resistant micro-organisms from health-care establishments into the
environment.

Waste and by-products can also cause injuries, for example:

1. radiation burns;

2. sharps-inflicted injuries;

3. poisoning and pollution through the release of pharmaceutical products, in particular,
antibiotics and cytotoxic drugs;

4. poisoning and pollution through waste water; and

5. Poisoning and pollution by toxic elements or compounds, such as mercury or dioxins
that are released during incineration.

Sharps

WHO estimates that, in 2000, injections with contaminated syringes caused 21 million hepa‐
titis B virus (HBV) infections, two million hepatitis C virus infections and 260 000 HIV infec‐
tions worldwide. Many of these infections were avoidable if the syringes had been disposed
of safely. The re-use of disposable syringes and needles for injections is particularly com‐
mon in certain African, Asian and Central and Eastern European countries.

In developing countries, additional hazards occur from scavenging at waste disposal sites
and the manual sorting of hazardous waste from health-care establishments. These practices
are common in many regions of the world. The waste handlers are at immediate risk of nee‐
dle-stick injuries and exposure to toxic or infectious materials.

Vaccine waste

In June 2000 six children were diagnosed with a mild form of smallpox (vaccinia virus) after
having played with glass ampoules containing expired smallpox vaccine at a garbage dump
in Vladivostok (Russia). Although the infections were not life-threatening, the vaccine am‐
poules should have been treated before being discarded.

Radioactive waste

The use of radiation sources in medical and other applications is widespread throughout the
world. Occasionally, the public is exposed to radioactive waste, which originates from radi‐
otherapy treatment, which has not been disposed of properly. Serious accidents have been
documented in Brazil in 1988 (where four people died and 28 had serious radiation burns),
Mexico and Morocco in 1983, Algeria in 1978 and Mexico in 1962.
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Figure 1. Boxes for sharps disposal (AIHPPRP, 2007)

Risks associated with other types of health-care waste, in particular blood waste and chemi‐
cals, may be significant but have not been fully assessed. In the meantime, precautionary
measures should be taken.

Risks associated with waste disposal

Although treatment and disposal of health-care waste reduces risks, indirect health risks
may occur through the release of toxic pollutants into the environment through treatment or
disposal.

1. Landfills can contaminate drinking-water if they are not properly constructed. Occupa‐
tional risks exist at disposal facilities that are not well designed, run, or maintained.

2. Incineration of waste has been widely practised but inadequate incineration or the in‐
cineration of unsuitable materials results in the release of pollutants into the air and of
ash residue. Incinerated materials containing chlorine can generate dioxins and furans,
which are human carcinogens and have been associated with a range of adverse health
effects. Incineration of heavy metals or materials with high metal content (in particular
lead, mercury and cadmium) can lead to the spread of toxic metals in the environment.
Dioxins, furans and metals are persistent and bio-accumulate in the environment. Mate‐
rials containing chlorine or metal should therefore not be incinerated.
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3. Only modern incinerators operating at 850-1100 °C and fitted with special gas-cleaning
equipment are able to comply with the international emission standards for dioxins and
furans.

Alternatives to incineration are now available, such as autoclaving, microwaving, steam
treatment integrated with internal mixing, and chemical treatment.

Waste management: reasons for failure

Lack of awareness about the health hazards related to health-care waste, inadequate training
in proper waste management, absence of waste management and disposal systems, insuffi‐
cient financial and human resources and the low priority given to the topic are the most
common problems connected with health-care waste. Many countries either do not have ap‐
propriate regulations, or do not enforce them. An essential issue is the clear attribution of
responsibility for the handling and disposal of waste. According to the 'polluter pays' princi‐
ple, the responsibility lies with the waste producer, usually the health-care provider, or the
establishment involved in related activities. To achieve the safe and sustainable manage‐
ment of health-care waste, financial analyses should include all the costs of disposal.

Steps towards improvement

Improvements in health-care waste management rely on the following key elements:

1. building a comprehensive system, addressing responsibilities, resource allocation, han‐
dling and disposal. This is a long-term process, sustained by gradual improvements;

2. raising awareness of the risks related to health-care waste, and of safe and sound practi‐
ces;

3. selecting safe and environmentally-friendly management options, to protect people
from hazards when collecting, handling, storing, transporting, treating or disposing of
waste.

Government commitment and support is needed for universal, long-term improvement, al‐
though immediate action can be taken locally.

World Health Organisation response

The first global and comprehensive guidance document, Safe management of wastes from
health-care activities, originally released by WHO in 1999, addresses aspects such as regulato‐
ry framework, planning issues, waste minimization and recycling, handling, storage and
transportation, treatment and disposal options, and training.

It is aimed at managers of hospitals and other health-care establishments, policy makers,
public health professionals and managers involved in waste management. It is accompanied
by a Teacher's guide, which contains material for a three-day workshop aimed at the same
audience.

Additionally, WHO guidance documents on health-care waste are now available including:

1. a monitoring tool
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2. a cost assessment tool

3. a rapid assessment tool

4. a policy paper

5. guidance to develop national plans

6. management of waste from injection activities

7. management of waste at primary health care centres

8. management of waste from mass immunization activities

9. Management of waste in emergencies.

Poor management of health care waste potentially exposes health care workers, waste han‐
dlers, patients and the community at large to infection, toxic effects and injuries, and risks
polluting the environment. It is essential that all medical waste materials are segregated at
the point of generation, appropriately treated and disposed of safely.

However in most countries including Nigeria, such wastes are not given appropriate treat‐
ment, thus it is impacting negatively on the environment.

2. Medical and pharmaceutical waste in Europe and America

In Europe, wastes are defined by their European Waste Catalogue (EWC) Codes. EWC Co‐
des are 6 digits long, with the first two digits defining the overarching category of waste, the
next two defining the sub-category, and the last two defining the precise waste stream. Clin‐
ical waste comes under the "18" codes, for example: "18 01 01" corresponds to healthcare
waste (18), from humans (01), that is sharp and not infectious [01].

United Kingdom

In the UK, clinical waste and the way it is to be handled is closely regulated Applicable leg‐
islation includes the Environmental Protection Act 1990 (Part II), Waste Management Li‐
cencing Regulations 1994, and the Hazardous Waste Regulations (England & Wales) 2005, as
well as the Special Waste Regulations in Scotland.

United States

In 1988 the Federal government passed The Medical Waste Tracking Act which set the
standards for governmental regulation of medical waste. After the Act was repealed in 1991,
States were given the responsibility to regulate and pass laws concerning the disposal of
medical waste. All fifty states vary in their regulations from no regulations to very strict.
Disposal of this waste is an environmental concern, as many medical wastes are classified as
infectious or biohazardous and could potentially lead to the spread of infectious disease. Ex‐
amples of infectious waste include blood, potentially contaminated "sharps" such as needles
and scalpels, and identifiable body parts. Sharps include used needles, lancets, and other de‐
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United States

In 1988 the Federal government passed The Medical Waste Tracking Act which set the
standards for governmental regulation of medical waste. After the Act was repealed in 1991,
States were given the responsibility to regulate and pass laws concerning the disposal of
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vices capable of penetrating skin. Infectious waste is often incinerated. The most common
method of sterilization is an autoclave. The autoclave uses steam and pressure to sterilize
the waste. Additionally, medical facilities produce a variety of hazardous chemicals, includ‐
ing radioactive materials. While such wastes are normally not infectious, they may be classi‐
fied as hazardous wastes, and require proper disposal.

In the United States, there are three main methods for medical waste generators to dispose
of their waste: On-site, truck service, and mail-back disposal. On-site treatment involves the
use of very expensive equipment, and is generally only used by very large hospitals and ma‐
jor universities who have the means to afford such equipment. Truck service involves hiring
of a medical waste disposal service whose employees are trained to collect and haul away
medical waste in special containers (usually cardboard boxes, or reusable plastic bins) for
treatment at a facility designed to handle large amounts of medical waste. Mail-back medi‐
cal waste disposal is similar, except that the waste is shipped through the U.S. postal service
instead of by private hauler. Although currently available in all 50 U.S. states, mail-back
medical waste disposal is limited to very strict postal regulations (collection and shipping
containers must be approved by the postal service for use) and only available by a handful
of companies.

3. Health care waste in Nigeria

In developing countries like Nigeria, where many health concerns are competing for limited
resources, it is not surprising that the management of healthcare wastes has received less at‐
tention and the priority it deserves (Abah and Ohimain, 2010). Unfortunately, practical in‐
formation on this important aspect of healthcare management is inadequate and research on
the public health implications of inadequate management of healthcare wastes are few and
limited in scope (Abah and Ohimain, 2010). Although reliable records of the quantity and
nature of healthcare wastes and the management techniques to adequately dispose of these
wastes has remained a challenge in many developing countries of the world, it is believed
that several hundreds of tones of healthcare waste are deposited openly in waste dumps
and surrounding environments, often alongside with non hazardous solid waste (Alagoz
and Kocasay, 2007; Abah and Ohimain, 2010).

A near total absence of institutional arrangements for HCW in Nigeria has been reported by
others (Coker et al., 1998). Various methodologies have been used all over the world to as‐
sess and quantify HCW. They include the use of physical observation, questionnaire admin‐
istration and quantification (Adegbita et al., 2010; Olubukola, 2009; Phengxay et al., 2005), as
well as checklists (Townend and Cheeseman, 2005) and private and public records (Coker et
al., 2009). Recent studies in Nigeria has estimated waste generation of between 0.562 to 0.670
kg/bed/day (Abah and Ohimain, 2011) and as high as 1.68 kg/bed/day (Abah and Ohimain,
2011). As reported in the literature, there may not be much of a difference in the way and
manner wastes generated in various health care institutions are managed in Nigeria. A good
example is given by the findings of the study in Lagos by Olubukola which reported the
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similarity in waste data and HCW management practices in two General hospitals, charac‐
terized by a lack of waste minimization or waste reduction strategies, poor waste segrega‐
tion practices, lack of instructive posters on waste segregation and disposal of HCW with
general waste (Olubukola, 2009). The mismanagement of healthcare waste poses health risks
to people and the environment by contaminating the air, soil and water resources. Hospitals
and healthcare units are supposed to safeguard the health of the community. However,
healthcare wastes if not properly managed can pose an even greater threat than the original
diseases themselves (PATH, 2009).

A study of Health Care Waste management in Jos Metropolis, Nigeria has demonstrated
that the waste management options in the hospitals did not meet the standard practices
(Ngwuluka et al., 2009). Waste management with safe and environmentally sound methods
cannot be over-emphasized. The hospital management board and the hospitals should make
a conscious and deliberate effort to ensure they do not contribute to the present and future
threats to human health and the environment by poor waste management practices. In order
to execute standard waste management, an understudy of a healthcare establishment with
standard waste management practices in or outside the country may be the first practical
step to undertake (Ngwuluka et al., 2009). A waste management team should be constituted
which will prepare waste management plan, policy documents and technical guidelines and
in addition supervise waste management activities (Ngwuluka et al., 2009).

In another study in Port-Harcourt metropolis, Nigeria carried out to assess hospitals waste
management practice (Ogbonna, 2011). The study enquired into waste generation rates and
various waste disposal options by different categories of hospital. It was further evident in
this study that hospital waste management issues and problems are not peculiar to Port
Harcourt metropolis alone. Solid waste disposal methods indicated that open dump sites is
most preferred while incineration was non existent in the hospitals, clinics. Most other hos‐
pitals do not segregate wastes into marked or colour coded containers for the different
waste streams neither do they keep records of waste generation and disposal (Ogbonna,
2011). In addition, the survey revealed that both hospital waste generators and handlers
treat hospital wastes as a usual domestic waste (Ogbonna, 2011).

Therefore disposal of ashes containing toxic metals from Hospital waste incineration can be
done through solidification-stabilization of fly and bottom ash with cement because it ap‐
pears to be the best method to render ash less toxic. Similarly, the concentration of toxic
heavy metals in the ash of hospital waste incinerator can be avoided to some extent through
segregation of the waste prior to incineration. Lack of relevant training and protective
equipment for waste handlers was a common feature in the survey. Generally, Port Har‐
court, as a fast growing city in Nigeria, like most developing countries, lacked the infrastruc‐
ture, as well as institutional capacity necessary to effectively manage medical wastes as part
of the effort to enhance protection of human life and the environment from health hazards
arising from improper management of hazardous waste (Ogbonna, 2011).

It was further observed that open dump sites are not even engineered or treated, thus ex‐
pose the entire public to risks of infection. Ogbonna (2011) reported that except for the oil
company clinics such as the SPDC, all the other hospitals sampled do not have any unit or
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similarity in waste data and HCW management practices in two General hospitals, charac‐
terized by a lack of waste minimization or waste reduction strategies, poor waste segrega‐
tion practices, lack of instructive posters on waste segregation and disposal of HCW with
general waste (Olubukola, 2009). The mismanagement of healthcare waste poses health risks
to people and the environment by contaminating the air, soil and water resources. Hospitals
and healthcare units are supposed to safeguard the health of the community. However,
healthcare wastes if not properly managed can pose an even greater threat than the original
diseases themselves (PATH, 2009).

A study of Health Care Waste management in Jos Metropolis, Nigeria has demonstrated
that the waste management options in the hospitals did not meet the standard practices
(Ngwuluka et al., 2009). Waste management with safe and environmentally sound methods
cannot be over-emphasized. The hospital management board and the hospitals should make
a conscious and deliberate effort to ensure they do not contribute to the present and future
threats to human health and the environment by poor waste management practices. In order
to execute standard waste management, an understudy of a healthcare establishment with
standard waste management practices in or outside the country may be the first practical
step to undertake (Ngwuluka et al., 2009). A waste management team should be constituted
which will prepare waste management plan, policy documents and technical guidelines and
in addition supervise waste management activities (Ngwuluka et al., 2009).

In another study in Port-Harcourt metropolis, Nigeria carried out to assess hospitals waste
management practice (Ogbonna, 2011). The study enquired into waste generation rates and
various waste disposal options by different categories of hospital. It was further evident in
this study that hospital waste management issues and problems are not peculiar to Port
Harcourt metropolis alone. Solid waste disposal methods indicated that open dump sites is
most preferred while incineration was non existent in the hospitals, clinics. Most other hos‐
pitals do not segregate wastes into marked or colour coded containers for the different
waste streams neither do they keep records of waste generation and disposal (Ogbonna,
2011). In addition, the survey revealed that both hospital waste generators and handlers
treat hospital wastes as a usual domestic waste (Ogbonna, 2011).

Therefore disposal of ashes containing toxic metals from Hospital waste incineration can be
done through solidification-stabilization of fly and bottom ash with cement because it ap‐
pears to be the best method to render ash less toxic. Similarly, the concentration of toxic
heavy metals in the ash of hospital waste incinerator can be avoided to some extent through
segregation of the waste prior to incineration. Lack of relevant training and protective
equipment for waste handlers was a common feature in the survey. Generally, Port Har‐
court, as a fast growing city in Nigeria, like most developing countries, lacked the infrastruc‐
ture, as well as institutional capacity necessary to effectively manage medical wastes as part
of the effort to enhance protection of human life and the environment from health hazards
arising from improper management of hazardous waste (Ogbonna, 2011).

It was further observed that open dump sites are not even engineered or treated, thus ex‐
pose the entire public to risks of infection. Ogbonna (2011) reported that except for the oil
company clinics such as the SPDC, all the other hospitals sampled do not have any unit or
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department responsible for waste management. Knowledge, attitude and practices towards
environmental issues are relatively low among the various actors in the tasks of hospital
waste management.

Figure 3. Temporary storage area at NOH, Igbobi (AIHPPRP, 2007)

4. Microorganisms associated with health care waste

The following groups of persons are at the risk of health care waste Medical staff: doctors,
nurses, sanitary staff and hospital maintenance personnel; In and out-patients receiving
treatment in healthcare facilities as well as their visitors. Workers in support services linked
to healthcare facilities such as laundries, waste handling and transportation services; Work‐
ers in waste disposal facilities and the general public. Presence of various microorganisms
such as pathogenic viruses and bacteria have been investigated by both cultivation and by
(RT)-PCR assays. A number of (opportunistic) pathogenic bacteria, including Pseudomonas
spp., Lactobacillus spp., Staphylococcus spp., Micrococcus spp., Kocuria spp., Brevibacillus spp.,
Microbacterium oxydans, and Propionibacterium acnes, were identified and reported from the
various medical wastes. In addition, pathogenic viruses such as noroviruses and hepatitis B
virus have been also detected in human tissue wastes. Commonly identified bacterial and
viral pathogens such as Pseudomonas spp., Corynebacterium diphtheriae, Escherichia coli, Staphy‐
lococcus spp., and respiratory synctial virus (RSV) have been reported to be part of the medi‐
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cal wastes. Medical waste should be carefully controlled and monitored to prevent
nosocomial infection associated with the exposure to these wastes (Nascimento et al., 2009)

Health service waste gives rise to controversy regarding its importance for human, animal
and environmental health (Nascimento et al., 2009). Occurrences of clinically relevant bacte‐
ria in piles of health service waste in a sanitary landfill and their antimicrobial susceptibility
profile have been previously studied by Nascimento et al., 2009. Nascimento et al., 2009 re‐
ported that aliquots of leachate from health care waste in Brazil contained pathogenic strains
of Staphylococcus sp, Gram-negative rods of the Enterobacteriaceae family and non-fermenters.
Bacterial resistance to all the antimicrobials tested was observed in all microbial groups, in‐
cluding resistance to more than one drug. This makes it possible to suggest that viable bacte‐
ria in health service waste represent risks to human and animal health. Furthermore,
occurrences of multi-resistant strains support the hypothesis that health service waste acts
as a reservoir for resistance markers, with an environmental impact. The lack of regional leg‐
islation concerning segregation, treatment and final disposal of waste may expose different
populations to risks of transmission of infectious diseases associated with multi-resistant
microorganisms.

S/N Microbial Group Type of Disease caused

1 Bacterial Tetanus, gas gangrene and other wound infection, anthrax, cholera,

other diarrhoeal diseases, enteric fever, shigellosis, plague etc

2 Viral Various hepatitis, poliomyelitis, HIV-infections, HBV, TB, STD

rabies etc.

3 Parasitic Amoebiasis, Giardiasis, Ascariasis, Ancylomastomiasis, Taeniasis,

Echinococcosis, Malaria, Leishmaniasis, Filariasis etc.

4 Fungal infections Various fungal infections like Candidiasis, cryptococcoses,

coccidiodomycosis etc.

Table 1. Microbial diseases associated with health care waste (Akter, 2010)

5. Dangers of improper disposal of health care waste

Transmission of disease through infectious waste is the greatest and most immediate threat
from healthcare waste.

If waste is not treated in a way that destroys the pathogenic organisms, dangerous quan‐
tities of microscopic disease-causing agents—viruses, bacteria, parasites or fungi—will be
present in the waste. These agents can enter the body through punctures and other breaks
in  the  skin,  mucous  membranes  in  the  mouth,  by  being  inhaled  into  the  lungs,  being
swallowed,  or  being  transmitted  by  a  vector  organism  (World  Health  Organization,
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department responsible for waste management. Knowledge, attitude and practices towards
environmental issues are relatively low among the various actors in the tasks of hospital
waste management.

Figure 3. Temporary storage area at NOH, Igbobi (AIHPPRP, 2007)
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1992).People who come in direct contact with the waste are at greatest risk. Examples in‐
clude healthcare  workers,  cleaning staff,  patients,  visitors,  waste  collectors,  disposal  site
staff,  waste pickers,  drug addicts  and those who knowingly or  unknowingly use “recy‐
cled” contaminated syringes and needles. Although sharps pose an inherent physical haz‐
ard  of  cuts  and  punctures,  the  much  greater  threat  comes  from  sharps  that  are  also
infectious waste.  Again, healthcare workers,  waste handlers,  waste pickers,  drug addicts
and others who handle sharps can, and have, become infected with HIV/AIDS and hepa‐
titis B and C viruses through pricks or reuse of syringes/needles. These infections may be
fatal (Johannessen, 2000). Contamination of water supply from untreated healthcare waste
can also have devastating effects.  If  infectious stools or bodily fluids are not treated be‐
fore being disposed of, they can create and extend epidemics, since sewage treatment in
Africa is almost nonexistent.

For example, the absence of proper sterilization procedures is believed to have increased the
severity and size of cholera epidemics in most parts of Africa during the last decade.

Chemical and toxic threats

Chemical and pharmaceutical wastes, especially large quantities, can be health and environ‐
mental threats. Since hazardous chemical wastes may be toxic, corrosive, flammable, reac‐
tive, and/or explosive, they can poison, burn or damage the skin and flesh of people who
touch, inhale or are in close proximity to them. If burned, they may explode or produce toxic
fumes. Some pharmaceuticals are toxic as well (Johannessen, 2000).

When chemical and pharmaceutical waste is disposed of in unlined landfills, especially un‐
lined pits, these wastes may contaminate ground and surface water—particularly when
large quantities are disposed of. This can threaten people who use the water for drinking,
bathing and cooking, and damaging plants and animals in the local ecosystem. Burning or
incinerating healthcare waste, while often a better option than disposal in an unlined pit,
may create additional problems. Burning or incineration of healthcare waste may produce
toxic air pollutants such as Nitrogen Oxides (NOx), particulates, dioxins and heavy metals
and distribute them over a wide area. Dioxins and heavy metals are of particular concern
(Prüss and Townend, 1998). Dioxins believed to be potent cancer-causing agents, do not bio‐
degrade, and accumulate in progressively higher concentrations as they move up the food
chain (WHO, 1999).

Heavy metals such as mercury and cadmium are toxic and/or cause birth defects in small
quantities and can also concentrate in the food chain.

Disposable pressurized containers pose another hazard for incineration, as they can explode
if burned.

In fact, disposal of large quantities of hazardous chemicals and pharmaceuticals is a serious
problem. In most of Africa, no methods are available to small-scale facilities that are safe
and affordable (Prüss and Townend, 1998).
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Figure 4. Improvised incinerator at UCH, Ibadan
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Figure 5. Medical waste storage area at LUTH, Lagos, Nigeria without proper symbols to differentiate wstes into cate‐
gories (AIHPPRP, 2007)

Antibiotic resistance spread in the Environment through improperly disposed Health Care Wastes

Antimicrobial resistance (AMR) is resistance of a microorganism to an antimicrobial medi‐
cine to which it was previously sensitive. Resistant organisms (they include bacteria, viruses
and some parasites) are able to withstand attack by antimicrobial medicines, such as antibi‐
otics, antivirals, and anti-malarials, so that standard treatments become ineffective and in‐
fections persist and may spread to others. AMR is a consequence of the use, particularly the
misuse, of antimicrobial medicines and develops when a microorganism mutates or acquires
a resistance gene (WHO, 2012). In places like Nigeria most families become financially dis‐
tressed after hospitalization of members of their families. Many infectious diseases risk be‐
coming uncontrollable and could derail the progress made towards reaching the targets of
the health-related United Nations Millennium Development Goals set for 2015. When infec‐
tions become resistant to first-line medicines, more expensive therapies must be used. The
longer duration of illness and treatment, often in hospitals, increases health-care costs and
the financial burden to families and societies (WHO, 2012). Multidrug resistance is described
as a phenomenon where a microbial pathogen resists at least three groups of antibiotics
(CDC, 2005). Healthcare liquid wastes are the reservoirs of harmful infectious agents such as
the pathogens and multiple drug resistant microorganisms (Sharma et al., 2010). Potential in‐
fectious risks include the spread of infectious diseases and microbial resistance from health-
care establishments into the environment and thereby posing risks of getting infections and
antibiotic resistance in the communities (Sharma et al., 2010).
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Therefore, even if the hospitals are discharging their healthcare liquid waste into Sewage
system, it is mixed with the sewage and gets in surface water without proper treatment. If
the hospital effluents are not treated, concentrated forms of infectious agents and antibiotic
resistant microbes are shed into communities resulting in water borne diseases such as chol‐
era, typhoid fever, dysentery and gastroenteritis. Antibiotics, disinfectants and bacteria re‐
sistant to them have been detected in the environmental compartments such as waste water,
surface water, ground water, sediments and soils (Kummerer, 2004). Studies have discov‐
ered trace level concentrations of antibiotics in waste water treatment plant effluents and
surface waters (Kolpin et al, 2002). Long term exposure of microorganisms to low concentra‐
tions of antibiotics in wastewater and surface water has the potential for the development of
antibiotic resistance in these organisms (Smith et al., 1999).

The concerns about antimicrobial resistance are increasing. In a report by the United King‐
dom, House of Lords, it is stated that the resistance to antibiotics and other anti-infective
agents constitutes a major threat to public health and ought to be recognized (HLSCST,
1998). Input of resistant bacteria as well as of antibiotics can disturb the established well bal‐
anced and important interdependencies (Hiraishi, 1998). The input of resistant bacteria into
the environment seems to be an important source of resistance in the environment.

Therefore, the development of antibiotic resistance in bacteria and their dissemination in the
environment is of serious public health concern because an individual patient can develop
an antibiotic resistant infection by contacting a resistant organism and spread in the com‐
munities. Hospitals and public health care units must safeguard the health of the communi‐
ty. However, the waste produced by the health care centres if disposed of improperly, can
pose an even greater threat than the original diseases themselves due to the presence of con‐
centrated forms of numerous risks including pathogenic and antibiotic resistant microorgan‐
isms (Sharma et al., 2010).

In Nepal, where several thousand die due to infectious diseases and several more, losing
quality of lives, untreated hospital liquid waste discharge into surface water directly or indi‐
rectly must have been adding more problems. It is our common observation that majority of
the healthcare facilities do not practice safe healthcare liquid waste treatment and disposal.

6. International agreements and principles on health care management

Basel convention

This convention is a global agreement, ratified by some 178 member countries to address the
problems and challenges posed by hazardous waste. Nigeria is a signatory to this conven‐
tion.

The Secretariat, based in Geneva (Switzerland) is administered by UNEP. It facilitates the
implementation of the Convention and related agreements. It also provides assistance and
guidelines on legal and technical issues and conducts training on the proper management of
hazardous waste.
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The key objectives of the Basel Convention are:

1. to minimize the generation of hazardous wastes in terms of quantity and hazardous‐
ness;

2. to dispose of them as close to the source of generation as possible;

3. to reduce the movement of hazardous wastes.

A central goal of the Basel Convention is “environmentally sound management” (ESM), the
aim of which is to protect human health and the environment by minimizing hazardous
waste production whenever possible. ESM means addressing the issue through an “integrat‐
ed life-cycle approach”, which involves strong controls from the generation of a hazardous
waste to its storage, transport, treatment, reuse, recycling, recovery and final disposal.
Health Care Related Wastes (HCRW) is one of the categories of hazardous wastes covered
by the Convention. It was adopted in 1989. During its first decade, the Convention’s princi‐
pal focus was the elaboration of controls on the “transboundary” movement of hazardous
wastes that is the movement of such wastes across international frontiers and the develop‐
ment of criteria for environmentally sound management of the wastes. More recently the
work of the Convention has emphasized full implementation of treaty commitments, pro‐
motion of the environmentally sound management of hazardous wastes, a lifecycle ap‐
proach, and minimization of hazardous waste, generation. The Convention entered into
force 5 May 1992. (HCWC, 2007).

The Basel Convention (Article 4) requires each Party to minimize waste generation and to
ensure, to the extent possible, the availability of disposal facilities within its own territory.
The Conference of the

Parties at its sixth meeting in December 2002 adopted a Strategic Plan for the implementa‐
tion of the Basel Declaration to 2010 building on and using the framework of the 1999 Minis‐
terial Basel Declaration on Environmentally Sound Management. The Basel Convention
covers wastes that are listed in Annex I, if they display the hazardous characteristics listed
in Annex III. Hazardous wastes are those wastes that are: explosive, flammable, poisonous,
infectious, corrosive, toxic, or ecotoxic.

The Stockholm convention on persistent organic pollutants

This Convention is a global treaty to protect human health and the environment from persis‐
tent organic pollutants (POPs). POPs are chemicals that remain intact in the environment for
long periods, become widely distributed geographically, accumulate in the fatty tissue of
living organisms and are toxic to humans and wildlife. Persistent Organic Pollutants (POPs)
circulate globally and can cause damage wherever they travel. In implementing the Conven‐
tion, Governments will take measures to eliminate or reduce the release of POPs into the en‐
vironment. The countries that have signed these conventions are Afghanistan, Albania,
Algeria, Andorra, Angola, Antigua and Barbuda Argentina, Armenia, Australia, Austria,
Azerbaijan, Bahamas, Bahrain, Bangladesh, Barbados, Belarus, Belgium, Belize, Benin, Bhu‐
tan, Bolivia, Bosnia, and Herzegovina, Botswana, Brazil, Brunei, Darussalam, Bulgaria, Bur‐
kina Faso, Burundi, Cambodia, Cameroon, Canada, Cape Verde, Central African Rep, Chad,
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Chile, China, Colombia, Comoros, Congo, Costa Rica, Cote d'Ivoire, Croatia, Cuba Cyprus,
Czech Republic, Dem. Rep. of Korea, Dem. Rep. of the Congo, Denmark, Niger, Nigeria and
many more other countries.

The Stockholm Convention was adopted in 2001. POPs are chemicals that are highly toxic,
persistent, bio-accumulate and move long distance in the environment. The Convention
seeks the elimination or restriction of production and use of all intentionally produced POPs
(i.e. industrial chemicals and pesticides). It also seeks the continuing minimization and,
where feasible, ultimate elimination of the release of unintentionally produced POPs such as
dioxins and furans. The Convention entered into force17 May 2004 (HCWC, 2007).

The Rotterdam convention

The Rotterdam Convention was adopted in 1998. In the 1980s, UNEP and FAO developed
voluntary codes of conduct and information exchange systems, culminating in the Prior In‐
formed Consent (PIC) procedure introduced in 1989. The Convention replaces this arrange‐
ment with a mandatory PIC procedure and information exchange mechanism on hazardous
chemicals and pesticides. The Convention entered into force 24 February 2004.

The Rotterdam Convention (Article 5), obliges Parties to notify the secretariat of final regu‐
latory actions taken in respect of banned or severely restricted chemicals, for the information
of other Parties and possible listing under the Convention. Developing countries and coun‐
tries with economies in transition may also propose the listing of severely hazardous pesti‐
cide formulations (Article 6).

TheRotterdam Convention apply to any chemical that is banned or severely restricted by a
Party. The Prior Informed Consent procedure applies to the following 28 hazardous pesti‐
cides: 2,4,5-T, aldrin, binapacryl, captafol, chlordane, chlordimeform, chlorobenzilate, DDT,
1,2- dibromoethane (EDB), dieldrin, dinoseb, DNOC and its salts, ethylene dichloride, ethyl‐
ene oxide, fluoroacetamide, HCH, heptachlor, hexachlorobenzene, lindane, mercury com‐
pounds, monocrotophos, parathion, pentachlorophenol and toxaphene, plus certain
formulations of methamidophos, methyl-parathion, monocrotophos, parathion, phosphami‐
don and a combination of benomyl, carbofuran and thiram. It also covers 11 industrial
chemicals: asbestos (actinolite, anthophyllite, amosite, crocidolite, tremolite), polybrominat‐
ed biphenyls (PBBs), polychlorinatedbiphenyls (PCBs), polychlorinated terphenyls (PCTs),
tris (2,3 dibromopropyl) phosphate and tetraethyl lead (TEL) and tetramethyl lead (TML).

World conventions and Principles of Health Care Waste management

1. Duty of care principle

This principle stipulates that any organisation that generates waste has a duty to dispose of
the waste safely. Therefore it is the HCF that has ultimate responsibility for how waste is
containerized, handled on-site and off-site and finally disposed of.

2. Polluter pays principle

According to this principle all waste producers are legally and financially responsible for
the safe handling and environmentally sound disposal of the waste they produce. In case
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dioxins and furans. The Convention entered into force17 May 2004 (HCWC, 2007).
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ene oxide, fluoroacetamide, HCH, heptachlor, hexachlorobenzene, lindane, mercury com‐
pounds, monocrotophos, parathion, pentachlorophenol and toxaphene, plus certain
formulations of methamidophos, methyl-parathion, monocrotophos, parathion, phosphami‐
don and a combination of benomyl, carbofuran and thiram. It also covers 11 industrial
chemicals: asbestos (actinolite, anthophyllite, amosite, crocidolite, tremolite), polybrominat‐
ed biphenyls (PBBs), polychlorinatedbiphenyls (PCBs), polychlorinated terphenyls (PCTs),
tris (2,3 dibromopropyl) phosphate and tetraethyl lead (TEL) and tetramethyl lead (TML).

World conventions and Principles of Health Care Waste management

1. Duty of care principle

This principle stipulates that any organisation that generates waste has a duty to dispose of
the waste safely. Therefore it is the HCF that has ultimate responsibility for how waste is
containerized, handled on-site and off-site and finally disposed of.

2. Polluter pays principle

According to this principle all waste producers are legally and financially responsible for
the safe handling and environmentally sound disposal of the waste they produce. In case
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of an accidental pollution, the organisation is liable for the costs of cleaning it up. Therefore
if pollution results from poor management of health-care waste then the HCF is responsible.
However, if the pollution results because of poor standards at the treatment facility then the
HCF is likely to be held jointly accountable for the pollution with the treatment facility.
Likewise this could happen with the service provider. The fact that the polluters should pay
for the costs they impose on the environment is seen as an efficient incentive to produce less
and segregate well.

3. Precautionary principle

Following this principle one must always assume that waste is hazardous until shown to
be safe. This means that where it is unknown what the hazard may be, it is important to
take all the necessary precautions.

4. Proximity principle

This principle recommends that treatment and disposal of hazardous waste take place at
the closest possible location to its source in order to minimize the risks involved in its
transport. According to a similar principle, any community should recycle or dispose of the
waste it produces, inside its own territorial limits.

Five fundamental principles for handling health care wastes

These principles include Minimization and Recycling, Sorting receptacles and handling,
Collection and Storage, Transportation, and Treatment and Disposal (ICRC, 2011).

Minimization and recycling

The reduction of waste generation must be encouraged by the following practices: Reducing
the amount of waste at source, Choosing products that generate less waste: less wrapping
material, for example, Choosing suppliers who take back empty containers for refilling
(cleaning products); returning gas cylinders to the supplier for refilling, Preventing wastage:
in the course of care, for example, or of cleaning activities, Choosing equipment that can be
reused such as tableware that can be washed rather than disposable tableware (Bassey et al.,
2006; ICRC, 2011).

Sorting receptacles and handling

Sorting consists of clearly identifying the various types of waste and how they can be col‐
lected separately. There are two important principles that must be followed. The simplest
way to identify the different types of waste and to encourage people to sort them is to collect
the various types of waste in separate containers or plastic bags that are colour-coded
and/or marked with a symbol (ICRC, 2011).

Waste sorting must always be the responsibility of the entity that produces them. It must be
done as close as possible to the site where the wastes are produced. There is no point in sort‐
ing wastes that undergo the same treatment process, with the exception of sharps, which
must at all times be separated at source from other wastes (Longe and Williams, 2006).
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Collection and storage

Waste must be collected regularly - at least once a day. It must never be allowed to accumu‐
late where it is produced. A daily collection programme and collection round must be plan‐
ned. Each type of waste must be collected and stored separately with different known signs
on the containers (Longe and Williams, 2006).

Infectious wastes must never be stored in places that are open to the public.

The personnel in charge of collecting and transporting wastes must be informed to collect
only those yellow bags and sharps containers which the care staff have closed. They must
wear gloves. The bags that have been collected must be replaced immediately with new
bags (Longe and Williams, 2006).

Transportation

This means of conveyance must meet the following requirements: they must be easy to load
and unload; they must not have any sharp corners or edges that might tear the bags or dam‐
age the containers; they must be easy to clean; (with a 5% active chlorine solution); they
must be clearly marked.

Furthermore, off-site means of transport must meet the following requirements: they must
be closed in order to avoid any spilling on the road; they must be equipped with a safe load‐
ing system (to prevent any spilling inside or outside the vehicle); they must be marked ac‐
cording to the legislation in force if the load exceeds 333 kg (for some countries). The entity
producing the waste is responsible for packaging and labelling the waste to be transported
outside the hospital. Packaging and labelling must be in conformity with national legislation
on the transport of dangerous substances and with the Basel Convention in the case of cross-
border transport. If there is no national legislation on the subject, the [United Nations] Rec‐
ommendations on the Transport of Dangerous Goods1312or the European Agreement on
the International Carriage of Dangerous Goods by Road (ADR) 1413 should be referred to. If
a vehicle is carrying less than 333 kg of medical waste entailing the risk of contamination
(UN 3291), it is not required to be marked. Otherwise it must bear sign plates

Treatment and disposal

Choices of treatment and disposal technique depend on a number of parameters (Bassey
et al., 2006). These include the quantity and type of waste produced, availability of waste
treatment  site  near  the  waste  generating  facility,  availability  of  reliable  means  of  trans‐
port, availability of National legislation on health care waste management, climate condi‐
tions,  groundwater level,  regular supply of  electricity in the area etc.  The handling and
treatment of waste entails health risks for staff throughout the chain. The purpose of pro‐
tective measures is seriously recommended. The purpose of protective measures is to re‐
duce the risks of accident/exposure or the consequences (Sharma et  al.,  2006;  Longe and
Williams, 2006).
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et al., 2006). These include the quantity and type of waste produced, availability of waste
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7. Environmental regulatory agencies in Nigeria with health care wastes
related mandates

Federal Ministry of Environment (FMENV)

The need to protect the environment in Nigeria started with the pronouncement prohibiting
water pollution through the colonial hygiene of public health inspectors. In 1975, a Division
was created in the Federal Ministry of Economic Development to deal with pollution and
other industrial matters. Lack of effective implementation of its mandate led to the reloca‐
tion of the Division from one Ministry to another (Rain Forest, 2012; FMenv, 2012)

The discovery of six ship loads of toxic waste of Italian origin in Koko, Delta State in 1988,
exposed the need for stringent environmental laws and its effective enforcement with moni‐
toring mechanism put in place. The Federal Government promulgated the Harmful Wastes
Criminal Provision Decree 42 of 1988, which made it a criminal offence to import or trade in
toxic waste. The Federal Environmental Protection Agency (FEPA) was created by Decree 58
of 1988 as a parastatal of the Ministry of Works and Housing. The agency authority was
strengthened through Decree 59 of 1992 and October 12th, 1999 saw the creation of the Fed‐
eral Ministry of Environment (FMEnv) (FMenv, 2012). The Federal Ministry of Environment
is charged with the overall responsibility of protecting the Nigerian environment including
biodiversity, conservation and sustainable development of natural resources (Rain Forest,
2012).

The National Environmental Protection (Pollution Abatement in Industries & Facilities Generating
Waste) Regulation S. I 9 of 1991,

• Prohibits the release of hazardous or toxic substances into the environment beyond the
limits approved by the Agency,

• Solid, liquid and gaseous discharge should be analyzed and reported to their nearest of‐
fice,

• The factory is required to submit yearly environmental audit report within 90 days of de‐
mand by the Agency( FMenv, 2012).

Waste Management and hazardous Waste Regulations of 1991,

• Regulates the collection, treatment and disposal of solid and hazardous wastes from mu‐
nicipal and industrial sources (FMenv, 2012).

Guidelines and Standards for Environmental Pollution Control in Nigeria 1991,

• Directs industries to improve the quality of the environment.

• Serves more or less as recommended standards of environmentally good behaviour for
industries.

The Federal Government of Nigeria also passed into law the Environmental Impact Assessment (EIA)
Act No 86 of 1992, which is summarized below,
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• Requires the government, its agency and private enterprises to carry out EIA study of a
proposed project,

• The study also covers for proposed expansion of existing project or facility/ indus‐
try( FMenv, 2012).

In November 1989, the present Nigeria Environmental Policy was launched to guide envi‐
ronmental activities in Nigeria. The main objective of the policy is to achieve sustainable de‐
velopment which can be achieved by;

1. Securing for all Nigerians a quality of Environment adequate for their health and well
being;

2. Conserving and using the natural resources for the benefit of the present and future
generations;

3. Restoring, maintaining and enhancing the ecosystem and ecological process essential
for the preservation of biological diversity;

4. Raising public awareness and promoting understanding of the essential linkages be‐
tween environment and development;

5. Co-operation with other countries and international organizations and agencies to ach‐
ieve the above specific goals, and prevent transboundary environmental pollu‐
tion( FMenv, 2012)..

National Environmental Standards and Regulation Enforcement Agency (NESREA)

The basis of environmental policy in Nigeria is contained in the 1999 Constitution of the
Federal Republic of Nigeria. Section 20 of the Constitution empowers the state to protect
and improve the environment; and safeguard the water, air and land, forest and wildlife of
Nigeria. Hitherto, various laws and regulations have been enacted to safeguard the Nigerian
environment. These include:

• National Environmental Protection (Effluent Limitation) Regulations;

• National Environmental Protection (Pollution Abatement in Industries and Facilities Gen‐
erating Wastes) Regulations; and

• National Environmental Protection (Management of Solid and Hazardous Wastes) Regu‐
lations.

- National Environmental Health Practice Regulations 2007; and

- Nigerian Radioactive Waste Management Regulations 2006.

• Environmental Impact Assessment Act of 1992 (EIA Act).

• The Petroleum (Drilling and Production) Regulations 1969, made pursuant to The Petrole‐
um Act.

• Harmful Wastes (Special Criminal Provisions etc.) Act of 1988 (Harmful Wastes Act).
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ieve the above specific goals, and prevent transboundary environmental pollu‐
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National Environmental Standards and Regulation Enforcement Agency (NESREA)

The basis of environmental policy in Nigeria is contained in the 1999 Constitution of the
Federal Republic of Nigeria. Section 20 of the Constitution empowers the state to protect
and improve the environment; and safeguard the water, air and land, forest and wildlife of
Nigeria. Hitherto, various laws and regulations have been enacted to safeguard the Nigerian
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• National Environmental Protection (Effluent Limitation) Regulations;
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erating Wastes) Regulations; and
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- National Environmental Health Practice Regulations 2007; and

- Nigerian Radioactive Waste Management Regulations 2006.
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• The National Oil Spill Detection and Response Agency (Establishment) Act 2006 (the
NOSDRA Act).

• Nigerian Radioactive Waste Management Regulations 2006 issued pursuant to the Nucle‐
ar Safety and Radiation Protection Act 1995

• The National Environmental Standards and Regulations Agency 2007 (NESREA Act).

The NESREA Act was enacted on the 31st July, 2007 to provide for the establishment of the
National Environmental Standards and Regulations Agency (NESREA). This Act repealed
the Federal Environmental Protection Agency Act (the FEPA Act) pursuant to which the FE‐
PA which was formerly charged with the protection and development of the environment in
Nigeria was established. However all regulations, authorizations and directions made pur‐
suant to the FEPA act and which were in force at the commencement of the NESREA Act
shall continue to be in force and have effect as if made by the NESREA Act. The NESREA
Act applies to the regulation and the protection and development of the environment in Ni‐
geria with the exception of the oil and gas sector. The NESREA is responsible for the protec‐
tion and development of environmental standards, regulations, rules, laws, policies and
guidelines within Nigeria. The NESREA’s functions do not however include enforcement of
environmental standards, regulations, policies and guidelines in the oil and gas sector of Ni‐
geria. The NESREA Act give authorized officers of the NESREA powers to:

1. enter and search any land, building, vehicle, tent, vessel, floating craft or any inland
water; for the purpose of conducting inspection, searching and taking samples for anal‐
ysis which are reasonably believed to be carrying out activities or storing goods which
contravene environmental standards or legislation

2. seize or detain for such a period as may be necessary articles which are reasonably be‐
lieved to contravene provisions of the legislation or any of its regulations; and

3. Obtain an order of a court to suspend activities, seal and close down premises including
land, vehicle, tent, vessel, floating craft or any inland water and other structure.

Functions of NESREA Act

1. Under the NESREA Act, the Minister charged with the responsibility of the environ‐
ment is empowered by regulations to prescribe any specific removal methods and re‐
porting obligations on the owners or operators of vessels discharging harmful
substances and waste into the environment.

2. Public authorities are statutorily required to inform the public of Environment-related
issues. The NESREA Act requires NESREA to enforce compliance with environmental
regulations, to create public awareness, provide environmental education on sustaina‐
ble environmental management and to publish data resulting from the performance of
its functions.

3. The NESREA Act provides that a person who breaches the provisions of the Act com‐
mits an offence and shall on conviction be liable to a fine, or imprisonment, or both.
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4. The NESREA Act also provides that where there has been a discharge of any hazardous
substance in violation of environmental laws/permits, the person responsible for the
discharge will bear the liability of the costs of removal and clean up.

5. In executing its functions, the NESREA is required to conduct environmental audits and
establish a data bank on regulatory and enforcement standards.

The following are environmental impacts associated with the improper disposal of medical wastes:

Pollutants from medical waste (e.g. heavy metals and PCBs) are persistent in the environ‐
ment

Accumulation of toxic chemicals within soil (proximity to agricultural fields, humans, soil
organisms, wildlife, cattle) ground water contamination, decrease in water quality bio-accu‐
mulation in organism’s fat tissues, and biomagnify through the food chain

Repeated and indiscriminate application of chemicals over a long period of time has serious
adverse effects on soil microbial population - reducing the rate of decomposition, and gener‐
ally lowering the soil fertility.

Pathogens leads to long term accumulation of toxic substances in the soil specimens collect‐
ed for analysis have the potential to cause disease and illness in man, either through direct
contact or indirectly by contamination of soil, groundwater, surface water, and air wind
blown dusts from indiscriminately dumping also have the potential to carry hazardous par‐
ticulates with domestic animals being allowed to graze in open dumps, there is the added
risk of reintroducing pathogenic micro-organisms into the food chain.

Public nuisance (e.g. odours, scenic view, block the walkway, aesthetics, etc.)

Improper sterilization of instruments used in labour room may cause infection to mother
and child

Combination of both degradable and non-degradable waste increase the rate of habitat de‐
struction due to the increasing number of sites necessary for disposal of wastes (degradation
of habitat)

Plastic-bags, plastic containers, if not properly destroyed may contaminate the soil and also
reduces the chance for water percolation into the soil during precipitation.

Open air burning does not guarantee proper incineration, and releases toxic fumes (dioxin)
into the atmosphere from the burning of plastics i.e., PCB’s (Atkin, 2010).

Medical waste management has received very little attention in waste management process
in Nigeria. Neither the government nor hospital authorities pay proper attention to its man‐
agement. Unwholesome waste disposal by many hospitals, clinics and health centers in
Abuja pose serious health hazard to the city dwellers in general and people living within the
vicinity of the health care institutions in particular (Bassey et al., 2006).

Almost all the health care institutions surveyed dispose every kind of waste generated into
municipal dumpsites without pre-treatment, leading to an unhealthy and hazardous envi‐
ronment around the health institutions, affecting patients and staff (Bassey et al., 2006).

Scavengers who collect waste from dustbins are at risk of injury from sharp instruments and
direct contact with infectious materials. Liquid medical wastes are disposed directly into the
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municipal sewer system by all the institutions surveyed (Bassey et al., 2006). Direct disposal
of faces and urine of infectious patients in municipal sewer system may cause outbreak of
epidemic diseases. The scavengers that engage in recycling operations are unaware of the
harmful consequences of exposure to contaminate and hazardous waste (Bassey et al., 2006).

Figure 6. Scavenging at Ojota dumpsite in Lagos, Nigeria

Figure 7. Infected carcasses gathered in a dump for burning (AIHPPRP, 2007)
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Most at times, the absence of Environmental impact assessments before commencement of
public health and pharmaceutical industry projects is responsible for the archive of challenges
associated waste management in the developing worlds including Nigeria. Nigeria lacks both
effective and adequate waste management facilities and an inadequate Government policy to
guide health providers and punish offenders. There is great need to incorporate standard EIA
processes into the Nigerian regulatory documents for Public health institutions and pharma‐
ceutical industries. These regulatory bodies need to establish mitigatory measures especially
on waste management during the EIA process of Health care facility in Nigeria.

Incidentally, lapses on these bodies have resulted in no or poor implementation of hazard/
risk/ waste management processes in health care institutions.

NESREA and FMEnv are required to follow-up medical laboratories, hospitals, Pharmaceut‐
ical companies springing up all over Nigeria on laboratory waste, and Industrial effluent
treatment and disposal.

Without this strict implementation of impact mitigation and management of health care
waste, Sustainable development is far from being attained.

Health care waste should be treated with utmost attention, since the wastes could be virulent,
pathogenic, carcinogenic, mutagenic, and teratogenic. This shows that its impact on environ‐
ment and human and plant’s health is greater than that of petroleum hydrocarbon spill.

8. Emerging issues of health care waste management

There is no proper waste management system in place in most developing countries. On-site
incineration, autoclaving, and steam disinfection are a few processes currently in use for
treating very small amounts of hazardous wastes.

Countries found to practice incineration are Brazil, Argentina, Peru, India, Pakistan and
Bangladesh etc. Clinical waste incinerators, particularly in developing and poorer countries,
often operate under sub-optimal conditions. Most of the cases the percentage of incinerators
that were functioning poorly or not operational (HCWH, 1999). Most medical administra‐
tions usually focus on installing disposal technologies such as incinerators and do not imple‐
ment a “practice” of waste management within the hospital. Over 6500 incinerators were
installed in the US alone in the 1980s (Agarwal, 1998). Chronic problems both relating to
very high toxic levels as well as difficulties in operating a sophisticated engineering technol‐
ogy in a medical setting have given rise to a debate which attempts to define a clean technol‐
ogy for medical waste disposal. There are some techniques practiced by different countries
all over the world such as: Incineration, Autoclave Disinfection, Microwave Disinfection,
and Mechanical/Chemical Disinfection. Each of this technique has limitations in terms of
technological aspect, environmental condition and waste composition. Burning and inciner‐
ation of medical and municipal waste have been linked to severe public health threat and
pollution resulting in the release of toxic dioxin as well as mercury and other toxic substan‐
ces. These substances produce a remarkable variety of adverse affects in humans at extreme‐
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ly low doses (Basset et al., 2006). Putrefaction occurs in portions of refuse, which have not
been fully burnt and add to air pollution through foul smells. Sanitary landfill can lead to
pollution of ground water if not properly managed.

However, most of the developed countries have defined policy and regulations to handle
and manage medical waste such as Germany, France, Canada, and USA. Unfortunately,
health care waste management is not yet carried out with a satisfactory degree of safety in
many parts of the globe especially in the underdeveloped world (Stanley et al., 2011).

In Nigeria, the lack of will by policy makers and implementation groups to adopt current
technology in Health Care Waste management is an emerging challenge towards HCW
management. The Health Care system is not developed in Nigeria, and by extension Health
Care Waste Management.

9. Environmental impact assessment for public health and
pharmaceutical institutions

In Nigeria Health Care facilities are constructed and flagged off in terms of operations with‐
out due considerations to Environmental Impact Assessment (EIA). Its hazards are numer‐
ous to be counted. The regulatory agencies in Nigeria on the Environment such as NESREA,
FMEnv etc must rise to the challenges of environmental pollution coming from health care
facilities. Community engagement during the process of establishing Public health institu‐
tions and pharmaceutical companies is also advisable. This will ensure the development of
robust Terms of Reference, EIA document, Environmental Management Plan (EMP). The
EMP should address the issues or negative impacts of the health care facility on the bio-
physical, social environment and health.

It is worthy to note that some health care facilities such as medical and Environmental Labo‐
ratories are small projects and may not require full blown EIA. However, the regulatory
agencies should develop a module of monitoring their waste disposal to avoid pollution.
The situation is bit different in developed countries, where there is integrated Health man‐
agement system; medical laboratories are usually part of large health care facilities. It is
good to state categorical that laboratory wastes are among the most infectious group of
health care waste. They contain live virulent pathogens and mutagenic, teratogenic chemi‐
cals including dyes. Laboratories must be forced to have a standard waste tracking protocol,
in line with the international convention called Polluters Pay Principles (PPP).

10. Conclusion

Federal Republic of Nigeria will gain a lot from the battery of Public health benefits of
Health Care waste Management. It is still not well understood why Nigeria at its level of
development, Health Care Waste management is not well legislated and thus proper atten‐
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tion has not been given to it by Environmental regulators and Health Care operators. The
issues are to be treated as urgent and very critical by Government. Immediate interventions
are also required. All hands including the National Orientation Agencies and communities
must be on deck to get over this challenge.

11. Recommendation

There is great need for effective Environmental regulatory Surveillance in Nigeria. National
laws on Health Care waste management should be established and be moved to an act.

This is the best time for Nigerian Government to establish a regulatory agency to effectively
monitor medical wastes and its treatment in Nigeria. Otherwise, the FMEnv and NESREA
are to be strengthened to establish a well funded unit (Finance and good Human Resources)
for monitoring of Health Care Institutions over Health Care Wastes.
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1. Introduction

Dental (Medical) waste has been defined as all wastes generated from health care or health
related facilities. The waste generated from the dental hospital are of various materials, sizes,
shades and shapes and are therefore regarded as heterogeneous [1]. There are dental liquid
wastes such as X-ray (developer and fixer) wastes and other chemicals and drugs generated
within the dental or medical facilities in general. The waste can also be in form of solid
generated from the diagnosis, investigations and treatment of human beings and or in animal
trials [2,3]. The solid waste generated from the dental hospital can be broadly categorised into
two, namely; infectious and non-infectious wastes. The mode of treatment of these waste differ
sharply for the safety of man and his environment. Generators of medical/dental wastes are
defined as those producing more than 23 kg of regulated medical/dental waste per month [4].
For generators who manage their waste by shipping to offsite disposal facilities, they are
supposed to separate, package, label, mark, and track the waste according to regulations [2,
5]. In Nigeria, generators have, for long time, assumed treatment methods based on techniques
suitable for treatment of municipal solid waste.

Infectious wastes include blood on swabs or dressings and used sharps (needles, probes,
endodontic reamers and files etc.) are considered non-hazardous waste. This can be mixed
with routine rubbish if such are properly treated to become non-infectious. Any untreated
waste should be properly labelled and handled by a waste hauler [6]. Contaminated sharps
must be placed in a puncture-resistant rigid container and treated prior to disposal. It is also
must be submitted that untreated containers of sharps cannot be compacted.
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Dental waste can lead to infection and or transmission of infectious diseases. This is done
because of the micro-organisms content namely bacteria, fungi and viruses. These micro-
organisms can cause disease or mirage of health related conditions [7]. The level of infectious‐
ness of any agent will grossly depend on the dose of micro-organism introduced in to the body,
portal of entry (intravenous, aerosol, oral-faecal etc.), virulence factor of the micro-organism
(production of enzymes, waste products and other toxins capable of damaging host tissues)
and the state of host immune resistance. The quantity of infectious waste generated in health
care facility is in the range of 10 to 25% of the total generation [8, 9, 10, 11].

Dental waste has been demonstrated to contribute significantly to pollution of the environment
if poorly treated [12] and that it can lead to cross-infection risks [13] such as deadly HIV and
Hepatitis among others [14]. Heavy metals such as Chromium, Cadmium and Amalgam are
frequently generated from the dental hospitals and are known to be hazardous. These metals
have been known to cause diseases in humans such as liver, kidney and respiratory damage
by Chromium while cadmium may cause kidney disorders and lung cancer [15].

Dental treatment involves the use of consumables such as gloves, face masks, rubber dams,
protective cellophane and other chlorine containing items which are disposed off by inciner‐
ation. The process of incineration leads to release of dioxin, Hydrogen Chloride (HCl) and
Chlorofluorocarbon (CFC) which has been implicated in reproductive defects, neurological
problems, cancer formation, hormonal and immune disorders [16]. Also, food remains and
glass wares should be sort out of dental waste because they adversely affect the performance
of incinerator. Although, dental waste do not generally contain food remains to any large
extent as this is not a common practice within the clinics, but more of plastics (Polyvinyl
Chloride PVC, Polyethylene, (PE), polypropylene (PPE). This can be mixed with routine
rubbish if such are properly treated to become non-infectious. Any untreated waste should be
properly labelled and handled by a waste hauler [6]. Contaminated sharps must be placed in
a puncture-resistant rigid container and treated prior to disposal.

The proper and standardized management of dental waste will assist in controlling health
risks among humans and safe environment. These are the main reasons for proper managing
of dental waste.i.e. to render such non-infectious /hazardous. It is the sole responsibility of
generators of (dental) waste to dispose them adequately and so it is for the handlers as well.
The standard practice for dental waste are: designation and identification, segregation,
packaging, storage, transport and handling, treatment techniques, disposal of treated waste,
contingency planning and continued staff training [2,17]. The cost of mishandling of dental
waste is another question that must be answered by dental waste generator. Their goal would
be to minimize such cost to the lowest possible.

There is a sharp difference in the way dental waste should be handled compared with that of
Municipal waste. The traditional way of handling Municipal waste are such as landfilling,
composting, recycle and waste-to-energy technologies (WTE); but these cannot be applied
directly to dental waste except recycling and WTE system. Dental waste will require special
treatment due to infectious nature and common incineration (as is the case with municipal
wastes). This cannot be performed except staff of such device are properly trained. During the
process of incineration, dioxins and furans can be controlled or reduced by the incineration
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temperature. However, under start-up conditions, dioxins and furans can be stopped from
entering the atmosphere by use of wet scrubbers [4]. Dental wastes consist of extracted teeth
and other human parts which are usually loaded with micro-organisms and hence Dental
waste must be rendered non-infectious before disposal which is regarded as the process of
waste treatment. If this is not achieved the dispersal of dangerous infectious materials will
ensue. Waste treatment is determined by waste type and the type of treatment appropriate for
it. Incineration is just appropriate for dental waste. The volume and weight of incinerated
dental waste is reduced to above 90% making the eventual disposal of a less problem when
compared with other methods. Incineration is the best technology to date yet it has its own
short comings such as high capital and running cost, operating charges, sterilisation efficacy,
maintenance and operator skills, control of air and water emissions. Lastly, it cannot take care
of radioactive materials from X-ray rooms. Management of dental waste can be done by
treatment first, recovery of useful materials such as Mercury, Silver and other metals, modi‐
fication of characteristics of the waste, making exposure free of harm and environmental
friendly. Basically there are two types of incineration namely large and small scale systems.
The large scale systems utilises any of the followings: fluidized bed combustors [18], starved
and excess air incineration and rotary kilns; while the small scale systems uses chambers which
can be single or double chambers. Incineration can be used to heat water for the use of both
the patients and hospital. Dental local anaesthetic cartridges, ampoules, glass wares that are
not combustible can be treated with steam autoclaving, microwave irradiation, chemical
treatment and radiofrequency irradiation [2].

Van Veen [5] was of the opinion that medical waste must be monitored so that the where about
of such is known at all times, this can be achieved by proper controls put in place. The control
can be done through policy and adequate empowerment for the policy to work. Only by this,
will our environment be free and fear of harm from medical wastes. At this point, little is known
about policy and implementation of medical waste in Nigeria as compared to that of advanced
countries. Even if the policy is there little is known about the implementation and it’s moni‐
toring. “Regulation myopia” which means failure to look beyond the immediate issue to see
the full effects of the regulatory actions [4] must be avoided when policy on waste management
are put in operation. There are various current ways to manage dental waste, this include
reduction of waste generated, this is done by eliminating or substituting substances that
increase or expose individuals to health risks e.g. use of digital X-rays compared to the
conventional film, developer/fixer combination [12]. Another way is to segregate and recycle
useful materials from the dental waste such as mercury from amalgam, Silver from fixer/
developer. Noncombustible items in dental waste should not be fed into incinerators and
waste-to-energy system (WTE). This is because they give rise to continuous smoke which will
hinder complete combustion of the waste components. To recycle dental hospital waste poses
some challenges of harm to handlers of such unlike the municipal waste. This is why dental
(like the medical) recyclables are highly discriminated at [4]. Hence there is a need to prove to
the general recycling market that dental waste has great prospect.

Previous studies in Africa have reported non-conformity to standard ways of disposing of
dental (medical) waste [19,3,13,12]. The majority of studies carried out on dental waste centred
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on knowledge, attitude and practice of Dental Health Care Workers [19], infection control [20,
21], composition of dental waste [22] and management of mercury and dental amalgam [23].
This study therefore aims at sorting, characterizing and quantifying wastes generated in
selected eight clinics of a Dental Hospital in third world nation. This is with a view to providing
information on waste classification in dental hospitals in developing nations. It is expected
that such information will aid sustainable dental waste disposal in the study area and beyond.

2. Materials and methods

Waste generation and management were monitored daily for a month at the eight dental clinics
of Obafemi Awolowo University (OAU), Ile-Ife, Nigeria. The choice of dental Hospital OAU
Ile-Ife for this study is influenced by some factors. First, it serves as the referral centre for dental
patients from Osun, Ekiti, Ondo and part of Kwara states, in southern part of Nigeria. Other
dental tertiary hospitals in the region lack such regional coverage. In addition, it’s the only one
located in the sub-urban area peculiar to the third world environment.

Wastes at the source were characterised, classified by the authors into the two main categories
by weight and by volume infectious and non-infectious. Waste collection polythene bags were
placed in each of the two waste baskets (one for infectious and the other for non-infectious) in
all the eight clinics and the X-ray room of Obafemi Awolowo University Dental Hospital for
collection of waste from each unit. On many occasions there was a necessity for sorting of the
wastes into the two categories. The sorting was done with the use of disposable gloves and
facemasks and duck lip forceps by the authors, this sorting method was similar to that used
by [13]. Measurement of solid wastes was carried out using a weighing scale of sensitivity of
0.01g weight. The breath, height and length of the tied solid waste inside waste disposal bags
were measured in metres. The measurement was done by the principal investigator and two
other assistants at the close of each clinic day and before the waste were carried away by
haulers. Statistical information on the waste generations and classifications were determined
through number of patients and measurement of necessary parameters.

2.1. Results and discussion

Results from study are discussed in the following categories: characterisation, generation and
application of the results.

Characterisation: It is well known that the wastes generated from the treatment of patients
suffering from infectious diseases may spread infection either through direct contact or
indirectly through the environment. In Nigeria the management of these infectious waste
materials is regulated under Decree 42 of November 1998 [2]. It was reported that injections
undertaken with contaminated syringes caused about 23 million infections of Hepatitis B,
Hepatitis B and HIV worldwide [2]. Report from Tanzania, was that during immunization
campaigns the medical waste management staff needs to take an extra care and the wastes
generated during such campaigns have different classes depending on the mode of classifica‐
tion [1]. The classification of sharps and softs on weight and volume bases shows that sharps
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are still a small portion of the waste, which requires special care compared to the softs [2].
Tables 1 and 2 show the typical waste composition from the clinics and the characterisation of
the waste studied based on the weight and volume, respectively.

Clinic

Mass of the waste per patient (g) Volume of the waste per patient (cm3) Density of the waste per patient (g/cm3)

Maxi-
mum

Mini-
mum

Standard
Deviation

Mean
Maxi-
mum

Mini-
mum

Standard
Deviation

Mean
Maxi-
mum

Minimum
Standard
Deviation

Mean

Oral Diagnosis 119.50 1.00 30.33 22.39 20254.00 6.00 4468.57 1568.72 0.1667 0.0005 0.0506 0.0213

Conservative 113.00 0.00 34.21 29.53 3300.00 0.00 947.21 728.26 2.0000 0.0000 0.4444 0.1149

Periodontology 104.00 0.20 28.44 43.33 4620.00 1.20 1081.25 1266.42 0.0355 0.0012 0.0109 0.0131

Paedodontics 173.33 0.00 48.07 51.35 9240.00 0.00 2389.19 1774.59 0.0833 0.0000 0.0233 0.0183

Orthodontics 64.86 0.00 20.44 33.63 3736.86 0.00 890.76 956.82 0.0833 0.0000 0.0252 0.0190

X-RAY 129.00 0.00 29.94 18.69 2372.53 0.00 553.05 423.47 0.1128 0.0000 0.0338 0.0163

Prosthetics 150.00 0.00 45.91 52.28 6562.50 0.00 1499.00 1000.76 3.0588 0.0000 0.6782 0.1804

Oral Surgery 112.00 0.00 24.13 32.55 3480.00 0.00 996.21 1043.18 6.2381 0.0000 1.3919 0.3255

Table 1. Statistical information on infectious waste generation

Clinic

Mass of the waste per patient (g) Volume of the waste per patient (cm3) Density of the waste per patient (g/cm3)

Maxi-
mum

Mini-
mum

Standard
Deviation

Mean
Maxi-
mum

Mini-
mum

Standard
Deviation

Mean
Maxi-
mum

Mini-
mum

Standard
Deviation

Mean

Oral Diagnosis 72.50 0.00 15.72 7.15 7245.00 0.00 1589.82 593.73 0.166667 0.000000 0.050847 0.018091

Conservative 40.00 0.00 12.27 16.11 3045.00 0.00 870.46 832.61 2.750000 0.000000 0.612814 0.148557

Periodontology 47.50 0.01 13.77 21.37 6375.00 1.20 1548.16 1915.26 0.033333 0.000654 0.009942 0.007505

Paedodontics 50.00 0.01 15.34 25.39 7245.00 3.00 2016.11 2529.82 0.083333 0.000700 0.024514 0.013248

Orthodontics 68.00 0.01 18.26 25.49 10657.50 3.00 2541.14 2627.27 0.083333 0.001308 0.024607 0.011846

X-RAY 120.00 0.00 27.20 13.59 3990.00 0.00 1030.05 616.96 0.083333 0.000000 0.025575 0.011189

Prosthetics 110.00 0.00 25.19 13.39 2800.00 0.00 830.34 546.47 2.291667 0.000000 0.509659 0.129943

Oral Surgery 62.00 0.00 17.05 17.34 4914.00 0.00 1087.43 1105.23 0.083333 0.000000 0.025008 0.010657

Table 2. Statistical information on non- infectious waste generation

The Oral surgery clinic was the highest generator of infectious waste (density= 1.392) while
Prosthetic clinic was in the same category for non-infectious waste (density=0.130). The amount
of waste generated from the Oral Surgery clinic was not unexpected in view of the procedures
involved in tooth extraction, biopsies and other surgery routines. From the tables it can be seen
that waste generation and characterisation are functions of clinics and number of patients.
Table 3 presents statistical data on the patients per clinic.
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Oral Surgery 112.00 0.00 24.13 32.55 3480.00 0.00 996.21 1043.18 6.2381 0.0000 1.3919 0.3255

Table 1. Statistical information on infectious waste generation

Clinic

Mass of the waste per patient (g) Volume of the waste per patient (cm3) Density of the waste per patient (g/cm3)

Maxi-
mum

Mini-
mum

Standard
Deviation

Mean
Maxi-
mum

Mini-
mum

Standard
Deviation

Mean
Maxi-
mum

Mini-
mum

Standard
Deviation

Mean
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Periodontology 47.50 0.01 13.77 21.37 6375.00 1.20 1548.16 1915.26 0.033333 0.000654 0.009942 0.007505
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Table 2. Statistical information on non- infectious waste generation

The Oral surgery clinic was the highest generator of infectious waste (density= 1.392) while
Prosthetic clinic was in the same category for non-infectious waste (density=0.130). The amount
of waste generated from the Oral Surgery clinic was not unexpected in view of the procedures
involved in tooth extraction, biopsies and other surgery routines. From the tables it can be seen
that waste generation and characterisation are functions of clinics and number of patients.
Table 3 presents statistical data on the patients per clinic.
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Clinic
Oral

Diagnosis
Conservative Periodontology Paedodontics Orthodontics X-RAY Prosthetics

Oral
Surgery

Maximum
(Number of

patients)
30 24 25 10 10 31 25 18

Minimum
(Number of

patients)
1 0 1 1 2 0 0 0

Standard
Deviation

8.48 7.10 5.33 2.45 2.58 10.73 5.93 5.55

Mean 12.4 7.4 6.1 3.9 4.35 11.7 5.55 8.9

Table 3. Statistical data on the patients

From the tables maximum waste per patient for infectious waste was 173.33g/ day and
maximum volume per patient was 20254.00 cm3 / day. For non-infectious waste maximum
mass per patient is 120.00 g/day and volume per patient is 10657.50 cm3 with maximum patient
per clinic of 31 per day. The dental wastes are managed as the municipal wastes in the present
study similar to the findings of [1,12] which was contrary to international standard practice.

Application of the results: The current waste management techniques consist of generation,
storage, transporting and final disposal, which indicates that there is a need of having
treatment facilities for infectious and non- infectious wastes individually. For infectious waste
proposed waste treatment period is weekly (5 working days in a week) using locally developed
facilities as Figure 1, 2 or Figure 3.

Figure 1. Locally developed incinerator using concrete
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Figure 2. Locally developed incinerator using sandcrete

Figure 3. Locally developed incinerator using mud blocks

The expected volume is 3.14 m3 (20254 x 5 x 31 cm3). The expected volume for non-infectious
waste is 3.3 m3 (10657.50 x 10 x 31 cm3). The non-infectious waste should be disposed twice in
a month (10 working days). From these calculations, the provision of 3.5 m3 or above of locally
developed incinerators will help in dental waste treatment technique.
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2.2. Medical waste elsewhere in nigeria

Waste generation and characterization in Ibadan: Coker et al [13] reported that the nature
and amount of healthcare waste (HCW) generated in the various Health Care Facilities (HCFs)
is presented in Table 4.

MW Component

Generated waste in each HCFs category (kg/d)

Tertiary
(n= 1)

Secondary
(n= 19)

Primary
(n= 1)

Diagnostic
(n= 9)

Total wastes for all
surveyed HCFs

Percentage of total
waste (%)

Human anatomical part 766.5 6279.3 1693.6 - 8739.4 4.0

Plastic, PVC, syringes 1412.6 40233.4 1109.5 1461.2 44216.7 20.1

Swabs, absorbents 36.5 8509.4 9820.7 613.6 18980.2 8.6

Alcohol, disinfectant - 2094.0 57.9 - 2151.9 0.9

Animal infected anatomical - 1232.9 - - 1232.9 0.6

Glass 203.7 54202.5 3082.6 10.5 57599.3 26.1

Bedding, shavings, paper,
faecal matter

10.9 9224.5 973.6 0.32 10209.3 4.6

Gauze pads, garments,
cellulose

98.6 39109.3 2892.3 - 42100.2 19.1

Sharps, needles 30.3 24551.0 269.9 0.41 14851.6 11.3

Fluids, residues - 1002.5 1232.1 0.41 2235.0 1.0

Infectious wastes 20.1 8085.6 52 2.0 8112.9 3.7

Daily total generation (kg/d) 2579 194524 21137 2088 220329 100

Generation / facility (kg/d) 2579 10238 919 232

Source: Coker et al., 2009

Table 4. Nature and mean generation rate of medical waste (MW) in various HCFs surveyed in Ibadan, Nigeria (on a
weight/ facility basis.

The bulk (39%) of total solid medical waste materials comprise of plastics, PVC, syringes, gauze
pads, garments, and cellulose. Other main solid medical wastes were sharps and needles
(11.3%), swabs and absorbents (8.6%), and beddings, shavings, paper and faecal matter (4.6%).
Overall, infectious wastes constituted only 3.7% of total waste. A similar study by [24] in
Bangladesh reported 10.5% infectious waste. With the exception of the tertiary HCFs, there
was no proper segregation in most HCFs. In fact, the study team had to implement waste
sorting and segregation at source by providing coded separate receptacles for each identified
components of waste. Previously, waste which otherwise could have been handled and
disposed as household waste, would end up being mixed together with HCW, thus increasing
the amount of waste regarded as medical waste. This supports the argument that waste
segregation does reduce waste volumes. It was opined that only waste capable of initiating
infectious diseases should be considered infectious, such that the presence and virulence of
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pathogens, entry portal and host susceptibility should be overriding considerations when
estimating risk [25]. Their study (at the University Hospital Freiburg, Germany) revealed that
up to 70% of the content of infectious waste consisted of household waste (such as journals,
newspapers; packaging, paper, and glass) without risk for infection.

In Ibadan, the non-sorting approach at many HCFs causes contamination of materials with
blood, which promotes unnecessary waste items in the waste stream. In this case, many
benefits would accrue (both environmental and financial) if some materials were reprocessed
and reused without risking patient health. The peak average rate of waste generation/facility
was from the secondary HCFs whose value of 10,238 kg/d was almost quadruple of the tertiary
HCF, ≈11 times the primary HCFs and≈ 25 times the 232 kg/d rate of diagnostic centres (Table
4). Similarly, in Karachi, Pakistan, another developing nation, secondary HCFs generate more
solid medical waste than other HCFs [26]. Indeed, secondary HCFs have greater patronage of
patients than any other kind in Ibadan. In such HCFs, the management allows home-cooked
food and other essentials to be brought-in for patients. Thus, general household waste all too
easily becomes mixed with medical waste destined for the waste stream. Waste sorting and
segregation, practiced at the tertiary HCF, has aided substantial reductions in what would
otherwise eventually end up in the waste stream. This is because pro-active recycling of some
materials is employed. Unlike elsewhere in Ibadan, the hospital (UCH) is known to uniquely
follow standard international practices of patient care and hygiene. However, treatment costs
at UCH, which are beyond the reach of many patients, have forced many people to patronize
secondary HCFs. The declining patronage of UCH seems intrinsically linked with government
expenditure reductions on health-related programmes. For instance, percentage of govern‐
ment expenditure spent on healthcare dropped from 33.5% in 2000 to 25.6% in 2002, with
private sector expenditure accounting for the other 66.5% and 74.4%, respectively [27].
However, as with other nations, the private sector is profit-driven. Meanwhile, the primary
HCFs chiefly attend to outpatients and, as such, have a much-reduced generation/facility rate.
However, that said, diagnostic laboratories have the least amount of waste generation because
patients mostly come to drop-off specimens.

In Lagos metropolis (Nigeria) medical waste generation in selected hospital are as presented
in Tables 5 and 6. From the tables, medical waste generation in surveyed hospitals (kg/ bed.
day) and the total waste generation (kg/day) can be obtained.

Designation Hospital Type Number of beds
Total waste generated

(kg/day)
Waste generated rate

(kg/bed/day)

A Private 40 22.5 0.563

B Private 50 28.1 0.562

C Public 600 399.6 0.666

D Public 378 161.3 0.427

Total 1068 611.5 0.573

Average rate = 0.573 kg/bed/day (Source: Longe and Williams, 2006 )

Table 5. Medical waste generation in selected hospital in Lagos, Nigeria
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pads, garments, and cellulose. Other main solid medical wastes were sharps and needles
(11.3%), swabs and absorbents (8.6%), and beddings, shavings, paper and faecal matter (4.6%).
Overall, infectious wastes constituted only 3.7% of total waste. A similar study by [24] in
Bangladesh reported 10.5% infectious waste. With the exception of the tertiary HCFs, there
was no proper segregation in most HCFs. In fact, the study team had to implement waste
sorting and segregation at source by providing coded separate receptacles for each identified
components of waste. Previously, waste which otherwise could have been handled and
disposed as household waste, would end up being mixed together with HCW, thus increasing
the amount of waste regarded as medical waste. This supports the argument that waste
segregation does reduce waste volumes. It was opined that only waste capable of initiating
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pathogens, entry portal and host susceptibility should be overriding considerations when
estimating risk [25]. Their study (at the University Hospital Freiburg, Germany) revealed that
up to 70% of the content of infectious waste consisted of household waste (such as journals,
newspapers; packaging, paper, and glass) without risk for infection.

In Ibadan, the non-sorting approach at many HCFs causes contamination of materials with
blood, which promotes unnecessary waste items in the waste stream. In this case, many
benefits would accrue (both environmental and financial) if some materials were reprocessed
and reused without risking patient health. The peak average rate of waste generation/facility
was from the secondary HCFs whose value of 10,238 kg/d was almost quadruple of the tertiary
HCF, ≈11 times the primary HCFs and≈ 25 times the 232 kg/d rate of diagnostic centres (Table
4). Similarly, in Karachi, Pakistan, another developing nation, secondary HCFs generate more
solid medical waste than other HCFs [26]. Indeed, secondary HCFs have greater patronage of
patients than any other kind in Ibadan. In such HCFs, the management allows home-cooked
food and other essentials to be brought-in for patients. Thus, general household waste all too
easily becomes mixed with medical waste destined for the waste stream. Waste sorting and
segregation, practiced at the tertiary HCF, has aided substantial reductions in what would
otherwise eventually end up in the waste stream. This is because pro-active recycling of some
materials is employed. Unlike elsewhere in Ibadan, the hospital (UCH) is known to uniquely
follow standard international practices of patient care and hygiene. However, treatment costs
at UCH, which are beyond the reach of many patients, have forced many people to patronize
secondary HCFs. The declining patronage of UCH seems intrinsically linked with government
expenditure reductions on health-related programmes. For instance, percentage of govern‐
ment expenditure spent on healthcare dropped from 33.5% in 2000 to 25.6% in 2002, with
private sector expenditure accounting for the other 66.5% and 74.4%, respectively [27].
However, as with other nations, the private sector is profit-driven. Meanwhile, the primary
HCFs chiefly attend to outpatients and, as such, have a much-reduced generation/facility rate.
However, that said, diagnostic laboratories have the least amount of waste generation because
patients mostly come to drop-off specimens.

In Lagos metropolis (Nigeria) medical waste generation in selected hospital are as presented
in Tables 5 and 6. From the tables, medical waste generation in surveyed hospitals (kg/ bed.
day) and the total waste generation (kg/day) can be obtained.
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Waste category
Hospital A
(Private 1)

Hospital B
(Private 2)

Hospital C
(Public 1)

Hospital D
(Public 2)

Average

Regulated waste 51 66 50 50 54

Infectious 34 19 37 37 32

Sharps/Pathological 11 10 10 10 10

Chemical 2 4 3 3 3

Others 2 1 - - 1

Total 100 100 100 100 100

Source: Longe and Williams, 2006

Table 6. Composition of medical waste generation in selected hospital in Lagos, Nigeria

It was discovered that most hospitals had no record of the volume of waste being generated
by them. The amount of wastes generated is easily expressed in volume as most storage
facilities are in litres aside those at depot centres [28]. Medical waste generation rates ranged
between 0.427 and 0.666 kg / bed. day was obtained. The total volume of medical waste
generated in all the hospital was 611.5 kg/day. This translates to 17.19 kg/bed month and
calculated total waste volume of 18345.00 kg/ month by all hospitals. Out of this infectious
waste was 5, 870.4kg/month, sharps, 1845 kg/month and chemical waste 550.35 kg/ month.
Regulated domestic waste constitutes 54% of the total medical waste stream. Another notice‐
able inference is that the proportion of medical waste from the two public hospitals was more
than 91% of the total volume of waste stream. The percentages by weight of infectious waste
generated by these hospitals are also of higher magnitudes compared with others. The only
explanation for this has to do with the number of available medical services and facilities in
the two public hospitals [28]. Based on the data from [29] presented in Table 7(a) and 7(b), it
was discovered that 65% of hospitals/clinics do not segregate waste generated in their clinics.

Serial
Number

Name of hospital and clinics in Akure Number of beds General Infectious Hazardous

1 State Specialist Hospital 110 13.055 3.48 0.87

2 Optimum clinic 8 4.2 1.12 0.28

3 City Hosiptal 8 3.6 0.96 0.24

4 Royal Medical Centre 6 2.55 0.68 0.17

5 Don Bosco Health Centre 4 2.775 0.74 0.185

6 St John and Mary Hospital 10 7.65 2.04 0.51

7 Sijuwade Specialist Hospital 12 3.975 1.06 0.265

8 St Michael Hospital Pol. HQ 10 3.975 1.06 0.265

9 Banjo Memorial Hospital 30 2.45 0.66 0.165

10 Adetade Hospital Ondo Rd 10 1.875 0.5 0.125

11 First Mercy Hospital Gbogi 42 14.071 3.92 0.98
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12 FUTA Gate Clinic 4 4.05 1.08 0.27

13 Oludare Hospital Fanibi 12 11.755 3.14 0.785

14 Abitoye Hospital Ijapo 22 2.926 0.78 0.195

15 University Health Centre 6 4.5 1.2 0.30

16 Faith Clinic Oke Aro 6 1.95 0.52 0.13

17 Abitoye Hospital, Ijoka 15 0.75 2.6 0.65

18 Crown Hospital 17 10.725 2.86 0.715

19 Hope Hospital Ijoka 6 3.225 0.86 0.25

20 Momaak Specialist Hospital 10 4.65 1.24 0.31

(a)

Serial
Number

Name of hospital and clinics in Akure
Total waste/day

(kg)

Daily waste generation (kg/day)

General
(75%)

Infectious
(20%)

Hazardous
(5%)

1 State Specialist Hospital 17.4 13.05 3.44 0.87

2 Optimum clinic 5.6 4.2 1.12 0.28

3 City Hosiptal 4.8 3.6 0.96 0.24

4 Royal Medical Centre 3.7 2.78 0.74 0.18

5 Don Bosco Health Centre 3.4 2.55 0.68 0.17

6 St John and Mary Hospital 10.2 7.65 2.04 0.51

7 Sijuwade Specialist Hospital 6.6 4.95 1.32 0.33

8 St Michael Hospital Pol. HQ 5.3 3.975 1.05 0.265

9 Banjo Memorial Hospital 3.3 2.475 0.66 0.165

10 Adetade Hospital Ondo Rd 2.5 1.875 0.5 0.125

11 First Mercy Hospital Gbogi 19.61 14.708 3.922 0.981

12 FUTA Gate Clinic 5.4 4.05 1.08 0.27

13 Oludare Hospital Fanibi 15.7 11.775 3.14 0.785

14 Abitoye Hospital Ijapo 3.9 2.925 0.78 0.198

15 University Health Centre 6.0 4.5 1.2 0.3

16 Faith Clinic Oke Aro 2.6 1.95 0.52 0.13

17 Abitoye Hospital, Ijoka 13.0 9.75 2.6 0.65

18 Crown Hospital 14.3 10.725 2.86 0.715

19 Hope Hospital Ijoka 4.3 3.225 0.86 0.215

20 Momaak Specialist Hospital 6.2 4.65 1.24 0.31

(b)

Source: Babatola (2008)

Table 7. (a): Daily Waste Generation (kg/day) and the Numbers of Beds in Each Hospitals/Clinics (b): Waste
Generation by Waste type
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However, 30% do segregate infectious waste as recorded. Waste segregation is the only key
step to hospital waste management. Unlike in other developing countries, waste segregation
is virtually not being carried out in Nigeria. The present study also confirms this. The com‐
position study is based on field sorting events around hospitals/clinics in Akure main town.
The waste samples were analysed and survey.

It is apparent that average waste generation rate per bed per day was 2.782 kg/bed/day.
Generation rate (Total weight) per health institution is as follows: National Hospital, 3.59kg;
Garki General Hospital, 2.86kg; Wuse General Hospital, 2.50kg; International Diagnostic
Centre, 1.98kg and National Institute for Pharmaceutical Research and Development, 2.18kg.
Non– hazardous waste ranged from 1.48kg/bed/day at International Diagnostic Centre (IDC)
to 3.14kg/bed/day at National Hospital, while hazardous waste ranged from 0.15kg at National
institute for pharmaceutical research and development to 0.50kg/bed/day at IDC. The average
of hazardous and non-hazardous waste generated from the five health care institutions
amounted to 0.346kg and 2.276kg respectively. There was a significant variation in the volume
of hazardous and non-hazardous wastes generated at P=0.05. General waste had a mean
percentage of 73.5%; infectious waste (spent cultures/swabs/cotton wool), 19.5% and paper/
cellulose 2.5%, Sharps (needles, blades, syringes, scalpel, broken glass, and nails), 4.5%. Figures
showing variation in the volume of waste generated from each health care institution and solid
wastes generation rate per kg/bed/day from the five selected institutions in the Federal Capital
Territory, Abuja are presented on Table 8 [30]. Results obtained from investigation on gener‐
ation rate per/bed/day are presented on Table 9 [30].

Institutions
Generation rate kg/ bed/ day (%)

Non-Hazardous Hazardous Total

National Hospital (NHA) 3.14 (87) 0.45 (13) 3.59

Garki Gen. Hospital (GGH) 2.45 (85) 0.41 (15) 2.86

Wuse Gen. Hospital (WGH) 2.28 (91) 0.22 (09) 2.50

International Diagnostic Centre (IDC) 1.48 (75) 0.50 (25) 1.98

Nat. Inst. Pharm. Res. & Dev. (NIPRD) 2.03 (93) 0.15 (07) 2.18

Total 11.28 1.73 13.91

Average 2.276 0.346 2.782

Source: Bassey et al., (2006)

Table 8. Solid waste generated from selected health care institutions in the Federal Capital Territory, Abuja
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Ward/ Unit
Garki Gen.

Hospital (GGH)

National

Hospital (NHA)

Wuse Gen.

Hospital (WGH)

Nat. Inst. Pharm. Res.

& Dev. (NIPRD)

International

Diagnostic Centre

(IDC)

Out patient 0.68 0.88 0.23 - 0.13

Female medical 1.84 1.37 1.24 - 0.80

Male medical 1.00 0.88 0.90 - 0.14

Dressing Room 0.83 0.64 0.34 - 0.33

Male Surgical 0.97 0.82 2.90 - 0.42

Female Surgical 1.02 0.79 1.33 - 0.81

Theater 1.89 0.94 2.07 - 1.32

Post natal 3.11 3.35 2.81 - 2.03

Neo natal 2.33 2.71 2.00 - 1.88

Eye clinic 0.21 0.11 - - -

ENT 0.08 0.18 - - -

Physiotherapy - 0.22 - - -

Psychiatric - - - - -

Orthopaedic - 1.28 - - -

Laboratory 2.51 1.89 3.01 - 1.93

Pharmacy 0.69 0.43 0.85 - 0.83

Casualty /

Emergency
0.33 0.41 0.66 - 0.14

Labour Room 2.59 4.08 5.67 - 3.03

Ante-natal 0.18 0.10 - - 0.14

Pharmacology - - - 5.03 -

Microbiology - - - 1.14 -

Diagnostic - - - 1.32 -

Biochemistry - - - 1.67 -

Average 1.261 1.151 1.862 2.290 1.053

1A plot is equal to 25m x 50 m

Source: Bassey et al., (2006)

Table 9. Ward/Unit wise distribution of wastes generated in kg/bed/day

In Garki General Hospital generation rate ranges from 0.08kg/bed/day in Ear Nose and throat
(ENT) unit to 3.11kg/bed/day in post natal unit. In the National Institute for Pharmaceutical
Research and Development, Idu, waste generation rate ranges from 1.14kg in microbiology
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position study is based on field sorting events around hospitals/clinics in Akure main town.
The waste samples were analysed and survey.
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In Garki General Hospital generation rate ranges from 0.08kg/bed/day in Ear Nose and throat
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Research and Development, Idu, waste generation rate ranges from 1.14kg in microbiology
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unit to 5.03kg in the Pharmacology unit. Generation rate in National Hospital ranges from
0.10kg/ bed/day in antenatal unit to 4.08kg/bed/day in the labour ward. In Wuse General
Hospital generation rate ranges from 0.23kg/bed/day in the outpatient unit to 5.67kg/ bed/day
in the labour unit. At the International diagnostic centre generation rate ranges from
0.13kg/bed/day in outpatient unit to 3.03kg/bed/day in the labour ward.

Tables 10 to 13 present composition of the waste into: generated per department (Table 11),
infectious and non-infectious (Table 12) and combustible and non- combustible (Table 13).
Table 11 shows generation of waste from the selected hospitals. From the table the waste
generated by these hospitals ranged from 1.16 to 1.95 kg/bed.day with overall mean of 1.49
kg/bed. day with standard deviation of 0.235.
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Not
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2Some of the patients transport their waste directly to the final disposal unit

3Specialist hospitals with clinics on Mondays and Thursdays

(source: Oke et al., 2011)

Table 10. Classification and characteristics of the selected hospitals
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These results were similar to results obtained in literature but have different magnitude. Tables
14 showed on average basis, infectious waste was 79.4 kg and 0.053 m3 by weight and volume,
respectively, while non-infectious waste was 34.1 kg and 0.073 m3 by weight and volume,
respectively. This indicates that 0.077 x 44 (3.388) m3 and 0.053 x 44 (2.332) m3 of non-infectious
and infectious, respectively, were generated during each of the EPI campaigns in Kano state [3].
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A 2.2 8.5 2.5 - - 4.7 3.0 - 2.7 2.5 26.0 1.73

B1 4.4 16.9 4.9 4.4 4.4 9.4 5.9 4.4 5.4 5.1 65.1 1.45

C 1.7 6.8 2.0 1.7 - 3.7 - - 2.2 - 18.2 1.30

D2 2.2 8.5 2.5 - - 4.7 - - 2.7 - 20.5 1.33

E3 2.6 10.2 3.0 - - 5.6 - - 3.3 - 24.6 1.76

F3 1.6 6.1 1.8 - - 3.4 2.1 - 2.0 - 16.9 1.41

G 2.1 8.1 2.4 - - 4.5 - - 2.6 - 19.7 1.52

H 1.8 7.1 2.1 - - 3.9 - - 2.3 - 17.2 1.32

I 1.7 6.8 2.0 1.7 - 1.9 - - 2.2 - 16.3 1.16

J 3.9 15.2 4.4 3.9 3.9 8.4 5.3 3.9 4.9 4.6 58.6 1.95

(source: Oke et al., 2011)

Table 11. Generation of solid waste from selected hospitals
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unit to 5.03kg in the Pharmacology unit. Generation rate in National Hospital ranges from
0.10kg/ bed/day in antenatal unit to 4.08kg/bed/day in the labour ward. In Wuse General
Hospital generation rate ranges from 0.23kg/bed/day in the outpatient unit to 5.67kg/ bed/day
in the labour unit. At the International diagnostic centre generation rate ranges from
0.13kg/bed/day in outpatient unit to 3.03kg/bed/day in the labour ward.

Tables 10 to 13 present composition of the waste into: generated per department (Table 11),
infectious and non-infectious (Table 12) and combustible and non- combustible (Table 13).
Table 11 shows generation of waste from the selected hospitals. From the table the waste
generated by these hospitals ranged from 1.16 to 1.95 kg/bed.day with overall mean of 1.49
kg/bed. day with standard deviation of 0.235.
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These results were similar to results obtained in literature but have different magnitude. Tables
14 showed on average basis, infectious waste was 79.4 kg and 0.053 m3 by weight and volume,
respectively, while non-infectious waste was 34.1 kg and 0.073 m3 by weight and volume,
respectively. This indicates that 0.077 x 44 (3.388) m3 and 0.053 x 44 (2.332) m3 of non-infectious
and infectious, respectively, were generated during each of the EPI campaigns in Kano state [3].
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A
IFW 0.1 0.4 - - - 3.0 2.5 - - 2.5 8.5 (32.7)

NIFW 2.1 8.1 2.5 - - 1.7 0.4 - 2.7 0.1 17.5 (67.7)

B
IFW 0.2 0.8 - 3.8 0.2 6.0 5.0 0.2 - 4.9 21.2 (32.7)

NIFW 4.2 16.1 4.9 0.6 4.2 3.3 0.9 4.2 5.4 0.2 43.9 (67.3)

C
IFW 0.1 0.3 - 1.5 - 2.6 - - - - 4.5 (24.9)

NIFW 1.7 6.5 2.0 0.2 - 1.2 - - 2.2 - 13.6 (76.1)

D
IFW 0.1 0.4 - - - 3.2 - - - - 3.7 (19.1)

NIFW 2.1 8.1 2.5 - - 1.5 - - 2.7 - 16.8 (80.9)

E
IFW 0.1 0.6 - - - 4.3 - - 0.1 - 5.1 (20.7)

NIFW 2.5 9.6 3.0 - - 1.3 - - 3.1 - 19.5 (79.3)

F
IFW 0.1 0.3 - - - 2.6 1.8 - - - 4.9 (29.0)

NIFW 1.5 5.8 1.8 - - 0.7 0.3 - 1.9 - 12.0 (71.0)

G
IFW 0.1 0.3 - - - 3.5 - - - - 4.0 (20.3)

NIFW 2.0 7.9 2.4 - - 1.0 - - 2.6 - 15.7 (79.7)

J
IFW 0.1 0.2 - - - 3.4 - - 0.2 - 3.9 (21.3)

NIFW 1.7 6.9 2.1 - - 0.5 - - 2.1 - 13.3 (78.7)

H
IFW 0.1 0.3 - 1.5 - 1.7 - - 0.2 - 3.8 (20.9)

NIFW 1.6 6.5 2.0 0.2 - 0.2 - - 2.0 - 12.5 (79.1)

I
IFW 0.3 0.8 - 3.4 0.2 7.7 4.7 0.2 0.3 4.4 22.2 (37.9)

NIFW 3.6 14.4 4.4 0.5 3.7 0.7 0.6 3.7 4.5 0.2 36.4 (62.1)

(source: Oke et al., 2011)
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Non-infectious

waste (kg)
31.2 22.4 36.5 20.4 13.9 55.1 60.2 32.9 272.6 34.1

Infectious waste

(kg)
70.4 52.3 82.5 44.6 34.8 116.7 125.3 108.5 635.1 79.4

Total (kg) 101.6 74.7 119 65 48.7 171.8 185.5 141.4 907.7 113.5

Source: Oke et al., (2011)

Table 14. Waste generation in the surveyed sites and overall average (wt%)

Tables 12 and 13 show the characterization of the wastes (infectious and non-infectious) into
combustible and non-combustible, and type (glass, cloth, etc.) by weight. From the results
compositions of the waste ranged from 23.3% to 32.5% (average 29.9%) for non-infectious waste
and from 67.6% to 76.7% (average 70.1%) for infectious waste by weight. Compositions ranged
from 53.9% to 64.0% (average 59.9%) for non-infectious waste and from 36.0% to 46.1%
(average 40.1%) for infectious waste by volume [31].

3. Conclusion

The study has shown that there was no mechanism put in place towards sorting of dental
wastes in the study area. This has made its characterisation cumbersome and sorting hazard‐
ous. The research also revealed that 3.3m2 of waste were generated in a month by the eight
dental clinics. Along this line, the study concludes that the dental waste generation in the third
world dental hospitals especially in the study area are poorly sorted. Based on the report of
the present study, the followings are recommended: Provision of a standard waste manage‐
ment must be put in place (segregation, storage, transportation and final disposal); locally
designed Incinerators should be constructed to manage the wastes after the wastes were
treated to render them non-infectious and hazardous. This pre-incinerator treatment should
be in form of recycling of heavy metals such as Ag, Pb, Sn, Hg etc from the waste and the use
of digital X-rays will reduce wastes generated from the X-ray rooms.
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Tables 12 and 13 show the characterization of the wastes (infectious and non-infectious) into
combustible and non-combustible, and type (glass, cloth, etc.) by weight. From the results
compositions of the waste ranged from 23.3% to 32.5% (average 29.9%) for non-infectious waste
and from 67.6% to 76.7% (average 70.1%) for infectious waste by weight. Compositions ranged
from 53.9% to 64.0% (average 59.9%) for non-infectious waste and from 36.0% to 46.1%
(average 40.1%) for infectious waste by volume [31].

3. Conclusion

The study has shown that there was no mechanism put in place towards sorting of dental
wastes in the study area. This has made its characterisation cumbersome and sorting hazard‐
ous. The research also revealed that 3.3m2 of waste were generated in a month by the eight
dental clinics. Along this line, the study concludes that the dental waste generation in the third
world dental hospitals especially in the study area are poorly sorted. Based on the report of
the present study, the followings are recommended: Provision of a standard waste manage‐
ment must be put in place (segregation, storage, transportation and final disposal); locally
designed Incinerators should be constructed to manage the wastes after the wastes were
treated to render them non-infectious and hazardous. This pre-incinerator treatment should
be in form of recycling of heavy metals such as Ag, Pb, Sn, Hg etc from the waste and the use
of digital X-rays will reduce wastes generated from the X-ray rooms.
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1. Introduction

The nursing profesional has an important role in public health, highly relevant in develop‐
ing countries, as their interventions as caregivers are addressed, not only to sick individuals,
but above all to the communities of the families of the patients. When they engage in the
recuperation process, they are of high value for the implementation of distinct management
alternatives.

The transformation of the people toward a better quality of life and long-lasting health, ac‐
cording to the available conditions for each community, are viable only when, through edu‐
cation, the promotion of health and the prevention of sickness impact their behaviors and
change their habits.

The nurse has the possibility to walk with the communities, taking a permanent step, inde‐
pendent of creeds, idiosyncrasies, morals, and development. The permanent closeness of
vulnerable people in need of care and support is a central axis in the actual role of the nurs‐
ing professional, who has abandoned hospital caregiving to move their interest to housing
sites, and to work for different people. Continuing to work in the areas of labor, teaching,
administration, and politics, they make this change, not only for the image of this profes‐
sion, but also for the evident impact of their social projection in the transformation of the
health of the communities.

The capacity for empathy toward people, even in the worst circumstances, leads the nursing
professional to position themself safely and committed to actions that allow interventions
and projections in rated health, most significantly for the leaders of the communities, and
for the members thereof, since they represent the possibilities of bettering the quality of life
of people in different life cycles. The interdisciplinary and trans disciplinary skills, and the
permanent incursion in the development of the themes on community health, project the

© 2013 Betancur P.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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nursing professional as a permanent leader of activities and interventions toward the health
of the population.

Public health is not only a tool of work for our profession; it’s also a context of development
in professional and personal influence, and an opportunity to interact with other disciplines
that, like this, project toward the accomplishment of representative changes in the countries
that, for their contexts, are forced into difficult conditions in relation to coping with risk fac‐
tors that somehow directly or indirectly affect the health of different groups of people.

Public health for the nursing professional, like that for other health professionals, is an en‐
terprise occupied by the health of the people, their environment, quality of life, and the pos‐
sibilities of development in terms of bettering living conditions.

2. Historic role of public health and nursing in developing countries

Historically, public health has evolved from a relationship between environmental condi‐
tions, socio-economics, and healthy living. Because of this, the situation of health and the de‐
velopment of a community are conditional to the characteristics of the economy, social
structure, and the environmental conditions in a determined moment in its history. An inti‐
mate relationship exists between these factors, each one becomes the reflection of the other
and therefore a society, its environment, and its economy reflect in its state of health and
vice versa. Undoubtedly, the state of the health of a given community reflects the state of
development of the country in to which it belongs, and in these aspects, the contributions of
the Nursing professional are important to address specific actions for social transformation.

Like that which complements and advances social structures, in this globalized world, also
makes the health systems, and in a relevant manner in developing countries in which pres‐
ently exist parallel systems of private health, oriented toward distinct social groups, in ac‐
cordance with the predominant population in each country and depending on their level of
development. Equally, this approach to health care determines the approximation of nurs‐
ing care as to the population of each one of the countries, and even the region within them.
In the majority of the countries, the ministry of health is the organization in charge of ensur‐
ing the health of the population, based on socio-economic, demographic, and environmental
indicators. With these, ensuring the project plans, health programs and policies, which in all
cases include the Nursing Professional.

The purpose of both the ministries and health institutions, like health professionals, espe‐
cially of the nurse, is to try to accomplish the equity of Access to the health services of the
people, as with the extension of coverage, especially to vulnerable populations. Many devel‐
oping countries are finding an epidemiological transition process in which coexist commu‐
nicable diseases with diseases caused by violence and other chronic no communicable
diseases; situations that the majority of the time is based on inequities that should stir the
communities to face the accessibility of the health systems.

Current Topics in Public Health202

Currently the countries of Latin America and the Caribbean face distressing problems social,
including poverty and marginalization and translation issues basic rights of education,
health and housing. Seeking to diminish the gaps and establish the development of public
health to offer equality of opportunities, overall to the communities of developing nations,
the( Banco Interamericano de Desarrollo) BID, [1,2,3] performed in a categorization of Latin
American and Caribbean countries, which were classified in the following categories:

Groups Countries Developed in public health

Group A Ecuador, Bolivia, Guatemala, El Salvador,

Honduras, Haití.

∙ Several factors against the health

∙ Necessity of priority care

∙ Attention to the elimination of eradicable and

reducible diseases

∙ Conscience of the importance of a community

organization for the development of health

∙ Interventions in environmental health (zoonotic

diseases)

∙ Expansion of public health programs

∙ Maintaining of existing plans

Group B Paraguay, República Dominicana, Colombia,

Nicaragua, Brasil.

∙ Expansion of environmental health plans

∙ Expansion of basic health services to the national

level for the most vulnerable

∙ Development of basic health plans executed by

interdisciplinary teams

∙ Health care from care units

∙ Increased competence in public health services

for healthcare staff

∙ Implement plans of nutritional health, diminution

of psycho-social and laboral risk for vulnerable

groups of the population.

Group C Argentina, Uruguay, Venezuela, Chile, Panamá,

México, Costa Rica.

∙ Maintainment and bettering planning and

management of public health services.

∙ Solving specific problems related to

industrialization.

∙ Development of centers of investigation of public

health.

∙ International alliances the allow providing

support for the development of public health to

the countries in categories A and B.

Table 1. Classification of Latin American and Caribbean countries in their health development by the (Banco
Interamericano de Desarrollo), BID.
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In accordance with this classification, it is evident that there are various Latin American and
Caribbean countries that conform the large group of developing countries and that require
economic and logistic support, along with human talent, in order to better the public health
conditions for their populations. In this context, the Nursing Professionals, like other profes‐
sionals in the area of health, contribute permanently and continue the strength of the work
that facilitate the accomplishment of this objective.

3. Current challenges in the face of public health for the Nursing
Professional

World-wide life expectancy increases, even for the communities of developing countries. In
the last five decades, it has increased the number of years that each person lives. Between
1950 and 1990 the life expectancy at birth was 46.5 years on average, and by 2002 it was 65.2
years. In 2011 the life expectancy for countries like Monaco was 90 years, and for developing
countries, like South Africa, it varies according to the public between 39 and 48 years. For
the region of Latin America and the Caribbean it varies between 68 and 75 years. The aver‐
age life expectancy has important differences between developing countries with high mor‐
ality and those with low morality. The life expectancy has increased in recent decades for
almost all the countries of the world. The socio-economic support of each one of the nations
has a direct relationship with the conditions of public health and the quality of life that their
residents can access. Congruently with this, the actions of the Nurse also have links to the
technological and scientific developments in each country, which in turn interacts with the
distribution that is intended for public health care. [4]

The increase in life expectancy registered in the first half of the 20th century in developing
countries was a result of a rapid descent in the rates of mortality, particularly of mother and
child, and attributable to infectious diseases in infancy and the first steps of adulthood. The
access to a dwelling, some sanitation services, and an education of the best quality, the ten‐
dency to form more reduced families, increased income and the adoption of public health
measures, like the immunization against various infectious diseases, contribute in an impor‐
tant way to what Public Health has called an epidemiological transition. In many develop‐
ing countries this change began approximately 100-150 years ago. In some places, for
example in Japan, the transition began later, although more recently their rhythm has ad‐
vanced rapidly. And in many developing countries, it began even later and still has not con‐
cluded, as is the case in the majority of developing countries. [5]

This population dynamic has implied, for the public health professional, a better and greater
scientific foundation to everything related to public health practices, tending to preserve the
conditions of health, controlling the conditional factors, and tending to actions that favor the
development of actions in public health for the prevention of diseases and the promotion of
health. The increase of the quality of life has a profound relationship with the academic
plans of the universities to fortify the Nursing Professional from their undergraduate forma‐
tion. Especially in developing countries, practice has been backed and supported by the

Current Topics in Public Health204

World Organization of Health. This panorama leads to the attention of the nurse currently
projected to the elderly population, since its mandatory increase brings care to the chronic
and degenerative diseases which undoubtedly constitutes one of the major challenges to the
nursing professional.

Figure 1. Repercussions of the increase in life expectancy from birth over the activities of the public health professional.

Other current challenges to public health and in the development of nursing care to the pop‐
ulations should face statistics about mortality that many developing countries considerably
underestimate the attributable weight of no transmissible diseases in adults, excluding the
health problems of nonfatal consequences like depression or vision disorders. In the case of
depression, more than that of vision, they can cause an increase in mortality. One method of
utility to synthetically express the burden consists of calculating the number of years adjust‐
ed to the disability (AVAD), indicator that combines years of life lost due to premature
death (APP) and the years lost to the disability (APD) [6]. It could be said that one AVAD is
equivalent to one year of “Healthy Life” lost, and the burden and that the burden of disease
as well as indicates the difference between the state of health of a given population and a
global population normative reference with high life expectancy in perfect health. In terms
of AVAD, 35% of the total years of healthy living lost in 2011 in the world should have been
to diseases, injuries, and from external causes suffered by children less than 15 years, many
of them preventable, nearly 50% of the pathologies and external injuries suffered by adults
between 15 and 59 years. [6]. All of these components permit review and make new proposi‐
tions to better the indicators through direct interventions to these specific populations, with‐
out losing sight of the rest of the population.

It has also constituted an important challenge for public health in developing countries, in‐
fantile supervision that currently continues to play an important role in the international
health agenda. [7]. Since about 91% of deaths of children under 15 that occur in the world
occur in children who have not completed five years, and in developing countries. Equally,
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international forces have aimed to comprehend the magnitude of the sanitary challenges
that that face adults in developing countries, even those that do not accomplish changes in
the epidemiological profiles that are expected and projected, while the health of the adult
population has had a broad advance in rich countries, which have also reduced, remarkably,
premature mortality in children. Undoubtedly so many in developing countries as in the na‐
tions in development of health professionals have participated, with the rest of the disci‐
plines of health sciences, in the marathon task of combatting preventable diseases, many of
those no preventable, through the programs, plans, and policies of public health that imply
the direct work with the communities and addresses from planning and projection of the in‐
stitutions and health authorities.

The formulations of these policies, plans, and programs for health workers and for involved
populations can only are sized by indicators of public health. The construction and manage‐
ment of training required from undergraduate education, however in many developing
countries, the nursing professional is found as limiting the inadequate record management
which is based on the construction of the indicators. This situation in many developing
countries as another of the challenges for the nursing professional, that works in public
health, not only as a proposal of betterment to the quality of information, but rather, as the
projection of reliable data in which they can base the making of governmental decisions to
solve the difficulties of the health of the community.

4. Actions of the nursing professional in the monitoring of public health

The monitoring of public health for the majority of developing countries involves oriented
actions for the changes in the management of intervention strategies for the pathologies of
major prevalence in each one of them. The nursing professional, as a leader of many of the
work teams that develop this monitoring, know and size the pertinent ways and effective
activities that favor the factors of protection for the subject population of the monitoring.

The nursing professional, in conjunction with other health professionals, performs an analy‐
sis of the situation of health of the population, figure 2. To start the process with this public
health surveillance of a particular event, it takes a first step to review the available scientific
literature on the event, given the evidence shown so far to manage the disease in question.
Then, analyses data collected product information on the population being monitored with
this information produces a statistical analysis in order to formulate a diagnosis of the situa‐
tion and proposals for intervention, which must be accepted from the political, by adminis‐
trators public health, from the technical to facilitate the planning and execution finally
implemented by the operating personnel monitoring, implemented the proposed interven‐
tion program or intervention is made of its effectiveness that triggers a new decision-making
on the event subject to public health surveillance.

Each of the countries annually conducts a review of its health indicators, in order to estab‐
lish the conditions that during the next year will be the subject of public health surveillance.
According to WHO guidelines, World Health Organization, every nation does tracking
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events most prevalent during the previous year, indicating that for many of these, such sur‐
veillance may differ from year to year and between different developing countries. While
analyzing the different surveillance systems in public health, is often found that among
them, there are periods in which the monitoring pathologies are very similar, or at least of
the same group.

Figure 2. Sequence of the monitoring in public health.

These types of interventions contribute significantly in changing handling the morbidity
and mortality, and also promote relevant changes in the behavior of populations which ulti‐
mately leads to better quality of life, greater number of years of healthy life and productive
impact on the social and economic transformation. [8]

5. The determinants of public health in developing countries

The determinants are a set of conditions of health and disease in individuals and communi‐
ties. In 1974 when the Minister of Health Canada, (developed country), Lalonde analyzed
the determinants of health, created a public health model, to improve the health of its inhab‐
itants, which was later extended to the other countries. [9]. According to this model is con‐
sidered that the level of health of a community is determined by four variables:
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Determinants of Health Components of the determinant

Human Biology Genetic and aging

Environmental: ∙ Biological contamination

∙ Virus

∙ Micro-organisms

∙ Bacteria

Atmospheric Contamination

∙ Noise

∙ Vibrations

∙ Radiations

Chemical Contamination

∙ Sulfur Oxide

∙ Fertilizers

∙ Pesticides

∙ Heavy Metals

Psycho-Social & Socio-Cultural Contaminations

∙ Stress

Lifestyles

(Unhealthy Habits or Behaviors)

Sedentariness

Consumption of drugs, including tobacco

Excessive consumption of foods rich in fats and carbohydrates

Dangerous or reckless driving

Misuse of health care services

Aggressiveness

Health care assistance system Quality

Gratuity

Coverage

Table 2. Determinants of the health and its components, according to Lalonde.

Among these determinants of health, which currently provides more weight to determine
the presence of health or disease in the context of public health especially in developing
countries, is the behavioral or lifestyle, and is in this in which nursing professionals have
greater opportunity to achieve major changes. Habits such as sedentary lifestyle can be
changed when the professional who leads the activities of prevention and promotion does
impact the transformation of personal and community behaviors towards developing guid‐
ance and exercise routines and physical activity, for weight loss, improving physical func‐
tions and therefore reduction of chronic diseases such as hypertension, diabetes,
musculoskeletal problems. Also against the use of drugs and the nurse is of high importance
in developing countries, where often vulnerable community has no easy access to medical
specialist or general practitioner, is when the professional nursing can deploy activities es‐
tablished in the public health policies of each country, in order to minimize the use of these
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drugs, in no way easy, but certainly in which we must continue working to make an impact.
Undoubtedly many times with little or community receptiveness of the individuals involved
in the process. As for the excessive consumption of foods high in fats and carbohydrates, ev‐
ery day the situation becomes more complex, since developed countries have high experi‐
ence in this matter and its impact on developing countries make greater proportion through
mass media. There are a growing number of people involved in processes of malnutrition,
mostly by overweight, which ends in a high proportion suffering from preventable diseases
such as hypertension and diabetes, whose morbidity is increasing every day with dire con‐
sequences on individuals and communities. Reckless attitudes, both when driving as aggres‐
sive, increasingly number within the young population, are one of the causes of high
morbidity and mortality, as many of these actions are outcome externally caused injury to
lethality, or in many cases with severe and irreversible damage to those who are involved in
such actions, which is not always a direct relationship between the injured and recklessness,
as the injuries often have nothing to do with the process and suffer damage, being close to
the subject reckless. In addition to the above, the nursing professional is a low adherence to
the programs established in each of the countries and few support tools to increase it or mo‐
tivate. However, given the professional scientific technical preparation in nursing, is always
ready to ride new strategies, develop innovative new plans or promote public health poli‐
cies aimed at decreasing the risks and harms associated with these.

Undoubtedly the best actions against determinants of public health should be geared to‐
ward the prevention of disease and promotion of health and the professional in this field
has been developing permanent nursing actions, primary health care has a high impact on
developing countries, actions addressed by properly targeted and highly competent profes‐
sionals in the field, make an impact in a relevant and timely information on the magnitude
of the problem.

The greatest weight in determining public health, such as behavioral, environmental and the
system or health services are largely modifiable factors, at least theoretically, and therefore
the actions of public health should be routed to this change. Another important feature of
these determinants is that they are influenced by social, within which the economy, culture
and social development are highly relevant. [10].

6. Relevance current of the environmental determinant

Environmental risks and their impact on health are becoming increasingly important. In the
twentieth century, the UN in 1984 structured the commission for the Environment Manage‐
ment and Development was held in 1987 and the Tokyo Declaration, which was attended by
most of the countries interested in environmental preservation and implementation of pre‐
ventive measures this level, the publication of the Brundtland, Gro Harlem, in the Rio sum‐
mit, 1992, gave guidelines in Agenda 21, sustainable development project that enabled
decisive actions for developing countries such as sustainable cities and towns, 1994. By 2002
at the Johannesburg summit, it became clear the negative impact of many of the measures
proposed and implemented by the various nations.
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drugs, in no way easy, but certainly in which we must continue working to make an impact.
Undoubtedly many times with little or community receptiveness of the individuals involved
in the process. As for the excessive consumption of foods high in fats and carbohydrates, ev‐
ery day the situation becomes more complex, since developed countries have high experi‐
ence in this matter and its impact on developing countries make greater proportion through
mass media. There are a growing number of people involved in processes of malnutrition,
mostly by overweight, which ends in a high proportion suffering from preventable diseases
such as hypertension and diabetes, whose morbidity is increasing every day with dire con‐
sequences on individuals and communities. Reckless attitudes, both when driving as aggres‐
sive, increasingly number within the young population, are one of the causes of high
morbidity and mortality, as many of these actions are outcome externally caused injury to
lethality, or in many cases with severe and irreversible damage to those who are involved in
such actions, which is not always a direct relationship between the injured and recklessness,
as the injuries often have nothing to do with the process and suffer damage, being close to
the subject reckless. In addition to the above, the nursing professional is a low adherence to
the programs established in each of the countries and few support tools to increase it or mo‐
tivate. However, given the professional scientific technical preparation in nursing, is always
ready to ride new strategies, develop innovative new plans or promote public health poli‐
cies aimed at decreasing the risks and harms associated with these.

Undoubtedly the best actions against determinants of public health should be geared to‐
ward the prevention of disease and promotion of health and the professional in this field
has been developing permanent nursing actions, primary health care has a high impact on
developing countries, actions addressed by properly targeted and highly competent profes‐
sionals in the field, make an impact in a relevant and timely information on the magnitude
of the problem.

The greatest weight in determining public health, such as behavioral, environmental and the
system or health services are largely modifiable factors, at least theoretically, and therefore
the actions of public health should be routed to this change. Another important feature of
these determinants is that they are influenced by social, within which the economy, culture
and social development are highly relevant. [10].

6. Relevance current of the environmental determinant

Environmental risks and their impact on health are becoming increasingly important. In the
twentieth century, the UN in 1984 structured the commission for the Environment Manage‐
ment and Development was held in 1987 and the Tokyo Declaration, which was attended by
most of the countries interested in environmental preservation and implementation of pre‐
ventive measures this level, the publication of the Brundtland, Gro Harlem, in the Rio sum‐
mit, 1992, gave guidelines in Agenda 21, sustainable development project that enabled
decisive actions for developing countries such as sustainable cities and towns, 1994. By 2002
at the Johannesburg summit, it became clear the negative impact of many of the measures
proposed and implemented by the various nations.
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Given the importance of ozone for the protection of the health of the population in 1985 was
conducted Vienna Convention for the Protection of the Ozone Layer. In 1987 and looking to
delve on the issue and improve control strategies on the environment was held the Montreal
Protocol. In 1992 took place the framework convention on climate change. In 2000 was held
the Millennium Summit goals within this one was directed to the proper environmental
management. In 2005, achieving the Paris Declaration and the Kyoto Protocol, making each
of these conventions and protocols important advances in the analysis of the risks that the
environment can offer to the health of the population and in the population decisively vul‐
nerable. Within the management of environmental issues and their relationship to commun‐
ity health, waste sub has taken a leading role, the Basel in 1989, with amendments in 2011,
Rotterdam in 1998, Stockholm in 2001. [11] Parallel to this international action each country
has developed its own rules, as support and adjustment to international component. From
this collaboration have also developed a series of international cooperation agendas that di‐
rectly or indirectly benefit the health of communities.

The 61st World Health Organization, in 2008, noting with concern the findings of the Inter‐
governmental Panel on Climate Change regarding the effects of rising temperatures on the
planet and their involvement in some aspects of human health; besides providing estimated
that climate change begins to have negative net global effect on human health, especially in
developing countries, small island developing States and least vulnerable local communities
capacity to prepare for such a change and adapt to it; and that the estimated exposure to
climate change affects the health status of millions of people as a result of increased malnu‐
trition, mortality, morbidity and injury due to extreme weather events, the burden of diar‐
rheal disease and the frequency of cardiopulmonary diseases, as altering the distribution of
some infectious disease vectors; also found that climate change hinders the achievement of
the Millennium Development Goals, including the goals for health, undermining the efforts
of the Secretariat of the 60th World Conference and Member States to improve public health
and reduce all health inequalities globally. It recognized the importance of addressing time‐
ly health consequences of climate change due to the cumulative effects of emissions of
greenhouse gases, and recognized that solutions to the health impacts of climate change
should be seen as a joint responsibility of all States, and that developed countries should as‐
sist developing countries in this regard. The conference found the importance of strengthen‐
ing health systems in order to provide them with the ability to address both gradual
changes and sudden shocks is a key priority for the correction of direct and indirect effects
of climate change on health. [12]

Certainly the environment is a very important factor in the development of strategies and
public health, both understood in the traditional sense (physical and biotic environment), as
in the socio-cultural sense. One of the outstanding features of the new public health is the
attention given to environmental factors and their relationship to human health.

Environmental management has been a rediscovery of community needs, which has al‐
lowed public health to explore and understand the importance of prompt and effective in‐
tervention to facilitate the development of a balanced and healthy relationship. In these
respects, the story has changed since a few decades ago the environmental component was
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completely ignored and roomy ignorance of its effects on the development of certain diseas‐
es. [13]

Models Description

Biocentrism Currently the environment is understood as part of the conditions

around the man, who is an element of the context, in interaction

with all the biotic (living) and physical surrounding

Systemic view Conception of the environment as a system with different levels of

complexity:

∙ Biosphere: relates to the nature and everything which has life

∙ Technossphere: system of man-made structures that assist the

biosphere

∙ Sociosphere: set of institutions to regulate human creation

developed internal relations, social (public, religious, etc.).

Development of an environmental ethic In recent years environmental ethics has emerged as the everyday

moral philosophy. It is a line of thought and action experienced as

commitment for action in contravention of the system balance.

This ethic is based on solidarity in which the man found with the

privilege level of nature, should be responsible for it.

Sustainable development model Facing the expansionist model of unlimited growth of the

industrial product and technology development, new knowledge

of the natural resource exhaustibility and irreversible dynamics of

any system, requires rethinking and growth patterns of behavior,

not substantiated exclusively economic parameters, but more

consistent with respect to all forms of life and the development of

greater quality of education.

Table 3. Environmental Models.

For the XXI century one of the biggest environmental challenges the decision of what consti‐
tutes equitable North-South, or what in other contexts is called operator-exploited.

The social, cultural and health of the various treaties, conventions and international agendas
have shown the importance of resolving the Needy present without compromising the abili‐
ty of future generations’ development, thus giving the opportunity for each company to re‐
solve their own conflicts towards the environment. [14] According to this approach should
be a basic balance between the environment and community health, to achieve this is essen‐
tial, consider some elements:

• Population Stabilization: population control

• Efficient use of natural resources

• Reduction of residual contamination
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• Reduction of greenhouse effects and climate changes

• Implementation of situational benefit to everyone

• Define environmental limits

• Debugging the concept of market economy

• Formation and social/cultural changes

It is perhaps this last element in which greater prominence has taken the role of public
health and with it the number of commitments and activities to be performed by the nursing
professional in each of the developing countries. One of the most important things is educa‐
tion consisting of habitat management in children and young populations, which in most
cases constitute multipliers at family and community.

Caring for the environment as part of public health responsibility involves some approaches
of social, environmental activities and programs must address ecological variability, sustain‐
ability in the social, economic viability as a sustainable solution in the short, medium and
long term.

Global environmental problems should be assessed against public health. The environmen‐
tal issue is not limited to pollution, however covers a range of circumstances in which most
of the time, people generate damage on the environment, which may be irreversible and
against which you have to face the consequences and suffer damage from these.

Some of the most relevant issues regarding health of people are, the population explosion,
the human being on the planet has grown in an uncontrolled dimension and most people on
earth live in developing countries. About 1.4 million people lack food, which leads to major
health problems as malnutrition triggers a series of important diseases in the human popu‐
lation. Deforestation, in which between 60 and 70% of the world's forests have been de‐
stroyed, with the unfortunate consequences that it brings to the environment and health of
people. The increasing desertification, with consequences such as reduced water, the extinc‐
tion of animal and plant species, increased mineral consumption, increased air pollution, de‐
struction of natural heritage, cultural and technical-artistic, increased armed conflicts and
the use of weapons that also affect the environment.

From the perspective of public health must take into account that people like all living
things depend on a complex set of environmental factors. Humans occupy various environ‐
mental systems with characteristics and specific environmental characteristics:

• The environment is not only physical and biological, but also sociocultural.

• The human being is capable of modifying the physical and biological environment to suit
your needs.

These changes may be accompanied by alterations of the natural balance with environmen‐
tal damage and extent of individual and community health as well as quality of life.

Against this background the institutions public health regulators propose lines of action to
minimize the damage and initiate protection activities, for which studies are required to
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strengthen the evidence and to protecting the environment, such research should be orient‐
ed physical health and the environment, integrating aspects as abiotic air Pollution, contam‐
ination of water, soil and food, contamination by radiation, noise pollution, health studies
and biological environment as subtopics biotic pollution, communicable diseases and the
study of health and socio-cultural environment. This interaction supported policies that will
raise the level of quality of life. In relation to this issue include the great interest of the pro‐
fessional training institutions in Nursing, for educational interventions to strengthen knowl‐
edge and stewardship of the environment. [14]

7. International cooperation for public health

It is clear that at present the only way forward in health policies and programs of adequate
and timely scope is establishing cooperation networks. In the case of public health, coopera‐
tion must answer a global need, where the greatest needs are located in developing coun‐
tries. Their viability depends on the strengthening and integration of countries and
organizations assigned by them to support processes that manage work schedules and coor‐
dinated sets. The internationalization of needs and finding a solution encourages technologi‐
cal development, common economic interests and interaction processes, if international
cooperation is conceived as a strategy to strengthen each of the countries, the possibility of
financial support, technical and scientific and logistics by developed states, to developing
countries, improve public health perspective in the current context. [15]

Shared knowledge between countries, given that between them there are different degrees
of development over public health is an aspect that motivates the approach for the develop‐
ment of projects in which the consideration of collective agreements, is seen as a point of
starting to close the gap between actors, international cooperation in order to strengthen
public health milestones evaluates and transforms impact on communities, especially the
vulnerable, for obvious reasons that belong to the neediest countries.

It should be noted how the experience of international cooperation in public health has al‐
lowed this to be inserted into other activities on international scientific cooperation, net‐
working of knowledge about health issues, as their understanding of the ethical issues and
the appropriation of knowledge have led to the accompaniment of cooperative work in sev‐
eral developing countries, and on whose initiative has worked to expand such cooperation.

The importance of expanding international cooperation areas to strengthen relations devel‐
opment and integration of public health with the scientific community in several countries is
a matter of the internationalization policy not only health but also of science and that be tak‐
en as strategic perspective and long range. This internationalization strategy favors public
health community institutions like health administrators and forming human resources,
which is important to include all disciplines in the health sciences. Internationalization in
public health is a context that relates unfailing capacity of each country, its institutions and
networks that are formed between them for a more effective dialogue, however refers there‐
fore to a scenario international cooperation highly competitive and complex. [16]
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the use of weapons that also affect the environment.
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• The human being is capable of modifying the physical and biological environment to suit
your needs.

These changes may be accompanied by alterations of the natural balance with environmen‐
tal damage and extent of individual and community health as well as quality of life.

Against this background the institutions public health regulators propose lines of action to
minimize the damage and initiate protection activities, for which studies are required to
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strengthen the evidence and to protecting the environment, such research should be orient‐
ed physical health and the environment, integrating aspects as abiotic air Pollution, contam‐
ination of water, soil and food, contamination by radiation, noise pollution, health studies
and biological environment as subtopics biotic pollution, communicable diseases and the
study of health and socio-cultural environment. This interaction supported policies that will
raise the level of quality of life. In relation to this issue include the great interest of the pro‐
fessional training institutions in Nursing, for educational interventions to strengthen knowl‐
edge and stewardship of the environment. [14]

7. International cooperation for public health

It is clear that at present the only way forward in health policies and programs of adequate
and timely scope is establishing cooperation networks. In the case of public health, coopera‐
tion must answer a global need, where the greatest needs are located in developing coun‐
tries. Their viability depends on the strengthening and integration of countries and
organizations assigned by them to support processes that manage work schedules and coor‐
dinated sets. The internationalization of needs and finding a solution encourages technologi‐
cal development, common economic interests and interaction processes, if international
cooperation is conceived as a strategy to strengthen each of the countries, the possibility of
financial support, technical and scientific and logistics by developed states, to developing
countries, improve public health perspective in the current context. [15]

Shared knowledge between countries, given that between them there are different degrees
of development over public health is an aspect that motivates the approach for the develop‐
ment of projects in which the consideration of collective agreements, is seen as a point of
starting to close the gap between actors, international cooperation in order to strengthen
public health milestones evaluates and transforms impact on communities, especially the
vulnerable, for obvious reasons that belong to the neediest countries.

It should be noted how the experience of international cooperation in public health has al‐
lowed this to be inserted into other activities on international scientific cooperation, net‐
working of knowledge about health issues, as their understanding of the ethical issues and
the appropriation of knowledge have led to the accompaniment of cooperative work in sev‐
eral developing countries, and on whose initiative has worked to expand such cooperation.

The importance of expanding international cooperation areas to strengthen relations devel‐
opment and integration of public health with the scientific community in several countries is
a matter of the internationalization policy not only health but also of science and that be tak‐
en as strategic perspective and long range. This internationalization strategy favors public
health community institutions like health administrators and forming human resources,
which is important to include all disciplines in the health sciences. Internationalization in
public health is a context that relates unfailing capacity of each country, its institutions and
networks that are formed between them for a more effective dialogue, however refers there‐
fore to a scenario international cooperation highly competitive and complex. [16]
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In the process of international cooperation in public health include the generation of new
ways of working around the synergy of processes that encourage interaction and communi‐
cation of each of the countries involved. This implies that for health care organizations as
well as for generating knowledge in public health aspects, integration into the opportunities
and international scientific cooperation mechanisms represent a strategic position within the
multilateral schemes and initiatives within each country to work together around the na‐
tional public health agendas.

Many national research networks in Health Policy and Systems, at the level of individual
developing countries are interested in advancing their maturation and consolidation proc‐
esses for each of their countries. Within the process of international cooperation for public
health has been proposed to increase the efficiency of capacity to respond effectively to
those in need of intervention and research and participatory development in achieving na‐
tional and international studies of the impact of health policies with social relevance.

Although the network approach achieves through its leadership role in the determination of
public policy in the sector, it is proposed to endogenously maintain permanent meetings, fo‐
rums and meetings with experts, using various scenarios academics to discuss health issues
public in the country.

Each of  developing countries  has  been developing an agenda for  international  coopera‐
tion that facilitates individually and jointly meets the challenges facing the public health
and  promoting  management  processes  supported  by  most  developed  countries,  thus
opening  opportunities  innovation  associated  with  research,  innovation,  technology  and
therefore the scientific development related to public health. Vitalize the national agendas
from scenarios  decision making process  and stakeholders  with high social  commitment,
since  this  interaction  of  the  endogenous  progresses  toward  the  exogenous,  when
strengthens systematization of  processes of  each country,  as  evidence for  informed con‐
solidated action and social management, to develop public health research at the national
level,  can  move  easily  in  the  interaction  with  other  states.  Many  of  these  developing
countries,  through international cooperation involving public health in their agendas,  is‐
sues like: The Millennium Development Goals, the fight against the world drug problem,
environmental  protection,  reproductive  health,  nutrition,  occupational  health,  social  rec‐
onciliation and governance. The search for the consolidation of domestic and internation‐
al  alliances  to  achieve  reduces  social  inequalities  and  promotes  the  development  of
public health, has become a joint effort. As evidenced by the needs of these populations
the  work  of  professional  nursing  responsibly  supports  the  development  of  themes
through actions  relevant  to  each community.  Reducing poverty,  achieving full  coverage
in health and education, and the decline of the unemployment rate in developing coun‐
tries  achieve  progress  in  development  of  production  and  competitiveness,  not  only  in
meeting the eradication of extreme poverty and hunger, but generally towards achieving
higher  levels  of  economic  and  social  development  with  equity  and  without  exclusion,
which ultimately  benefits  significantly  to  rural  communities,  the  poverty belt,  displaced
by violence, natural events or social injustice. [17]
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8. Trajectory of public health

Only in the mid-eighteenth century the concept of health acquired a public dimension, al‐
though there are indications of community care since antiquity. The concept of public
health, as it says Gómez Arias, integrates two basic concepts, the health and "public", histori‐
cally evolved and it was necessary to gather at one time in his career.

Stage Evolutionary conception Moments

Primitive

Survival requires collective experiences. [18]

Commits primitive communities and ancient

civilizations.

Emerging notions of individual and the public.

The disease comes to the community despite its

supernatural origin.

Collective healing rituals.

Hammurabi’s Code of Laws.

The historical relationship of primitive

health.

The Jews in the twelfth century BC had

religious rituals of disease management

and its determinants.

The Egyptians, Assyrians, Babylonians and

Mesopotamians, at the same time made

similar processes versus disease

management.

Other primitive societies connected the

disease with cosmic events and thus

addressed his management from

conception religious magic.

Old

It develops the notion of the public, but the

disease and health issues remain purely individual.

Religious magical character.

Illness as a result of the forces of nature or the

spiritual powers.

Health practices preventive, had a religious magic

lasso.

Using amulets, restrooms, food or sex vetoes. [18]

Paleolithic: Individual disease

management consistent with the nomadic

life. Diseases caused by excessive physical

activity or atmospheric exposure.

Neolithic: appearance of inactivity, change

in the epidemiological profile, pest

outbreaks, malnutrition.

The Mayas: health resulting from the

coexistence with the laws of nature and

society. Diseases are the product of the

transgression of these.

Prevention is done through religious

rituals and medicinal plants.

The Jews: connection with the

performance of religious codes, standards

of prevention.

Greece: management terms as epidemic,

endemic, community health. Use of

curative and preventive medicine.

Hippocrates forerunner of medical
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public health, has become a joint effort. As evidenced by the needs of these populations
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Stage Evolutionary conception Moments

practice and medical code first recognized

to date.

Rome: Followers of the Greek medical

doctrines, innovative environmental and

community health.

China: Important development in

environmental health, individual and

collective hygiene, preventive health.

Middle Age

Setback in terms of public health, through the

influence of the dominant church.

Major pandemics, leprosy, smallpox, cholera,

bubonic plague in Europe, China, India, the

Middle East, during the XI-XIII centuries.

Phase of average age: largest urban

concentration, development of land and

sea routes, church influence on the care

component, war situations, poor

socioeconomic conditions, malnutrition

Renaissance Stage: XVII-XVIII centuries,

awakening of humanity against the

dogmas. Expansion of geographic

knowledge. Invention of printing. New

philosophical systems. Flowering of art.

Trade expansion.

Industry appearance: appearance of

anatomy, physiology, experimental

medicine, first scientific investigations,

including the field of preventive medicine

and disease control.

Modern Age

Develops between the XIV and XV, in the

Renaissance period. Appears recognition of some

conditions of risk and protection against diseases

of the time. Despite the scientific, public health

does not receive any direct benefit during this

period.

Inequality of health from other scientific

technical developments, boom of

sexuality and thus sexually transmitted

diseases.

Discovery of the natural process of some

diseases such as scarlet fever, increased

assertive diagnoses by clinical observation

and epidemiological.

Checking the relationship between cause

effects such as scurvy. Work began

addressed social interventions.

Contemporary

It extends from the Industrial Revolution to the

present day. Important advances in public health,

research, treatment, and prevention.

Commodification of health services.

In Germany, Rudolf Virchow, deepened

the study of typhus. We conducted the

first international conference on health,

which culminated a century later with the

establishment of the World Health

Organization. They originated professions
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Stage Evolutionary conception Moments

Ownership rights of citizens against the concept

of health care from the state, through public

assistance.

The epidemiological transition and health

transition.

Rise of multiple-causality.

Regulatory changes and development of social

movements against the requirement of public

health.

Alma Ata: Health for All by the Year 2000

Development and renewal of primary health care

and family medicine.

Development of community nursing. Investment

of the population pyramid. Three demographic

transitions.

such as medicine and nursing. Koch gave

rise to the creation of bacteriology

microscope. Fleming discovered penicillin

and all its possibilities starting the...

Medical era: understanding of the disease

as a preventable condition, to reduce

morbidity and mortality and improve the

living conditions.

Psycho-Social Era: advances in

psychological components, social and

ecological function of disease control.

Epidemiological Era: development of

research on health determinants.

Epidemiology as a method of knowledge

to approach the study of diseases, their

prevention and control. Statement by

WHO on the health of communities, most

especially on developing countries.

Revaluation of the impact of

environmental health in the development

of public health.

Table 4. Stages of evolutionary development of public health

Within the evolutionary development of public health this has gone through many different
stages, from the ignorance of their importance in the health-disease process, with a magical
religious development, to implementation policivas connotations for control of communica‐
ble diseases, or the commodification of health services. It is now when public health has at‐
tracted interest from all kinds of thinkers and administrators, some with the encouragement
to expand services to all communities at low cost and with high quality, in terms of expand‐
ing other economic power, some social.

But for decades to developing countries to enable them to plant objectives, reduce the health
burden from communicable diseases such as HIV-AIDS, tuberculosis, vaccine-preventable
diseases, acute respiratory infections and reduce the social and economic impact of theseRe‐
duce disease, disability and premature mortality, noncommunicable diseases such as hyper‐
tension, diabetes, kidney failure, cancer, dental gold diseases, mental illness and injuries
from external causes such as domestic violence, accidents transfixed, the trauma. Reduce the
risk factors associated with the disease burden, through habits and healthy lifestyles,
healthy nutrition, reduction or elimination of smoking habits, alcohol, psychoactive sub‐
stance use, increased physical activity, weight control, sexual behavior safe and responsible.
Reduce morbidity and mortality through all life cycles. [19, 20, 21] Reduce inequalities in
health for the entire population. Protect the health of the population through the improve‐
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ment of the environmental conditions and the assurance of food safety. Strengthen psycho‐
social protection for the entire population. Strengthen the institutional health. Improve the
quality of health care for all communities, with priority for the vulnerable. Strengthen the
health sector response to disasters, emergencies and epidemics. Strengthen public health
components for the entire population. Governments are committing to free health, public
and affordable and accessible to all. [22, 23, 24]

9. The nursing professional in public health

Nursing care is the science of human health. The nurse dedicated his professional life to pro‐
viding care to people in order to maintain health and reduce the risks or potential, com‐
pared to this. The singular focus of nursing as profession and art, focusing on the study of
the response of the individual or community to a health problem as it can be presented or
looming on the situational analysis of the community, from another perspective, in addition
to the need of every human being to take care of yourself from the biological, emotional, so‐
cial and spiritual, i.e., from a holistic projection. Critical thinking is formed in which the
nurse is based on the foundation of the search for answers to questions and challenges fac‐
ing a complex situation and how to deal with this situation. Nursing practice provides
mechanisms by which the nurse uses their views, knowledge and skills to diagnose and
treat diseases wings needs or problems facing individuals or groups of the population.

Nursing care encompasses autonomous and collaborative, which lend to people of all life
cycles, families, groups and communities, sick or well, in all contexts, broadly include advo‐
cacy health, disease prevention, diagnosis and interventions to community care for the sick,
disabled and dying people, as well as for populations at risk or pathology community. Es‐
sential functions are nursing or patient advocacy community from the bioethics field, pro‐
moting a safe environment, research, participation in health policy and management of the
resources needed to promote recovery and rehabilitation strategies of patients and health‐
care systems. [25, 26]

The first theory is born with Florence Nightingale nursing, and this theory is precisely what
is closer to public health, the theorist of nursing care of the environment to provide a safe
environment for patients, explores the importance of habits hygiene to prevent disease and
preserve health, structure management plans of patients according to the support of their
families and communities. From there arose new models each with new philosophical and
epistemological contributions to understanding the nursing and care as science. Nursing in
its historical development has gone through several stages, as yet been able to focus on the
acquisition of technical and scientific knowledge in other historical moments were delegates
in other professions, has been moving in the categorization of the profession. With the pub‐
lication of the book "Notes on Nursing" by Florence Nightingale in 1852, laid the basis of
nursing as a profession, in her book Florence attempt to define the specific contributions of
nursing to health care both individual and community. Her spirit of inquiry is based on
pragmatism. The objective of the model is to preserve the patient's vital energy and based
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on the action exerted by nature on individuals place it in the best possible conditions to act
on it. Her theory focuses on the environment; she believed that a healthy environment was
necessary to apply a suitable nursing care. She says "there are five key points to ensure
health: clean air, pure water, efficient drainage, cleanliness and light." Another of her contri‐
butions refers to the need for home care nurses provide services in home care, should teach
patients and their families to help themselves to maintain their independence. Nightingale's
theory has significantly influenced other theories: Adaptation Theory, Theory of Needs
Theory and Stress.

The basis of the theory of Nightingale is the environment: all conditions and external forces
affecting the life and development of an organism. Nightingale describes five major compo‐
nents of a positive or healthy environment: adequate ventilation, adequate lighting, suffi‐
cient heat, the fumes control and noise control. To Nightingale physical environment
consists of the physical elements in which the patient is treated, such as ventilation, temper‐
ature, hygiene, light, noise and elimination. For Nightingale psychological environment can
be adversely affected by stress and Nightingale as the social environment that includes clean
air, water and proper disposal involves collecting data about the disease and prevention of
it, which is one of the most important contributions to the development of epidemiological
studies in public health. [27, 28]

Another important theorist for public health nursing is Nola Pender with her "model of
health promotion". This theory identifies the individual cognitive-perceptual factors that are
modified by situational characteristics, personal and interpersonal, which results in partici‐
pation in health-promoting behaviors, when there is a pattern for action. The model of
health promotion concepts used to identify behaviors relevant to health promotion and to
integrate research findings so as to facilitate the generation of hypotheses affordable.

This theory continues to be refined and expanded in its ability to explain the relationships
among the factors thought to influence health behavior change at the community level. In
the context of this theory health is a highly positive. The definition of health is more impor‐
tant than any general statement. The person is the individual and theorizes center. Each per‐
son is defined in a unique way by its own pattern and cognitive-perceptual variables factors.
The environment described accurately with the representation of the interactions between
the factors and perceptual, cognitive-modifying factors that influence the occurrence of
health-promoting behaviors at the individual and collective.

The nurse on this theory has the responsibility to provide basic health care as care for the
communities, from the aspects of disease prevention and health promotion.

A theoretical level most nursing programs develop public health issue as a central axis with
practical theoretical approach, by raising awareness of models of public health work, the
historical evolution of this, including the primary health care, effective participation in the
development of policies, programs and health plans for communities. Paradigm shifts in
coping with the risk factors and protective factors and the determinants of health, come to‐
gether for a secure training of nurses with expertise in being, knowing and doing, which fa‐
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The first theory is born with Florence Nightingale nursing, and this theory is precisely what
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environment for patients, explores the importance of habits hygiene to prevent disease and
preserve health, structure management plans of patients according to the support of their
families and communities. From there arose new models each with new philosophical and
epistemological contributions to understanding the nursing and care as science. Nursing in
its historical development has gone through several stages, as yet been able to focus on the
acquisition of technical and scientific knowledge in other historical moments were delegates
in other professions, has been moving in the categorization of the profession. With the pub‐
lication of the book "Notes on Nursing" by Florence Nightingale in 1852, laid the basis of
nursing as a profession, in her book Florence attempt to define the specific contributions of
nursing to health care both individual and community. Her spirit of inquiry is based on
pragmatism. The objective of the model is to preserve the patient's vital energy and based
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on the action exerted by nature on individuals place it in the best possible conditions to act
on it. Her theory focuses on the environment; she believed that a healthy environment was
necessary to apply a suitable nursing care. She says "there are five key points to ensure
health: clean air, pure water, efficient drainage, cleanliness and light." Another of her contri‐
butions refers to the need for home care nurses provide services in home care, should teach
patients and their families to help themselves to maintain their independence. Nightingale's
theory has significantly influenced other theories: Adaptation Theory, Theory of Needs
Theory and Stress.

The basis of the theory of Nightingale is the environment: all conditions and external forces
affecting the life and development of an organism. Nightingale describes five major compo‐
nents of a positive or healthy environment: adequate ventilation, adequate lighting, suffi‐
cient heat, the fumes control and noise control. To Nightingale physical environment
consists of the physical elements in which the patient is treated, such as ventilation, temper‐
ature, hygiene, light, noise and elimination. For Nightingale psychological environment can
be adversely affected by stress and Nightingale as the social environment that includes clean
air, water and proper disposal involves collecting data about the disease and prevention of
it, which is one of the most important contributions to the development of epidemiological
studies in public health. [27, 28]

Another important theorist for public health nursing is Nola Pender with her "model of
health promotion". This theory identifies the individual cognitive-perceptual factors that are
modified by situational characteristics, personal and interpersonal, which results in partici‐
pation in health-promoting behaviors, when there is a pattern for action. The model of
health promotion concepts used to identify behaviors relevant to health promotion and to
integrate research findings so as to facilitate the generation of hypotheses affordable.

This theory continues to be refined and expanded in its ability to explain the relationships
among the factors thought to influence health behavior change at the community level. In
the context of this theory health is a highly positive. The definition of health is more impor‐
tant than any general statement. The person is the individual and theorizes center. Each per‐
son is defined in a unique way by its own pattern and cognitive-perceptual variables factors.
The environment described accurately with the representation of the interactions between
the factors and perceptual, cognitive-modifying factors that influence the occurrence of
health-promoting behaviors at the individual and collective.

The nurse on this theory has the responsibility to provide basic health care as care for the
communities, from the aspects of disease prevention and health promotion.

A theoretical level most nursing programs develop public health issue as a central axis with
practical theoretical approach, by raising awareness of models of public health work, the
historical evolution of this, including the primary health care, effective participation in the
development of policies, programs and health plans for communities. Paradigm shifts in
coping with the risk factors and protective factors and the determinants of health, come to‐
gether for a secure training of nurses with expertise in being, knowing and doing, which fa‐
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cilitate development of strengths that allow populations to manage their health components
from its own needs. [29, 30, 31]

Nursing as a profession, in a holistic way is inclusive of the strengths, opportunities, needs
and threats to the community is exposed, evaluates to base diagnoses and plans to raise
from the educational interventions, the practical and political order improve the quality of
life of the population to their work. It strengthens trans interdisciplinary work, as in the in‐
ter integration.

10. Conclusion

Nursing professionals within our academic role, research, and administrative assistance, we
focus on the daily work to the attention of the people to provide public health care consis‐
tent with the needs of communities, the environment and the conditions existing at the time
participate in the work. One of the opportunities that are currently nursing professionals is
fresh out of training and development of skills in all matters relating to primary health care,
including education as a tool to strengthen social development, is a permanently open door.

Public health has been established for professional nursing in a working strategy with wide
projection. Population dynamics, environmental, socio-economic conditions, among many
others offer the possibility of deepening concretely and specifically against the background
of each of the populations, their needs and finding efficient solutions to achieve the desired
changes and eventually support the prolonging life years in good condition and excellent
quality of life.

However for all this possibilities into the profession and the public health, we cannot ignore
the social weight that represents the life conditions of communities into development coun‐
tries specially all the topics related with health, education, work and housing. These compo‐
nents also are affected by environmental conditions, inequality and inequity facing health
services and the precarious conditions to resolve the situations of risk that they face daily.

It is important to look at the context of the work of professional nurse into public health
in  a  prospective  of  development,  integrity  and support  in  which  development  the  self-
sufficient  countries  can  support  through  economic  and  scientific-technical  alliances  to
those most vulnerable. The economy, which finally can be the more important factor for
health development support, investigation, technology, social responsibility between oth‐
ers, should have redistribution which benefits needy population to achieve the benefits of
a better quality of life.
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1. Introduction

The provision of public health depends on the availability of adequate resources. In most
nations, financing is composed of a combination of public and private funding that provides
direct support to the public health system and indirect support through the healthcare delivery
system. How much and in what ways funding is provided affects the types and effectiveness
of public health activities.

This chapter considers private and public financing of public health and the various mecha‐
nisms used to foster both from an economics perspective. This then leads to a brief description
of the way in which public policies can be used to affect change in financing public health and
subsequently in the services provided.

Public health is “the science and art of preventing disease, prolonging life, and promoting
health through the organized efforts of society.” [1] The health system should be thought of
as a broad construct that includes the political and institutional framework of each country.
More formally, the healthcare system is “the ensemble of all public and private organizations,
institutions and resources mandated to improve or restore health. Health systems encompass
both personal and population services, as well as activities to influence the policies and actions
of other sectors to address the social, environmental and economic determinants of health.”
[2] Although in some developing nations the public health and healthcare delivery systems
are difficult to differentiate, in most countries the public health and healthcare delivery systems
are distinct. Yet, what happens is one affects the other. For the purposes of this chapter, public
health encompasses the activities described by the World Health Organization (WHO) in its
essential Public Health Services Framework (Table 1).

© 2013 Turner et al.; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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nations, financing is composed of a combination of public and private funding that provides
direct support to the public health system and indirect support through the healthcare delivery
system. How much and in what ways funding is provided affects the types and effectiveness
of public health activities.

This chapter considers private and public financing of public health and the various mecha‐
nisms used to foster both from an economics perspective. This then leads to a brief description
of the way in which public policies can be used to affect change in financing public health and
subsequently in the services provided.

Public health is “the science and art of preventing disease, prolonging life, and promoting
health through the organized efforts of society.” [1] The health system should be thought of
as a broad construct that includes the political and institutional framework of each country.
More formally, the healthcare system is “the ensemble of all public and private organizations,
institutions and resources mandated to improve or restore health. Health systems encompass
both personal and population services, as well as activities to influence the policies and actions
of other sectors to address the social, environmental and economic determinants of health.”
[2] Although in some developing nations the public health and healthcare delivery systems
are difficult to differentiate, in most countries the public health and healthcare delivery systems
are distinct. Yet, what happens is one affects the other. For the purposes of this chapter, public
health encompasses the activities described by the World Health Organization (WHO) in its
essential Public Health Services Framework (Table 1).
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1. Surveillance of diseases and assessment of the population’s health and well-being

2. Identification of priority health problems and health hazards in the community

3. Preparedness for and planning for public health emergencies

4. Health protection operations (environment, occupational, food safety and others)

5. Disease prevention

6. Health promotion

7. Assuring a competent public health and personal health care workforce

8. Core governance, financing and quality assurance for public health

9. Core communication for public health

10. Health-related research.

Source: World Health Organization, www.who.org

Table 1. Ten essential public health operations (EPHOs)

This chapter conceptualizes public health financing using two economic theories: supply and
demand and resource/health optimization. The supply/demand theory maintains that as the
price of health services declines the consumption of that service will increase. The converse is
also true. If the price of a good increases the consumption of services will decrease. Resource/
health optimization refers to the idea that there is a point where the private and public benefits
(both monetary and non-monetary) from the consumption of services are exactly offset by
private and public costs (both monetary and non-monetary). Movement away from this point
means that the public health services are not worth the cost or countries would benefit from
spending more on health.

The financing of both public health and healthcare activities is essential, complex, and subject
to substantial variation. In 2010, spending data on public health expenditures alone are not
available for multi-national comparisons. By using the broad WHO definition of public health,
the data on total health expenditures can be employed as an indication of public health
expenditures, as it encompasses both public health activities and direct health services.
Spending ranged from lows of $16 (US$) per person per year in the African nations of Ethiopia
and the Congo to over $8,000 (US$) per person per year in Luxemburg and the United States
of America. [3, 4] Figure 1 shows the substantial variations in per capita health expenditures
by region in 2010. The role that the public sector adopts in financing health-related activities
is also highly uneven. For example, in 2010, government expenditures as a percentage of the
overall spending ranged from just over 11% in Afghanistan to more than 90% in Cuba,
Micronesia, and Tuvalu. [3, 4]

Not surprisingly, the substantial variations in health financing reflect the history, culture,
income, and political will of the respective countries. [5] Some opt for active participation of
the government in the organization, planning, and financing of health activities, while others
look to maximize market forces. [6] Most countries lie somewhere between the two ends of the
spectrum, where some activities like physician education or disease surveillance are managed
by the government, while others, like drug development or insurance, are left to individual
market players.
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Regardless of position on the market maximization/minimization spectrum, both overall and
government support of public health are related to the wealth of the respective countries, as
shown in Figure 2. Wealthier countries spend more on health than poorer countries. Early
estimates indicate that for every 10 percent increase in per capita gross domestic product (GDP)
health related spending increases by approximately 13 percent. [7] Similar results are demon‐
strated in Figure 2, although not to the same magnitude.

2. Mechanisms for financing

In general, health expenditures can be financed through five mechanisms- general tax
revenues, social insurance, voluntary insurance, charitable donations (also referred to as
financial aid), and individual out-of-pocket expenses. Figure 3 shows the 2007 world health
financing mechanisms by category.

Financing public health with general tax revenues is most common in more affluent, Western
countries with substantial stability. [5] In more developed countries, productivity and income
allow financing with tax revenues to occur that may exclude important educational or
infrastructure financing in less developed countries. The tax revenues generated in poor
countries are smaller and must be spread over other, important public goods. As a result, public
health efforts might be lower priority than activities pertaining to education, infrastructure,
and economic development. Moreover, the tax base and consistency required for developing,
administrating, and sustaining public health efforts often excludes very poor or transitional
economies from financing public health activities with general tax revenues.

Data source: WHO Global Health Data Repository, 2011)

Figure 1. Total Health Expenditures per Capita in 2010 (Public & Private Expenditures)
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When used to pay for public health activities, the taxes themselves are considered direct,
indirect, or excise taxes. Direct taxes are paid by individuals to governments and cannot be
avoided by behavioral or consumption decisions. By virtue of citizenship or ownership of
property, individuals must pay direct taxes. Indirect taxes are taxes on transactions that occur
within a government’s purview. Indirect taxes can be considered a tax on consumption. At the
point of sale or service the seller collects the tax from the consumer and later delivers the tax
revenue to the government. Sales taxes, value added taxes (VAT), and goods and services taxes
(GST) are examples of common indirect taxes. While indirect taxes apply to all goods or
services, excise taxes are much more specific. Excise taxes are taxes that are placed on the
production or sale of certain goods or services. They can be used by governments to change
the population’s consumption behavior by increasing the cost of a particular good or service.
For example, an excise tax on cigarettes increases the price to consumers and can be used to
generate additional tax revenue.

Figure 2. World Health Expenditures $5.3 Trillion (US$)

The tax revenue generated from direct, indirect, and excise taxes can then be designated to a
general (discretionary) fund where spending is left to legislators and leaders, or it can be
earmarked as having a very specific purpose. Spending from earmarked or specific funds is not
left to the discretion of political leaders. Both designations have implications for public health.
In instances where legislators are periodically replaced, the priorities for government spending
also change. When incumbents who favored funding public health from discretionary funds
are replaced by challengers who do not favor those initiatives, the resulting instability in public
health financing may create substantial barriers to long-term success. Financing with ear‐
marked funds avoids the disruption caused by periodic changes to government leadership but
can be subject to substantial variations in the revenue generated by taxes. For example, anti-
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smoking initiatives that are financed by an excise tax on high-sugar drinks may experience
decreased funding if public consumption of sugary drinks declines. Finally, when economies
are healthy, government programs, including public health programs, have a tendency to
expand in both scope and scale. However, given the cyclical nature of economies, tax revenues
often decline in periods of less robust growth or recession. Unless governments clearly place
public health high in the importance queue, then in periods of slower growth and reduced tax
revenues, public health initiatives may be crowded-out in favor of other activities.

Social insurance programs are mandatory insurance systems that are contributed to by em‐
ployers and employees. Rather than using primarily general tax revenues to finance health,
many developed countries have established social insurance systems for this purpose
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Figure 3. Relationship Between National Health Expenditures and National Gross Domestic Product

Often cited as a classical example of a social insurance system, Germany has developed a
minimum level of economic protection for its citizens in the form of a comprehensive system
of health, retirement, long-term care, and unemployment insurance. Financed jointly by
employers and employees, Germany’s social health insurance plays an important role in the
public health system through the advancement of disease prevention, health promotion,
resource and capital planning, and the participation in and management of disease registries,
all of which are components of the essential health operations as determined by the World
Health Organization (see Table 1). [8]

Voluntary insurance occurs when employers and/or individuals opt to purchase insurance
from private firms to mitigate a potential loss of income associated with illness or the costs of
healthcare consumption. In some countries, voluntary insurance systems are used instead of
social insurance systems to finance the health needs of large shares of the population. In the
United States, for example, voluntary insurance covers about two-thirds of the non-elderly
working population, but the exact percentage varies at any given time and tends to decrease
during periods of slow economic growth.
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smoking initiatives that are financed by an excise tax on high-sugar drinks may experience
decreased funding if public consumption of sugary drinks declines. Finally, when economies
are healthy, government programs, including public health programs, have a tendency to
expand in both scope and scale. However, given the cyclical nature of economies, tax revenues
often decline in periods of less robust growth or recession. Unless governments clearly place
public health high in the importance queue, then in periods of slower growth and reduced tax
revenues, public health initiatives may be crowded-out in favor of other activities.

Social insurance programs are mandatory insurance systems that are contributed to by em‐
ployers and employees. Rather than using primarily general tax revenues to finance health,
many developed countries have established social insurance systems for this purpose
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Often cited as a classical example of a social insurance system, Germany has developed a
minimum level of economic protection for its citizens in the form of a comprehensive system
of health, retirement, long-term care, and unemployment insurance. Financed jointly by
employers and employees, Germany’s social health insurance plays an important role in the
public health system through the advancement of disease prevention, health promotion,
resource and capital planning, and the participation in and management of disease registries,
all of which are components of the essential health operations as determined by the World
Health Organization (see Table 1). [8]

Voluntary insurance occurs when employers and/or individuals opt to purchase insurance
from private firms to mitigate a potential loss of income associated with illness or the costs of
healthcare consumption. In some countries, voluntary insurance systems are used instead of
social insurance systems to finance the health needs of large shares of the population. In the
United States, for example, voluntary insurance covers about two-thirds of the non-elderly
working population, but the exact percentage varies at any given time and tends to decrease
during periods of slow economic growth.
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Both social and voluntary insurance financing mechanisms are more associated with the
delivery of acute healthcare services than the essential operations of public health. However,
in addition to the disease management and health promotion functions mentioned in associ‐
ation with social insurance, insurance (social or voluntary) provides other contributions such
as health education and the potential for public/private partnerships. For example, AIDS/HIV
prevention and treatment require close collaboration of health care providers and public
health. Without the support from private insurers that pay private practitioners to treat those
who are ill, the tax revenue designated to AIDS/HIV alone would be insufficient to manage
this condition at the individual patient level.

Charitable donations, financial aid, and the work of non-profit organizations in the devel‐
opment and financing of public health cannot be understated. All countries, regardless of
wealth, history, or where they reside on the market maximization vs. market minimization
spectrum, rely at least to some extent on charity and non-profit organizations. Some non-profit
organizations provide the same or similar services as for-profit organizations or the govern‐
ment, while others are the sole provider of services targeting needs inadequately addressed
by for-profit organizations and government. For example, the American Diabetes Association
promotes health, educates the population and serves as a catalyst for additional research.
Similar roles are filled by the European CanCer Organization or the Heart and Stroke Foun‐
dation of Canada. These organizations meet a need in generating awareness of diseases and
providing education and resources beyond that which local and national government entities
are able to provide. Without the financial and expertise assistance provided by these non-profit
organizations, the burden placed on governments to meet domestic needs would increase
substantially on the very countries that can least afford to designate substantial government
funds to public health.

Also important, in particular for developing countries, are international financial assistance
and charity work. The funding of the international charitable work comes in three forms: non-
governmental organizations (NGOs), bilateral assistance, and multilateral assistance. NGOs are
specifically organized to be independent of government agencies and can provide everything
from acute care to financial aid and technical assistance for a particular health need or
community outreach project. Project Hope, for instance, an international NGO founded in
1958, spent $205M (US$) in 2011 to provide health education and humanitarian assistance
throughout the world. [9] The largest of the health-related NGOs, Oxfam, is an international
organization that spent €991M in 2010-2011 to remedy injustice and address the concerns of
the poor, including many public health projects. Over €660M was spent directly on program
implementation, development, and maintenance throughout the world with the highest
percentage of expenditures (12.8%) focused on Central America, Mexico, and the Caribbean
followed by South Asia (11.9%) and East Asia (9.2%). [10]

Bilateral assistance comes directly from a government agency within a single country. The
largest source of bilateral aid comes from the United States Aid for International Devel‐
opment (USAID), which spent over $8.6B in 2011. [11] However, the United States is not
alone in providing aid. Most developed countries have agencies that provide technical as‐
sistance or  financial  support.  Today,  many of  those bilateral  aid relationships are  prod‐
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ucts  of  historical  associations  that  resulted  from  the  colonialism  of  the  19th  and  20th

century.  Japan  continues  to  support  its  former  East  Asian  colonies,  while  England and
France provide aid to countries in Africa.  Although it  has not  been borne out in recent
years,  [12]  it  is  thought  that  continued pressure  on global  economic markets  may force
government  agencies  to  revisit  expenditure  levels  moving  forward.  Austerity  measures
coupled with slower economic growth may compel developed countries to balance global
public health needs with immediate and local demands.

When health financing is contributed to by multiple countries, the financial support transitions
from being a bilateral relationship to a multilateral relationship. Examples of institutions
implementing multilateral aid include the World, Asian and African Banks; UNICEF; and the
foremost international public health body, the World Health Organization (WHO). In 2012-13,
the WHO is projected to spend US$3.9B on public health initiatives ranging from reducing
HIV/AIDS and malaria in Africa, to education for leaders and technicians needed to achieve
the Millennium Development Goals and improved public health throughout Asia and South
America. [13] Initiatives in Africa, the Eastern Mediterranean, and Southeast Asia account for
the majority of WHO expenditures, with Europe, the Americas and the Western Pacific
receiving substantially less aid.

Despite the considerable amount of money contributed bilaterally, multilaterally, or via NGOs,
it is estimated that the contributions from developed countries account for less than 5% of the
total funding sources for health in developing countries. [11] Nonetheless, their importance
and impact cannot be overstated. In low-income countries (Gross National Income < $1,025
per capita), general tax revenue covers less than 40% of healthcare costs. [3] The balance of
costs in these low-income countries is made up by charitable donations, NGOs, and financial
assistance. Considering that there are no voluntary or mandatory social insurance programs
in many developing countries, external funding contributes over 50% of the total health
financing in some countries. In Sub-Saharan Africa, for example, 54% of healthcare is provided
by NGOs, multinational health efforts, or individual government development agencies. [3]

Finally, even in developed countries with universal or near universal health coverage,
individual or out-of-pocket payments represent an important mechanism of health financing.
These payments can take the form of payment-in-full for a particular service, or they can be
related to cost sharing instituted by insurance or government plans (in the form of deductibles,
copayments, and coinsurance). The economic theory of supply and demand mentioned earlier
applies here. By instituting or increasing out-of-pocket payments for health, individuals will
consume fewer services. Moreover, and more problematic for consumers, out-of-pocket
payments require consumers to weigh the potential benefits of a good or service with the costs
in an uncertain environment where there are multiple, competing priorities. Consumption
may make the individual healthy or it may not. Figure 4 shows how the price paid by indi‐
viduals shifts from P* to P** as individuals face a higher price. The higher price intersects the
demand curve at a point closer to the vertical axis. This point is associated with fewer services
being consumed and a decrease in the total healthcare expenditures. The desire to hold down
health costs must be balanced with providing access if the health service being offered is a
normal, private good. When the good is considered private, the consumption of the good
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Both social and voluntary insurance financing mechanisms are more associated with the
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reduces the availability to others and can even exclude individuals who do not have the ability
to pay. For example, in a country where markets are used to disperse healthcare, an individual
who injures his or her knee and requires an x-ray is consuming a private good. By using the
x-ray machine and spending time with the doctor, the availability of the doctor and x-ray to
screen other patients becomes more limited. Direct out-of-pocket payments further limit (or
exclude) those who are unable to pay for services or those who place greater weight on other
priorities. As a result, direct, out-of-pocket payments for healthcare services can be a substan‐
tial barrier to obtaining services and improving health. Research indicates that out-of-pocket
payment can become a substantial barrier when they exceed 20% of total health expenditures.

Excludable Non-excludable

Rivalrous

Private Goods

(Example: Acute care where individuals are

responsible for a portion of the cost of care)

Common Goods

(Example: Clean water campaign where the

demand for clean water is greater than the

supply)

Desirable Financing: Tax, Social Insurance,

Voluntary Insurance, Financial Aid (Charity), and

Out-of-Pocket (limited)

Desirable Financing: Tax, Social Insurance,

Financial Aid (Charity)

Non-Rivalrous

Club Goods

(Example: Healthy eating campaign that

specifically targets breast feeding mothers)

Public Goods

(Example: Radio campaign increasing the

awareness of the dangers associated with

smoking)

Desirable Financing: Tax, Social Insurance,

Voluntary Insurance, Financial Aid (Charity), and

Out-of-Pocket (limited)

Desirable Financing: Tax, Social Insurance,

Financial Aid (Charity)

Table 2. Classification of healthcare goods

Price

P**

P*  Demand Curve

Q** Q*           Quantity

Figure 4. Impact of Rising Prices on Consumption of Public Health Goods
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Financing public health initiatives with out-of-pocket payments may not lead to the most
desirable outcomes. First, many public health enterprises look to maximize consumption
(disease management programs, health promotion efforts, or other such activities) by remov‐
ing the very barriers to participation that out-of-pocket payments present. Second, financing
health with out-of-pocket payments indicates what individuals are willing to pay for a service
and the consumption at that given price. It does not, however, necessarily optimize the health
of the total population served. In fact, there may be no relationship between the level of services
consumed and the health outcomes of either an individual or a population. Third, there are
public health efforts to improve air quality, disseminate knowledge, protect parks and open
spaces that are not normal, private goods but public goods. These goods are non-exclusive and
non-rivalrous, which means that all individuals have access to the good and the use of a good
by an individual does not reduce the availability for others to consume the same good.
Charging individuals for consumption of these public health goods is logistically difficult and
doing so would transition the good into having all the respective disincentives to consumption
that private goods carry.

The traditional spheres of public health include common goods and club goods in addition to
public and private goods. Table 2 shows how these concepts apply to public health. Common
goods or services are those to which everyone has access but of which there is a limited supply.
The challenge when allocating and financing common goods is to find a mechanism that is
equitable or maximizes the utility of the program, or, ideally, both.

Allocating common goods based on what individuals are willing to pay for out-of-pocket
carries with it all of the same disincentives discussed earlier. As a result, common and public
goods should be financed with tax revenue or some charitable/financial aid.

Public health goods that are considered club goods are inversely related to common goods.
There is sufficient supply to meet the need but access may be limited. While the limitation may
be a result of willingness to pay, the more common scenarios are those where a targeted or
vulnerable population would disproportionately benefit from the public health intervention.
Rather than canvas an entire population, attempts are made to maximize the effectiveness of
efforts by limiting the population to those who derive the greatest benefit. Club goods can and
have been financed with out-of-pocket payments (if the perceived benefit clearly outweighs
the cost), but participation and program penetration are improved with tax financing, social
insurance, and financial aid that does not carry disincentives to participation.

3. Policy implications

If the promises of WHO’s Millennium Development Goals1 and improved public health are to be
realized, then substantial changes must be made in how countries finance both public health

1 Millennium Development Goals include eradicating extreme poverty and hunger, achieving universal primary
education, promoting gender equality and empowering women, reducing child mortality rates, improving maternal
health, combating HIV/AIDS, malaria, and other diseases, ensuring environmental sustainability, and developing a global
partnership for development (http://www.un.org/millenniumgoals/bkgd.shtml).
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Financing public health initiatives with out-of-pocket payments may not lead to the most
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(disease management programs, health promotion efforts, or other such activities) by remov‐
ing the very barriers to participation that out-of-pocket payments present. Second, financing
health with out-of-pocket payments indicates what individuals are willing to pay for a service
and the consumption at that given price. It does not, however, necessarily optimize the health
of the total population served. In fact, there may be no relationship between the level of services
consumed and the health outcomes of either an individual or a population. Third, there are
public health efforts to improve air quality, disseminate knowledge, protect parks and open
spaces that are not normal, private goods but public goods. These goods are non-exclusive and
non-rivalrous, which means that all individuals have access to the good and the use of a good
by an individual does not reduce the availability for others to consume the same good.
Charging individuals for consumption of these public health goods is logistically difficult and
doing so would transition the good into having all the respective disincentives to consumption
that private goods carry.

The traditional spheres of public health include common goods and club goods in addition to
public and private goods. Table 2 shows how these concepts apply to public health. Common
goods or services are those to which everyone has access but of which there is a limited supply.
The challenge when allocating and financing common goods is to find a mechanism that is
equitable or maximizes the utility of the program, or, ideally, both.

Allocating common goods based on what individuals are willing to pay for out-of-pocket
carries with it all of the same disincentives discussed earlier. As a result, common and public
goods should be financed with tax revenue or some charitable/financial aid.

Public health goods that are considered club goods are inversely related to common goods.
There is sufficient supply to meet the need but access may be limited. While the limitation may
be a result of willingness to pay, the more common scenarios are those where a targeted or
vulnerable population would disproportionately benefit from the public health intervention.
Rather than canvas an entire population, attempts are made to maximize the effectiveness of
efforts by limiting the population to those who derive the greatest benefit. Club goods can and
have been financed with out-of-pocket payments (if the perceived benefit clearly outweighs
the cost), but participation and program penetration are improved with tax financing, social
insurance, and financial aid that does not carry disincentives to participation.

3. Policy implications

If the promises of WHO’s Millennium Development Goals1 and improved public health are to be
realized, then substantial changes must be made in how countries finance both public health

1 Millennium Development Goals include eradicating extreme poverty and hunger, achieving universal primary
education, promoting gender equality and empowering women, reducing child mortality rates, improving maternal
health, combating HIV/AIDS, malaria, and other diseases, ensuring environmental sustainability, and developing a global
partnership for development (http://www.un.org/millenniumgoals/bkgd.shtml).

The Financing of Public Health
http://dx.doi.org/10.5772/54572

233



and the larger health system. Complicating the change are the sometimes conflicting ideas of
“protect [ing] people from the financial consequences of ill-health and paying for health
services” while simultaneously “encourage [ing] the optimum use of available resources.” [14]
This is particularly challenging when one considers that to achieve these goals, developing
and developed countries alike must extend healthcare and public health services to popula‐
tions that are currently not covered. They must also expand the services that are being offered,
and cost sharing and fees must be reduced to increase both access and affordability, at least
for services where this is desirable (see discussion above). Expansion of covered populations
and services in tandem with a reduction in out-of-pocket expenses creates additional pressures
on governments, insurance systems, and charitable organizations to increase the resources
devoted to public health and healthcare systems. To alleviate the pressure, the WHO has
proposed a number of initiatives that target increasing revenue, removing barriers, and
increasing efficiencies: [14]

1. Increase the efficiency of revenue collection. Tax avoidance and tax minimization plague both
developed and developing countries. Similar problems have emerged with the collection
of insurance premiums. Moreover, substantial informal, black or grey markets make
taxation difficult. Strengthening tax infrastructure and movement away from black and
grey markets to a more stable environment where tax avoidance is minimized will increase
the financial resources available to governments and thus to financing public health.

2. Reprioritize government budgets. When faced with multiple priorities, governments often
opt to pursue non-health concerns. An additional $15B (US$) could be raised if 41 of the
low-income countries increased health expenditures up to 15% of their government
budget. [15] Making public health a top priority would be substantially aided by addi‐
tional research that explicitly ties improved population health and health infrastructure
to improved economic growth and social wellbeing.

3. Innovative Financing. Innovative financing for public health could come in the form of new
taxes such as an international excise tax on everything from air travel to fees placed on
international monetary exchanges. At the national level, additional financing could be
derived from an increase of sumptuary taxes (a specific type of excise tax that is also known
as a “sin tax”). These taxes target goods or services that may have detrimental effects on
individuals or the general population. The increase in sumptuary taxes would have the
dual effect of increasing revenues for health while also decreasing the consumption of a
good or service that society deems undesirable. This could be an additional tax on tobacco,
alcohol, excessively sugary drinks or foods high in saturated fat.

4. Development assistance. Even with reprioritized government budgets and an increase in
tax revenues, the WHO estimates that 41 of the 49 poorest countries would not be able to
meet the health needs of their populations. The result is continued dependence upon
charitable organizations to fill the funding gap between the public health that the country
is able to provide and the public health need of a country. Charitable organizations and
international aid must maintain their current levels of funding and consider increasing
future aid.
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5. Promoting efficiency and eliminating waste. An estimated 20-40% of health expenditures are
wasted. [14] Less expensive treatments are bypassed in favor of more expensive therapies,
drugs and antibiotics are overused, multiple and different administrative structures create
a lack of standardization and decrease interoperability. Moreover, insufficient investment
in public health exacerbates the prevalence and severity of disease burdens that could be
avoided. Reducing waste and inappropriate use as well as, focusing on prevention rather
than acute episodic care have the potential to dramatically improve the effectiveness of
healthcare expenditures and thus reduce the need for additional financing.

6. Improving access equality. Public health has the responsibility to focus on population-based
disease prevention and health promotion. Unfortunately, large scale population initia‐
tives that reduce barriers for all in a given country may not be the most efficient use of
resources. Meeting the needs of remote or rural locations can require substantial resources
that are being used by relatively few individuals. Those funds may generate more benefit
by being concentrated in dense population pockets where more individuals can take
advantage of the resources. Clarity of priorities will allow resources to be distributed
according to predetermined goals.

7. Reduction in direct payments. Direct, out-of-pocket payment for services continues to be a
substantial barrier to improving health. Individuals do not seek needed care, and in
countries that have little to no existing public health infrastructure, the option to purchase
may be prohibitive or not even available. Increased tax revenues and improved efficiencies
will enable governments to reduce direct payments for services and should likely be
pursued before or concurrently with the reduction of direct payments.

In addition to the WHO proposals there are substantial opportunities to partner with private
businesses to increase the funding available for public health activities. These opportunities
must balance private sector interests with the goals of improving public health. In general, this
will include balancing the costs of public health services provided by the private sector with
the benefits derived from these activities. Examples of private-sector actors that may contribute
to public health include healthcare systems, health insurance companies, larger employers,
foundations, associations, and non-profit community-oriented organizations, as well as
individual volunteers. An exhaustive discussion is beyond the scope of this chapter; however,
examples of private contributions to the public health system are exemplified by large
employers and healthcare systems.

Large employers, for instance, can be important partners for governments when it comes to
improving public health. Large employers can easily reach their employees and their employ‐
ees’ families and are thus in an ideal position to implement public health initiatives. Many
large employers, for instance, have begun to develop corporate wellness programs. These
programs may include health screenings, vaccinations, exercise classes and subsidized fitness
clubs, healthy eating options, and smoking cessation support groups, to name but a few. While
corporate wellness programs started in the United States and Europe, many multinational
companies are now expanding them globally. Employers often have a financial incentive to
engage in employee wellness programs as these programs can reduce absenteeism and
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tax revenues, the WHO estimates that 41 of the 49 poorest countries would not be able to
meet the health needs of their populations. The result is continued dependence upon
charitable organizations to fill the funding gap between the public health that the country
is able to provide and the public health need of a country. Charitable organizations and
international aid must maintain their current levels of funding and consider increasing
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a lack of standardization and decrease interoperability. Moreover, insufficient investment
in public health exacerbates the prevalence and severity of disease burdens that could be
avoided. Reducing waste and inappropriate use as well as, focusing on prevention rather
than acute episodic care have the potential to dramatically improve the effectiveness of
healthcare expenditures and thus reduce the need for additional financing.

6. Improving access equality. Public health has the responsibility to focus on population-based
disease prevention and health promotion. Unfortunately, large scale population initia‐
tives that reduce barriers for all in a given country may not be the most efficient use of
resources. Meeting the needs of remote or rural locations can require substantial resources
that are being used by relatively few individuals. Those funds may generate more benefit
by being concentrated in dense population pockets where more individuals can take
advantage of the resources. Clarity of priorities will allow resources to be distributed
according to predetermined goals.

7. Reduction in direct payments. Direct, out-of-pocket payment for services continues to be a
substantial barrier to improving health. Individuals do not seek needed care, and in
countries that have little to no existing public health infrastructure, the option to purchase
may be prohibitive or not even available. Increased tax revenues and improved efficiencies
will enable governments to reduce direct payments for services and should likely be
pursued before or concurrently with the reduction of direct payments.

In addition to the WHO proposals there are substantial opportunities to partner with private
businesses to increase the funding available for public health activities. These opportunities
must balance private sector interests with the goals of improving public health. In general, this
will include balancing the costs of public health services provided by the private sector with
the benefits derived from these activities. Examples of private-sector actors that may contribute
to public health include healthcare systems, health insurance companies, larger employers,
foundations, associations, and non-profit community-oriented organizations, as well as
individual volunteers. An exhaustive discussion is beyond the scope of this chapter; however,
examples of private contributions to the public health system are exemplified by large
employers and healthcare systems.

Large employers, for instance, can be important partners for governments when it comes to
improving public health. Large employers can easily reach their employees and their employ‐
ees’ families and are thus in an ideal position to implement public health initiatives. Many
large employers, for instance, have begun to develop corporate wellness programs. These
programs may include health screenings, vaccinations, exercise classes and subsidized fitness
clubs, healthy eating options, and smoking cessation support groups, to name but a few. While
corporate wellness programs started in the United States and Europe, many multinational
companies are now expanding them globally. Employers often have a financial incentive to
engage in employee wellness programs as these programs can reduce absenteeism and

The Financing of Public Health
http://dx.doi.org/10.5772/54572

235



promote job satisfaction, thus improving efficiency and reducing costly employee turnover.
Employers who are self-insured can also experience a decrease in direct healthcare costs.

Another important partner in improving public health are traditional providers of health care
services, such as hospitals and health systems. Hospitals and health systems may be well
positioned to take over certain public health activities, such as health education, health
screenings, immunizations, and community support groups. Since many of these services are
not adequately reimbursed and thus money-losing activities, for-profit organizations gener‐
ally do not have sufficient financial incentives to provide them. Not-for-profit organizations,
on the other hand, may consider public health services part of their mission and be able to
dedicate financial resources to such activities. [16]

4. Conclusion

The resources needed for an effective public health system depend on private, as well as public,
financing. As has been summarized in this chapter, a variety of mechanisms can be used to
achieve a combination of public and private contributions. Which mechanisms are used and
what the expected effects are drawn from economic theory. It is thus essential that those
making policies have a solid understanding of the principles of economics and how local
factors influence the behavior of individuals and organizations, including government and
private entities. Variations in policies across nations are to be expected, but this then poses a
challenge to global efforts to promote population health and support individual countries, as
well as world-wide, public health initiatives. Finally, moving forward, an evidence-based
approach to resourcing public health would benefit greatly from more refined data on health
systems outcomes, which would contribute to choosing between options, as well as data on
expenditures that differentiate public health services for populations from healthcare delivery
to individuals, which would then permit more sophisticated analysis of supply, demand, and
the impact of potential economic policies.
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promote job satisfaction, thus improving efficiency and reducing costly employee turnover.
Employers who are self-insured can also experience a decrease in direct healthcare costs.

Another important partner in improving public health are traditional providers of health care
services, such as hospitals and health systems. Hospitals and health systems may be well
positioned to take over certain public health activities, such as health education, health
screenings, immunizations, and community support groups. Since many of these services are
not adequately reimbursed and thus money-losing activities, for-profit organizations gener‐
ally do not have sufficient financial incentives to provide them. Not-for-profit organizations,
on the other hand, may consider public health services part of their mission and be able to
dedicate financial resources to such activities. [16]

4. Conclusion

The resources needed for an effective public health system depend on private, as well as public,
financing. As has been summarized in this chapter, a variety of mechanisms can be used to
achieve a combination of public and private contributions. Which mechanisms are used and
what the expected effects are drawn from economic theory. It is thus essential that those
making policies have a solid understanding of the principles of economics and how local
factors influence the behavior of individuals and organizations, including government and
private entities. Variations in policies across nations are to be expected, but this then poses a
challenge to global efforts to promote population health and support individual countries, as
well as world-wide, public health initiatives. Finally, moving forward, an evidence-based
approach to resourcing public health would benefit greatly from more refined data on health
systems outcomes, which would contribute to choosing between options, as well as data on
expenditures that differentiate public health services for populations from healthcare delivery
to individuals, which would then permit more sophisticated analysis of supply, demand, and
the impact of potential economic policies.
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1. Introduction

The current medical approach must contemplate the application of clinical epidemiology in
the health establishments, patients; in general, epidemiologic research with its analytical
designs and clinical trials allow the progress in treatments and managements, as well as
defining the quality of auxiliary exams ever more sophisticated by means of the test of tests
design and its cost-benefit approach [1,2] On the other hand, the field epidemiology is applied
through descriptive studies of the population’s health situation with their analytical ap‐
proaches to the Situational Health Analysis (SHA), the study of epidemic outbreaks and
evaluation of the respective answer of the community interventions [3,4]. This way, it allows
carrying out an integral management of the epidemiology, both communal and individual,
which will finally result in preventive medicine and public health

Clinical epidemiology has its application peak in the solution of treatment and management
of diseases, contributing the identification of risk factors to certain illnesses and being to date
the fundamental part of Evidence Based Medicine, and for that it becomes important the
teaching of clinical epidemiology, for it will aid in the education of professionals with judicious
capacity and rational use of the best alternatives in diagnostic and treatment, by means of a
critical evaluation of the literature [5], as well as helping to stimulate the training of researchers,
because it’s implied that the execution of the clinical epidemiology will lead to the develop‐
ment of research [6].

Research development makes it necessary to use tools that will make research more efficient,
such as GoogleDocs, ZOGO, OneNote, which allow to write and edit online texts, or scientific
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unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



Chapter 12

Clinical Epidemiology and Its Relevance for Public Health
in Developing Countries

Cristian Díaz-Vélez, Víctor Soto-Cáceres,
Ricardo E. Peña-Sánchez,
Moisés A. Apolaya Segura and Edén Galán-Rodas

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54901

1. Introduction

The current medical approach must contemplate the application of clinical epidemiology in
the health establishments, patients; in general, epidemiologic research with its analytical
designs and clinical trials allow the progress in treatments and managements, as well as
defining the quality of auxiliary exams ever more sophisticated by means of the test of tests
design and its cost-benefit approach [1,2] On the other hand, the field epidemiology is applied
through descriptive studies of the population’s health situation with their analytical ap‐
proaches to the Situational Health Analysis (SHA), the study of epidemic outbreaks and
evaluation of the respective answer of the community interventions [3,4]. This way, it allows
carrying out an integral management of the epidemiology, both communal and individual,
which will finally result in preventive medicine and public health

Clinical epidemiology has its application peak in the solution of treatment and management
of diseases, contributing the identification of risk factors to certain illnesses and being to date
the fundamental part of Evidence Based Medicine, and for that it becomes important the
teaching of clinical epidemiology, for it will aid in the education of professionals with judicious
capacity and rational use of the best alternatives in diagnostic and treatment, by means of a
critical evaluation of the literature [5], as well as helping to stimulate the training of researchers,
because it’s implied that the execution of the clinical epidemiology will lead to the develop‐
ment of research [6].

Research development makes it necessary to use tools that will make research more efficient,
such as GoogleDocs, ZOGO, OneNote, which allow to write and edit online texts, or scientific

© 2013 Díaz-Vélez et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



literature search engines that will let us find evidence for the sustain of our activities in the
healthcare systems, and in some cases without even looking for them, like with the applications
from Google Reader and the RSS/XML, or obtaining portals dedicated to Evidence Based
Medicine, or programs such as the statistical calculator Epidat which can simplify our
statistical analysis, without even mentioning the multiple statistical softwares available [7].

Other concepts to consider are social epidemiology, which have been gaining ground these
last decades and backing up the analysis of the social determinants of health status. This
approach has generated big expectation for its integration and multidisciplinary character, but
it’s not free of skepticism that relates it with the idealism of a politics’ strategic instrument [8].

However, social epidemiology, like field of clinical epidemiology, is based on the positivist
paradigm and uses the statistical methods as analysis foundation. Besides, it is important to
mention that currently, it has been generated a whole new research line based on the approach
of the social determinants, where it is critical the usage of multilevel statistical models and new
technologies that pose a new challenge to young researchers [9].

According to what it is stated, the current medical science tendency is focused in the generation
of evidence that contributed in its development and has an impact in the patients’ health. This
approach, of EBM, is expressed mainly in the care, in relation to drugs and medical devices,
though it is admitted that community interventions through Public Health deserve to be
recognized as significant events that have had an impact in the population’s health [10]. In this
way, it is necessary to recognize the existence of research that s directed to make evidence of
the impact of Public Health’s diverse activities.

Evidence Based Public Health keeps the cause-effect logic, and allows adding the determinants
of health, such as lifestyles, culture and environment, to the scientific context that often is what
characterizes the good or bad execution of an intervention. Evidence Based Public Health is a
new tendency that is joining efforts to offer the best information for an efficient politics decision
making [11]. When it is oriented to the research of a population’s health issues whether in the
community or the hospital sphere, it contributes remarkably to the solution of very different
local and regional realities, thus making a progress in Public Health, especially in out devel‐
oping countries.

2. Differences between clinical epidemiology and field epidemiology

2.1. Classic or field epidemiology

Epidemiology is an old discipline with roots on scientific and rational structures, based on
experience, on what is real. It is of great importance for Public Health and its impact for clinical
medicine has risen in the last decades [12].

The comparison between clinical epidemiology and field epidemiology may demonstrate
similarities and differences that can result in a contribution to their final application, which is
their common desire: the people’s health.
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Field epidemiology’s primary function is to identify the cause or source of infectious diseases’
outbreaks, containing its dissemination and organizing the infected patients’ treatment as soon
as possible [3].

Information obtaining and action are done «in the field», on the ground, namely, in the
epidemic territory, there being a dominance of practice over theory. During an outbreak, the
field epidemiologist works long hours until he has control over the outbreak. Another specific
feature is that it is not only executed by doctors, but also by other specialties professionals,
such as nurses, veterinarians, biologists, technicians, etc. [3].

The Training Programs in Epidemiology and Public Health Interventions Network (TEPHI‐
NET), founded in 1997 and currently located in 53 countries around the world, aims to
strengthen, at an international level, the field epidemiologists’ capacity for Public Health [13].
In Peru, is has been developed the Field Epidemiology Residency Program (PREC), in order
to train professionals in different specialties to act in their respect jurisdictions, challenging
the lack of epidemiology specialists.

This national Program had 4 stages: I Introduction to Epidemiology (2 months), II Basic
Epidemiology (4 months), III Intermediate Epidemiology (6 months) and IV Specialized
Epidemiology (12 months). The designated participants for each Regional Health Direction
started to take the classes in their own offices, taught by specialists from the General Epidemi‐
ology Office and professors from a macro regional level University’s headquarters with on line
tutoring, as well as field practices. Stages II and III were carried out in the University’s
headquarters and the selection of the participants to continue on to the next stages were done
with a pyramidal system, according to weighted averages and additional exams. The last stage
was carried out only Lima-Peru, though it was still open to other provinces [14].

It is discussed that field epidemiology would tend to action without a theoretical framework.
This tendency would be based on its most direct reference: the Epidemic Intelligence Service
(EIS) of the Center for Disease Control and Prevention (CDC) from the USA government,
administrative body of military origin related to the intelligence service, which gives them a
more attractive image than a function, closer to a secret agent directed towards the action, the
protection of a community against a germ invasion, the avoidance of social alarm and
insecurity on the population [4]. Field epidemiology executes its intervention on a daily basis
in micro spaces, generally institutional: schools, restaurants, elderly residencies, hospitals
whose services can present outbreaks, and uses conventional methods [15].

Thacker SB and Buffington J., who belong to the CDC, call field epidemiology as the 21st century
applied epidemiology, based on the philosophy of ‘learn by doing’, supervised by experienced
epidemiologists on field research, database analysis, vigilance system evaluation, presenting
and publishing scientific research and answering to public questions. On the other hand, it has
to be directed toward action regarding the main Public Health problems, the reduction of social
inequality, having a greater consideration for psychosocial elements of the illness process, the
incorporation of contents and methods from social sciences and working in multidisciplinary
teams [16].
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In the case of field or applied epidemiology, which is also denominated general epidemiology,
it has as a feature the use of epidemiologic methods for the prevention of diseases and
promotion of health in the populations, to achieve in an effective way the Public Health
objectives, trying to apply a primary prevention.

3. Clinical Epidemiology

In 1938, Jean Paul coined the term clinical epidemiology, and defined it as: ‘a new basic science
for preventive medicine’. Therefore, the practical application of clinical epidemiology is a key
part of Evidence Based Medicine and clinical decision making [17]. Clinical epidemiology is a
discipline that puts into practice the epidemiologic principles into the clinical environment,
focusing on patients [18]. What characterizes it is the combination of epidemiologic methods
with the objectives of social clinical activity, which are, a good diagnostic and treatment of the
ill. The knowledge is integrated with what is obtained from a good bibliographic research and
critical reading of scientific reading [1]. It is currently considered the cornerstone of Evidence
Based Medicine.

Clinical epidemiology is based mainly on its clinical trials, examining the diagnostic methods,
discussing the prognosis, taking part in the evolution of treatments, trying to organize a
controlled and randomized study opposite to sick people getting placebos or another indicated
drug [1].

Truthfully, it was difficult to distinguish this activity from what would later be called as
Evidence Based Medicine (EBM), term introduced in 1992 by the same group that, years before,
had founded the discipline called Clinical Epidemiology (CE) [2].

However, both disciplines: field epidemiology and clinical epidemiology share the same
methodology and tool, the difference relies on the place where these are applied (Table 1).

The current medical approach must contemplate the application of clinical epidemiology in
health establishments, for the benefit of patients, given that epidemiologic research, with its
analytical designs and clinical trials, allow the progress in treatments and managements, as
well as defining the quality of auxiliary exams ever more sophisticated by means of the test of
tests design and its economic approach (cost-benefit, cost-utility, cost-effectiveness), without
forgetting the general population. It is in the community where field epidemiology is applied,
the descriptive studies of the population’s health situation with its analytical approaches to
the Situational Health Analysis, the study of epidemic outbreaks and their respective inter‐
vention, as well as the posing of hygiene measurements and global prevention for a better
quality of life and disease prevention. This way, an integral management is being carried out,
both communal and individual, which will finally result in preventive medicine and public
health.

David Sackett drew attention over the need to integrate the evidence with the clinical experi‐
ence and the value of patients in the clinical decision making, referring to it as Clinical
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Epidemiology and defining it as: ‘the application of epidemiologic principles and methods to the
problems challenging clinical medicine. The basic aim of clinical epidemiology is to promote the clinical
observation and interpretation methods, which result in valid conclusions’ [19].

Clinical epidemiology aims for the production and identification of valid tests, and to its
logical extension. It is EBM, which aims for the rational use of evidence in the individual
diagnosis and treatment of patients [17]. Clinical Epidemiology represents the way in which
classic  epidemiology,  traditionally  directed  to  general  strategies  in  the  public  health  of
communal groups, has been extended to include  clinical decisions in the care of individual
patients (Figure 1) [20].

3.1. Evolution of clinical epidemiology

Clinical epidemiology has perform a center role in 5 recent evolutions (some say revolutions)
on the healthcare area: evidence generation, critical evaluation, efficient storage and recovery,
evidence based medicine and evidence synthesis (Table 2).

The effect of using epidemiologic principles has not been simply to improve the usage of
clinical judgment and to eliminate the implicit element of epistemology from clinical reason‐
ing. Arthur Elstein declared that decades of psychological research in decision making has
demonstrated that: clinical judgment from experts was not as expert as we thought it was, that
knowledge transference was more limited than we expected, and that judgment errors are not

Table 1. Differences between field epidemiology and clinical epidemiology.
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limited to medicine students nor are eradicated by experience, so that, them being the cognitive
errors inherent to clinical reasoning, they can be aggravated through the dependency called
‘experts opinion’ [21].

In 1992, Sackett DL. and Col. decided to substitute the term ‘Clinical Epidemiology’ for
‘Evidence Based Medicine’, meaning that every medical action of diagnosis, prognosis and
therapy must be sustained in quantitative, solid proofs, based on the best epidemiologic and
clinical research [21]. Thereby, Sacket DL., in one of the first definitions of EBM, he mentioned:

Figure 1. Uses of Clinical Epidemiology.

Table 2. Evolution of the Clinical Epidemiology (Sackett DL. 2000).
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‘conscious, explicit and reasonable use of the best current evidence to make decisions regarding
the care of individual patients’ [5].

Sackett DL. mentions the dichotomous existence between the science of epidemiologic
reasoning and the art of intuitive judgments of clinical epidemiology. He realized that the
application of these epidemiologic principles (plus a bit more of biostatistics) to the beliefs,
judgments and intuitions that make up for the art of medicine can considerably improve the
accuracy and effectiveness of diagnosis and prognosis [21]. The practice of EBM means to
integrate the individual clinical experience with the best external clinical evidence available
from systematic research, and recently, in a paper published on 2000, it is described as: ‘the
integration of the best research evidence, of clinical experience and the patients’ values’ [5].
Meanwhile, Cuestas E. defines it as ‘the discipline that takes care of the study of the happening
of medical decisions regarding its determinants’ [22].

Broadly, clinical epidemiology takes care of the event of patients’, which range from the
appearance of the disease to its result in the form of healing, sequels or death. Therefore, the
study subjects are ill people who are normally found in health establishments, and their
contribution is relevant, especially for diagnosis and secondary and third prevention of the
disease.

Clinical epidemiology can be divided into descriptive and analytical. The descriptive part is
focused on the variation of clinical prognosis, whereas the analytical is focused on the reasons
for this variation, that is to say, the main predictors for the prognosis, diagnosis and treatment,
which are key concepts in the clinical epidemiology and the practice of clinical medicine
(Figure 2). Also, demographic epidemiology is largely directed to the general population,
whereas clinical epidemiology is more focused on the individual [23] (Figure 1).

Figure 2. Actual medicine, clinical medicine and clinical epidemiology
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limited to medicine students nor are eradicated by experience, so that, them being the cognitive
errors inherent to clinical reasoning, they can be aggravated through the dependency called
‘experts opinion’ [21].
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Figure 1. Uses of Clinical Epidemiology.

Table 2. Evolution of the Clinical Epidemiology (Sackett DL. 2000).
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the care of individual patients’ [5].

Sackett DL. mentions the dichotomous existence between the science of epidemiologic
reasoning and the art of intuitive judgments of clinical epidemiology. He realized that the
application of these epidemiologic principles (plus a bit more of biostatistics) to the beliefs,
judgments and intuitions that make up for the art of medicine can considerably improve the
accuracy and effectiveness of diagnosis and prognosis [21]. The practice of EBM means to
integrate the individual clinical experience with the best external clinical evidence available
from systematic research, and recently, in a paper published on 2000, it is described as: ‘the
integration of the best research evidence, of clinical experience and the patients’ values’ [5].
Meanwhile, Cuestas E. defines it as ‘the discipline that takes care of the study of the happening
of medical decisions regarding its determinants’ [22].

Broadly, clinical epidemiology takes care of the event of patients’, which range from the
appearance of the disease to its result in the form of healing, sequels or death. Therefore, the
study subjects are ill people who are normally found in health establishments, and their
contribution is relevant, especially for diagnosis and secondary and third prevention of the
disease.

Clinical epidemiology can be divided into descriptive and analytical. The descriptive part is
focused on the variation of clinical prognosis, whereas the analytical is focused on the reasons
for this variation, that is to say, the main predictors for the prognosis, diagnosis and treatment,
which are key concepts in the clinical epidemiology and the practice of clinical medicine
(Figure 2). Also, demographic epidemiology is largely directed to the general population,
whereas clinical epidemiology is more focused on the individual [23] (Figure 1).

Figure 2. Actual medicine, clinical medicine and clinical epidemiology

Clinical Epidemiology and Its Relevance for Public Health in Developing Countries
http://dx.doi.org/10.5772/54901

247



The EBM is driven by the need of confront the surplus of information and the medical practice,
the patient’s demand for the best diagnosis and treatment, y by the cost control, being known
that the world tendency is the rise of costs in healthcare, leading to a stimulus of the critical
evaluation of laboratory tests as an attempt for the best use of the limited resources. That means
to realize a cost-benefit analysis [5]. In the last years, clinical epidemiology has become ‘very
important’ for the health system, due to the need to perform evaluations in the quality of care,
patient’s security, health economy and resource usage areas. All these aspects are based on
clinical epidemiology’s thinking [23].

Nowadays, there have been many misunderstandings about EBM, which arise because it has
been adopted by functionaries and academicians in Public Health, and by health manag‐
ers, who for better or for worse, are ‘too far from patients’, giving interpretations like ‘they
remain sitting comfortably in their desks’, ‘they manage abusively and without a criteria,
telling clinical doctors how to treat the patients in cost-effective ways’…; points of view far
from what was originally planned for the integral approach of clinical practice and clinical
epidemiology [24].

But we also need to bear in mind that the EBM is not a ‘cookbook’, like some think, for it
requires the integration of the best external evidence with the individual professional experi‐
ence and the patient’s choice; the clinical evidence may inform but cannot substitute the
individual clinical experience. This knowledge is necessary to evaluate if the external evidence
can be applied to the individual subject to decide how to improve the patient’s clinical results
(Figure 3). In the same manner, the use of EBM as a ‘cost reducing’ medicine is a misunder‐
standing, because doctors who practice the EBM, identify and apply the more efficient
interventions to achieve the best in terms of patient’s quality of life, might increase the cost of
healthcare instead of reducing it [5].

Figure 3. Interactions of the Clinical Epidemiology.
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3.2. From epidemiology teaching and practice to research

Clinical Medicine, Clinical Epidemiology and EBM have been widely promoted as an im‐
provement in patient’s healthcare [25]. For that, doctors must be capable of showing the patient
the therapeutic options for a shared decision making [26], using the results obtained in clinical
studies [27]. Then it becomes important to correctly interpret the results of a study, to transmit
appropriately this information to the patients, and to take the best diagnostic and therapeutic
decisions.

Through systematic reviews and meta-analysis, as well as clinical practice guidelines, impor‐
tant progress has been made in the search of scientific literature, evaluation and synthesis.
Terms such as ‘likelihood ratio’ or ‘number needed to harm’ are used commonly in medical
journals [28]. In medical literature it is also used many epidemiologic risk indicators to present
the results on the effectiveness of a therapeutic intervention. Between the most used are:
relative risk (RR), relative risk reduction (RRR), absolute risk reduction (ARR), hazard ratio
(HR) and number needed to harm (NNH). These entire indicators represent different ways to
express the same result [29].

Studies done at the beginning of the decade showed that practicing doctors had a limited
comprehension of numerical data given by the research results [5,30]. In Estellat C’s study, the
highest proportions of correct answers were the questions about relative risk reduction
(87.7%), sensibility (84.6%) and specificity (80%), whereas the lowest proportions were for the
calculus and use of likelihood ratio (16.9% and 9.2% respectively), and the interpretation of
the kappa coefficient (19.2%). Though more than 80% of the respondents were able to calculate
the sensibility or the specificity of a diagnostic test, only 32% was capable of using it in a clinical
context. In the same way, the 30% correctly defined the likelihood ratio, but a percentage lower
than 10% was able to use it to approximate the post-test probability of a disease [31].

In the same study, the subjects that had had previous training in statistics, epidemiology or
critical evaluation of medical literature scored significantly higher than those who did not have
this training. The average score (highest score being 7) was of 5.9 (IC95% 5.3-6.5) and 4.5 (IC95%
4.0-5.0), respectively (p<0.01). Therefore, their capacity to interpret quantitative data from
medical scientific literature may be limited, which can deplete the information given to the
patient for the decision making [31]

The practice of EBM requires the comprehension of five tasks: (1) building of a clinical question,
structured on the patient’s problem, (2) the acquisition of skills o search in medical literature
and obtain the best evidence available, (3) critical evaluation of the evidence, (4) the application
and integration of evidence to the patient’s healthcare and (5) the evaluation (how to evaluate
the process of helping the patient?) [32,33], which have taken EBM to be now part of the
undergraduate teaching and the graduate activities of continuous medical education in various
countries all over the world [34].

For example, in France, the critical evaluation of a medical article is part of the national
residence exam, and for that, most the schools of medicine have incorporated it in their
curricula as a formal training in clinical epidemiology. However, in the teaching hospitals most
doctors tend to ignore clinical epidemiology and EBM, mainly because it requires the knowl‐
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edge and comprehension of epidemiology and statistics technical terms, which makes its
understanding complex to some, whether for self-sufficiency or lack of interest [34].

This way, when the risk indicators used to inform the results of clinical trials were evaluated
in students and residents, it was found that 19.4% didn’t recognize any of the indicators and
81.4% wasn’t able to calculate them. The relative risk reduction was the most recognized
indicator (55.2%), followed by ‘number need to harm’ (51.6%), absolute risk reduction (26.6%)
and hazard ratio (9.5%), concluding that medicine students and residents do not recognize and
are incapable of correctly calculating the risk indicators used in clinical trials [35].

In a similar study carried out in faculties of a northern city of Peru (unpublished data), with
139 medicine students, among them a group that had finished a the Clinical Epidemiology
course and another group that was finishing Classic Epidemiology; it was found that the most
recognized indicator was NNH (number needed to harm) with 58.9%, followed by RRR
(relative risk reduction) with 56.8%. Besides, 30.9% of the students recognized at least one
indicator and 13.7% didn’t recognize anyone. However, this changed when they were asked
to calculate the indicators, finding that ARR (35.9%) and RR (30.9%) were the ones with the
most correct calculation. Likewise, 11.5% did adequately the calculation of at least one of them,
and 56.1% didn’t do one of them correctly. A little more than 10% was able to recognize and
calculate the risk indicators. Comparing both groups, there was a significant difference (p<0.05)
at recognizing and calculating the indicators (Table 3)

*Maximum score: 4. &Maximum score: 4. §maximum score: 8.

Table 3. Comparison of mean scores obtained

The medicine students usually start their courses enthusiastically, curious and willing to
improve the human condition, but soon find themselves surrounded by a long and passive
curriculum, where they have a small direct role in patient healthcare. There are courses that
are hard for students to learn and the results tend to have an immediate effect on patient
healthcare. Evidently, this goes beyond the fact that students apply the theory to artificial
circumstances, situation that would improve if students used the EBM for the choosing of
patient’s clinical problems, so that then they can locate and evaluate the appropriate articles
that will help in the healthcare patients get. These activities might improve their critical skills
and experiential approach as a real teamwork [36].
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Dunn K. and Col. in the last decade they were already channeling the teaching of EBM, looking
to create competences in students such as (1) elaboration of researchable clinical questions, (2)
access to the best and most recent literature, (3) evaluation and scoring of the literature for its
validity and pertinence, and (4) cost-performance-benefit analysis and the interpretation of
meta-analysis [37]. Rucker L also mentions the ‘EBM recipe’ [38] as a useful tool to bring EBM
closer to healthcare, which consisted in posing clinical questions relevant during rounds at
hospitals, which would later be solved by the students with the help of teachers. A similar
progress occurs at the Canadian Institute of Health Research (http://www.cihr-irsc.gc.ca/),
implementing a ‘teaching recipe’, which allows the resident to take note of the doubts from a
concrete clinical case, and answer them following a methodology based on the PICO model
(problem/pacient, intervention, comparison and result) and finally designate a date and a
person in charge to deliver the answer.

As it has been mentioned, evolution of clinical epidemiology started with the creation of
scientific research, which has led to critical reading, database creation and its search engines,
EBM and finally, information synthesis (Table 2). That means, in the beginning and in all of
its evolution it is surrounded by research. But, what stands out is that, in 2005, in a study we
realized in 1484 medicine students from 13 Peruvian faculties, we found that 53.7% had a good
knowledge and 71.9% an adequate attitude towards research, as well as a relation between
belonging to a research group and having a good knowledge (Díaz-Velez C et al) [39]. This
suffered a reduction of 7% and 34.2% respectively in a later study by Cabrera-Enríquez JA et
al, where also 68% did not do any extracurricular courses, and those who did, only 3.28% and
6.24% could do critical reading and statistics respectively, finding an association between the
level of knowledge and attitude towards research (p<0.05) and only 51% had taken part, or
was taking part, of a research. [6]

While the Latinamerican context is not the most adequate to train researchers, there are
students societies that can help promote research even if one is undergraduate. The research
lines in universities institutions are not always adequately developed. Moreover, they are not
even clearly stipulated and the primary healthcare research is poorly developed, while hospital
research gains more support, especially from pharmaceutical industries. If we add to this that
publications at a local level are scarce (as a consequence of what’s stated before) and that 75%
are done regarding topics which are not a regional or national priority, and knowing the social,
ethnic and cultural differences that exist between communities, then what evidence do we
have to answer our clinical doubts? [40]

In this context, a good researcher’s attitude, with an integral approach of research, represents,
in undergraduates and graduates as well, an alternative to build a solid researcher’s intelli‐
gence and attitude, in terms of capability for scientific work [41]. Besides, we must promote
some activities, as the graduation by publication in undergraduate students as an alternative
to increase the universities’ scientific production, an aspect we have been promoting as
university teachers.

Examples of teaching EBM and research exist all around the world. We have the Accreditation
Council for Graduate Medical Education, from the University of California, San Francisco,
which includes EBM and practice based learning, among other basic competences. For that,
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the development of the ‘PRIME curriculum’ program (EBM/clinical research program) which
uses didactic lectures, journal club, progress evaluation sessions and active tutoring that allows
the residents to carry out a clinical research project during their residence [42].

The first component of the ‘PRIME curriculum’ program (didactic lectures) motivates the
development of topics such as: statistic power calculation, qualitative research methods, survey
research, decision analysis and treatment threshold, cost-effectiveness analysis, ethical use of
patients in research, community research and research process evaluation with international
support, use of administrative data and spreadsheet management. The second component has
weekly evening meetings of small journal clubs (diagnostic test evaluation, case-control studies,
cohort studies, controlled randomized clinical trials, meta-analysis, decision analysis, cost-
effectiveness analysis, clinical practice guidelines, etc.), which are made by students with a 15
minute duration, with a later debate moderated by the tutor. The third component consists on
the trimestral presentation of interactive seminars (used to improve the ideas of the project’s
author) of the projects done by the residents. So far, these experiences have been successful,
perhaps due to the fact that residents that take part of the program have the explicit expectative
that the results of their research will be published, and with that, teachers are more willing to
spend their time as mentors. However, we believe that the exit relays greatly on the structured
curricula, the willingness of the mentors and, above all, the enthusiasm of the residents [42].

There are also other experiences in which the student is assigned to a team with a mentor
(research team leader), a methodology tutor, expert clinicians and even biostatistics experts;
in a research that coincides with the formation interest of the student, in which he learns about
the research process. The mentor and the student meet weekly to develop and review the
participant’s curricula, apart from analyzing the research thesis and clarifying doubts that are
generated in the sessions, so that, at the end, the student can have the thesis manuscript ready
in the form of an article journal and can be presented [43].

The satisfactory fulfillment of the program gives the student the knowledge of the basic types
of research design, including randomized clinical trials, cohort and case-control studies, quasi-
experimental studies, concepts of health measurement and evaluation in the epidemiologic
studies, capacity to critically evaluate medical literature and to use and interpret the various
statistical programs for the data analysis [43].

However, there are limits to the EBM that, according to Cuestas E., might be: a) the frequently
conflictive results of randomized and controlled trials (RCT); b) the inexistence of evidence in
an enormity of topics; c) the questionable quality of many RCT and meta-analysis; and d) many
time the RCT are not easy to conduct due to practical reasons, or impossible to do because of
ethical reasons. Besides, it is necessary to integrate the best scientific evidence available with
the preferences of the patient, with limits such as economic, social, ethnic, moral, cultural and
health organization of the system [24].

In the USA, the Internal Medicine Residence and Postgraduate Curriculum Working Group
suggests that the EBM concepts should be an integral part of the undergraduate and residency
curriculum, given that medicine students do not necessarily acquire these skills in classrooms
or during medical or teaching rounds [44].
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3.3. Clinical epidemiology competences [44]

• Understanding of how bias and chance can affect the accuracy of observations in individual
patients.

• Evaluation of the validity of original articles over diagnosis, prognosis, treatment and
prevention.

• Knowing the strengths and weaknesses of randomized clinical trials, case-control studies,
cohort studies (prospective and retrospective) and meta-analysis.

• Using practical strategies to judge the validity of clinical evidence synthesis (i.e. reviews).

• Comprehension of the meaning, uses and limits of the statistic power, the values of ‘p’ and
the confidence interval, relative risk, attributable risk and NNH (number needed to harm).

• Knowing how to measure the patients’ preferences.

• Comprehension and usage of the sensibility analysis and the cost-effectiveness analysis.

3.4. Competences for quantitative clinical reasoning [44]

• Comprehension of the way to calculate the pre-test disease probability and how to use the
Bayes theorem to calculate the post-test probability.

• Defining and using sensibility, specificity and likelihood ratio of the diagnostic information.

• Knowing and being capable of detecting possible bias in calculations of sensibility and
specificity.

• Comprehension of the value of decision trees and decision making.

Opportunities for health professionals to obtain the education and training in clinical epi‐
demiology have extended gradually. In South America, there is a group that promotes its
development, LatinCLEN (Latinamerican Clinical Epidemiology Network), regional member
of the International Clinical Epidemiology Network (INCLEN Trust http://www.inclen.org/),
that is formed by research and Clinical Epidemiology training centers, as well as Clinical
Epidemiology units around the world. (Table 4) [45].

With all these things mentioned we can see that both disciplines (field epidemiology and
clinical epidemiology) share the same methodology and tools, just that the application of them
is done in different locations and the current medical approach must contemplate the appli‐
cation of clinical epidemiology in health establishments, patients, in those who research
epidemiology, with its analytical designs and clinical trials allow the progress in treatment
and management, as well as defining the quality of the auxiliary exams ever more sophisticated
by means of the test of tests and its economic approach (cost-benefit, cost-utility, cost-
effectiveness)

One cannot forget the general population, for it is in the community where field epidemiology
is applied, the descriptive study of the health situation with the analytical approach of the
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in a research that coincides with the formation interest of the student, in which he learns about
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participant’s curricula, apart from analyzing the research thesis and clarifying doubts that are
generated in the sessions, so that, at the end, the student can have the thesis manuscript ready
in the form of an article journal and can be presented [43].
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In the USA, the Internal Medicine Residence and Postgraduate Curriculum Working Group
suggests that the EBM concepts should be an integral part of the undergraduate and residency
curriculum, given that medicine students do not necessarily acquire these skills in classrooms
or during medical or teaching rounds [44].
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3.3. Clinical epidemiology competences [44]

• Understanding of how bias and chance can affect the accuracy of observations in individual
patients.

• Evaluation of the validity of original articles over diagnosis, prognosis, treatment and
prevention.

• Knowing the strengths and weaknesses of randomized clinical trials, case-control studies,
cohort studies (prospective and retrospective) and meta-analysis.

• Using practical strategies to judge the validity of clinical evidence synthesis (i.e. reviews).

• Comprehension of the meaning, uses and limits of the statistic power, the values of ‘p’ and
the confidence interval, relative risk, attributable risk and NNH (number needed to harm).

• Knowing how to measure the patients’ preferences.

• Comprehension and usage of the sensibility analysis and the cost-effectiveness analysis.

3.4. Competences for quantitative clinical reasoning [44]

• Comprehension of the way to calculate the pre-test disease probability and how to use the
Bayes theorem to calculate the post-test probability.

• Defining and using sensibility, specificity and likelihood ratio of the diagnostic information.

• Knowing and being capable of detecting possible bias in calculations of sensibility and
specificity.

• Comprehension of the value of decision trees and decision making.

Opportunities for health professionals to obtain the education and training in clinical epi‐
demiology have extended gradually. In South America, there is a group that promotes its
development, LatinCLEN (Latinamerican Clinical Epidemiology Network), regional member
of the International Clinical Epidemiology Network (INCLEN Trust http://www.inclen.org/),
that is formed by research and Clinical Epidemiology training centers, as well as Clinical
Epidemiology units around the world. (Table 4) [45].

With all these things mentioned we can see that both disciplines (field epidemiology and
clinical epidemiology) share the same methodology and tools, just that the application of them
is done in different locations and the current medical approach must contemplate the appli‐
cation of clinical epidemiology in health establishments, patients, in those who research
epidemiology, with its analytical designs and clinical trials allow the progress in treatment
and management, as well as defining the quality of the auxiliary exams ever more sophisticated
by means of the test of tests and its economic approach (cost-benefit, cost-utility, cost-
effectiveness)

One cannot forget the general population, for it is in the community where field epidemiology
is applied, the descriptive study of the health situation with the analytical approach of the
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Situational Health Analysis, the study of epidemic outbreaks and the respective intervention,
as well as the planning of hygiene and global prevention measurements for a better life quality
and disease prevention.

Finally, we can say that the importance of clinical epidemiology in clinical research is recog‐
nized in ways that the classic epidemiology hasn’t been able to achieve, but is prone to the
knowledge of health professionals and its constant evolution makes it stay valid, this way an
integral manage of the epidemiology will be carried out, both communal and individual, thus
resulting in preventive medicine and public health.

4. Informatics tools for health research

During health professionals’ daily practice, the need to keep informed about the new scientific
evidence comes up as a responsibility towards patients and, of course, to oneself. It is not
strange to see yourself in front of a patient with a specific pathology to which certain treatments
haven’t had effect, and asking yourself: what is new to treat this condition? Or, on the other
hand, in front of a research, lecture or speech about any topic, trying to have the most updated
information about the topic. Considering its etymologic origin, the word ‘investigation’ comes
from the Latin word invenio, invenire, which means ‘to find’. By association and as a logical
consequence, to find you must first search. And for that, we must know how to and where to
search. This searching implies knowing the principal sources of information to which, as
professionals, we must access. However, the task does not end there, for, once we find the
information, we must do a critical reading of it and select the most relevant, which in the
context of a research must be adequately cited [7].

To do research there are informatics tools, mainly through internet, that ease up the daily work
of a researcher, from sources of information to friendly interfaces, of easy access and naviga‐

Table 4. Clinical Epidemiology World Network.
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tion, bibliographic references managers and statistic applications that allow us to do calcula‐
tions that would turn very complex if we did it the conventional way.

4.1. Information sources

Search resources to which we normally turn to are general search engines (Google, Yahoo,
Altavista, Metacrawler, etc.) Google (http://www.google.com) has the biggest demand, but the
health information available in this engines may come from a non-reliable source, so it is
important to distinguish which are the most adequate websites to find the health related
information, which implies to evaluate the quality of these websites, an activity that sometimes
is quite tedious for the researcher [46–49].

Given the wealth of information it retrieves the conventional search engine Google, and
considering the existence of dubious sources, Google implemented Google Scholar (Google
Scholar) oriented search scientific references (http://scholar.google.es), which are listed in
order of relevance, and provide information about the source, year of publication, authors,
times the number that have been cited and other versions of the publication, and also, you can
access related articles (mentioning or are cited by the text), the content in HTML, PDF, DOC
or other format, it is recommended to do the advanced search preference (Figure 4).

Among the great online Medicine bibliographic databases we have MEDLINE, produced since
1966 by the National Library of Medicine (NLM) [50] in the USA. MEDLINE is the largest
article bibliographic source in biomedical sciences we have at hand. The database is made up

Figure 4. Google y Google Scholar.
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by cited articles by three indexes: Index Medicus, Index to Dental Literature and International
Nursing Index. Currently it is the most consulted database by global researchers. A study
applied to Spanish speaking biomedical professional researchers referred us to a 34.1% [51].

MEDLINE includes general topics, such as microbiology, health prevention, nutrition,
pharmacology and environmental health. However, the covered categories by the database
include anatomy, organisms, diseases, drugs, techniques, equipment, psychiatry, biologic
sciences, physical sciences, social sciences and education, technology, food, industry, human‐
ities, and communication sciences. All of these related to health. The search is done via
PUBMED: http://www.pubmed.gov (Figure 5). Here, the searches are in English base on
Boolean operators: AND, intersection, automatic term mapping; OR, conjunction and isola‐
tion; NOT, excludes the final term; uses a MeSH (Medical Subject Headings) controlled
vocabulary and the subheadings described by the Index Medicus, where most of the abstracts
have the link to the editorial where the full text article can be found [52].

Figure 5. Pubmed specialized search engine of the National Library of Medicine (MEDLINE).
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Another large database, not as extensive as MEDLINE, is ‘Literatura Latinoamericana y del
Caribe en Ciencias de la Salud’ (Latinamerican and the Caribbean Literature on Health Sciences
- LILACS)[53]. It can be accessed through the Virtual Health Library (Regional Medicine
Library – BIREME)[54]: http://www.bireme.br, the same that includes other sources of
information in biomedical sciences. One of them is the catalogue of the Library hosting the
Panamerican Health Organization (PAHO) and the World Health Organization (WHO). Here
you can access full text articles that are included in the Scientific Electronic Library Online
(SciELO)[55]: http://www.scielo.org, which includes Argentina, Brazil, Chile, Colombia, Costa
Rica, Cuba, Spain, Mexico, Portugal, Venezuela, Public Health, Social Sciences and developing
initiatives like Bolivia, Paraguay, Peru, South Africa and Uruguay (Figure 6).

Figure 6. Latinamerican and the Caribbean Literature on Health Sciences (LILACS), Virtual Health Library and Scientific
Electronic Library Online (SCIELO).

An important resource is the Cochrane Library: (http://www.bibliotecacochrane.org/) (Figure
7), whose aim is to prepare, keep and spread systematic reviews regarding the effects of
healthcare, mostly base on controlled clinical trials, and are highly structured and systemat‐
ized, for they include the evidence according specific quality criteria.
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Figure 7. Cochrane Library

Health Inter Network Access to Research Initiative (HINARI) in: http://extranet.who.int/
hinari/en/journals.php (Figure 8) is a program established by the WHO, in partnership with
publisher, and gives an easier access to one of the most extensive biomedical and health
literature collections. It contains more than 8 500 information resources, in 30 different
languages, which are available for health institutions in more than 100 countries [56].
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Figure 8. Health Internetwork Access to Research Initiative (HINARI).

Global representative health organizations, such as the PAHO, offer in their website important
links, as well as free access to their publications (http://new.paho.org/) [57] (Figure 9). The
WHO allows us to access important articles on disease control, vigilance systems and public
health. The information is in three languages, including Spanish (http://www.who.int/en/)
(Figure 9) [58].

The Center for Disease Control and Prevention (CDC), whose objective is to promote health
and wuality of life, gives updated information on the control of disease, lesions and disabilities
(http://www.cdc.gov/) (Figure 9)[59].
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Figure 9. Panamerican Health Organization, World Health Organization, The Center for Disease Control and Preven‐
tion (CDC).

To access a consensus, the National Guideline Clearinghouse (http://www.guideline.gov/ )
(Figure 10) contains evidence-based clinical guidelines of the main medical societies in the
USA and Canada, National Institute of Clinical Studies, National Institute of Health and
Medical Research Council (NHMRC) which collects the CLG developed in Australia (http://
www.clinicalguidelines.gov.au/ ) (Figure 10), National Institute for Health and Clinical
Excellence (NICE), an independent agency of the UK’s NHS in England and Wales (http://
www.nice.org.uk ) (Figure 10) or the Scottish Intercollegiate Guidelines Network (SIGN)
which develops these products for the UK’s NHS in Scotland (http://www.sign.ac.uk/) (Figure
10) [60].
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Figure 10. The Nacional Guideline Clearinghouse (AHRQ), National Institute of Clinical Studies (NHMRC), National In‐
stitute for Health and Clinical Excellence (NHS) y el Scottish Intercollegiate Guidelines Network (SIGN).

Other informatic applications for access to information on health, are represented by social
networks, like Twitter, to promote research, disseminating scientific knowledge and funding
opportunities, and being very useful for students, researchers and health professionals. [61,62]

4.2. Bibliographic reference managers

A bibliographic reference (BR) is a minimal group of data that allows the identification of a
publication or a part of the same. There are as many types of BR as information sources. Among
them, journal articles, electronic articles, books, chapters of books, thesis, norms, technical
documents, videos, etc.

In turn, every BR is made up of diverse fields, some compulsory and other optional, which
structure changes according to the BR format. However, in practice, every journal chooses its
own format of citing and BR, being the most used: American Psychological Association (APA),
Modern Language Association (MLA), National Library of Medicine (NLM), Vancouver style,
among others.

Aiming to standardize the great diversity of formats available, in 1978, the Vancouver Group,
later International Committee of Medical Journal Editors (ICMJE), requested the National
Library of Medicine to estipulate the rules to write the BR [63], and in 1991, the NIH published
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the NLM Recommended Formats for Bibliographic, based on the American National Standard for
Bibliographic References [64].

Taking into account the need to manage the BR in a more efficient and agile way, endless
softwares have been made available for the management of BR, being the most socialized in
the world the Endnote [65]. It is commercial software for references and images, whose main
function is to store, manage and search bibliographic references in a personal reference library.
Besides, it allows organizing images including graphics, tables, pictures and equations,
assigning each image its own caption and keywords. However, there are other free access
resources, like Zotero [66], which is a Firefox-Mozilla Add-on, created by the University of
Washington as an improved and free version. This software will let us automatically store our
search results from Pubmed, build our BR library, and cite everyone in direct communication
with Microsoft Word, Outlook, etc.

Figure 11. Applications of Zotero.

4.3. Statistic applications

A statistical package is a program or set of programs that allow sub applied to the same data
file an unlimited set of statistical procedures in sync, without leaving the program. Among the
statistical applications of special interest to the investigation, is the EPIDAT [67], which is a
free program developed by public and led to epidemiologists and other health professionals
to manage tabular data, allowing us to make a descriptive analysis, data filtering and impu‐
tation, sampling, parameters inference, contingency tables, matching and consistency,
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diagnostic tests, rates adjustment, demographics, logistic regression, survival analysis,
probability distributions, Bayesian analysis, meta-analysis, monitoring public health, meas‐
uring health inequalities, economic evaluation methods, etc. [68].

One of the most popular and used statistical packages is the SPSS, which is a statistical analysis
and data management in a graphical environment system, using descriptive menus and simple
dialog boxes that do most of the work, consisting of a simple interface, a data editor, with
features such as multidimensional pivot tables, high-resolution graphics, database access, data
processing, electronic distribution, and online help. Other programs of great usefulness are
Stata, R, among others [69]

Figure 12. Software Statistics
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5. Social epidemiology and the health inequities

5.1. Social epidemiology

Despite some theories, methodologies and tools currently used by social epidemiology date
back to the 17th century, it hasn’t been until the past century’s last decades that it has consoli‐
dated as a scientific discipline. And, like any young discipline, it faced the questioning
characteristic of its not well defined scope [8,9]. Some skeptics argued that the term ‘social
epidemiology’ was redundant, because epidemiology is inherently a social term. However,
the contributions made by Durkheim (1987), John Cassel (1976), Geoffrey Rose (1992) or
Mervyn Susser (1994, 1996, 1998), to mention some of the most important; set the basis of the
social determinants and health status of the population approach [9].

Social epidemiology is defined as the branch of epidemiology that studies the social distribu‐
tion and social determinants of the health, implying that the purpose of its study is the
identification of socio-environmental exposures that can be related to a wide range of physical
and mental health problems [63]. To put it simpler, what distinguishes the action of a conven‐
tional epidemiologist from a social epidemiologist is the level of causal thinking. While the
first one thinks: why does a person get sick?, identifying the best statistic tool to evaluate the
association between a risk factor and the disease, the second one wonders: why is a society not
healthy?, making out that factors which determine collective health are not individual, but that
social determinants which have a direct impact on the health status of a population exist [8].

The concepts of social epidemiology have been evidenced since the findings of John Grant
(1662), who identified social variations of mortality that was quantified on England chapels
on the 17th century. Villerme (1830) and Virchow (1848) identified the social class and the
working conditions as crucial determinants for sickness and health. Since then, these findings
constitute the theoretic foundation necessary to try to resolve the persistency and even the
recent increase in social inequities in health. While some communicable diseases have been
eradicated, other have emerged or re-emerged. The epidemiologic transition has changed the
disease profile to favor the chronic or non-communicable diseases, and the social inequities of
health prevail [9]. This makes it necessary to incorporate social variables like direct determi‐
nants of disease or population disability [70].

This approach widens the need to use theories, and especially multidisciplinary techniques,
to answer the new questions and rethink the answers to questions that were posed before.
Theories like the social capital, particular of economy, can now be applied to resolve social
epidemiology problems. Tools such as the multilevel analysis (multilevel regression models),
first designed for social sciences (especially pedagogic research) and that were introduced into
epidemiology in the beginning of the 80s, are now being spread as powerful analysis tools [71].

5.2. Differences between social epidemiology and field epidemiology

Even though field epidemiology and social epidemiology have the same epistemological,
methodological and practical bases [4], in some situations they can be considered as the two
extremes of a spectrum, between the practical application of the information for action on an
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individual territory and the usage of the information for the elaboration of theories about the
macro-social economic and political determinants, with few or hard practical application [4].
It is necessary then, to highlight some differences over the practical development of these
disciplines and the implications these carry.

Taking into account this duo action-reflection, we could say that on one hand, field epidemi‐
ology it is developed an individual analysis of the diseases risk factors, searching for its
application in the field to control the outbreaks, aided by strategies such as epidemiologic
vigilance. On the other hand, social epidemiology seeks to analyze social factors (considered
social determinants) and their distribution in populations as aggregate variables that have are
more distantly related but crucial in the behavior of diseases in population groups [4].

It is important to mention than the places where both disciplines take place are different. While
the first one acts in confined environments, the second one tries to take on broader territories,
in which the public politics’ implementation and design are necessary for health management.
Social epidemiology focuses its concerns in the generation of evidence, to avoid health
inequities, and its effect in the socio-environment conditions that increase a population’s risk
of getting ill. Otherwise, field epidemiology centers its work in the search for recognizable risk
factors on an individual and collective level, to attend immediate healthcare problems such as
epidemic outbreaks. However, the limit between these two disciplines is diffuse, so the
challenge for young professionals in epidemiology is exactly to strengthen an integral and
multidisciplinary profile to guarantee the generation of the best evidence that will allow
answering to diverse problems of public health in all the levels

5.3. Theoretical background of social epidemiology

The role of the theoretical background to guide the direction of addressing the main research
question in general in epidemiology, and particularly in social epidemiology, is unquestion‐
able. The main theories that have given base over time to the foundation of social epidemiology
can be summarized in: the psychosocial theory, the theory of social production of a disease,
and the ecosocial theory of disease and its multilevel dynamic perspectives [72]. These theories
not only allow to define the social epidemiology and to draw work lines in its field, but also
to direct the dynamic and connections between the individual-biologic levels, along with our
social existence.

5.4. Methodological background of social epidemiology

Most efforts to generate new methodological paradigms in social epidemiology are based in
the generation of models that seek for the best way to incorporate the social factor in biomedical
research. The simplest and most common model to incorporate these social processes considers
them as distal antecedents of the biological cause of disease [73]. This implies that the distal
social factors are related with a disease through common causal paths. Then, for example, the
educative levels (distal social factor) are related to an inadequate diet and this, in time, may
be related to many diseases like cardiovascular disease or cancer. Despite this focus would
contribute evidence for the prevention, adding these distal social factors would not be entirely
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necessary if we had an adequate knowledge of the biological factors, so we could indirectly
eliminate the social gradient, taking part only the proximal factors.

A second model considers social factors as biological factors modifiers, in a way that these two
would interact, generating biological processes that lead to disease. This model if genetic-
environmental interaction implies that the presence of genetic factors is not enough to make
a disease express itself, but that it depends of the environmental context in which it raises.
Analogously, the influence of social factors depends on the underlying genetic conditions of
the individual [73].

The third model considers social factors as an integral part of two biological systems, with the
capacity to modify functional and structurally the biological aspects of individuals. This way,
social experiences are able to generate direct changes in biological systems, being a funda‐
mental piece on the understanding of these complex systems [73].

5.5. Social epidemiology and the analysis of health inequities

Currently, epidemiology constitutes an emerging field with an enormous potential to generate
improvements in public heath, for it becomes evident that social factors and group dynamics
affect the health status [74]. Understanding the biological phenomenon related to disease is
necessary, but it is also vital to understand how society influences in biology, aiming to modify
the illness risk. Social understanding is fundamental in the process of change and reduction
of the burden of disease [75].

In the poor countries, people die unnecessarily. In rich countries, this also happens. This is
explained by a social gradient that generates high mortality rates among those who have
unfavorable socio-economic conditions, for which it is also considered unnecessary. The term
inequity has a moral and ethical dimension: it means to differences that are unnecessary and
avoidable, but also considered unfair and arbitrary. So, to be able to describe a specific situation
as inequitable, the cause must be examined and judged as unfair in the context of what is
happening to the rest of society. The crucial evidence to know if the resulting health differences
are considered unfair seems to largely depend if the people chose the situation that caused the
ill health or if that was basically out of their direct control [76]. Therefore, in the contexts where
the fundamental and necessary execution of the autonomy and personal freedom is impossible,
the health is powerfully affected, and it is the social conditions that determine the degree of
these fundamental needs limits [75].

The health inequities analysis is based in the social epidemiology, to reinforce the impor‐
tant role of the environment as cause of the disease. A typical example is the modification
of the disease profile that happens in migrant population when they change their resident
environment [75]. And this environment is the own social context in which diverse factor
interact to favor the development of diseases. The analysis and understanding of the dynamic
that governs the interactions of individual and social factors would allow us to modify the
inequities  and improve the  health.  Besides,  we must  take  into  account  some considera‐
tions: there is the need to act over the social gradient that limits the people’s autonomy and
freedom, to adopt healthy surroundings, but one must not focus the efforts only on the
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poorest sectors, but in the whole social gradient aspect [76]. This way we can generate health
politics that will cover all the sectors in an integral way, with a proportionally bigger impact
in the least favored sectors.  This politics generation must be sustained in the systematic
application of the best evidence, relating knowledge with action and opening new opportu‐
nities for the prevention [77].

6. Health inequities in Latin America and Peru

Latin America is considered the region with the largest inequities on the planet. It’s the
continent where, according to multiple studies, the polarizations are larger in diverse fields,
and the access to opportunities is notably different for the different social sectors; and maybe
where the difference is more notorious is in health, which belongs to the most basic human
rights category [78].

There have been considerable progresses in the health matter in Latin America. However,
there are serious problems that show the presence of an acute pattern of inequity. The national
averages show progress, but when they are broken down to socioeconomic levels, regions,
gender and ages, there can be observed wide sectors of the population with serious prob‐
lems [78].

In this context, the clinical epidemiology has the commitment to measure the impact of the
healthcare interventions, where the clinical trials rarely are reported by socioeconomic levels,
given that the population’s health and the clinical epidemiology support evaluating the
efficacy, effectiveness and cost-effectiveness are very importan to define the impact of
healthcare in health inequities [17].

In Peru, this type of analysis is being carried out more frequently since the beginning of the
past decade. For example, in the year 2002, the Grupo de Análisis para el Desarrollo (Group
of Analysis for the Development - GRADE), led by Dr. Martin Valdivia, did a study about the
health inequities in Peru, using socio-economic indicators taken from socio-demographic
national surveys and evaluating its strength to generalize the results [79].

The descriptive analysis establishes that the largest inequity is in the children’s chronic
malnutrition and the usage of health services in general. About 30% of the rural children of
the poorest decile suffer from chronic malnutrition, but this rate is just 4% in the richest decile.
This means that the poor/rich ratio is 7.8. In rural areas, this ratio is just 3.6, but this is the
reflection of an even worse generalized condition where the malnutrition rate between the
poorest children reaches 64%. On the other hand, medical attention during labor shows an
inverse relation where the rich/poor ratio in rural areas reaches 17.2, and less than 4% of the
poorest rural women have a doctor present at the moment of labor. This ratio decreases to 2
in urban zones, and almost 50% of the women of the poorest decile can access this type of
healthcare. This results don’t change with the socio-economic level indicator (ELI) used, except
In the case of child mortality, where an astounding and disturbing result is that there is no
finding of an overwhelming relation with the ELI of the home, especially in the rural areas [77]
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7. Evidence based medicine in hospital practice and in public health

Currently, the tendency of science is focused in the generation of evidence to contribute in its
development and has an impact on the patient’s health. This approach of Evidence Based
Medicine (EBM) is shown mainly in healthcare, related to drugs and medical devices. How‐
ever, it is admitted that the community interventions through Public Health deserve to be
recognized as transcendent elements that have had an impact in the population’s health. In
this way, it is necessary to recognize the existence of research that advocate to evidence the
impact of Public Health’s diverse activities.

The Evidence Based Public Health (EBPH) maintains a cause-effect logic, and allows to add
the health determinants, like lifestyles, culture and environment, in a scientific context, because
many times it’s them who characterize the good or bad performance of a certain intervention.
This way, EBPH is a new tendency that has been joining efforts to give the best information
for the most efficient politics decisionmaking.

7.1. Evidence based medicine in the clinical environment

The practice of EBM in the hospital environment benefits doctors and students, for it collabo‐
rates in the obtaining of evidence selected for its quality, informatics value and relevance for
the user (for example, the services produced by McMaster premium service literature [PLUS]
as well as the ACP Journal Club Plus). One of the current benefits is that it allows concentrating
opinions related to methodological quality and potential relevance for its use. This way, the
McMaster University has developed the program ‘McMaster Online Rating of Evidence’
(MORE), in which it allows the professional to have literature of the most technical quality and
relevance. This is through a classification given by professionals from diverse latitudes from
around the world. Beside, these services present clear and relevant results, and offer to
visualize comments or criticism, independently for the management of said information [76].
This information, according to the analogy used, tells us that ‘the EBM and nuclear fission can
be very powerful when they are appropriately used and dangerous if not’, because the fact
that EBM separates describing, the underlying quality of the evidence, the magnitude of the
effects or the applicability of any of the results in the context, the values and the preferences
of the patients should not be considered [80].

Therefore,  there  is  no doubt  that  EBM has allowed to  progress  in  the  medical  practice.
However, the application in the Health System has been inconsistent, meaning that the EBM
would improve the health of the population. The differences in the health systems, global‐
ly, on the healthcare of the population, limit the capacity to incorporate easily the progress
of the EBM, or often to certain discriminating point by economic or politic limitations [81].
Nevertheless, it  is important to point out that it has been found in primary healthcare a
relation between the high knowledge of EBM and a better quality of healthcare [82]. Although,
when evaluating EBM at workplace, as a method of formative performance evaluation, there
is  not  much evidence  that  shows the  impact  on the  education of  the  doctors  and their
performance [83].
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In relation to the use of EBM, one can point out that the public hospitals there is a favorable
attitude. Besides, it is recognized that doctors who practice the EBM show a more prone
attitude to change information and counseling through mutual collaboration networks [84,85].
Doctors recognize also the gap that exists between the EBM applications to clinical practice,
for it is difficult to avoid the clinical experience, colleague’s opinions or some scientific studies,
which are not EBM, in their decision making. The confidence in decision making based on
clinical experience increases with the time of service. However, there are few doctors that
inform that clinical experience should be the only one used. Most doctors estimated that EBM
practice should be guided by local evidence collected from local practice, because it will allow
to back up their actions in clinical practice [86]. Therefore, the fact of automanaging the
evidence would help the patient’s, for example, chronic diseases and to pay attention to the
unhealthy factors of a community, which could be added in the EBM to create a wider
paradigm [81].

Regarding this, it should be noted the experiences from Canadian family doctors (where the
EBM was born) who report positive attitude toward EBM, recognizing that it improves
patient’s healthcare and considering that the research findings are useful in the management
of everyday patients. However, in clinical practice, the decision making can be influenced by
a demanding patient, that can call for some detection test (OR: 5.15; IC95%: 2.9-9.2). Though
this relation was not kept regarding the therapeutic, it is important to value the preferences of
the patient and the clinical context seems to reflect more precisely the clinical reality of EBM
and primary healthcare doctors [87].

7.2. Evidence based medicine compared to evidence based public health

The EBM is a methodology to evaluate the published clinical research, and its use is starting
to be considered as a referent for knowledge and in the clinical practice evaluation, Its
methodology is mainly based in the usage of evidence, like systematic reviews and meta-
analysis, through which it seeks to offer answers to concrete clinical questions, this answer
being backed up by statistic evidence. The application of EBM has multiple benefits, but also
has various difficulties in clinical practice for it is hard to hold it freely, without taking into
account the cultural, academic and socio-economic environment of every latitude. Therefore,
its correct use is a challenge for contemporary medicine [10]. This approach of EBM allows the
health provider (health professional) to use it in favor of his clinical practice, like in the hospital
environment. Athough it is not compulsory, its utilization serves in health teams committed
to improve hospital healthcare.

This EBM approach, applied to the Public Health interventions, it is not adequately adjusted,
because EBm uses as a gold standard the clinical trials, whose use in public health is of difficult
extrapolation for when it is applied to the population, it demands other variables to be
considered that may directly influence over the expected outcome [83]. To this situation, the
EBPH approach collaborates to concentrate efforts to sustain evidence that backs up the health
politics and community interventions, though there are known limitations of the EBPH’s use
of evidence for using observational studies that have been systematically underestimated by
EBM as a reference. Currently, models of technical evaluation have been developed, serving
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as a filter for evidence and collaborating to improve the selection of more methodological
stringency studies to be used in Public Health.

Among some of the evaluation models for effectiveness of the Public Health interventions,
many maintain common aspects. However, there still isn’t a global consensus regarding it.
Some strategies can be noted, lie the TREND (Transparent Reporting of Evaluations with Non
randomized Designs), which evaluates the severity of publications which inform of Public
Health interventions. The MOOSE (Meta-analysis Of Observational Studies in Epidemiology),
for the reading of observational studies meta-analysis, or the STROBE (STrenghtening the
Reporting of OBservational studies in Epidemiology), for cohorts and case-control studies, can
complement the ability to improve the systematization of information related to Public Health
interventions [11].

In general, it can be said that the EBM and EBPH have a common origin, which is the use of
epidemiology as a decisive tool for the selection, evaluation and recommendation of evidence
for its use, whether in hospital clinical practice of the social environment, which is Public Health.

It can also be said that there are obstacles in the incorporation of research in the politics, apart
from limited budgets. Although the politic makers could benefit of the EBM if they train in
said approach, to help them identify and evaluate high quality information. This way,
researchers and those who are designing health politics can make a synergy for the best
decision making for the population and the country. This can be used as generation and
intervention experience exchange networks for future health politics [88].

8. The cause-effect logic in the public health interventions

Epidemiology as such helps the health sciences to understand the diverse causal mechanisms
where the cause-effect relation aids to evidence factors that determine health problems. This
way, Public Health is one of the specialties that uses it as an essential tool to show reliable
evidence that will help understand the diverse health problems that populations have.
However, at the moment of structuring the causal map, in many of the public health causal
factors it can be seen that they rely on social determinants. And, on the other hand, that the
public health problematic is multifactorial. The analysis shows us that this is the epidemiolo‐
gy’s challenge to obtain a critical causal path that collaborates to understand that the modifi‐
cation of an event sequence (factors) can be stimulated to generate the expected outcome in
the health problems of a population, being this event sequence the critical causal path.

According to what it is stated, a group of steps that aid to develop this critical causal path will
be explained, which will be used as an axis for the diverse approaches of the public health’s
interventions.

Step 1: Recognize the public health problem: The problem evaluation approach in public health
can be obtained from different sources, primary or secondary. Primary sources are the most
difficult to be obtained, because they demand resources and time to be able to get scientific
studies that collect the divers health problematic. In general, given the technical and political
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circumstances, it is more viable to use secondary sources, which collaborate to problematize
the health status of a population. This way, one of the main management tools used according
to the geographic space is the Health Situation Analysis (HAS), whose methodology allows to
evaluate three important aspects: social determinants (socio-economic, cultural, lifestyle,
commerce, environmental, etc. aspects), morbidity and mortality (Child mortality rate,
Maternal death rate, main diseases and death causes, etc) and the social answer (health
systems, health establishments, human resources in health, equipment, etc.) which, when
analyzed in an integral way, can issue the main health problems of a certain geographic space,
as well as its interaction with the intervention carried out by the Nation. At the end, it must
be highlighted the health problem that must be taken in tis real context.

Step 2: Causal map with an evidence approach. It is the evidence systematic evaluation that
explains the health problem related to its causes and the effects it can generate. When graphed
in a causal map, it aids to show the cause-effect relation, and being back up by scientific
evidence, it makes the health decision maker to have a wider spectrum of the multiple causality
of the health problem. Then, it helps to maintain a multifactorial perspective of the public
health problems. In the design of the causal map one should provide the most scientific
evidence there exists, doing a bibliographic research using the informatics tools and main
scientific portals, without putting aside the selection and evaluation of the articles with the
methodological severity already noted in the EBPH.

As an example, it can be shown in Figure 13, the causal map of the health problema: “Chronic
malnutrition in children under 5 years old from rural zones”.

Figure 13. Causal map of chronic malnutrition in children under 5 years old from rural zones.
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Table 5. Evidence of the causal map of chronic malnutrition in children under 5 years old from rural zones.

Following the direction of the arrows in the causal map, the cause-effect logic can be defined,
and the numbers attached to the arrows represent the scientific evidence that support said
causal relation, which can be compiled in an evidence table as it is shown in Table 5.

So, showing the interaction of variables in relation to a health problem, the decision maker of
health policy can see in the bottom of causal map, which it can fall on social determinants, such
as low socio-economic status, and often it is not feasible his intervention from short to medium
term. On the other hand, we can see that variables are likely to be modified, and that the
modification of these stimulates the changing chain of whom it has direct causal association.
Under this perspective the formulation of a critical causal pathway can be based.

Step 3: Build critical causal pathways: Many times in the search for evidence in Public Health
to develop interventions that will reduce health problem, one must have clear interaction of
the direct and indirect variables that are related to health problems, in order to provide
technical support on what you want to modify. Thus the critical causal pathway contributes
to show schematically the interaction of the direct and indirect variables to health problems
and allows the decision maker to choose to evaluate the various critical paths that can be noted
in health interventions. Regarding the causal map example of Figure 14, one can observe the
causal pathway designed as an example of a way of assessing a probable health intervention,
which pretends to check how the intervention with fortified food programs can collaborate to
reduce chronic malnutrition in children under 5 years old
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Figure 14. Critical causal chain of the fortified food program to reduce the chronic malnutrition in children under 5
years old from rural zones.

Table 6. Evidence that sustains the causality relationship
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Furthermore, it is important to contextualize the propositions of health interventions with
economic aspects of each one, and the methodologies, as economic assessments developed by
each country. That brings us to rethink that one must recognize that the health problems or
health interventions that are probable to be carried out are greatly influenced by socio-political
considerations, but that despite the political and circumstances it is our desire, as technical
authorities, to show, in the most objective, efficient and effective way in this task, with the
support of scientific information through the MBE or SPBE (Table 6)

9. Conclusion

Clinical epidemiology and field epidemiology share the same methodology and tools, differing
in individual application and the population respectively, but are complementary to public
health.

The EBM is demanded by patients for a better diagnosis and treatment, in addition to recog‐
nizing the importance of clinical epidemiology in the development and promotion of research,
progress that is driven by the software tools that facilitate the researchers’ performance and
in modern times it is essential to know and apply them.

Social epidemiology studies the social distribution and social determinants of health states
ranging from individual levels (risk factors) to social phenomena (social determinants),
seeking answers to the complex dynamics behind social distribution of health and in that
context is EBPH an important tool to improve the analysis of public health interventions that
can help to improve decision-making at the policy makers of a country's health.

Finally clinical epidemiology has enormous potential to generate real and positive changes in
public health, becoming a challenge for new professionals in epidemiology and public health
for their increasing and complex development
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1. Introduction

Evidence based medicine includes asking clinical questions that can be answered by re‐
search, finding the best available evidence based on available research, judging whether the
evidence is accurate and applicable to the patients, and applying this evidence in clinical
practice [1]. The aim of evidence based medicine in “Public health” is to apply the current
best knowledge from research in the prevention, detection, and care of health disorders [1].
The importance of use of scientific knowledge for policy making has grown over the last
two-three decades. Systematic review of all the available research data are undertaken to
limit bias in the systematic assembly, critical appraisal and pooled result synthesis [2]. The
use of evidence based approach helps in distinguishing effective interventions from less ef‐
fective interventions. Evidence based medicine has been systematized by several groups, es‐
pecially the U.S. Preventive Services Task Forces and Cochrane Collaboration [3, 4]. The
Task Force on “Community Preventive Services” was formed with an aim of synthesizing
the scientific information on effectiveness of disease prevention and health promotion inter‐
ventions [5], and has reviewed hundreds of related topics. Half of the interventions re‐
viewed by task forces have been considered as insufficient evidence to determine the
effectiveness, because of inadequate quality and/or inconsistent evaluation outcomes.

Evidence of effectiveness is the central part of public health, with rapidly growing demand
for the recent and best evidence. Public health improvement plans look for the evidence of
program effectiveness before considering intervention options, to meet the health goals. Evi‐
dence based strategies have been highly recommended to achieve the state and national ob‐
jective of improved population health [6, 7].

Ideally, evidence based approach should always be used by public health practitioners
while implementing programs, developing health policies and evaluating the progress [8, 9].
Evidence based services such as electronic databases, systematic reviews, and journals make
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accessing the current best evidence feasible, and easy in clinical settings. However, interven‐
tion decisions are often taken based on the short term applications in day-to-day clinical
practice, lacking the evidence based systematic approach. Since scientific knowledge
changes over time, it is necessary to make a decision based on the current scientific evi‐
dence. For that, public health providers and policy makers should be trained to synthesize
conclusions based on the outcomes of interventions, including latest research in the con‐
cerned field. However, very few individuals in the public health practice have been trained
to utilize the evidence based approach appropriately [10]. Many health care providers have
difficulty finding, assessing, interpreting, and applying current best evidence[11]. Therefore,
it would be of great interest to enumerate the importance of evidence based approaches in
public health. Also, it is not always easy to implement evidence based approaches in public
health due to various barriers like lack of relevant research, improper information systems,
lack of leadership, incompetencies and political issues [11, 12]. Therefore, identification of
barriers would help in making policies to overcome these obstacles, while applying evi‐
dence based medicine in public health sectors.

The objectives of this chapter are:

To define the evidence based medicine, evidence based public health, and enumerate the
importance of evidence based medicine in public health.

To define the key analytical tools which could increase the adoption of evidence based med‐
icine in clinical decision making in public health sector.

To enumerate the challenges and opportunities for implementing evidence based medicine
in public health sector.

To describe the future issues of evidence based medicine in public health

1.1. Evidence based medicine & public health

Evidence includes the available body of facts or information which helps in defining wheth‐
er a proposition is true or valid. Evidence for public health professional includes qualitative
and quantitative data, programs results and policy evaluations, and the public health evi‐
dence is complex cycle of observation, theory and experiments [13, 14]. Three types of scien‐
tific evidence have been defined for public health practice, in literature [8, 15]. Type 1
evidence defines the severity and preventability of diseases and its risk factors, and suggests
that something should be done about it. Type 2 evidence defines the impact of specific inter‐
ventions on health improvement, and suggest that specifically this should be done [8]. Type
3 evidence informs, how something should be done as it define that under what conditions
interventions were implemented, and how they were implemented and received [15].

There are many differences between evidence based approaches in medicine and public
health. Pharmaceuticals and procedural medical studies rely on the results of randomized
controlled trials, whereas public health interventions are based on cross-sectional and time
series analysis, which sometime lack a comparison group unlike in clinical trials. Very few
public health interventions have been performed over the last few decades compared to
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randomized trials for medical treatments, as they are difficult to perform and are more cost‐
ly [16, 17]. Population based studies require longer time to complete, and thus require more
efforts and resources as compared to randomized clinical trials. In public health, interven‐
tion often involves combination of several interventions within the community, unlike
randomized clinical trials where intervention is referred to one particular therapeutical, di‐
agnostic or other measure.

In public health, there are limited academic credentials to certify the public health practi‐
tioners. Therefore, formal training is much more variable in public health sector as com‐
pared to other clinical disciplines, and only less than half of the workers of public health
sectors have documented formal training in different disciplines like epidemiology, health
educations etc. [18]. Public health is a heterogeneous sector where complex decisions mak‐
ing process involve multiple perspectives.

There are four groups of evidence based public health audience (Figure 1):
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Figure 1. Audience of Evidence Based Public Health

1. Public health practitioners: This group has executive and managerial responsibilities.
The public health practitioners want to know about the scope of alternative strategies
and quality of evidence for such alternatives, however they have a narrow set of op‐
tions. They should carefully review the evidence for alternative strategies to achieve the
desired health goals in community.

2. Policy makers: The policy makers at local, regional, state, national and international lev‐
els have responsibility of allocating the public resources and making the policies on
controversial public issues.

3. Stake holders: This includes the public and interest groups, who support or oppose the
specific policies. This is the group which is affected by the interventions.

4. Researchers: The researchers evaluate the impact of any policy, program or intervention
on population health.

Now it is a well known fact that practicing evidence based medicine improves patients'
health, reduces complications, and help in saving more lives. In addition, increased focus of

Evidence Based Public Health
http://dx.doi.org/10.5772/52643

285



accessing the current best evidence feasible, and easy in clinical settings. However, interven‐
tion decisions are often taken based on the short term applications in day-to-day clinical
practice, lacking the evidence based systematic approach. Since scientific knowledge
changes over time, it is necessary to make a decision based on the current scientific evi‐
dence. For that, public health providers and policy makers should be trained to synthesize
conclusions based on the outcomes of interventions, including latest research in the con‐
cerned field. However, very few individuals in the public health practice have been trained
to utilize the evidence based approach appropriately [10]. Many health care providers have
difficulty finding, assessing, interpreting, and applying current best evidence[11]. Therefore,
it would be of great interest to enumerate the importance of evidence based approaches in
public health. Also, it is not always easy to implement evidence based approaches in public
health due to various barriers like lack of relevant research, improper information systems,
lack of leadership, incompetencies and political issues [11, 12]. Therefore, identification of
barriers would help in making policies to overcome these obstacles, while applying evi‐
dence based medicine in public health sectors.

The objectives of this chapter are:

To define the evidence based medicine, evidence based public health, and enumerate the
importance of evidence based medicine in public health.

To define the key analytical tools which could increase the adoption of evidence based med‐
icine in clinical decision making in public health sector.

To enumerate the challenges and opportunities for implementing evidence based medicine
in public health sector.

To describe the future issues of evidence based medicine in public health

1.1. Evidence based medicine & public health

Evidence includes the available body of facts or information which helps in defining wheth‐
er a proposition is true or valid. Evidence for public health professional includes qualitative
and quantitative data, programs results and policy evaluations, and the public health evi‐
dence is complex cycle of observation, theory and experiments [13, 14]. Three types of scien‐
tific evidence have been defined for public health practice, in literature [8, 15]. Type 1
evidence defines the severity and preventability of diseases and its risk factors, and suggests
that something should be done about it. Type 2 evidence defines the impact of specific inter‐
ventions on health improvement, and suggest that specifically this should be done [8]. Type
3 evidence informs, how something should be done as it define that under what conditions
interventions were implemented, and how they were implemented and received [15].

There are many differences between evidence based approaches in medicine and public
health. Pharmaceuticals and procedural medical studies rely on the results of randomized
controlled trials, whereas public health interventions are based on cross-sectional and time
series analysis, which sometime lack a comparison group unlike in clinical trials. Very few
public health interventions have been performed over the last few decades compared to

Current Topics in Public Health284

randomized trials for medical treatments, as they are difficult to perform and are more cost‐
ly [16, 17]. Population based studies require longer time to complete, and thus require more
efforts and resources as compared to randomized clinical trials. In public health, interven‐
tion often involves combination of several interventions within the community, unlike
randomized clinical trials where intervention is referred to one particular therapeutical, di‐
agnostic or other measure.

In public health, there are limited academic credentials to certify the public health practi‐
tioners. Therefore, formal training is much more variable in public health sector as com‐
pared to other clinical disciplines, and only less than half of the workers of public health
sectors have documented formal training in different disciplines like epidemiology, health
educations etc. [18]. Public health is a heterogeneous sector where complex decisions mak‐
ing process involve multiple perspectives.

There are four groups of evidence based public health audience (Figure 1):

 

 1 

Public 
health  
practit
ioners 

Policy 
makers 

Stake 
holders Researchers 

Evidence Based Public 
Health audience 

Figure 1. Audience of Evidence Based Public Health

1. Public health practitioners: This group has executive and managerial responsibilities.
The public health practitioners want to know about the scope of alternative strategies
and quality of evidence for such alternatives, however they have a narrow set of op‐
tions. They should carefully review the evidence for alternative strategies to achieve the
desired health goals in community.

2. Policy makers: The policy makers at local, regional, state, national and international lev‐
els have responsibility of allocating the public resources and making the policies on
controversial public issues.

3. Stake holders: This includes the public and interest groups, who support or oppose the
specific policies. This is the group which is affected by the interventions.

4. Researchers: The researchers evaluate the impact of any policy, program or intervention
on population health.

Now it is a well known fact that practicing evidence based medicine improves patients'
health, reduces complications, and help in saving more lives. In addition, increased focus of

Evidence Based Public Health
http://dx.doi.org/10.5772/52643

285



evidence based medicine has many other direct and indirect benefits. Evidence based medi‐
cine provide access to high quality information regarding different programs, policies and
treatments plans with higher likelihood of success, with greater productivity [8, 11, 19]. It
also helps in better usage of public and private resources in medicine.

To improve the evidence based approach in public health practice, we need to understand
several concepts. First, we need detailed information on the policies and programs that will
most likely be effective in promoting public health [8, 19, 20]. Then, we need to translate the
science into practice. We also need to better define the different processes that lead to evi‐
dence based decision making in public health, for which we need to gather maximum possi‐
ble relevant information from peer-reviewed literature [8, 21]. Finally, different effective
interventions must occur consistently at local, state and national levels [22].

Dfferent qualitative and quantitative factors should be taken into account while making the
public health policy decisions [23]. These factors are described below (Figure 2):
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Figure 2. Factors necessary for making public health policy decisions

1. Size of problem: We should always evaluate the problem first, and make sure that it is
an important issue with significant health burden.
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2. Problem preventability: We should evaluate the efficacy and biological plausibility of
the preventive measures before making any decisions.

3. Interventions effectiveness: We should evaluate the effectiveness and generalizability of
intervention and make sure that it works in real world settings. We should also analyze
the intervention in ideal settings and compare, how much less effective it would be?
And, if there is better alternative intervention?

4. Benefits and harms: We should evaluate all the possible benefits and harms of interven‐
tion.

5. Comparison of benefits and costs: We should evaluate the total value of intervention
and compare it with the possible alternative intervention.

6. Incremental gain: We should also evaluate if there is any additional cost and benefits
associated with the intervention we are planning to implement.

7. Feasibility: Feasibility of intervention in prospect of money and time should also be as‐
sessed.

8. Acceptability: Acceptability of intervention by community culture and values, as well
as by religious and political situations should be evaluated.

9. Appropriateness: Always analyze if the intervention is likely to work in particular set‐
tings and various populations?

10. Equitably: Intervention should distribute resources fairly.

11. Sustainability: Can intervention be maintained by available resources and incentives?

2. Analytical tools of evidence based public health

There are several analytical tools which can enhance the adoption of evidence based public
health (Figure 3).

2.1. Public health surveillance

Public health surveillance is a very important tool for evidence based public health users.
The public health surveillance involves timely and systematic collection, analysis and inter‐
pretation of data, and then dissemination of this data to the public health programs, who are
responsible for preventing and controlling the disease [24]. To use this data effectively, pub‐
lic health surveillance system should regularly evaluate the effectiveness of disseminated
data.

2.2. Systematic review and evidence-based guidelines

To get comprehensive information of any particular research topic, systematic-reviews are
crucial, and can be efficient way to become familiar with any specific public health topic
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[25-27]. Reviews done with systematic approach are a great source of reliable results, be‐
cause of limited bias and chance effects. Such results can be used for making decisions in the
public health. Guide to Community Preventive Services is one of the most useful sets of re‐
view regarding public health interventions, which provides overview of current scientific
literature in well defined methods [28].

2.3. Economic evaluation

Another important tool of evidence based practice is economical evaluation, which provides
the information about alternative expenditure on public health programs and interventions.
Cost-effectiveness analysis compares health interventions with health impacts and out‐
comes, and can suggest the relative value of alternative interventions and policies [29]. In
public health care sector, there is limited data available to support cost-effectiveness analysis
for designing policies and programs [30].

2.4. Health impact assessment

Health impact assessment estimate the probable impact of non-health sector interventions
on population health, and focus on involving stake holders in project development. Health
impact assessment has now been accepted as a tool and is used to assess the potential effects
of many health programs and policies on public health status and other outcomes [31, 32].

2.5. Participatory approach

Participatory approach engage communities in the evidence based public heath, by involv‐
ing communities’ members in research and intervention projects [33, 34]. This approach re‐
lies on stake-holder’s inputs where practitioners and community members define the issues,
develop intervention strategies and evaluate the outcomes [35]. Stake holders should in‐
clude people who would potentially benefit from those particular interventions/policies.
Three groups of stake holders are important: those involved in program operations like
sponsors, administrators, staff etc.; those affected by the program\interventions like family
members, clients, elected officials etc.; and users of the evaluation, including those who de‐
cide about the programs.

3. Implementation of evidence based public health and challenges

Implementation of evidence based public health is a process which involves several steps.

3.1. Generating evidence from the research

Biomedical research is the first step in implementation of evidence based public health. Ini‐
tial testing of innovations occurs mostly in laboratories, from where products/processes
with merit undergo field trials to assess the efficacy and toxicity. Those with merits further
undergo definite testing in large controlled trials with important clinical endpoints.
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Figure 3. Analytic tools of evidence based public health

3.2. Synthesizing the evidence

Since most of the research results are published in large number of journals, readers are
bound to be overwhelmed. Therefore, research results needs to be synthesized in compact
format which is ready to be applied in clinical settings. Many services like Cochrane collabo‐
ration has taken the initiative to summarize the randomized controlled trials of healthcare
interventions, and Cochrane library is a robust source of synthesized evidence [36]. Beside
this, advances in information technologies and computerized decision support systems are
making practice of evidence based health care system more feasible.

3.3. Developing policies based on evidence

Clinical policies should be both evidence based and clinically useful, therefore policies must
balance between strengths and limitations of all the relevant research evidence with the
practical reality of clinical settings. There are many non-evidence based factors like culture,
religion, ideology etc. which are often considered by policy makers while making the na‐
tional health care policies. Therefore, clinicians should balance research evidence with clini‐
cal circumstances, and should act a part of team planning for change.
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3.4. Applying evidence based polices in practice

Once policies are ready, they should be applied at the right time, right place and right away.
However certain local and individual level barriers need to be addressed before application.

3.5. Making clinical decisions

Final step in the implementation of evidence based public health is clinical decisions. Re‐
search evidence must be integrated with the patient’s clinical circumstances, preferences,
values and wishes to derive a meaningful decision about management. Evaluating a pa‐
tient’s clinical circumstances requires clinical expertise, which is an important factor for the
correct implementation of research evidence in clinical scenarios.

4. Challenges in implementation of evidence based public health

While implementing the evidence based public heath, many challenges are faced as descri‐
bed below (Figure 4):
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4.1. Organizational culture

Evidence based public health often relies on the evidence champions, who are willing to
challenge the status quo and promote the new ways of decision making. For innovation, it is
very important that organization support the changes [37]. Rigid personnel system is a bar‐
rier to the evidence based public heath, which make implementation of new programs and
approaches difficult. The continuation of old practices requires less effort than working
through the new programs. Therefore, persons who propose the new approaches may get
opposed and threatened by colleagues and supervisors, who want to continue with the old
approaches.

4.2. Leadership

Leaders of the public health system are important factors in determining the organizational
culture and use of resources for evidence based approach. Attention of leadership toward
science, quality and performance are important predictors of strong public health system
[38]. However in public health, leaders have to face challenges in choosing and implement‐
ing the evidence based new approaches.

4.3. Political challenges

Political challenges are big barriers in the implementation of evidence based public health.
Policy making often occur quickly on the generalized knowledge and demands from the
stake holders, rather than being based on the evidence collected though experimental stud‐
ies by the researchers [39, 40]. Stake holders often create obstacles for public health agencies
in implementing the new evidence based interventions. Occasionally, politics want to imple‐
ment an intervention before there is sufficient evidence to support it e.g. Drug Abuse Resist‐
ance Education.

4.4. Funding challenges

Adhering to the requirements of funding agencies is another barrier in the implementation
of evidence based public health. Most of the public health funding is categorical and limits
the flexible use of funds to implement the new evidence based programs.

4.5. Workforce training

Poor workforce training is common in public health sectors. Less than 50% of the workers in
public health sectors have formal training in public health disciplines [41], and even lesser
number have formal graduate training from a public health program. Principles of evidence
based medicine are not uniformly taught in the public health sectors. However, competen‐
cies for effective public health practice are becoming clearer and many new evidence based
public programs have been developed to increase the specific training in public health [10].
However for the success of such training programs, life-long learning by leadership and
staff are required [42].
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number have formal graduate training from a public health program. Principles of evidence
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4.6. Cultural and geographical differences

There are large differences across the different continents in evidence based public health.
Whereas evidence based public health has been mostly developed in western world, use of
evidence based approach to meet the public health problems are limited in developing
countries [43, 44]. Even in developed world, results published in journal might not be true
representative of all the populations of interest.

5. Future perspectives of evidence based medicine in public health

Out of nearly $30 billion spent annually on health related research in United States, only a
small proportion of it is spent on public health related research [45]. Translation from re‐
search to clinical practice requires long time [17, 46], which needs to be accelerated in future
for the early adoption of evidence base interventions, to improve public health.

For early and effective adoption of research based evidence in public health will require in‐
tensive efforts in different fields, which include expansion of evidence based research and
knowledge, engaging leadership, expanding skillful training in public heath sectors, enhanc‐
ing the accountability for public expenditures and overcoming the disparities in evidence
based public health across the nations, different races, and communities.

In summary, implementation of evidence based public health is a difficult task which re‐
quires immediate attention. Public health is both an art and science, which should balance
between research based evidence and beneficial policy decisions. Different barriers should
be identified successfully, and early efforts are required to overcome these barriers. At the
same time, analytic tools of evidence based public health should be utilized properly. By ap‐
plying these concepts, public health practice can be improved in near future, across the all
nations.
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4.6. Cultural and geographical differences

There are large differences across the different continents in evidence based public health.
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knowledge, engaging leadership, expanding skillful training in public heath sectors, enhanc‐
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quires immediate attention. Public health is both an art and science, which should balance
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be identified successfully, and early efforts are required to overcome these barriers. At the
same time, analytic tools of evidence based public health should be utilized properly. By ap‐
plying these concepts, public health practice can be improved in near future, across the all
nations.
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Public Health, Infection and Infectious Agents: The
Etiology is Seemingly Always ‘Clever’
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1. Introduction

While humans have been struggling to search for the best means to control infection to hu‐
mans, infectious agents have been evolving with new means for evading efforts by the body
immune defense to arrest infections. We know that infectious agents escape body defense
mechanisms through evasion of the immune system or development of resistance to drugs
intended to inhibit growth or activity of these organisms. Sometimes using host’s resources
to flourish and unfairly destroying the host and its resources! Malaria parasite for example,
infects human red blood cells, produce clones of itself with different levels of resistance and
immune evasion diversity. The virus e.g. retroviruses, use human genetic materials to repro‐
duce their own nucleic acids (reverse transcription) within infected cells, altering planned
activities, consequently damaging the host cells! This chapter explores step by step why we
can regard infecting organisms as clever than us.

2. Viral infections

Host immune evasion

Existing belief indicates that from primordial soup in which life originated [1], viruses de‐
veloped together with variety of their hosts. In these past millions of years, the hosts have
developed a complex immune defense system against viral infections but the intelligent vi‐
ruses have though developed strategies to evade these host defences and replicate them‐
selves using host’s resources. The host immune response is responsible for defence against
viruses and their consequences. It consists of a complex interwoven series of chemical, cyto‐
kine and cellular interactions that work in synergy in an attempt to remove these invading

© 2013 Mbugi; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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viruses from the body. The outcome of viral infections in an animal is determined by a bal‐
ance between the speed of viral replication and spread, as well as the immune response [2].
Yet, viruses are regarded as important natural means of transferring genes between differ‐
ent species, which increases genetic diversity while in seat to drive evolution [3].

The concern for infections and their evasion strategies arises from the fact that vast of infec‐
tions and all poverty related infections are predominantly found in Africa, for example HIV/
AIDS (Figure 1).

Figure 1. More than two-third of the estimated 39.4 million people living with HIV worldwide are found in Africa.
(Source: UNSAIDS)

The host immunity consists of innate and adaptive immune responses geared at restraining
the viral and other pathogen invasion to keep the host healthy. The innate immune respons‐
es comprise of effector cells that include macrophages, neutrophils, natural killer (NK) cells,
mast cells, basophils and eosinophils. The humoral component of the innate immune re‐
sponse includes the complement cascade, interferon and a host of cytokines and chemokines
associated with inflammation. These cytokines and chemokines interact to attract, activate
and control the function of effector cells. NK cells are prime effector cells of the innate im‐
mune response to virally infected cells and they act by destroying infected cells through re‐
lease of effector granules such as perforins and granzymes. Detection of virally infected cells
and control of activation is achieved through the balance of activating and inhibitory recep‐
tors on the NK cells. All nucleated cells within the body express Major Histocompatibility
Complex (MHC)-1 molecule on their surface. MHC-1 molecules bind to receptors (CD94/
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NKG2A) on the surface of NK cells and act as inhibitors of NK cell activity. If these MHC-1
molecules are not present or reduced in number on a cell (such as virally infected cell), there
is no inhibition of NK cell and the NK cell destroy the infected cell. To counter effect this
action by NK cells, the virus cleverly evade this immune protective response through vari‐
ous ways namely: modification of expression of ligands on the surface of the infected cell
either increased expression of inhibitory ligands, expression of viral mimics of inhibitory li‐
gands or decreased expression of activating ligands, inhibition of cytokines such as Interfer‐
on-γ (IFN-γ) or IL-18, viral molecules that competitively bind IL-18 receptors or disruption
of the release of effector molecules like perforins and granzymes. These potentially cleverly
strategies enable viruses to escape punishment from host defence, including the comple‐
ment system, antibodies, interferon, T-cells, cytokines, and programmed cell death, apopto‐
sis [4,5]. Humans have been doing various researches in attempt to block these evasive
mechanisms by the virus but the virus always plans different means as though fighting
against invading viruses remains to be a vicious cycle.

The remarkable number and the complexities of the virus adaptations to suit the diverse im‐
mune response approach by the host poses a challenge to human intelligence on fighting in‐
fectious agents. It is said that through virus-host interactions at molecular level, interference
occurs through gene regulation that consequently modulates a range of fundamental cellu‐
lar processes [6]. While it is not surprising that the viruses develop strategies to overcome
host defences, the great rapidity with which viruses adapt and replicate within host cells to
survive the complex immune mechanisms with multiple adaptations has given the virus an
evolutional complement. The virus genome is relatively small as compared to most of its
hosts and many viruses produce proteins that act in multiple different ways on different
portions of the immune system. This creates a challenge for which best approach should sci‐
entists use to counter effect these virus strategical intelligence.

Antiviral Resistance

Anti-viral resistance is an additional issue of concern. Like with other infections, drug resist‐
ance to anti-vials and clinical implication has been described [7]. Nevertheless, the manage‐
ment of this drug resistance is suggested to be through optimization of host factors and
drug delivery, selection of alternative therapies based on knowledge of mechanisms of re‐
sistance, and the development of new antivirals. All these are subject to intelligence by the
virus to counter effect, which may be rapid as well! For example, prolonged drug exposure
is said to lead to the selection of resistant strains which normally develop via viral muta‐
tions necessitating a strategical approach to restraint viral infections [8] which may include
testing for resistance to drugs before therapy begins [9]. Proposed ways for possible block‐
ade of immune evasion domains on viruses has been suggested including the suitability of
the therapeutic and vaccine efficacy potential [10] but the constantly dynamic and regularly
changing strategies for evasion by pathogenic viruses remain a critical challenge. Prescrip‐
tions ranging from single to multiple ‘cocktail’ drugs have been currently been given to peo‐
ple with HIV in an attempt to make emergence of resistance less likely. In such situation, the
idea is such that even if a strain evolves resistance to one of the drugs, it will still succumb to
other drugs in the combination. However, the virus has been able to evolve resistance to
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more than one drug, some strains being resistant to all major classes of drugs used to com‐
bat the virus [11]. The virus which can develop resistant to reverse transcriptase (RT) inhibi‐
tors, protease inhibitors, fusion/entry inhibitors, integrase inhibitors as well as multidrug
combinations fielding more than one class into a single product must be far clever than us!
With the frequency of cross-resistance between drugs within a class said to be high, it fur‐
ther efforts to control viral replication more complicated [12-15]. This is because to combat
virus strains from becoming resistant to specific antiretroviral drugs, healthcare providers
have been recommending people infected with HIV to take a combination of highly active
antiretroviral drugs therapy (HAART) to enable viruses resistant to single class of drugs not
to have an escape route. In addition, some antiretroviral drugs have been combined into one
pill, known as a ‘fixed dose combination’ to reduce the number of pills to be taken each day
by the patient. Development of resistance to at least major classes of anti-retroviral drugs is
a blow to the HAART strategy of combining drugs from at least two different antiretroviral
drug classes for the purpose.

The major control in pathogen control is clearing of susceptible strains while maintaining
spread of resistant strains. This is because once there is transmission of drug-resistant strains
[16-18], it becomes difficult to contain the pathogen. Mutations in drug target markers is pri‐
marily important in development of drug resistance as indicated by Clavel and Hance [19]
and genotyping for drug resistance markers by sequencing is a complex technology which
presents a challenge for analysis, interpretation, and reporting [20]. This addresses the felt
difficulties in containing infectious agents like viruses which are very minute with great sur‐
vival strategies. The situation could be of substantial impact in sub-Saharan Africa where re‐
cent report on antiretroviral drugs indicates significant increase in prevalence resistance
over time with possibility of spread of high levels of HIV-1 drug resistance in these re‐
source-limited settings [21]. The findings also caution on possibility of the condition to po‐
tentially compromise the effectiveness of HIV treatment programs. An example of drugs
and mechanisms of action and development of resistance is revealed in Table 1 with special
attention on HIV virus.

Drugs Mechanisms of Action Mechanisms of Resistance

Nucleoside analogues

Zidovudine

Stavudine

Lamivudine

Didanosine

Zalcitabine

Abacavir

Analogues of normal nucleosides

Active as triphosphate derivatives

Incorporated into nascent viral DNA

Prematurely terminate HIV DNA synthesis

Thymidine analogue mutations

promote ATP-mediated and

pyrophosphate-mediated excision

of the incorporated terminator

M184V or Q151M complex

mutations impair

incorporation of nucleoside

analogues

Nucleotide analogues

Tenofovir

Same as nucleoside analogues K65R impairs incorporation of

tenofovir into DNA
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Drugs Mechanisms of Action Mechanisms of Resistance

Thymidine analogue mutations

often associated with cross-

resistance to tenofovir

Nonnucleoside reverse-

transcriptase inhibitors

Nevirapine

Efavirenz

Delavirdine

Bind a hydrophobic pocket of HIV type 1 reverse

transcriptase

Block polymerization of viral DNA

Inactive against HIV type 2

Mutations reduce affinity of the

inhibitors for the enzyme

Single mutations generally

sufficient to induce high level of

resistance

Protease inhibitors

Saquinavir

Ritonavir

Indinavir

Nelfinavir

Amprenavir

Lopinavir

Structure derived from natural peptidic

substrates of the HIV type 1 protease

Bind the active site of the protease

Mutations reduce affinity of the

inhibitors for the enzyme

High-level resistance requires

accumulation of mutations

Fusion inhibitors

Enfuvirtide

36-Amino-acid peptide derived from the HR2

domain of glycoprotein 41

Interferes with glycoprotein 41–dependent

membrane fusion

Mutations affect HR1, a domain of

glycoprotein 41 whose interaction

with HR2 promotes membrane

fusion

Table 1. Antiretroviral Agents Used in the Treatment of HIV InfectionSource: Clavel F, Hance [19].

3. Bacterial infections

Antigenic variation

One of the important characteristics of the host immune response is antigen-specificity
through antibody production. In this context, once the host immune system is exposed to a
certain pathogen, it develops a response that is memorable against that pathogen. Similar
pathogen with similar proteins (immunologically called antigens) will be recognized as soon
as the host encounters same infection. This ability by the host’s immune response to remem‐
ber previously encountered pathogen and act accordingly is termed immunological memo‐
ry. This intelligence by the host’s immune response is however not a big problem to
bacterial pathogens. The surveillance by the immune response against invading infectious
agents can still be escaped by the clever pathogen like bacteria. One way in which an infec‐
tious agent, particularly extracellular pathogens can evade immune surveillance is by alter‐
ing its antigens against which the principal defence is the production of antibodies against
their surface structures. This is called antigenic variation. Antigenic variation can be ach‐
ieved through, existence in a wide variety of antigenic types by many infectious agents. Oth‐
er means include antigenic drift (point mutations in the genes encoding for certain antigenic
proteins) and programmed rearrangements in the DNA of some pathogens. For example
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ability of the enteropathogenic Yersinia enterocolitica to survive and proliferate in host tis‐
sue is said to be favoured by suppression of cytokine response that significantly contributes
to the evasion of antibacterial host defence against the pathogen [22]. We know that the im‐
mune system is highly diverse to counter effect the threats by various antigens from various
pathogens but it seems that when we come to evolution, the pathogens evolve faster than
the hosts! But why and how these pathogens look like they think ahead of higher organisms
(their hosts)? It could mean that as the organism becomes complex the rate of evolution is
slow as compared to lower organisms. It is known that the rate of evolutional change is gov‐
erned by the life span of the species where, short-lived species are capable of changing faster
compared to those with a longer life span [23]. On the other side of the coin floods of anti‐
gens per episode may probably confuse the stringent host’s immune response. Bacterial
pathogens for example, are said to dump more than 200 proteins into human macrophage
cells, the 'effector proteins’ [24]. In addition, these proteins are so similar to the human pro‐
teins enabling them to freely interfere with the body's immune response while protecting
the pathogen. Despite the fact that even short-lived species such as bacteria, which have
generation times measured in minutes, do not manifest noticeable evolutionary changes in a
humans lifetime, in some cases, evolution rates can depend on mutation rates [23]. The
changes that will definitely influence the survival strategy of the pathogen like bacteria in
presence of host like humans and animals.

Figure 2. Global distribution of tuberculosis. In sub-Saharan Africa, TB remains the number one cause of death in HIV/
Aids patients, and those infected with HIV show a much greater incidence of TB than those who are HIV-negative.
WHO statistics do show, however, that HIV-positive adults receiving ARV treatment have substantially lower rates of
TB infection than those who are not receiving treatment. This may not be the case following development of anti-
retroviral drug resistance!Source: http://myfundi.co.za/e/Global_distribution_of_diseases:_TB,_HIV/Aids,_chol‐
era_and_malaria

Drug Resistance

Mimicry allows deadly bacteria to evade host's defense through continued sprouting of anti‐
biotic resistance by simulating human proteins [24]. This process of "molecular mimicry" has
led human bacterial pathogens which were at one time easily treatable with antibiotics to
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recently re-emerge as highly infectious public health threats. This situation has drawn atten‐
tion for increased preparedness for emerging and re-emerging diseases [25]. In this context,
the suggested ‘fit-for purpose’ approaches such as the inter-discipline merging with a focus
on ‘one health’ approach, use of participatory epidemiology and disease surveillance and
mobile technologies may offer opportunity for optimal use of limited resources to improve
early detection, diagnosis and response to disease events which could eventually reduce the
impact of such diseases to animal and human populations.

Antibiotic resistance bears serious importance in public health. In both humans and animals,
drug resistant bacteria have been a threat to health and economy due to costs incurred in an
attempt to contain the disease situation which may finally not work out. This resistance may
be natural or develop after antibiotic use. In bacteria, induction of changes in ability to be‐
come antibiotic resistant is influenced by mutations which could be evolutional. This is de‐
spite mutations seemingly not having major effects on limiting evolution as diversity in
morphological evolution (evolution of physical characteristics) has been found not to corre‐
late well with DNA mutation rates [23]. With mutations, bacteria which were once suscepti‐
ble to certain antibiotics are currently no longer controlled or killed by those antibiotics, the
bacteria being able to survive and even multiply in the presence of a respective antibiotic
agent. We have observed this in chronic diseases such as tuberculosis, bovine mastitis and
many other bacterial diseases. Genome sequencing has indicated a known family of kinases
circulating in modern drug resistant pathogens reflecting the prevalence of resistance even
in microbiomes isolated from human use of antibiotics [26]. Bacterial resistance to formally
useful drugs occur in such ways as preventing the antibiotic from getting to its target
through changing the cell permeability for the drug or use ATP to pump drugs outside the
cell, thus reducing the chances that the drug will kill the bacteria. Other means incudes
changing the structure of the target for the drug such that the antibiotic can no longer recog‐
nize or bind to it. In addition, bacteria may destroy the drug through production of say, be‐
ta-lactamases that directly neutralize penicillin. Acquisition of resistance by bacteria may be
achieved through transformation, transposon and scavenging of DNA remnants from other
degraded bacteria. These all are intelligence by the pathogen that needs no higher organ‐
isms (hosts like human and animals) assistance but own capabilities. One would wonder
where these sorts of intelligence come from.

4. Parasitic infections

An example of well-studied tropical infectious parasite is the malaria parasite, Plasmodium
falciparum. A lot of challenges have been posed to scientific community as regards immune
evasion by the malaria parasite due to its ability to overwhelm the impact of host’s immune
response and through resistance to drugs of choice for the disease. Various researches in im‐
munology have in principle shown parasite evasion of host immunity to be ubiquitous in‐
volving a wide range of molecular mechanisms [27]. Immune evasion generates a large
spectrum of pathogenic effects, such as cytokine blows and inflammation. The relationships
between the benefits of immune evasion and its pathogenic consequences could reflect evo‐
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lutional and ecological host–parasite interactions. Such interactions have impacts on the
dose, parasite virulence, immune defence strategies, immunopathology and host specificity
[27]. Protective immunity to malaria for example is won by the parasite through its strat‐
egies used to evade host immunity, including antigen diversity/polymorphisms, antigen
variation and total immune suppression [28].

Figure 3. a:distribution of parasitic diseases, an example of malaria. See (figure above) the concentration of the dis‐
ease insub-Saharan Africa. Source: http://www.nature.com/nrmicro/journal/v4/n9_supp/fig_tab/nrmi‐
cro1525_F2.html b:Despite the global distribution of malaria, high deaths are concentrated in Africa, south of Sahara
where it also contributes to high deaths. This parasitic disease, despite antigen diversity, it is also resistant to most
antimalarial drugs designed to restrain the disease. Consequently, the disease cause global economic and social bur‐
dens [29] particularly predominating in African countries. Source: http://www.nature.com/nrmicro/journal/v4/
n9_supp/fig_tab/nrmicro1525_F2.html

Evidence from population genomics of the immune evasion (var) genes of Plasmodium falci‐
parum [30] suggests recombination to play a key role in maintaining the extraordinary levels
of polymorphism found in the immune evasion genes. Most malaria vaccine-candidate anti‐
gens have highly polymorphic surface proteins that elicit variant-specific immunity [31]. Nev‐
ertheless, this antigenic diversity is still beaten by an evasive malaria parasite as though no
vaccine yet to arrest malaria troubles in endemic areas. Exploration on evolutional relation‐
ships for the design of vaccines based on ancestral sequences, with the potential for inducing
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cross-protection against a wide range of antigenic variants [32] has been proposed, but the par‐
asite always seems to be ahead of the scientific community. Thus, despite efforts for under‐
standing the  mechanisms and patterns  of  genetic  recombination and sequence variation
designing vaccines that represent the worldwide repertoire of polymorphic malarial surface
antigens may be difficult due to dynamic continuum of antigenic variation in the parasite.

Drug resistance is another way apart from immune evasion that the parasite uses to win the
battle against host efforts to fight parasitic infections. A range of drugs for example has been
used for malaria treatment over decades but have ended disapprovingly through develop‐
ment of drug resistance. Similar strategies have been used by other parasites in animals as
well as in humans. Drug resistance and genetic studies on P. falciparum have revealed a
limited geographical genetic diversity in a genetically homogeneous parasite population
[33]. Studies on competitive facilitation of drug-resistant Plasmodium falciparum malaria
have indicated the most highly resistant parasites to out-compete less fit parasite popula‐
tions [34]. Consequently, these resistant strains overgrow under drug pressure posing a
great threat that at one moment there might be an existence of a parasite population which
is highly resistant to drug use. Systematic mapping of genetic variation in Plasmodium falci‐
parum to locate other loci that can facilitate parasite drug resistance [35] is important. How‐
ever, all these efforts will be of value to the scientific community if we will finally be able to
contain the parasite than it being always a hero.

5. Fungal infections

Under the kingdom of Fungi are many species with a wide spectrum of diseases that can infect
humans and other animals most of which being accidentally originating from exogenous sour‐
ces by inhalation (e.g. Aspergillus spp., Cryptococcus neoformans or endemic mycoses) but al‐
so as commensals of the gastrointestinal tract (e.g. Candida spp.) or reactivation of a latent
infection [36]. Clinical manifestation and severity of fungal infections, including transition
from potentially commensals to infections depends on the patient’s immune response, the
host-pathogen interaction and ability of the infecting pathogenic fungus to evade the host im‐
mune response [37-40]. Like other infections, the immunity to fungal infections comprises of
both innate and adaptive responses. These host defence mechanisms require induction and ac‐
tivation after infection through invariant molecular structures shared by large groups of
pathogens (collectively called pathogen-associated molecular patterns, PAMPs) which are rec‐
ognized by a set of pattern recognition receptors (PRRs) in the host immune defence cells, in‐
cluding Toll-like receptors (TLRs) [41]. However, intelligent is the host’s defence, the fungus
can defend better! Thus the fungus has developed a variety of evasive mechanisms to escape
host defence while nourishing themselves within host’s resources.

Immune evasion in fungal infections is not uncommon phenomenon. A pathogen with a variety
of strategies enabling its effective survival within the host while able to evade immune detection
to overcome the smart host immune response is said to be successful. The well-known strategies
employed by fungal pathogens to evade host defense mechanisms includes shielding of stimu‐
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latory PAMPs, modulation of inflammatory signals, shedding of distraction components, per‐
sistence  in  intracellular  environments  and  complement  evasion  [42].  Among  evasion
mechanisms to overcome both innate and adaptive immunity by some fungal infections is phase
transition through expression of yeast-phase specific genes and alteration of cell wall compo‐
nents [43]. In Candida albicans infection, specific enzyme is secreted to degrade and deactivate a
host antimicrobial peptide involved in the protection of the oral mucosa against the fungus thus
enhancing its transition from commensal to pathogen [44].

Similar to other infections, fungal immune evasion when coupled with resistance to poten‐
tial antifungal drugs poses a setback towards arresting diseases; their clinical and pathologi‐
cal consequences. Further, we have to admit diagnosis, epidemiology and mechanisms of
antifungal drug resistance [45] to be a challenge in control of fungal infections. A recent
study [46] for instance, has revealed geographic variations in fungal species and antifungal
resistance rates distribution among isolates pointing out a focused surveillance on emerging
resistance patterns in Candida infection (see Table 2). The study does not cover African con‐
tinent but should be taken as a warning alarm for the potential risks developing countries
like those in Africa may similarly be facing. Antifungal resistance has also been surveyed in
Aspergillus species using molecular tools showing resistance potential for multiple antifun‐
gal drugs [47]. In the same study, new species were in addition, identified which could re‐
flect emergence of new fungal species potentially resistant to drugs. Importantly, it is a
reflection that screening using advanced tools may help to restrain disease transmission
through procedures such as transplantation and blood transfusion. Surveillance networks
that incorporate sequence-based identification of clinical isolates to determine the species
distribution, the clinical disease and outcome of patients with invasive fungal species have
been suggested [48]. Factors driving fungal composition are primarily global and indoor
fungal composition is again said to be geographically patterned with more diversity ob‐
served in temperate zones than in the tropics [49]. But the proposition should be viewed
with special precaution not to rule out the situation to similarly occur in the tropics. This is
particularly critical as fungi are ubiquitous components of indoor human environments,
with most contact between humans and microbes probable thus raising the possibility of
contribution to spread of resistant strains during disease transmission. The idea is that ap‐
plication of antifungal drugs will definitely kill susceptible strains leaving resistant strains
to prevail and circulate in the community of hosts they infect.

Available reports indicate a change in epidemiology of systemic fungal infections citing the
key elements in selection of appropriate antifungal agent which include; the type of patient
(solid-organ or stem-cell transplant), severity of immunosuppression, history of prolonged
exposure to antifungal drugs, and knowledge of the genera and species of the infecting
pathogen and its typical susceptibility pattern [50]. Canonn et al. [51] pointed out on efflux-
mediated antifungal drug resistance with a list of antifungal drugs, their targets and possi‐
ble resistance mechanisms. The authors finally, suggest among other approaches that
scientists can deploy to identify and possibly design multifunctional drugs that inhibit con‐
ventional targets as well as the transcription factors responsible for the overexpression of ef‐
flux pumps and the pumps themselves. This idea was also previously addressed by Monk
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and Goffeau [52]. But we should bear in mind that despite these all efforts, the microbes,
having no laboratories for designing and formulating mechanisms for survival in the host,
can still generate resistance markers through genetic mutations and other gene rearrange‐
ments. Concerns regarding the development of resistance to even the available few antifun‐
gal drugs have been raised [53] and new diagnostic tools for rapid, sensitive, and specific
detection of fungi in clinical material has been proposed to be a mandatory for effective dis‐
covery and designing of appropriate drugs [54]. But how fast and quick are we ahead of the
‘microbe thinking’? I always think that, if it was learning, then the microbes have been
learning faster than human beings! Who amongst us can agree this view? It is through sur‐
veillance on infections, immunity, chemotherapeutics, evolutional characteristics and differ‐
ences between lower and higher organisms that we can get answers.

Species % of isolates by species and geographic region (nb)

Asia-Pacific (51) Latin America

(348)

Europe (750) North America

(936)

Total (2,085)

C. albicans 56.9 43.6 55.2 43.4 48.41

C. glabrata 13.7 5.2 15.7 23.5 18.0

C. parapsilosis 13.7 25.6 13.7 17.1 17.2

C. tropicalis 11.7 17.0 7.3 10.5 10.5

C. krusei 2.0 1.4 2.5 1.6 1.9

C. lusitaniae 0.0 0.9 1.2 2.2 1.6

C. dubliniensis 0.0 0.3 0.8 1.0 0.8

C. guilliermondii 0.0 1.7 0.1 0.1 0.4

Misc.a 2.0 1.6 1.7 0.6 1.2

Table 2. Species distribution of Candida bloodstream infection isolates across geographic regions out of African
continentsSpecies distribution of Candida bloodstream infection isolates across geographic regions: SENTRY
Surveillance Program, 2008 to 2009. aMiscellaneous species including 6 isolates of C. kefyr, 2 each of C. rugosa, C. sake,
and C. pelliculosa, 3 each of C. famata and C. lipolytica, and 1 each of C. lambica, C. utilis, C. haemulonii, C.
norvegensis, and C. inconspicua.nb: number tested.Source: Pfaller et al. [46].

6. Summary

This chapter has discussed in brief, the human infectious agents, host immune response, im‐
mune evasion and drug resistance to various anti-pathogen drugs. The chapter highlighted
how smart is the host’s immune defence mechanisms against infectious agents and how the
pathogens device mechanisms for escape and survival within host’s territory. The net bal‐
ance between host defence and pathogen defence evasion is the one which determines the
fate of infection to either resolve or develop to clinical disease plus its pathological conse‐
quences. In most cases it seems the pathogen wins the battle due to its always far ahead
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‘thinking’ for counter strategies. It remains a question as to whether the pathogens are clever
than their hosts, including humans or is just a miss by human efforts to capture relevant
pathogenic factors without which the infecting organisms would be harmless. The scientific
community is highly acknowledged for the efforts and a synergistic multi-disciplinary ap‐
proach to control striking infections, particularly those with cross-transmission to animals
other than human beings (zoonotic infections). The concern is that with time, the selected
resistant or immune evasive strains will remain in circulation within human and animal
population making control extremely difficult. Consequently, it raises a worry that probably
higher organisms have fewer chances for successful life in presence of lower organisms. Sev‐
eral efforts in research including experimental, clinical and immunological potential impact
of improved nutrition to specific infections have been in place [54-69]. Despite these efforts,
however, vaccine and drug developments have been made difficult by the tricky survival
strategies by pathogens making improvement in health focusing in nutrition not as good as
might be if the pathogens were not that clever. The remaining challenge is how to bring to‐
gether willing interested partners (stakeholders) for joint efforts in control of diseases. At‐
tention should also be directed to zoonotic infections such as tuberculosis whose resistance
may develop in one species and be detrimental to other species for instance drug resistant
Mycobacterium bovis from cattle infecting humans. The ‘one health’ concept in such circum‐
stances will stand a greater chance of playing a role in limiting transmission of the diseases
across species.
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1. Introduction

Tuberculosis (TB) is an infectious disease caused by different species of the genus Mycobacte‐
ria. Together with human immunodeficiency virus infection (HIV)/Acquired Immunodefi‐
ciency Syndrome (AIDS) and malaria, tuberculosis is one of the biggest killers in the Word
(Rodríguez-Morales AJ et al 2008, Murcia-Aranguren MI et al 2001). Human disease is usu‐
ally caused by Mycobacterium tuberculosis, also know as the Koch’s bacilli (Figure 1), which
can affect any organ or tissue in the body, and in some cases due to M. bovis (Castañeda-
Hernández DM & Rodríguez-Morales AJ 2012a). Although this, pulmonary disease, with
their particular hallmarks such as occurrence of cough with expectoration lasting more than
15 days, is the main corporal area affected by this mainly tropical pathogen (Rodríguez-Mo‐
rales AJ et al 2008; Castañeda-Hernández DM & Rodríguez-Morales AJ 2012). In such cases,
previous to a microbiological diagnosis, individuals in such state are so-called respiratory
symptomatic.

Besides those symptoms/signs, disease can be manifested with hemoptisis, fever, night
sweating, general malaise, thoracic pain, anorexia and weight lost. This disease is still a sig‐
nificant public health problem due to is highly transmissibility, but is highly potentially pre‐
ventable and treatable condition (Curto et al. 2010, Dim et al. 2011, Orcau et al. 2011, Marais
& Schaaf 2010, Glaziou et al. 2009). Even more, in the context of HIV and newer immuno‐
suppressive conditions mycobacterial diseases emerge as public health threat in the World
(Vargas et al. 2005).

Tuberculosis is a human threat and still a significant public health problem in the World,
but particularly in developing countries. Today, together with the burden of infection due to
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Human Immunodeficiency Virus (HIV), this coinfection drives most of the tuberculosis
morbidity and mortality in many regions (e.g. Africa) and makes more complicated its con‐
trol and reduction in many terms. According to the World Health Organization (WHO)
Global Tuberculosis Control Report 2011 (the most important and official document regard
the epidemiology and other aspects of TB worldwide), in 2010, there were 8.8 million (range,
8.5–9.2 million) incident cases of TB, 1.1 million (range, 0.9–1.2 million) deaths from TB
among HIV-negative people and an additional 0.35 million (range, 0.32–0.39 million) deaths
from HIV-associated TB (World Health Organization 2011). Important new findings at the
global level are: a) the absolute number of TB cases has been falling since 2006 (rather than
rising slowly as indicated in previous global reports); b) TB incidence rates have been falling
since 2002 (two years earlier than previously suggested); c) Estimates of the number of
deaths from TB each year have been revised downwards; d) In 2009 there were almost 10
million children who were orphans as a result of parental deaths caused by TB (World
Health Organization 2011).

Figure 1. Acid fast-bacilli in a Ziehl-Neelsen stain from a sample of a patient with pulmonary TB (400 X) (Fernández M
& Dickson González SM 2007).

Epidemiology of tuberculosis can be influenced by multiple not only clinical factors, but also
demographical, geographical and social aspects at local or national levels, as the develop‐
ment of the country (Rodríguez-Morales AJ & Castañeda-Hernández DM 2012), currently
measured by indicators such as the Human Development Index (HDI). Finding there, that
negative relationships between both morbidity and mortality due to tuberculosis and HDI
exist, with better HDI levels lower morbidity and mortality due TB is found (Rodríguez-Mo‐
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rales AJ & Castañeda-Hernández DM 2012). As has been reported with other diseases with
high prevalence in developing countries, burden of diseases such as TB can be an impedi‐
ment in achieving the Millennium Development Goals (Franco-Paredes et al 2007b). Then
strategies to reduce its impact and improving the health of populations, most of the times
neglected, should be implemented (Franco-Paredes et al 2007a).

In developing countries another aspect influencing this is the limited research on tuberculo‐
sis that usually is made (Castañeda-Hernández DM et al 2012a). For example scientific pro‐
duction on TB in Colombia is low, not just comparing it with developed countries (USA,
4.08 articles/100,000 hab.) but also with others in Latin America with even lower TB inci‐
dence such as Chile (19 cases/100,000 hab.) but with a better productivity 2.19 times higher
(1.09 articles/100,000 hab.). A higher promotion of research, beginning in undergraduate
studies, better interaction between public and private organizations, as well more academic
and international cooperation, would allow to decrease those gaps, increase scientific publi‐
cation and let that the application of that generated knowledge in the same country contrib‐
ute to improve the TB epidemiology and different aspects of disease (Castañeda-Hernández
DM & Rodríguez-Morales AJ 2012a).

Beyond its epidemiology, particularly mostly due to pulmonary disease (Figure 2), other im‐
portant forms of disease represent also a significant burden in the World. When the infec‐
tion affects organ other than the lung is called extrapulmonary TB. The most common form
of this disease is at the pleura, followed by the lymphatic nodes. Extrapulmonary TB in‐
cludes various manifestations according to the affected organ. Prognosis and time to devel‐
op disease also can vary according to the affected organ (Castañeda-Hernández DM &
Rodríguez-Morales AJ 2012a).

Figure 2. Pulmonary TB in a very young child from Tanzania, Africa (taken by Rodriguez-Morales AJ).
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Disease can ranges a spectrum that can begin from a latent infection or reactivation slow‐
ly  evolving  into  a  focal  or  whole  spread  and  involvement  of  multiple  organs,  which
makes  it  difficult  to  diagnosis  by  clinicians  and  health  care  workers,  who  many  times
could not  identify it  timely.  One of  the most  severe forms of  extrapulmonary TB is  the
meningitis (TB meningitis), which occurs as a result of hematogenous spread of bacilli in‐
to the subarachnoid space. This is known as a complication of primary TB and may occur
years later as an endogenous reactivation of a latent tuberculosis or as a result of exoge‐
nous reinfection (Glaziou et al. 2009, Hoek et al. 2011, Galimi 2011, Garcia-Rodriguez et al.
2011). Currently in the case of latent TB developing countries usually counts only with the
PPD to diagnose this condition. However, recently new alternatives have risen for the di‐
agnosis in these cases, using IFNγ release assays (IGRAs) to diagnose latent TB infection
(LTBI). This is actually proposed for public health purposes in developing countries (Cas‐
tañeda-Hernández DM et al 2012d).

Tuberculosis is a complex disease in terms of the multiple factors that are involved in its oc‐
currence and persistence in the human societies. In first place there are factors associated
with the bacillus (viability, transmissibility and virulence), with the host as a biological indi‐
vidual (immune status, genetic susceptibility, duration and intensity of exposure) as well, at
the bacillus-host interaction (place of affection, severity of illness) (Castañeda-Hernández
DM & Rodríguez-Morales AJ 2012a).

At a second, clinical level, the occurrence of pulmonary tuberculosis undiagnosed or un‐
treated, overcrowding, malnutrition, immunosuppresion from any cause (HIV infection, use
of immunosuppressive drugs, diabetes, cancer, chronic renal failure, silicosis, alcoholism
and drug addiction), are also important factors (Castañeda-Hernández DM & Rodríguez-
Morales AJ 2012a). In developing countries there are also multiple epidemiological contexts
where TB can be highly prevalent in comparison with general population, such as in pris‐
ons, among homeless persons and indigenous individuals (Castañeda-Hernández DM et al
2012b, Castañeda-Hernández DM & Rodríguez-Morales AJ, 2012b).

At community public health interventional level, protective factors include the BCG (Bacille
Calmette Guerin) vaccine, applied in developing countries, which provides protection be‐
fore exposure and prevent severe infection forms, especially in infants and young children,
reaching up to 80% of protection against the development of forms of the disease such as
meningeal and miliary TB (Garcia-Rodriguez et al. 2011, Garg 2010, Black et al. 2003, Francis
et al. 2002, Arbelaez et al. 2000, Ginsberg 2000).

Additional to those clinical implications, changes in the susceptibility of the etiological agent
to the therapy used drugs has imposed more challenges in the management of TB. The mag‐
nitude of problem with TB now lies in the fact that one third of the world population is in‐
fected by Mycobacterium tuberculosis. Even in the 21st century, TB kills more people than any
other infective agent. This, then, occurs in part as a result of a progressive decrease in its
susceptibility to anti-TB drugs or resistance emergence. Cases of resistant TB, defined by the
recommendations of the World Health Organization (WHO) as primary, initial, acquired
multidrug resistant (MDR-TB) or extensively drug resistant TB (XDR-TB) are emerging in
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different areas of the World (Torres et al. 2011, Solari et al. 2011, Chadha et al. 2011, Arenas-
Suarez et al. 2010, Ferro et al. 2011, Martins 2011, Robledo et al 2008).

The development of resistance in TB may result from the administration of mono-therapy or
inadequate combinations of anti-TB drugs. A possible role of health care workers in the de‐
velopment of multi drug-resistant TB is very important. Actually, multi drug-resistant TB is
a direct consequence of mistakes in prescribing chemotherapy, provision of anti-tuberculo‐
sis drugs, surveillance of the patient and decision-making regarding further treatment as
well as in a wrong way of administration of anti-TB drugs. The problem of XDR-TB in the
world has become very alarming. Only adequate treatment according to directly supervised
short regiment for correctly categorized cases of TB can stop the escalation of MDR-TB or
XDR-TB, which is actually, in large magnitude, a global threat in the 21st century (Torres et
al. 2011, Solari et al. 2011, Chadha et al. 2011, Arenas-Suarez et al. 2010, Ferro et al. 2011,
Martins 2011, Robledo et al 2008).

Another important issue in TB is the social component, related to a complex background
and multiple interacting factors that internally and externally affect individuals affected by
the disease, which still represents a significant stigma in many communities in the World.
Given this setting, TB approach is complex and requires not only medical but also psycho‐
logical and especially sociological approaches in order to improve its management from a
collective medicine perspective as well better acceptability by non-affected people surround‐
ing infected individuals at their communities or neighborhoods. In this way, programs ap‐
proaching taking all these considerations in count will benefit with better strategies that
allow good interactions between social actors involve in the complex social matrix in which
sometimes TB can be present at societies. Taking advantage from this, regular activities,
such as proper diagnosis and treatment would be achieve in a more efficient way (Murray et
al. 2011, Santin & Navas 2011, Juniarti & Evans 2011).

One challenge in the current context of TB particularly in developing countries is the access
to reliable diagnostic tests (Castañeda-Hernández DM et al 2012d), particularly those than
allow to confirm species diagnostics as well to identify those isolates that are not fully sus‐
ceptible to antimicobacterial first line drugs. However, today many diagnostic tests have
been developed, but many of them are only used routinely in developed countries (e.g.
IGRAs and molecular biology-based tests) (Castañeda-Hernández DM et al 2012d). Al‐
though is clear that DOTS (directly observed treatment strategy, short-course) programmes
have contributed in the successful treatment of TB, particularly because this strategy in‐
cludes six major components that are: (i) pursue high-quality DOTS expansion and enhance‐
ment; (ii) address TB/HIV, MDR-TB (multi-drug resistant TB), and the needs of poor and
vulnerable populations; (iii) contribute to health-system strengthening based on primary
health care; (iv) engage all care providers; (v) empower people with TB, and communities
through partnership; and (vi) enable and promote research; it is necessary to increase its
coverage and usefulness particularly in those highly TB prevalent countries in the develop‐
ing World in order to achieve the goals that have been established for 2015 in the Global
Plan to Stop TB (2011-2015) of the World Health Organization and the Stop TB Partnership
(Castañeda-Hernández DM & Rodriguez-Morales AJ. 2012a). The epidemiological burden of
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TB in developing countries can be measured directly from different global and national indi‐
cators and estimators, however, those mainly to be addressed should be incidence, preva‐
lence, mortality, MDR-TB incidence, XDR-TB (extensively drug-resistant TB) incidence, case
notifications, treatment outcomes and case detection rates. In this chapter, such topics are
furtherly revised and prepared in the setting of highest available evidence (evidenced-based
public health) and epidemiological data, including a detailed analysis according to some
highly endemic countries sources in different developing regions, suggesting also new strat‐
egies for control as well providing updated information on epidemiological tools relevant
for TB in developing countries. Relevant new epidemiological settings will be also dis‐
cussed, such as the importance of TB in homeless, indigenous, migrated and prison popula‐
tions as has been suggested.

2. Tuberculosis in developing countries

Tuberculosis is a disease present, due the raise of HIV coinfection in most countries in the
World. Until two to three decades ago, TB was decreasing in importance in the World and
was predominantly endemic in developing countries. However after the origin of the AIDS
pandemic in June 1981, TB has been increasing again in importance not only in these coun‐
tries but also in those developed in North America and Europe. Besides this, the multiple
problems that countries with a high burden of TB have to face are major in developing coun‐
tries in Africa, Asia and Latin America, especially when this is also associated to other con‐
ditions and diseases, such as HIV, comorbidities, poverty and when living in resource-
constrained areas where diagnosis and treatment is not prompt as in other areas.

In order to know the real burden of disease in developing countries is necessary that these
make things well in epidemiology and public health regard TB. Recording and reporting of
data is a fundamental component of care of patients with tuberculosis (TB) and control of
the disease. Data recording and reporting is necessary to monitor trends in the TB epidemic
at global, national and subnational levels; to monitor progress in the treatment of individual
patients and groups (cohorts) of patients and ensure continuity of care when patients are re‐
ferred between healthcare facilities; and to plan, raise funds for, implement and evaluate
programmatic efforts to control TB, including forecasting the numbers of cases and the asso‐
ciated requirements for staffing, medicines and laboratory supplies; and analysing treatment
outcomes (World Health Organization 2012).

Global burden of TB in the World is estimated in 8.8 million (range, 8.5–9.2 million) incident
cases of TB (Table 1) for rates ranging 123.7 to 133.9 cases/100,000 pop. (Table 1); however
this can be very different among the WHO Regions in the World, being higher in Africa
where those estimates can reach 250.9 to 298.7 cases/100,000 pop. (Table 1). Rates of inci‐
dence are important because can show the real populational problem of the disease. For ex‐
ample in South East Asia there are more crude number of cases of TB, estimated in 3.5
million (range, 3.2–3.7 million) incident cases, however the incidence rates are quite lower
than in Africa, reaching 177.0 to 204.7 cases/100,000 pop. (Table 1) (Figure 4).
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Incidence

(cases)

Incidence rates (cases/

100,000pop)

Region Population Best Low High Best Low High

Global burden 6,869,573,000 8,800,000 8,500,000 9,200,000 128.1 123.7 133.9

WHO African Region 836,970,000 2,300,000 2,100,000 2,500,000 274.8 250.9 298.7

WHO South-East Asia Region 1,807,594,000 3,500,000 3,200,000 3,700,000 193.6 177.0 204.7

WHO Eastern Mediterranean

Region
596,747,000 650,000 580,000 730,000 108.9 97.2 122.3

WHO Western Pacific Region 1,798,335,000 1,700,000 1,500,000 1,800,000 94.5 83.4 100.1

WHO European Region 896,480,000 420,000 390,000 450,000 46.8 43.5 50.2

WHO Region of the Americas 933,447,000 270,000 250,000 280,000 28.9 26.8 30.0

Table 1. Estimated epidemiological burden of incident TB, according regions by the WHO in 2010 (World Health
Organization 2011). Incidence rates were calculated for this chapter.

Regard the prevalence of TB, which for some countries is still difficult to estimate and in
many cases even are not reported and/or analyzed. According the WHO, for 2010 the preva‐
lence was estimated in 12.0 million (range, 11.0–14.0 million) prevalent cases of TB (Table 2)
for rates ranging 160.1 to 203.8 cases/100,000 pop. (Table 2); however this can be very differ‐
ent among the WHO Regions in the World, being higher in Africa where those estimates can
reach 274.8 to 394.3 cases/100,000 pop. (Table 2).

Prevalence

(cases)

Prevalence rates (cases/

100,000pop)

Region Population Best Low High Best Low High

Global burden 6,869,573,000 12,000,000 11,000,000 14,000,000 174.7 160.1 203.8

WHO African Region 836,970,000 2,800,000 2,300,000 3,300,000 334.5 274.8 394.3

WHO European Region 896,480,000 2,500,000 2,200,000 2,800,000 278.9 245.4 312.3

WHO Western Pacific Region 1,798,335,000 5,000,000 3,700,000 6,500,000 278.0 205.7 361.4

WHO Eastern Mediterranean

Region
596,747,000 1,000,000 670,000 1,500,000 167.6 112.3 251.4

WHO Region of the Americas 933,447,000 330,000 260,000 410,000 35.4 27.9 43.9

WHO South-East Asia Region 1,807,594,000 560,000 430,000 720,000 31.0 23.8 39.8

Table 2. Estimated epidemiological burden of prevalent TB, according regions by the WHO in 2010 (World Health
Organization 2011). Prevalence rates were calculated for this chapter.

Regard the deaths, WHO estimates indicate that around 1.1 million (range, 0.9–1.2 million)
deaths from TB among HIV-negative people occurred and an additional 0.35 million (range,
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notifications, treatment outcomes and case detection rates. In this chapter, such topics are
furtherly revised and prepared in the setting of highest available evidence (evidenced-based
public health) and epidemiological data, including a detailed analysis according to some
highly endemic countries sources in different developing regions, suggesting also new strat‐
egies for control as well providing updated information on epidemiological tools relevant
for TB in developing countries. Relevant new epidemiological settings will be also dis‐
cussed, such as the importance of TB in homeless, indigenous, migrated and prison popula‐
tions as has been suggested.

2. Tuberculosis in developing countries

Tuberculosis is a disease present, due the raise of HIV coinfection in most countries in the
World. Until two to three decades ago, TB was decreasing in importance in the World and
was predominantly endemic in developing countries. However after the origin of the AIDS
pandemic in June 1981, TB has been increasing again in importance not only in these coun‐
tries but also in those developed in North America and Europe. Besides this, the multiple
problems that countries with a high burden of TB have to face are major in developing coun‐
tries in Africa, Asia and Latin America, especially when this is also associated to other con‐
ditions and diseases, such as HIV, comorbidities, poverty and when living in resource-
constrained areas where diagnosis and treatment is not prompt as in other areas.

In order to know the real burden of disease in developing countries is necessary that these
make things well in epidemiology and public health regard TB. Recording and reporting of
data is a fundamental component of care of patients with tuberculosis (TB) and control of
the disease. Data recording and reporting is necessary to monitor trends in the TB epidemic
at global, national and subnational levels; to monitor progress in the treatment of individual
patients and groups (cohorts) of patients and ensure continuity of care when patients are re‐
ferred between healthcare facilities; and to plan, raise funds for, implement and evaluate
programmatic efforts to control TB, including forecasting the numbers of cases and the asso‐
ciated requirements for staffing, medicines and laboratory supplies; and analysing treatment
outcomes (World Health Organization 2012).

Global burden of TB in the World is estimated in 8.8 million (range, 8.5–9.2 million) incident
cases of TB (Table 1) for rates ranging 123.7 to 133.9 cases/100,000 pop. (Table 1); however
this can be very different among the WHO Regions in the World, being higher in Africa
where those estimates can reach 250.9 to 298.7 cases/100,000 pop. (Table 1). Rates of inci‐
dence are important because can show the real populational problem of the disease. For ex‐
ample in South East Asia there are more crude number of cases of TB, estimated in 3.5
million (range, 3.2–3.7 million) incident cases, however the incidence rates are quite lower
than in Africa, reaching 177.0 to 204.7 cases/100,000 pop. (Table 1) (Figure 4).
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Incidence

(cases)

Incidence rates (cases/

100,000pop)

Region Population Best Low High Best Low High

Global burden 6,869,573,000 8,800,000 8,500,000 9,200,000 128.1 123.7 133.9

WHO African Region 836,970,000 2,300,000 2,100,000 2,500,000 274.8 250.9 298.7

WHO South-East Asia Region 1,807,594,000 3,500,000 3,200,000 3,700,000 193.6 177.0 204.7

WHO Eastern Mediterranean

Region
596,747,000 650,000 580,000 730,000 108.9 97.2 122.3

WHO Western Pacific Region 1,798,335,000 1,700,000 1,500,000 1,800,000 94.5 83.4 100.1

WHO European Region 896,480,000 420,000 390,000 450,000 46.8 43.5 50.2

WHO Region of the Americas 933,447,000 270,000 250,000 280,000 28.9 26.8 30.0

Table 1. Estimated epidemiological burden of incident TB, according regions by the WHO in 2010 (World Health
Organization 2011). Incidence rates were calculated for this chapter.

Regard the prevalence of TB, which for some countries is still difficult to estimate and in
many cases even are not reported and/or analyzed. According the WHO, for 2010 the preva‐
lence was estimated in 12.0 million (range, 11.0–14.0 million) prevalent cases of TB (Table 2)
for rates ranging 160.1 to 203.8 cases/100,000 pop. (Table 2); however this can be very differ‐
ent among the WHO Regions in the World, being higher in Africa where those estimates can
reach 274.8 to 394.3 cases/100,000 pop. (Table 2).

Prevalence

(cases)

Prevalence rates (cases/

100,000pop)

Region Population Best Low High Best Low High

Global burden 6,869,573,000 12,000,000 11,000,000 14,000,000 174.7 160.1 203.8
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WHO European Region 896,480,000 2,500,000 2,200,000 2,800,000 278.9 245.4 312.3

WHO Western Pacific Region 1,798,335,000 5,000,000 3,700,000 6,500,000 278.0 205.7 361.4

WHO Eastern Mediterranean

Region
596,747,000 1,000,000 670,000 1,500,000 167.6 112.3 251.4

WHO Region of the Americas 933,447,000 330,000 260,000 410,000 35.4 27.9 43.9

WHO South-East Asia Region 1,807,594,000 560,000 430,000 720,000 31.0 23.8 39.8

Table 2. Estimated epidemiological burden of prevalent TB, according regions by the WHO in 2010 (World Health
Organization 2011). Prevalence rates were calculated for this chapter.

Regard the deaths, WHO estimates indicate that around 1.1 million (range, 0.9–1.2 million)
deaths from TB among HIV-negative people occurred and an additional 0.35 million (range,
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0.32–0.39 million) deaths from HIV-associated TB were also reported (World Health Organi‐
zation 2011) (Table 3). Higher mortality rates are reported in Africa, ranging 26.3 to 33.5
deaths/100,000 pop. (Table 3), but very close to those reported by South East Asia, ranging
20.5 to 35.4 deaths/100,000 pop. (Table 3).

Mortality

(deaths)

Mortality rates (deaths/

100,000pop)

Region Population Best Low High Best Low High

Global burden 6,869,573,000 1,100,000 920,000 1,200,000 16.0 13.4 17.5

WHO African Region 836,970,000 250,000 220,000 280,000 29.9 26.3 33.5

WHO South-East Asia Region 1,807,594,000 500,000 370,000 640,000 27.7 20.5 35.4

WHO Eastern Mediterranean

Region
596,747,000 95,000 74,000 120,000 15.9 12.4 20.1

WHO Western Pacifi c Region 1,798,335,000 130,000 120,000 150,000 7.2 6.7 8.3

WHO European Region 896,480,000 61,000 48,000 75,000 6.8 5.4 8.4

WHO Region of the Americas 933,447,000 20,000 17,000 23,000 2.1 1.8 2.5

Table 3. Estimated epidemiological burden of mortality due to TB, according regions by the WHO in 2010 (World
Health Organization 2011) (excluding HIV positive deaths). Mortality rates were calculated for this chapter.

Tuberculosis incidence in HIV-patients is a very relevant indicator worldwide for TB epi‐
demiology and burden (Table 4). Africa presented the highest rates for HIV-Positive Inci‐
dent TB cases, ranging from 98.0 to 117.1 cases/100,000pop. (Table 4).

HIV-Positive Incident TB Cases Rates (Cases/100,000pop)

Region Population Best Low High Best Low High
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WHO Region of the Americas 933,447,000 35,000 31,000 38,000 3.7 3.3 4.1

WHO European Region 896,480,000 20,000 19,000 22,000 2.2 2.1 2.5

WHO Eastern Mediterranean

Region
596,747,000 12,000 9,800 15,000 2.0 1.6 2.5

WHO Western Pacifi c Region 1,798,335,000 35,000 26,000 45,000 1.9 1.4 2.5

Table 4. Estimated epidemiological burden of mortality due to TB, according regions by the WHO in 2010 (World
Health Organization 2011) (excluding HIV positive deaths). Mortality rates were calculated for this chapter.

Even more, difference in all these aspect can differ among countries and be higher. For ex‐
ample in Colombia, TB is still a significant public health problem. Figure 3 shows the WHO
profile for TB in Colombia for 2010.
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3. Tuberculosis incidence in high burden developing countries

As has been stated TB is highly endemic in many developing countries, particularly of Afri‐
ca and Asia highest rates of TB are located. These 22 countries, summarizing 62.9% of the
World population (4,321,966,000 pop) concentrated 81.5% of the incident cases of TB in the
World (7,169,000 cases), reaching mean incidence rates higher than in the rest of the World,
165.9 cases/100,000pop. (Table 5). However in many of these countries those numbers are
higher. India (although considered not official data) in 2010 reported 2,300,000 incident cas‐
es (ranging from 2,000,000 to 2,500,000 cases) (Table 5), followed by China with 1,000,000 in‐
cident cases (ranging from 910,000 to 1,200,000 cases) (Table 5) and South Africa with
490,000 incident cases (ranging 400,000 to 590,000 cases) (Table 5). Although that, again rates
are higher in this last country, South Africa, where for the same year were reported between
797.9 to 1176.9 cases/100,000 pop. (7.9 to 11.8 cases/1,000 pop or 0.8 to 1.2 cases/100 pop)
(Table 5). For Asia the country with highest rates is Cambodia (374.9 to 509.3 cases/100,000
pop.) (Table 5). For Latin America the country with highest rates (and the only from that re‐
gion in this list) is Brazil (35.9 to 51.3 cases/100,000 pop.) (Table 5) (Figure 4).

Incidence (cases) Incidence rates (cases/100,000pop)

Countries Population Best Low High Best Low High

South Africa 50,133,000 490,000 400,000 590,000 977.4 797.9 1176.9
Zimbabwe 12,571,000 80,000 61,000 100,000 636.4 485.2 795.5
Mozambique 23,391,000 130,000 87,000 170,000 555.8 371.9 726.8
Cambodia 14,138,000 62,000 53,000 72,000 438.5 374.9 509.3
Myanmar 47,963,000 180,000 160,000 210,000 375.3 333.6 437.8
DR Congo 65,966,000 220,000 190,000 250,000 333.5 288.0 379.0
Kenya 40,513,000 120,000 120,000 130,000 296.2 296.2 320.9
Philippines 93,261,000 260,000 210,000 310,000 278.8 225.2 332.4
Ethiopia 82,950,000 220,000 20,000 230,000 265.2 24.1 277.3
Pakistan 173,593,000 400,000 330,000 480,000 230.4 190.1 276.5
Bangladesh 148,692,000 330,000 270,000 400,000 221.9 181.6 269.0
Uganda 33,425,000 70,000 56,000 85,000 209.4 167.5 254.3
Vietnam 87,848,000 180,000 130,000 220,000 204.9 148.0 250.4
Afghanistan 31,412,000 59,000 49,000 71,000 187.8 156.0 226.0
India 1,224,614,000 2,300,000 2,000,000 2,500,000 187.8 163.3 204.1
Indonesia 239,871,000 450,000 370,000 540,000 187.6 154.2 225.1
UR Tanzania 44,841,000 79,000 75,000 85,000 176.2 167.3 189.6
Thailand 69,122,000 94,000 78,000 110,000 136.0 112.8 159.1
Nigeria 158,423,000 210,000 99,000 360,000 132.6 62.5 227.2
Russian Federation 142,958,000 150,000 130,000 180,000 104.9 90.9 125.9
China 1,341,335,000 1,000,000 910,000 1,200,000 74.6 67.8 89.5
Brazil 194,946,000 85,000 70,000 100,000 43.6 35.9 51.3
Subtotal 4,321,966,000 7,169,000 5,868,000 8,393,000 165.9 135.8 194.2
% from global burden 62.9 81.5 69.0 91.2 - - -
Global burden 6,869,573,000 8,800,000 8,500,000 9,200,000 128.1 123.7 133.9

Table 5. Estimated epidemiological burden of TB incidence in the countries with the considered higher burden of TB,
according WHO in 2010 (World Health Organization 2011). Incidence rates were calculated for this chapter.
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Figure 4. Map of the World with the Tuberculosis incidence rates classified according to the World Health Organiza‐
tion, 2010.
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3. Tuberculosis incidence in high burden developing countries
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4. Tuberculosis prevalence in high burden developing countries

For prevalence a similar epidemiological situation is seen. These 22 countries, concentrated
83.1% of the prevalent cases of TB in the World (9,972,000 cases), reaching mean prevalence
rates higher than in the rest of the World, 230.7 cases/100,000pop. (Table 6). However in
many of these countries those numbers are higher. India (although considered not official
data) in 2010 reported 3,100,000 prevalent cases (ranging from 2,000,000 to 4,600,000 cases)
(Table 6), followed by China with 1,500,000 prevalent cases (ranging from 1,300,000 to
1,700,000 cases) (Table 6) and Indonesia with 690,000 prevalent cases (ranging 300,000 to
1,200,000 cases) (Table 6). Although that, again rates are higher in other countries, such as
South Africa, where for the same year were reported between 359.0 to 1256.7 cases/100,000
pop. (3.6 to 12.6 cases/1,000 pop or 0.4 to 1.3 cases/100 pop) (Table 6). For Asia the country
with highest prevalence rates is Cambodia (297.1 to 1061.0 cases/100,000 pop.) (Table 6). For
Latin America the country with highest rates (and the only from that region in this list) is
Brazil (17.4 to 82.1 cases/100,000 pop.) (Table 6).

Prevalence (cases)
Prevalence rates (cases/

100,000pop)

Countries Population Best Low High Best Low High

South Africa 50,133,000 400,000 180,000 630,000 797.9 359.0 1256.7

Cambodia 14,138,000 93,000 42,000 150,000 657.8 297.1 1061.0

DR Congo 65,966,000 350,000 160,000 560,000 530.6 242.5 848.9

Myanmar 47,963,000 250,000 180,000 310,000 521.2 375.3 646.3

Philippines 93,261,000 470,000 410,000 530,000 504.0 439.6 568.3

Mozambique 23,391,000 110,000 54,000 200,000 470.3 230.9 855.0

Bangladesh 148,692,000 610,000 280,000 1,000,000 410.2 188.3 672.5

Zimbabwe 12,571,000 51,000 23,000 80,000 405.7 183.0 636.4

Ethiopia 82,950,000 330,000 140,000 520,000 397.8 168.8 626.9

Pakistan 173,593,000 630,000 270,000 1,100,000 362.9 155.5 633.7

Afghanistan 31,412,000 110,000 51,000 180,000 350.2 162.4 573.0

Viet Nam 87,848,000 290,000 130,000 510,000 330.1 148.0 580.5

Indonesia 239,871,000 690,000 300,000 1,200,000 287.7 125.1 500.3

Kenya 40,513,000 110,000 49,000 180,000 271.5 120.9 444.3

India 1,224,614,000 3,100,000 2,000,000 4,600,000 253.1 163.3 375.6

Nigeria 158,423,000 320,000 110,000 690,000 202.0 69.4 435.5

Uganda 33,425,000 64,000 32,000 100,000 191.5 95.7 299.2

Thailand 69,122,000 130,000 55,000 210,000 188.1 79.6 303.8

UR Tanzania 44,841,000 82,000 39,000 130,000 182.9 87.0 289.9

Russian Federation 142,958,000 190,000 70,000 330,000 132.9 49.0 230.8

China 1,341,335,000 1,500,000 1,300,000 1,700,000 111.8 96.9 126.7

Brazil 194,946,000 92,000 34,000 160,000 47.2 17.4 82.1

Subtotal 4,321,966,000 9,972,000 5,909,000 15,070,000 230.7 136.7 348.7

% from global burden 62.9 83.1 53.7 107.6 - - -

Global burden 6,869,573,000 12,000,000 11,000,000 14,000,000 174.7 160.1 203.8

Table 6. Estimated epidemiological burden of TB prevalence in the countries with the considered higher burden of TB,
according WHO in 2010 (World Health Organization 2011). Prevalence rates were calculated for this chapter.
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Figure 5. Map of the World with the estimated HIV prevalence in new TB cases classified according to the World
Health Organization, 2010.
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4. Tuberculosis prevalence in high burden developing countries

For prevalence a similar epidemiological situation is seen. These 22 countries, concentrated
83.1% of the prevalent cases of TB in the World (9,972,000 cases), reaching mean prevalence
rates higher than in the rest of the World, 230.7 cases/100,000pop. (Table 6). However in
many of these countries those numbers are higher. India (although considered not official
data) in 2010 reported 3,100,000 prevalent cases (ranging from 2,000,000 to 4,600,000 cases)
(Table 6), followed by China with 1,500,000 prevalent cases (ranging from 1,300,000 to
1,700,000 cases) (Table 6) and Indonesia with 690,000 prevalent cases (ranging 300,000 to
1,200,000 cases) (Table 6). Although that, again rates are higher in other countries, such as
South Africa, where for the same year were reported between 359.0 to 1256.7 cases/100,000
pop. (3.6 to 12.6 cases/1,000 pop or 0.4 to 1.3 cases/100 pop) (Table 6). For Asia the country
with highest prevalence rates is Cambodia (297.1 to 1061.0 cases/100,000 pop.) (Table 6). For
Latin America the country with highest rates (and the only from that region in this list) is
Brazil (17.4 to 82.1 cases/100,000 pop.) (Table 6).
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5. Tuberculosis mortality in high burden developing countries

For mortality a similar epidemiological situation is seen. These 22 countries, concentrated
78.0% of the deaths due to TB in the World (857,800 deaths, ranging 581,900 to 1,229,000
deaths), reaching mean mortality rates higher than in the rest of the World, 19.8 deaths/
100,000pop. (Table 7). However in many of these countries those numbers are higher. India
(although considered not official data) in 2010 reported 320,000 deaths (ranging from
210,000 to 470,000) (Table 7), followed by Indonesia with 64,000 deaths (ranging from 42,000
to 91,000 deaths) (Table 7) and Bangladesh with 64,000 deaths (ranging 47,000 to 85,000
deaths) (Table 7). Although that, again rates are higher in other countries, such as Cambo‐
dia, where for the same year were reported between 43.9 to 84.9 deaths/100,000 pop. (Table
7). For Africa the country with highest mortality rates is DR Congo (40.9 to 68.2 deaths/
100,000 pop.) (Table 7). For Latin America the country with highest rates (and the only from
that region in this list) is Brazil (1.6 to 4.3 deaths/100,000 pop.) (Table 7).

Mortality (deaths)
Mortality rates (deaths/

100,000pop)

Countries Population Best Low High Best Low High

Cambodia 14,138,000 8,600 6,200 12,000 60.8 43.9 84.9

DR Congo 65,966,000 36,000 27,000 45,000 54.6 40.9 68.2

South Africa 50,133,000 25,000 16,000 38,000 49.9 31.9 75.8

Mozambique 23,391,000 11,000 7,000 17,000 47.0 29.9 72.7

Bangladesh 148,692,000 64,000 47,000 85,000 43.0 31.6 57.2

Myanmar 47,963,000 20,000 12,000 31,000 41.7 25.0 64.6

Afghanistan 31,412,000 12,000 8,600 16,000 38.2 27.4 50.9

Ethiopia 82,950,000 29,000 23,000 35,000 35.0 27.7 42.2

Pakistan 173,593,000 58,000 39,000 84,000 33.4 22.5 48.4

Philippines 93,261,000 31,000 21,000 43,000 33.2 22.5 46.1

Viet Nam 87,848,000 29,000 19,000 43,000 33.0 21.6 48.9

Zimbabwe 12,571,000 3,400 2,100 5,100 27.0 16.7 40.6

Indonesia 239,871,000 64,000 42,000 91,000 26.7 17.5 37.9

India 1,224,614,000 320,000 210,000 470,000 26.1 17.1 38.4

Nigeria 158,423,000 33,000 11,000 68,000 20.8 6.9 42.9

Russian Federation 142,958,000 26,000 16,000 42,000 18.2 11.2 29.4

Kenya 40,513,000 6,900 4,900 9,400 17.0 12.1 23.2

Thailand 69,122,000 11,000 7,000 16,000 15.9 10.1 23.1

Uganda 33,425,000 5,100 3,300 7,300 15.3 9.9 21.8

UR Tanzania 44,841,000 5,800 4,700 6,900 12.9 10.5 15.4

China 1,341,335,000 54,000 52,000 56,000 4.0 3.9 4.2

Brazil 194,946,000 5,000 3,100 8,300 2.6 1.6 4.3

Subtotal 4,321,966,000 857,800 581,900 1,229,000 19.8 13.5 28.4

% from global burden 62.9 78.0 63.3 102.4 - - -

Global burden 6,869,573,000 1,100,000 920,000 1,200,000 16.0 13.4 17.5

Table 7. Estimated epidemiological burden of TB mortality in the countries with the considered higher burden of TB,
according WHO in 2010 (World Health Organization 2011). Mortality rates were calculated for this chapter.
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6. Tuberculosis-HIV incidence in high burden developing countries

Coinfection in high burden developing countries is one the main problems those countries
should face in the public health threat that TB represents. These 20 countries, concentrated
78.1% of the cases of TB-HIV in the World (859,600 cases, ranging 636,200 to 1,128,900 cases),
reaching mean TB-HIV rates higher than in the rest of the World, 20.4/100,000pop. (Table 8).
However in many of these countries those numbers are higher. Africa in 2010 reported
300,000 cases TB-HIV (ranging 240,000 to 350,000) followed by India (although considered
not official data) in 2010 reported 110,000 cases TB-HIV (ranging from 75,000 to 160,000)
(Table 8), and Mozambique with 77,000 cases (ranging 53,000 to 110,000) (Table 8). Although
that, again rates are higher in other countries. South Africa is the country with highest rates
of TB-HIV, 478.7 to 698.1 cases/100,000 pop. (Table 8). For Asia the country with highest TB-
HIV rates is Myanmar (43.8 to 118.8 cases/100,000 pop.) (Table 8). For Latin America the
country with highest rates (and the only from that region in this list) is Brazil (5.1 to 14.4
cases/100,000 pop.) (Table 8) (Figure 5).

HIV-positive incident TB cases HIV-TB rates (cases/100,000 pop)

Countries Population Best Low High Best Low High

South Africa 50,133,000 300,000 240,000 350,000 598.4 478.7 698.1

Zimbabwe 12,571,000 60,000 47,000 76,000 477.3 373.9 604.6

Mozambique 23,391,000 77,000 53,000 110,000 329.2 226.6 470.3

Kenya 40,513,000 50,000 45,000 55,000 123.4 111.1 135.8

Uganda 33,425,000 38,000 30,000 46,000 113.7 89.8 137.6

Myanmar 47,963,000 37,000 21,000 57,000 77.1 43.8 118.8

UR Tanzania 44,841,000 30,000 28,000 31,000 66.9 62.4 69.1

Nigeria 158,423,000 51,000 25,000 87,000 32.2 15.8 54.9

Cambodia 14,138,000 4,000 3,400 4,700 28.3 24.0 33.2

DR Congo 65,966,000 18,000 13,000 24,000 27.3 19.7 36.4

Thailand 69,122,000 12,000 13,000 18,000 17.4 18.8 26.0

Brazil 194,946,000 18,000 10,000 28,000 9.2 5.1 14.4

India 1,224,614,000 110,000 75,000 160,000 9.0 6.1 13.1

Viet Nam 87,848,000 7,600 4,600 11,000 8.7 5.2 12.5

Indonesia 239,871,000 18,000 9,900 29,000 7.5 4.1 12.1

Russian Federation 142,958,000 8,100 6,800 9,400 5.7 4.8 6.6

China 1,341,335,000 18,000 10,000 28,000 1.3 0.7 2.1

Philippines 93,261,000 1,000 500 1,800 1.1 0.5 1.9

Pakistan 173,593,000 1,200 700 1,900 0.7 0.4 1.1

Bangladesh 148,692,000 700 300 1,100 0.5 0.2 0.7

Subtotal 4,207,604,000 859,600 636,200 1,128,900 20.4 15.1 26.8

% from global burden 61.2 78.1 63.6 94.1 - - -

Global burden 6,869,573,000 1,100,000 1,000,000 1,200,000 16.0 14.6 17.5

Table 8. Estimated epidemiological burden of TB-HIV in the countries with the considered higher burden of TB,
according WHO in 2010 (World Health Organization 2011). Rates were calculated for this chapter.
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5. Tuberculosis mortality in high burden developing countries

For mortality a similar epidemiological situation is seen. These 22 countries, concentrated
78.0% of the deaths due to TB in the World (857,800 deaths, ranging 581,900 to 1,229,000
deaths), reaching mean mortality rates higher than in the rest of the World, 19.8 deaths/
100,000pop. (Table 7). However in many of these countries those numbers are higher. India
(although considered not official data) in 2010 reported 320,000 deaths (ranging from
210,000 to 470,000) (Table 7), followed by Indonesia with 64,000 deaths (ranging from 42,000
to 91,000 deaths) (Table 7) and Bangladesh with 64,000 deaths (ranging 47,000 to 85,000
deaths) (Table 7). Although that, again rates are higher in other countries, such as Cambo‐
dia, where for the same year were reported between 43.9 to 84.9 deaths/100,000 pop. (Table
7). For Africa the country with highest mortality rates is DR Congo (40.9 to 68.2 deaths/
100,000 pop.) (Table 7). For Latin America the country with highest rates (and the only from
that region in this list) is Brazil (1.6 to 4.3 deaths/100,000 pop.) (Table 7).
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UR Tanzania 44,841,000 5,800 4,700 6,900 12.9 10.5 15.4

China 1,341,335,000 54,000 52,000 56,000 4.0 3.9 4.2

Brazil 194,946,000 5,000 3,100 8,300 2.6 1.6 4.3

Subtotal 4,321,966,000 857,800 581,900 1,229,000 19.8 13.5 28.4

% from global burden 62.9 78.0 63.3 102.4 - - -

Global burden 6,869,573,000 1,100,000 920,000 1,200,000 16.0 13.4 17.5

Table 7. Estimated epidemiological burden of TB mortality in the countries with the considered higher burden of TB,
according WHO in 2010 (World Health Organization 2011). Mortality rates were calculated for this chapter.
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6. Tuberculosis-HIV incidence in high burden developing countries

Coinfection in high burden developing countries is one the main problems those countries
should face in the public health threat that TB represents. These 20 countries, concentrated
78.1% of the cases of TB-HIV in the World (859,600 cases, ranging 636,200 to 1,128,900 cases),
reaching mean TB-HIV rates higher than in the rest of the World, 20.4/100,000pop. (Table 8).
However in many of these countries those numbers are higher. Africa in 2010 reported
300,000 cases TB-HIV (ranging 240,000 to 350,000) followed by India (although considered
not official data) in 2010 reported 110,000 cases TB-HIV (ranging from 75,000 to 160,000)
(Table 8), and Mozambique with 77,000 cases (ranging 53,000 to 110,000) (Table 8). Although
that, again rates are higher in other countries. South Africa is the country with highest rates
of TB-HIV, 478.7 to 698.1 cases/100,000 pop. (Table 8). For Asia the country with highest TB-
HIV rates is Myanmar (43.8 to 118.8 cases/100,000 pop.) (Table 8). For Latin America the
country with highest rates (and the only from that region in this list) is Brazil (5.1 to 14.4
cases/100,000 pop.) (Table 8) (Figure 5).
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Nigeria 158,423,000 51,000 25,000 87,000 32.2 15.8 54.9

Cambodia 14,138,000 4,000 3,400 4,700 28.3 24.0 33.2
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Indonesia 239,871,000 18,000 9,900 29,000 7.5 4.1 12.1

Russian Federation 142,958,000 8,100 6,800 9,400 5.7 4.8 6.6

China 1,341,335,000 18,000 10,000 28,000 1.3 0.7 2.1
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Pakistan 173,593,000 1,200 700 1,900 0.7 0.4 1.1

Bangladesh 148,692,000 700 300 1,100 0.5 0.2 0.7

Subtotal 4,207,604,000 859,600 636,200 1,128,900 20.4 15.1 26.8

% from global burden 61.2 78.1 63.6 94.1 - - -

Global burden 6,869,573,000 1,100,000 1,000,000 1,200,000 16.0 14.6 17.5

Table 8. Estimated epidemiological burden of TB-HIV in the countries with the considered higher burden of TB,
according WHO in 2010 (World Health Organization 2011). Rates were calculated for this chapter.
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7. Multidrug resistant tuberculosis in high burden developing countries

Multidrug resistant (MDR) tuberculosis is a public health problem (Gotuzzo E 2011, Tamaru
et al 2012). Its burden particularly in developing countries is a relevant issue to be ad‐
dressed. In some countries, proportions as high as 26% of the new TB cases can be MDR-TB
(Figure 6).

MDR strains arose over the past 30 years as a variety of antituberculosis drugs were intro‐
duced in medicine, and they largely discount the results of chemotherapy for tuberculosis.
The most dangerous of them are strains with extensive drug resistance (XDR), which are re‐
sistant to four or five different drugs on average. The molecular mechanisms that make a
strain resistant are considered. XDR and MDR strains result from successive and usually in‐
dependent resistance mutations, which arise in various regions of the mycobacterial ge‐
nome. In addition, the formation of resistant strains is affected by the phenomenon of
tolerance and mycobacterial latency in infected tissues (Prozorov AA et al 2012).

Figure 6. Estimated proportion of TB cases that have MDR-TB.

The increasing emergence of multidrug-resistant (MDR) and extensively drug-resistant
(XDR) tuberculosis (TB) in the era of human immunodeficiency virus (HIV) infection
presents a major threat to effective control of TB. Drug resistance in Mycobacterium tuberculo‐
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sis arises from spontaneous chromosomal mutations at low frequency. Clinical drug-resist‐
ant TB largely occurs as a result of man-made selection during disease treatment of these
genetic alterations through erratic drug supply, suboptimal physician prescription and poor
patient adherence. Molecular mechanisms of drug resistance have been elucidated for the
major first- and second-line drugs rifampicin, isoniazid, pyrazinamide, ethambutol, the ami‐
noglycosides and the fluoroquinolones. The relationship between drug resistance in M. tu‐
berculosis strains and their virulence/transmissibility needs to be further investigated.
Understanding the mechanisms of drug resistance in M. tuberculosis would enable the devel‐
opment of rapid molecular diagnostic tools and furnish possible insights into new drug de‐
velopment for the treatment of TB (Zhang Y & Yew WW, 2009).

8. Tuberculosis in Colombia and in a city of the country: Pereira

In Colombia for 2010 incident cases were 16,000 cases (ranging 13,000 to 19,000 cases) for a
rate of 34 cases/100,000 pop (28 to 41 cases/100,000 pop). Prevalence was estimated in 22,000
cases (9,100 to 37,000 cases) for a rate of 48 cases/100,000 pop (ranging 20 to 81 cases/100,000
pop.). Mortality was estimated in 1,300 deaths (ranging 800 to 1,900 deaths) for a mortality
rate of 2.8 deaths/100,000 pop. (1.7 to 4.2 deaths/100,000 pop.). All these figures are exclud‐
ing HIV cases. TB incidence in HIV positive patients is 1,100 cases (ranging 750 to 1,500 cas‐
es) for a rate of 2.4 cases/100,000 pop. (ranging from 1.6 to 3.3 cases/100,000 pop.).

As an example of place where the burden of TB is high, Pereira, a city in Colombia can be
presented. Pereira is the capital municipality of the Department of Risaralda (Figure 7). It
stands in the center of the western region of the country, located in a small valley that de‐
scends from a part of the western Andes mountain chain. Its strategic location in the coffee
producing area makes the city an urban center in Colombia, as does its proximity to Bogotá,
Cali and Medellín.

For 2011, Pereira municipality has an estimated population of 459,690. Official reported re‐
cords for TB in Risaralda registered a disease incidence for 2010 of 25 cases per 100,000 pop
(which is above the national average rate of 24 cases per 100,000 pop). Pereira is divided into
19 urban submunicipalities: Ferrocarril, Olímpica, San Joaquín, Cuba, Del Café, El Oso, Perla
del Otún, Consota, El Rocío, El poblado, El Jardín, San Nicolás, Centro, Río Otún, Boston,
Universidad, Villavicencio, Oriente and Villasantana. Additionally also has rural townships
which include Altagracia, Arabia, Caimalito, Cerritos, La Florida, Puerto Caldas, Combia
Alta, Combia Baja, La Bella, Estrella, La Palmilla, Morelia and Tribunas. The municipality of
Pereira has a diversified economy: the primary sector accounts for 5.7% of domestic prod‐
uct, the secondary sector shows a relative weight of 26.2%, while the tertiary sector is the
most representative with a 68.1%. The GDP of Pereira grew by 3.7% in 2004. For 2010, Per‐
eira reported 301 cases of TB (incidence rate of 65.85 cases per 100,000pop). In Pereira, previ‐
ously reported interventions have been developed and working intersectorially with the
academia in order to increase the impact of activities in TB control (Castañeda-Hernández
DM et al. 2012c, Castañeda-Hernández DM & Rodríguez-Morales AJ 2012a).
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major first- and second-line drugs rifampicin, isoniazid, pyrazinamide, ethambutol, the ami‐
noglycosides and the fluoroquinolones. The relationship between drug resistance in M. tu‐
berculosis strains and their virulence/transmissibility needs to be further investigated.
Understanding the mechanisms of drug resistance in M. tuberculosis would enable the devel‐
opment of rapid molecular diagnostic tools and furnish possible insights into new drug de‐
velopment for the treatment of TB (Zhang Y & Yew WW, 2009).

8. Tuberculosis in Colombia and in a city of the country: Pereira

In Colombia for 2010 incident cases were 16,000 cases (ranging 13,000 to 19,000 cases) for a
rate of 34 cases/100,000 pop (28 to 41 cases/100,000 pop). Prevalence was estimated in 22,000
cases (9,100 to 37,000 cases) for a rate of 48 cases/100,000 pop (ranging 20 to 81 cases/100,000
pop.). Mortality was estimated in 1,300 deaths (ranging 800 to 1,900 deaths) for a mortality
rate of 2.8 deaths/100,000 pop. (1.7 to 4.2 deaths/100,000 pop.). All these figures are exclud‐
ing HIV cases. TB incidence in HIV positive patients is 1,100 cases (ranging 750 to 1,500 cas‐
es) for a rate of 2.4 cases/100,000 pop. (ranging from 1.6 to 3.3 cases/100,000 pop.).

As an example of place where the burden of TB is high, Pereira, a city in Colombia can be
presented. Pereira is the capital municipality of the Department of Risaralda (Figure 7). It
stands in the center of the western region of the country, located in a small valley that de‐
scends from a part of the western Andes mountain chain. Its strategic location in the coffee
producing area makes the city an urban center in Colombia, as does its proximity to Bogotá,
Cali and Medellín.

For 2011, Pereira municipality has an estimated population of 459,690. Official reported re‐
cords for TB in Risaralda registered a disease incidence for 2010 of 25 cases per 100,000 pop
(which is above the national average rate of 24 cases per 100,000 pop). Pereira is divided into
19 urban submunicipalities: Ferrocarril, Olímpica, San Joaquín, Cuba, Del Café, El Oso, Perla
del Otún, Consota, El Rocío, El poblado, El Jardín, San Nicolás, Centro, Río Otún, Boston,
Universidad, Villavicencio, Oriente and Villasantana. Additionally also has rural townships
which include Altagracia, Arabia, Caimalito, Cerritos, La Florida, Puerto Caldas, Combia
Alta, Combia Baja, La Bella, Estrella, La Palmilla, Morelia and Tribunas. The municipality of
Pereira has a diversified economy: the primary sector accounts for 5.7% of domestic prod‐
uct, the secondary sector shows a relative weight of 26.2%, while the tertiary sector is the
most representative with a 68.1%. The GDP of Pereira grew by 3.7% in 2004. For 2010, Per‐
eira reported 301 cases of TB (incidence rate of 65.85 cases per 100,000pop). In Pereira, previ‐
ously reported interventions have been developed and working intersectorially with the
academia in order to increase the impact of activities in TB control (Castañeda-Hernández
DM et al. 2012c, Castañeda-Hernández DM & Rodríguez-Morales AJ 2012a).

Epidemiological Burden of Tuberculosis in Developing Countries
http://dx.doi.org/10.5772/53363

333



Figure 7. Relative location of Pereira, Risaralda, Colombia, South America.

In the country, the strategic plan “Colombia Libre de Tuberculosis para la Expansión y Fortaleci‐
miento de la Estrategia Alto a la TB, 2010-2015” (Colombia Free of TB for the Expansion and
Enhancement of the Strategy Stop TB, 2010-2015), define as goal the achievement of notifica‐
tions of new positive baciloscopy cases in more than 70% and a curation rate of at least 85%.
In this context the routine surveillance allow to follow management and measurement of the
impact of the realized actions by the control programs at municipal, departmental and na‐
tional level, in order to generate interventions that contribute to achievement of the estab‐
lished goals to stop the advance of TB in the country.

In  Pereira,  control  of  TB  among  homeless  have  found  that  between  2007  and  2010,  74
homeless persons with TB were evaluated, from a total of 1,470 registered homeless per‐
sons (from the Social Development Secretary of Pereira) (cumulated incidence=50.3 cases/
1,000pop.,  range 5.44  to  22.44;  year  2010=16.32).  Outcome condition was  in  43.2% treat‐
ment  self-withdrawal  (range  36.4%-55.6%),  therapeutical  failure,  4.1%(0.0-9.1%),  deaths,
2.7%(0.0%-8.3%),  cured,  39.2%(33.3%-42.4%)  and  finished  treatments,  10.8%(4.2%-25.0%).
Comparing the 2010 TB incidence among homeless persons with that of the general popu‐
lation  (0.6585/1,000pop.)  that  is  76.45  times  higher  in  that  risk  population.  In  the  same
way, case fatality rate in 2010 was 2.5 times higher than in the general population (3.3%).
These results have important implications in public health as well in the management and
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evolution of TB in these individuals, persistence of infection, drug-resistance and potential
transmission to those that can be around these populations (Castañeda-Hernández DM &
Rodríguez-Morales AJ, 2012b).

Also, as part of the integrative control of TB in special populations, surveillance have includ‐
ed control in a prison. Evaluating TB among prisoners between 2010 and 2012, seven prison‐
ers with TB (AFB+), from a total of 1,508 registered prisoners at the penitentiary were
diagnosed (cumulated incidence=4.64 cases/1,000pop., 2.99 in 2010 and 2.13 in 2011). Mean
age was 40.5 y-old (100% males), all were pulmonary disease. All of them received volunta‐
ry counseling and testing for HIV, one of them was HIV+. Three of them are under anti-TB
treatment, 2 were transferred, 1 finished treatments and 1 was a therapeutical failure. Com‐
paring the 2011 TB incidence among prisoners with that of the general population
(0.67/1,000pop.) that was 3.19 times higher in that risk population. In 2010 in Pereira was
0.66/1,000pop., then being 4.55 times higher in prisoners (Castañeda-Hernández DM et al
2012b). These results have important implications in public health as well in the manage‐
ment and evolution of TB in these individuals, persistence of infection, drug-resistance and
potential transmission to those that can be around these prisoners. This is in agreement with
recent data indicating that TB incidence rates among prisoners can be as higher as approxi‐
mately 5 to 50 times higher them than in general population. In Brazil this has been reported
as high as 61.8 times higher for latent TB and 36.08 for active TB. Prisoners are at risk rapid‐
ly progress to a latent TB or have an active TB posterior a recent infection or reactivation
due to latent coexisting pathologies, particularly HIV infection, IV drug use and poor nutri‐
tional status. It has been shown that workers in such facilities as well the community, are at
risk. For these reasons strategies oriented to bring an integral, social, epidemiological, clini‐
cal, diagnostic and therapeutic management, are proposed and for the Americas, the Pan-
American Health Organization (PAHO) guideline for the TB control in population in
prisons should be followed (OPS 2008).

9. Conclusions

Tuberculosis control in the XXI century requires new approaches and interventions, particu‐
larly those based in education and prevention with a community-based orientation to con‐
tinuously progress in the achieved reduction of burden of disease in the region of the
Americas, including in countries such as Colombia. Different approach programs such the
development of social networks for control program, as has been developed in Pereira, Co‐
lombia (Castañeda-Hernández DM & Rodríguez-Morales AJ 2012a), should performed in
other highly endemic places. As the WHO recommends to pursue the ACMS (advocacy,
communication and social mobilization), strategies as the social network allow to enhance
particularly the communication and social mobilization components. Unfortunately at many
national plans of TB control, how translate the ACMS in specific actions is not well defined
in most occasions.

As has been previously stated, in the establishment of a social network for TB, previous di‐
agnosis, including geo-referenced characterization, it is necessary to select the areas where
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lished goals to stop the advance of TB in the country.

In  Pereira,  control  of  TB  among  homeless  have  found  that  between  2007  and  2010,  74
homeless persons with TB were evaluated, from a total of 1,470 registered homeless per‐
sons (from the Social Development Secretary of Pereira) (cumulated incidence=50.3 cases/
1,000pop.,  range 5.44  to  22.44;  year  2010=16.32).  Outcome condition was  in  43.2% treat‐
ment  self-withdrawal  (range  36.4%-55.6%),  therapeutical  failure,  4.1%(0.0-9.1%),  deaths,
2.7%(0.0%-8.3%),  cured,  39.2%(33.3%-42.4%)  and  finished  treatments,  10.8%(4.2%-25.0%).
Comparing the 2010 TB incidence among homeless persons with that of the general popu‐
lation  (0.6585/1,000pop.)  that  is  76.45  times  higher  in  that  risk  population.  In  the  same
way, case fatality rate in 2010 was 2.5 times higher than in the general population (3.3%).
These results have important implications in public health as well in the management and
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evolution of TB in these individuals, persistence of infection, drug-resistance and potential
transmission to those that can be around these populations (Castañeda-Hernández DM &
Rodríguez-Morales AJ, 2012b).

Also, as part of the integrative control of TB in special populations, surveillance have includ‐
ed control in a prison. Evaluating TB among prisoners between 2010 and 2012, seven prison‐
ers with TB (AFB+), from a total of 1,508 registered prisoners at the penitentiary were
diagnosed (cumulated incidence=4.64 cases/1,000pop., 2.99 in 2010 and 2.13 in 2011). Mean
age was 40.5 y-old (100% males), all were pulmonary disease. All of them received volunta‐
ry counseling and testing for HIV, one of them was HIV+. Three of them are under anti-TB
treatment, 2 were transferred, 1 finished treatments and 1 was a therapeutical failure. Com‐
paring the 2011 TB incidence among prisoners with that of the general population
(0.67/1,000pop.) that was 3.19 times higher in that risk population. In 2010 in Pereira was
0.66/1,000pop., then being 4.55 times higher in prisoners (Castañeda-Hernández DM et al
2012b). These results have important implications in public health as well in the manage‐
ment and evolution of TB in these individuals, persistence of infection, drug-resistance and
potential transmission to those that can be around these prisoners. This is in agreement with
recent data indicating that TB incidence rates among prisoners can be as higher as approxi‐
mately 5 to 50 times higher them than in general population. In Brazil this has been reported
as high as 61.8 times higher for latent TB and 36.08 for active TB. Prisoners are at risk rapid‐
ly progress to a latent TB or have an active TB posterior a recent infection or reactivation
due to latent coexisting pathologies, particularly HIV infection, IV drug use and poor nutri‐
tional status. It has been shown that workers in such facilities as well the community, are at
risk. For these reasons strategies oriented to bring an integral, social, epidemiological, clini‐
cal, diagnostic and therapeutic management, are proposed and for the Americas, the Pan-
American Health Organization (PAHO) guideline for the TB control in population in
prisons should be followed (OPS 2008).

9. Conclusions

Tuberculosis control in the XXI century requires new approaches and interventions, particu‐
larly those based in education and prevention with a community-based orientation to con‐
tinuously progress in the achieved reduction of burden of disease in the region of the
Americas, including in countries such as Colombia. Different approach programs such the
development of social networks for control program, as has been developed in Pereira, Co‐
lombia (Castañeda-Hernández DM & Rodríguez-Morales AJ 2012a), should performed in
other highly endemic places. As the WHO recommends to pursue the ACMS (advocacy,
communication and social mobilization), strategies as the social network allow to enhance
particularly the communication and social mobilization components. Unfortunately at many
national plans of TB control, how translate the ACMS in specific actions is not well defined
in most occasions.

As has been previously stated, in the establishment of a social network for TB, previous di‐
agnosis, including geo-referenced characterization, it is necessary to select the areas where
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the nodes will be established, taking also in consideration the suitability as the willingness
of the potential participants of the network in each area and node. Finally, with the mining
of the activities described, but also beginning with the idea of raise the awareness about the
disease, taking in consideration a high level of diversity on the activities, as has been stated
in order to warrant the continuous interest and participation of the network members on it.

In the future, in order to enhance the function and structure of the whole social network, fur‐
ther meetings between the nodes are expected. As now, only nodes interact internally, but the
idea for the future activities in this setting is increase the links internally, but also between the
main nodes in order to potentially increase the participation in the whole network.

Activities such as the development of social network of TB in Pereira will enhance the pre‐
vention, education and surveillance in the community, allowing a better integrated ap‐
proach to the TB control in these scenarios and increasing the health profile in the
community decreasing the lost opportunities for diagnosis and treatment of TB cases, finally
leading to an improvement of the TB prevention and control.

Integrating additionally control in populations were TB is highly prevalent such as in pris‐
ons and homeless persons (Figure 8) (Castañeda-Hernández DM et al 2012b, Castañeda-
Hernández DM & Rodríguez-Morales AJ, 2012b), an integrative control of disease can be
achieved and finally control and reduce the burden of disease in a developing country.

Figure 8. Homeless persons in the center of Pereira, Colombia (taken by Rodriguez-Morales AJ).
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1. Introduction

Cervical cancer is the third most commonly diagnosed cancer and the fourth leading cause
of cancer death in women worldwide, with an estimated 529,000 new cases and 275,000
deaths expected to occur in 2008, of which about 80% occurred in developing countries (Fer‐
lay et al., 2010). Western countries have experienced dramatic reductions in the incidence of
and mortality from invasive cervical cancer (Day, 1984; Hristova & Hakama, 1997; Duguid,
Duncan, & Currie, 1985; Taylor et al., 2001). In developed countries, incidence rates of cervi‐
cal cancer are generally low and accounts for only 3.6% (Bray et al., 2005). The dispropor‐
tionate burden of cervical cancer in developing countries and elsewhere in medically
underserved populations is mainly due to lack of effective screening program (Hristova &
Hakama, 1997; Duguid, Duncan, & Currie, 1985; Taylor et al., 2001).

Cervical cancer is almost completely preventable, because unlike many cancers, which are
caused by a number of physical, genetic, lifestyle and environmental factors, almost all cer‐
vical cancer is caused by a sexually transmitted virus, the human papillomavirus (HPV)
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The purpose of this chapter is to explore the opportunities to limit the epidemic by (a) exam‐
ining the causes, signs and symptoms and complications of cervical cancer (b) reviewing the
epidemiology of cervical cancer in the developed region, and (c) prevention of cervical can‐
cer strategy in the developed countries.

2. Disease issues

2.1. Risk factors of cervical cancer

Basically every woman who has ever been sexually active can develop cancer of the cervix.
A vast 99% of cervical cancers are caused by HPV (Kari & Mark, 2008). Of the more than 100
types of HPV, most are benign and resolve without intervention. Visible lesions or warts,
known as condylomata acuminate, may be seen. High-risk HPV types tend to persist and
are associated with development of precancerous lesions and cervical cancer. Although cer‐
vical cancer is associated with about 15 high-risk HPV types, invasive cervical cancer is pre‐
dominantly caused by HPV 16 and 18 (Tiffen & Mahon 2006).

2.1.1. Other factors thought to be associated with cancer of the cervix

2.1.1.1. Marital and sexual factors

The epidemiologists have noted that risk of cervical cancer is strongly influenced by sexual
behavior. This has led to discovery of the role of HPV infection. Studies have shown in‐
creased risk due to marriage at young age, onset of regular sex at an early age <20yrs, multi‐
ple lifetime number of sexual partners (Karlsson et al., 1995). These risk factors remain
significant especially among those women without apparent human papilloma virus infec‐
tion (HPV). Frequency of intercourse has not been found to be a risk factor after accounting
for the effects of number of sexual partners.

2.1.1.2. The role of the male sexual partner

In most studies, the husbands of the cervical cancer patients were found to report more sex‐
ual partners, history of various genital infections like venereal warts, gonorrhea and herpes
simplex genitalis compared to husbands of control subjects. Frequent use of condoms was
associated with a lower risk for cancer of the cervix (Miller, Blumenthal & Blanchard, 2004).

2.1.1.3. Gynecological and obstetric events

Multiparity with short intervals between pregnancies (<2 yrs) has been consistently shown
to increase the risk of cervical cancer (Hsieh et al., 1999). There is little evidence to show that
the risk of cervical cancer is affected by age at menarche and menopause, characteristics of
menses or personal hygiene (Smith et al., 2003).
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2.1.1.4. Contraceptive methods

Recent research is showing that long-term users of oral contraceptives are at excess risk for
cervical cancer, even after adjusting for sexual and social factors. The risk may be stronger
for adenocarcinoma than squamous cell neoplasm (Smith et al., 2003).

2.1.1.5. Genetic factors

Although some reports suggest that a familial tendency does exist, but there is still little at‐
tention to it (Horng et al., 2004). Whether this tendency reflects environmental or genetic fac‐
tors is unknown.

2.1.1.6. Dietary factors

Micronutrients (e.g. carotenoids, vitamin C and folate) are thought to have a protective ef‐
fect to cervical cancer by promoting the regression of low grade squamous intra-epithelial
lesion (SIL). Some components of fruits and vegetables have been suggested to be protective
too (Hermandez et al., 2003).

2.1.1.7. Smoking

Some case control studies and a cohort investigation have demonstrated increased risk of
cervical cancer and SIL among smokers even after controlling for most other risk factors.
However, the smoking effect is restricted to squamous cell carcinoma and not among other
histological types (Clifford et al., 2005). Smoking is strongly associated with high risk of cer‐
vical HPV infection because of correlation between smoking and sexual behavior (Clifford et
al., 2005).Therefore, HPV status can confound studies of smoking and cervical cancer.

2.2. Infections other than HPV

HPV may not be the only agent involved in causation of cervical cancer. Of the other agents
examined, most attention has been focused on herpes simplex virus type 2 (HSV-2) and
Chlamydia which have been shown to increase the risk (Smith et al., 2002). One of the stud‐
ies conducted in Uganda showed an increased risk of cervical cancer with multiple and con‐
current infections, thus addressing the hypothesis that chronic cervico vaginal infection may
increase the risk of HPV leading to cancer of the cervix (Schmauz et al., 1989). HIV infection
is another viral infection which has been found to increase the risk of high grade lesions of
the cervix and thus increasing risk of cancer of the cervix too. The effect is much higher
among patients with both HIV and HPV (possible interaction). This may explain why the
younger women are reporting with advanced cancer of the cervix.

2.3. Signs and symptoms

Symptoms usually do not appear until abnormal cervical cells become cancerous and invade
nearby tissue. When this happens, the most common symptom is abnormal vaginal bleed‐
ing. Bleeding may start and stop between regular menstrual periods, or it may occur after
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sexual intercourse, douching, or a pelvic exam (Kumar et al., 2007). Menstrual bleeding may
last longer and be heavier than usual. Bleeding after menopause or increased vaginal dis‐
charge may also be symptoms of cervical cancer.

2.4. Complications of cancer of the cervix

The common ones include: severe anemia as a result of severe or chronic on and off bleeding
from the cervix; kidney complications and later kidney failure (renal failure with hydro‐
nephrosis) due to obstruction of the ureters by the infiltrating cancer which continues to
spread to the pelvic walls; vesico vaginal fistula (communication between the urinary blad‐
der and vagina) and rectal vaginal fistula (communication between rectum and vagina); and
severe pain as a result of infiltration of the sacral nerves (Canavan & Doshi, 2000). Mortality
is commonly due to anemia and Uremia (due to kidney failure).

3. Epidemiological issues

3.1. Cervical cancer: Burden of disease in the developed regions

Estimated incidence and mortality of cervical cancers in 2008 varied widely between coun‐
tries in each developed regions (Table 1). Highest incidence rates for this cancer within the
European region were recorded for Hungry (16.6/100, 00) followed by Czech Republic
(13.8/100,000), and Poland (12.3/100,000), with lowest incidence rates in Finland, Greece, and
Switzerland and Greece. Death rates due to cervical cancer are highest in Poland (6.2/100,
00) and lowest in Finland and Switzerland within the developed countries of European re‐
gion (Table 1).

The lowest incidence (1.7/100,000) and mortality rate (5.7/100,000) from cervical cancer was
registered in United States, while Canada had the highest incidence (6.6/100,000) and mor‐
tality rate (1.9/100,000), within the North America region (Table 1). Within the South Ameri‐
ca and Middle East region, Brazil and Israel had the highest incidence and mortality rate
due to cervical cancer. A wide variation of cervical cancer incidence and mortality rate is ob‐
served among countries from the developed countries of Asia and the Pacific, whre highest
incidence (10.8/100,000) and mortality rate (2.7/100,000) was registered in Republic of Korea
(South Korea), while Australia had the lowest incidence (4.9/100,000) and mortality rate
(1.4/100,000) (Table 1).

Region/Country Annual incidence rates per 100,000 Annual cervical cancer deaths per 100,000

Europe

Belgium 9.4 2.7

Czech Republic 13.8 4.2

Denmark 11.0 2.5
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Region/Country Annual incidence rates per 100,000 Annual cervical cancer deaths per 100,000

Finland 3.7 0.9

France 7.1 1.8

Germany 6.9 2.3

Hungry 16.6 5.8

Iceland 6.3 1.6

Ireland 10.9 3.1

Italy 6.7 1.5

Luxemburg 6.3 1.9

Netherlands 5.4 1.5

Norway 9.3 2.3

Poland 12.3 6.2

Portugal 12.2 3.6

Spain 6.3 1.9

Sweden 7.4 1.8

Switzerland 4.0 0.9

United kingdom 7.2 2.0

North America

Canada 6.6 1.9

United States 5.7 1.7

South America

Brazil 24.5 10.9

Uruguay 16.5 6.8

Middle East

Israel 5.6 2.1

Saudi Arabia 2.1 0.8

Turkey 4.2 1.6

Asia/Pacific

Australia 4.9 1.4

Japan 9.8+ 2.6

Republic of Korea 10.8 2.7

New Zealand 5.5 1.6

Source: Globocan 2008, International Agency for Research on Cancer

Table 1. Age-adjusted cervical cancer incidence and mortality rates for 2008 for 31 developed countries
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3.2. Cervical cancer incidence in United Kingdom

Cervical cancer is the 9th most common cancer in the UK in 2009, accounting for 1% of all
new cases and it is the11th most common cancer among women in the UK, accounting for
around 2% of all new cases of cancer in females (Cancer Statistics Registrations, England,
2011). In 2009, there were 3,378 new cases of cervical cancer in the UK (Table 2). The crude
incidence rate shows that there are around 11 new cervical cancer cases for every 100,000
females in the UK. The European age-standardized incidence rates (AS rates) of cervical can‐
cer are significantly higher in Northern Ireland compared with England (Table 2). However,
the rates do not differ significantly between the other countries.

England Wales Scotland Northern Ireland United Kingdom

Cases 2,747 186 326 119 3,378

Crude rate 10.4 12.1 12.2 13.1 10.8

AS rate 9.8 11.4 11.2 12.9 10.1

AS rate-95% LCL* 9.4 9.8 10.0 10.6 9.8

AS rate-95% UCL** 10.2 13.0 12.4 15.2 10.5

** 95% LCL and 95% UCL are the 95% lower and upper confidence limits around the age standardized rate (AS rate)

Source: Cancer Research, United Kingdom

Table 2. Cervical Cancer, Number of New Cases, Crude and European Age-Standardized (AS) Incidence Rates per
100,000 Population, Females, UK, 2009

3.2.1. Trends of cervical cancer incidence in the United Kingdom over time

Cervical cancer incidence rates decreased dramatically since the late 1980s following the in‐
troduction of the national NHS cervical screening programs around the UK in 1988. Rates
then reached a plateau in the early 2000s (shown for Great Britain in Figure 1). Rates de‐
creased by 49% in Great Britain from their peak in 1985-1987 (at 16.3 per 100,000 women) to
the lowest rate in 2002-2004 (at 8.4 per 100,000 women). This is because cervical screening
detects and treats abnormal cells, and so can help prevent many cases of cervical cancer
from ever developing (Thompson et al., 2010).
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Figure 1. Cervical cancer: European age-standardized incidence rates, females, Great Britain, 1975-2009. Source: Can‐
cer Research, UK

The age-standardized incidence rate for the UK initially shows a similar downward trend
from 1993 onwards (Figure 2). However, since 2002-2004, the incidence rate has been increas‐
ing by more than 9% (from 8.4 in 2002-2004 to 9.2 in 2007-2009). Between 2008 and 2009 there
was an increase in the age specific incidence rate of 14% for all ages in the UK (Figure 2).

Figure 2. Cervical cancer: European age-standardized incidence rates, females, UK, 1993-2009. Source: Cancer Re‐
search, UK
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3.3. Cervical cancer incidence in United States

Cervical cancer used to be the leading cause of cancer death for women in the United States.
However, in the past 40 years, the number of cases of cervical cancer and the number of
deaths from cervical cancer have decreased significantly. This decline largely is the result of
many women getting regular Pap tests, which can find cervical pre cancer before it turns in‐
to cancer. It is estimated that 12,170 women will be diagnosed with and 4,220 women will
die of cancer of the cervix uteri in 2012.

Although cervical cancer incidence and mortality rates have declined approximately 50% in
the United States over the past three decades, the disease remains a serious health threat.
There are large differences in the rates of new cases of and deaths from cervical cancer
among women from different racial and ethnic groups in the United States. Death rates of
cervical cancer for older Black women are nearly three times greater than those for White
women of the same age group (Figure 3). Older Hispanic women, Asian women and Ameri‐
can Indian/Alaska Native women also have much higher death rates from cervical cancer
than do White women.

Figure 3. Mortality rate due to cervical cancer by race and age in United States. Source: National Cancer Institute, SEER
data: Cancer Statistics Branch, released April 2006.

4. Prevention of cervical cancer

Cervical cancer is one of the most preventable types of cancer. The following preventive
measures can be undertaken to help cross- out the cervical cancer: primary prevention and
secondary prevention

4.1. Vaccines as primary prevention

By 2007 two prophylactic vaccines, both highly effective against oncogenic HPV types 16
and 18, available in industrialized countries. Between June and October 2006, a quadrivalent
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HPV vaccine protective against HPV types 6, 11, 16 and 18 (Gardasil®, Merck) was licensed
for use first by the US regulatory authorities and then by the European Commission (EC).
EC approval for a bivalent vaccine protective against HPV types 16 and 18 (Cervarix®, Glax‐
oSmithKline Biologicals) is expected to follow (Harper et al., 2004; Villar et al., 2005) Clinical
trial data to date suggest a minimum of four to five years’ efficacy of close to 100% in pre‐
venting persistent infection and precancerous cervical abnormalities (cervical dysplasia)
caused by type-specific disease. However, the vaccines are given in a series of three 0.5 ml
intramuscular injections over a six month period, and duration of response is only available
for the complete series (Harper et al., 2006).

In addition, women vaccinated with the bivalent vaccine had a 94% reduction in new infec‐
tions with two other oncogenic HPV types, while those vaccinated with the quadrivalent
formulation showed a measurable antibody response to those same additional types, giving
evidence of cross-protection (Harper et al., 2006; Smith et al., 2006). One model suggests that
a vaccine with 98% efficacy against HPV-16 and 18 could, within 40 to 50 years, reduce cer‐
vical cancer incidence by 51% if all adolescent girls were vaccinated before initiation of sexu‐
al activity (Goldie et al., 2003). The actual impact of the vaccine will be highly dependent on
country-specific parameters, including the capacity to deliver current vaccines that require
three consecutive doses, cold chain management and a possible booster dose year later
(Lowndes, & Gill, 2005).

The new vaccine is designed to prevent cervical cancer by stimulating the body’s immune
system to make antibodies that will prevent the virus from infecting the woman. Unlike
many vaccines that may contain live or killed virus particles, the HPV vaccine does not con‐
tain any genetic material responsible for creating warts, dysplasia or cancer (Anne-Sophie et
al., 2011). Instead, the HPV virus is made up of the outer protein coat (cover) of the HPV
virus. This cover tricks the immune system and causes it to make antibodies that protect the
patient from infection. Because the vaccine contains none of the harmful viral genetic mate‐
rial, the vaccine is quite safe to administer to patients. While the vaccine is a huge step in
fighting a preventable and treatable cancer, it is not the end-all be-all in cervical cancer care.
There are over 30 types of HPV and the vaccines only protect against two or four strains,
respectively. There are still other strains of HPV that cause cancer, and it is possible that a
woman could already be infected by HPV when she was vaccinated. As a result, even with
vaccination routine Pap tests or other cervical cancer screening tests are still necessary.

4.1.1. Vaccine implementation in the developed countries

In developed countries, the widespread use of cervical "Pap smear" screening programs has
reduced the incidence of invasive cervical cancer by 50% or more. Current preventive vac‐
cines reduce, but do not eliminate the chance of getting cervical cancer. Therefore, experts
recommend that women combine the benefits of both programs by seeking regular Pap
smear screening, even after vaccination.
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3.3. Cervical cancer incidence in United States

Cervical cancer used to be the leading cause of cancer death for women in the United States.
However, in the past 40 years, the number of cases of cervical cancer and the number of
deaths from cervical cancer have decreased significantly. This decline largely is the result of
many women getting regular Pap tests, which can find cervical pre cancer before it turns in‐
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die of cancer of the cervix uteri in 2012.
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the United States over the past three decades, the disease remains a serious health threat.
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cervical cancer for older Black women are nearly three times greater than those for White
women of the same age group (Figure 3). Older Hispanic women, Asian women and Ameri‐
can Indian/Alaska Native women also have much higher death rates from cervical cancer
than do White women.

Figure 3. Mortality rate due to cervical cancer by race and age in United States. Source: National Cancer Institute, SEER
data: Cancer Statistics Branch, released April 2006.
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Country Vaccine implementation

Australia Commencing in 2007 The Australian federal government began funding a voluntary program to

make Gardasil available free of charge to women aged 12–26 for a period of two years, with an

ongoing vaccination program for 12- and 13-year-olds as part of the pre-existing high school

vaccination program. The Australian government and the Pharmaceutical Benefits Scheme (PBS)

have approved the vaccine for use, and in 2007 began a nationwide vaccination program free of

charge to schoolgirls in years 7 to 12. Australia also approved Gardasil for boys 9–15 years old, but

Australia is not providing government funding for vaccinating boys.

Canada Canada has approved use of Gardasil. Free vaccinations to protect women against HPV were slated

to begin in September 2007 and will be offered to girls ages 11–14.

Denmark Introduced in Denmark from 1 January 2009 as part of the Danish Childhood Vaccination program.

France On July 17, 2007, France issued a directive authorizing state-aided voluntary vaccination for girls

aged 14–23 years who have not yet become sexually active, or have been sexually active for less

than a year.

Germany and Italy On March 26, 2007, early approval for Gardasil vaccinations was granted in both Germany and Italy.

Greece On February 12, 2007, Greece made HPV vaccination mandatory for girls entering gymnasion (7th

grade). All vaccines including hepatitis B are mandatory and are supplied free to everyone in Greece,

with parents being allowed to opt out of vaccinating their kids. Cervarix and Gardasil are supplied

free to all girls and women between the ages of 12 and 26.

Norway In Norway, starting from the fall of 2009, HPV vaccination was introduced into the national

immunization program, for girls aged 12–13. In March 2010, 57% of all girls born in 1997 had

received the first dose of the vaccine

South Korea On July 27, 2007, South Korean government approved Gardasil for use in girls and women aged 9 to

26 and boys aged 9 to 15.Approval for use in boys was based on safety and immunogenicity but not

efficacy.

Sweden In Sweden, starting January 1, 2010, girls born in 1999 or later and in the ages 10 to 12 can receive a

free HPV vaccine.

United Kingdom In the UK the vaccine is licensed for girls aged 9 to 15, for women aged 16 to 26, and for boys aged

9–15.HPV vaccination with cervarix was introduced into the national immunization program in

September 2008, for girls aged 12–13 across the UK. A two-year catch up campaign started in

Autumn 2009 to vaccinate all girls up to 18 years of age. Catch up vaccination will be offered to:

girls aged between 16 and 18 from autumn 2009, and girls aged between 15 and 17 from autumn

2010.By the end of the catch up campaign, all girls under 18 will have been offered the HPV vaccine.

United States According to the US Centers for Disease Control and Prevention (CDC), getting as many girls

vaccinated as early and as quickly as possible will reduce the cases of cervical cancer among middle-

aged women in 30 to 40 years and reduce the transmission of this highly communicable infection.

Source: European Cervical Cancer Association; American Cancer Society

Table 3. Vaccine implementation by various developed countries
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4.2. Cervical cancer screening: Secondary prevention

The objective of cervical cancer screening is to reduce both incidence and mortality. A suc‐
cessful screening program detects early, pre invasive lesions during the preclinical detecta‐
ble phase and is able to reduce deaths by preventing the occurrence of invasive cancer.
Diagnostic assessment requires colposcopy examination, with assessment of morphological
features of the cervix as well as histological evaluation. Over the past five decades, wide‐
spread access to cervical screening and early treatment has been a cornerstone of basic re‐
productive health services for women in wealthy countries. The Papanicolaou test or “Pap
smear” has significantly reduced the burden of cervical cancer in developed countries pro‐
gram (Hristova & Hakama, 1997; Duguid, Duncan, & Currie, 1985; Taylor et al., 2001).

In resource-rich settings, women are usually able to make repeated visits to seek screening,
diagnosis and treatment in clinics. The health system is equipped with skilled lab techni‐
cians, referral systems and clinicians capable of effectively managing this disease. It is esti‐
mated that regular screening reduces the risk of cancer by 80% to 98% (Olesen, 1988; WHO
1986). Organized screening programs for cervical cancer using Pap smears have been shown
to be more effective than opportunistic or non-organized screening. Opportunistic screening
typically misses the women at greatest risk (Anttila et al., 2004). Studies show that if a wom‐
an is screened only once in her lifetime between the ages of 30 to 40 it would reduce her
lifetime risk of cervical cancer between 25-36%.

In Finland, the population-based cervical cancer screening program which began in 1963
achieved a 60% reduction in the incidence of cancer at 10 years (Nieminen, Kallio & Haka‐
ma, 1995). In Norway, a population-based nationwide cervical cancer screening program
was introduced in 1995. Two years later the incidence of invasive cancer was 22% lower
(Nygard, Skare & Thoresen, 2002). In the United Kingdom the incidence of cervical cancer in
women aged 20-69 years fell by 33% between 1991-1993 and 1998-2000; mortality fell by 36%
over the same period (Canfell, Sitas & Beral, 2006). In Sweden, for example, the overall inci‐
dence of cervical cancer declined by 67% over a 40-year period, from 20 cases per 100 000
women (world standard rate) in 1965 to 6.6 cases per 100 000 women in 2005. Conversely,
the incidence of invasive cancer increased in an area of Denmark where organized screening
had been discontinued (Lynge, 1998). Other screening methods include direct visualization
of the cervix, liquidbased cytology and HPV screening.

A number of National guidelines are currently moving towards less frequent smear tests
(once every 3-5 years) since the cervical lesions develop fairly slowly after several years.
Women with high grade lesions of the cervix are further evaluated using colposcopy, biopsy
and subsequent treatment of confirmed lesions. The women with low grade lesions are gen‐
erally advised to return for routine follow up smears. Organized programs with systematic
call recall and follow up showed greatest effect in Finland and Iceland using fewer resources
compared to USA where they are successful but more resources used (Sankaranarayanan,
Budukh, & Rajkumar, 2001). Since progression to cervical cancer occurs after several years
and the low grade lesions tend to regress spontaneously or may not progress, high frequen‐
cy of screening would help in detection of previously missed high-grade lesion of the cervix.
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4.2. Cervical cancer screening: Secondary prevention

The objective of cervical cancer screening is to reduce both incidence and mortality. A suc‐
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ble phase and is able to reduce deaths by preventing the occurrence of invasive cancer.
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features of the cervix as well as histological evaluation. Over the past five decades, wide‐
spread access to cervical screening and early treatment has been a cornerstone of basic re‐
productive health services for women in wealthy countries. The Papanicolaou test or “Pap
smear” has significantly reduced the burden of cervical cancer in developed countries pro‐
gram (Hristova & Hakama, 1997; Duguid, Duncan, & Currie, 1985; Taylor et al., 2001).
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diagnosis and treatment in clinics. The health system is equipped with skilled lab techni‐
cians, referral systems and clinicians capable of effectively managing this disease. It is esti‐
mated that regular screening reduces the risk of cancer by 80% to 98% (Olesen, 1988; WHO
1986). Organized screening programs for cervical cancer using Pap smears have been shown
to be more effective than opportunistic or non-organized screening. Opportunistic screening
typically misses the women at greatest risk (Anttila et al., 2004). Studies show that if a wom‐
an is screened only once in her lifetime between the ages of 30 to 40 it would reduce her
lifetime risk of cervical cancer between 25-36%.

In Finland, the population-based cervical cancer screening program which began in 1963
achieved a 60% reduction in the incidence of cancer at 10 years (Nieminen, Kallio & Haka‐
ma, 1995). In Norway, a population-based nationwide cervical cancer screening program
was introduced in 1995. Two years later the incidence of invasive cancer was 22% lower
(Nygard, Skare & Thoresen, 2002). In the United Kingdom the incidence of cervical cancer in
women aged 20-69 years fell by 33% between 1991-1993 and 1998-2000; mortality fell by 36%
over the same period (Canfell, Sitas & Beral, 2006). In Sweden, for example, the overall inci‐
dence of cervical cancer declined by 67% over a 40-year period, from 20 cases per 100 000
women (world standard rate) in 1965 to 6.6 cases per 100 000 women in 2005. Conversely,
the incidence of invasive cancer increased in an area of Denmark where organized screening
had been discontinued (Lynge, 1998). Other screening methods include direct visualization
of the cervix, liquidbased cytology and HPV screening.

A number of National guidelines are currently moving towards less frequent smear tests
(once every 3-5 years) since the cervical lesions develop fairly slowly after several years.
Women with high grade lesions of the cervix are further evaluated using colposcopy, biopsy
and subsequent treatment of confirmed lesions. The women with low grade lesions are gen‐
erally advised to return for routine follow up smears. Organized programs with systematic
call recall and follow up showed greatest effect in Finland and Iceland using fewer resources
compared to USA where they are successful but more resources used (Sankaranarayanan,
Budukh, & Rajkumar, 2001). Since progression to cervical cancer occurs after several years
and the low grade lesions tend to regress spontaneously or may not progress, high frequen‐
cy of screening would help in detection of previously missed high-grade lesion of the cervix.
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Current procedures that involve screening women once every 1-5yrs have considerable cost
and resource implications.

4.2.1. Status of cervical screening in the European Union

Almost all EU countries have a screening policy for cervical cancer. However, there are ma‐
jor variations in how the screening is organized, the type of screening activities, the targeted
age range and the recommended screening interval, as well as payment strategies. A review
in 2004 (Mackay et al, 2006) showed that national screening programs were in place in the
Nordic countries, the United Kingdom, Latvia, Slovenia, the Netherlands and Hungary. Re‐
gional screening programs were operational in Spain, Portugal, Italy, Romania, Czech Re‐
public, Austria and Belgium. Pilot programs existed in France, Greece, Ireland and Estonia.
No population-based screening program was in place in Germany, although there was a
screening policy.

The recommended screening interval ranges between three and five years in most EU coun‐
tries for which information is available. Some countries or regions recommend an excessive
number of smears, with consequent potential for over diagnosis and overtreatment. Similar‐
ly, the population covered by the screening programs varied between 30% in Slovenia and
100% in the Nordic countries and Italy (Anttila et al., 2004).EU recommendations state that
cervical cancer screening should be offered on a population basis in organized screening
programs. Pap smear screening for cervical abnormalities should start by the age of 30 (at
the latest) and definitely not before the age of 20 (Council of the European Union, 2003). De‐
tailed European guidelines on quality assurance screening programmes have been devel‐
oped (European Cancer Network, 2007). Centralized data systems are essential for
monitoring and evaluating the effectiveness of such programs.

4.2.2. Status of cervical screening in the US

The United States Preventive Services Task Force supports screening every 5 years in those
who are between 30 and 65 years when cytology is used in combination with HPV testing.
The American Cancer Society recommends these screening guidelines for most adults: (i)
cervical cancer screening (testing) should begin at age 21; (ii) women under age 21 should
not be tested;(iii) women between ages 21 and 29 should have a Pap test every 3 years. Now
there is also a test called the HPV test. HPV testing should not be used in this age group
unless it is needed after an abnormal Pap test result; (iv) women between the ages of 30 and
65 should have a Pap test plus an HPV test (called “co-testing”) every 5 years; (v) women
over age 65 who have had regular cervical cancer testing with normal results should not be
tested for cervical cancer. Once testing is stopped, it should not be started again; (vi) women
with a history of a serious cervical pre-cancer should continue to be tested for at least 20
years after that diagnosis, even if testing continues past age 65; (vii) a woman who has had
her uterus removed (and also her cervix) for reasons not related to cervical cancer and who
has no history of cervical cancer or serious pre-cancer should not be tested; (viii) a woman
who has been vaccinated against HPV should still follow the screening recommendations
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for her age group. Some women – because of their history – may need to have a different
screening schedule for cervical cancer.

5. Conclusions

Cervical cancer is a unique public health challenge. It is gender-specific, caused by a sexual‐
ly transmitted virus, and its primary and secondary prevention strategies target opposite
ends of a wide age spectrum. The natural history of cervical cancer is well studied, and
screening programs that identify pre-cancers early have been successful at significantly re‐
ducing disease, albeit at significant financial cost. Primary prevention through HPV vaccina‐
tion will most likely be one of the most remarkable medical advances of this century.
Together, secondary prevention through screening and early treatment and primary preven‐
tion through early adolescent vaccination could provide a comprehensive strategy for a
long-term vision to eliminate cervical cancer. Thanks to the effectiveness of national screen‐
ing programs, the incidence and mortality rates for cervical cancer have declined dramati‐
cally in developed countries. Vaccination against HPV infection could reduce the risk of
infection and, most importantly, decrease the incidence of cervical cancer. Therefore, beating
cervical cancer in the developed countries is not a dream in the far future, it is happening
today.
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1. Introduction

Human papillomavirus (HPV)-associated disease is an important public health problem
worldwide. HPV is not only associated with 530,000 new cases of cervical cancer and
275,000 cervical cancer deaths worldwide each year but also causes vulvar, vaginal, anal,
and penile cancers as well as cervical and vulvar/vaginal precancerous lesions, genital
warts, and respiratory papillomatosis. Most individuals are not aware that they are infected
with HPV because of its subclinical or asymptomatic presentation, and thus, the virus can be
spread easily and unknowingly during sexual foreplay or sexual intercourse [1].

Cervical HPV infection is the most prevalent sexually transmitted disease [2]. HPV is so
common that more than half of all sexually active adults will be infected in their lifetime,
although young, sexually active women bear the brunt of both infection and clinical compli‐
cations. The Centers for Disease Control estimates that at least half of all sexually active in‐
dividuals will acquire HPV at some point in their lives, and at least 80% of women will
acquire an HPV infection by age 50 [3]. At least 50% of men will acquire a genital HPV infec‐
tion during their lifetime [1].

In 1995, the International Agency for Research on Cancer (IARC) first classified HPV types
16 and 18 as carcinogenic to humans, but based on more recent evidence, the list of carcino‐
genic HPV types has been expanded to include a total of 13 genital mucosotropic HPV types
as being definite or probable carcinogens (grade 1 or 2a) based on their frequent association
with invasive cervical cancer (ICC) (4). The causal role of HPV in all cancers of the uterine
cervix has been firmly established biologically and epidemiologically. The proteins of the
early genes E6 and E7 of the high-risk HPV types act as oncoproteins and play a key role in

© 2013 Sepúlveda-Arias and Álvarez-Aldana; licensee InTech. This is an open access article distributed under
the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
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carcinogenesis [5]. HPV-16 and -18 account for approximately 70% of cancers of the cervix,
vagina, and anus and approximately 30–40% of cancers of the vulva, penis, and oropharynx.
Other cancers that are causally linked to HPV include non-melanoma skin cancer and cancer
of the conjunctiva. Although HR-HPV infection is a necessary cause of cervical cancer, it is
not a sufficient cause [6].

For the vast majority of people, these infections will be asymptomatic and will clear within
1–2 years [7-12]; however, a substantial increase in the risk for cervical cancer exists for
women who develop persistent infection with HR-HPV [13-16]. Infection with low oncogen‐
ic risk HPV types (LR-HPV) is also responsible for considerable morbidity associated with
benign lesions known as condyloma acuminata (genital warts) and a proportion of low-
grade squamous intraepithelial cervical lesions [17-19].

Because cervical cancer affects relatively young women, it represents the single biggest
cause of years of life lost (YLL) from cancer in the developing world, contributing more to
this burden of disease measure than tuberculosis, maternal conditions or acquired immuno‐
deficiency syndrome (AIDS). In developed countries, Papanicolaou (PAP) smear test screen‐
ing has decreased the incidence of cervical cancer by approximately 70% in recent decades;
however, cervical cancer still represents a major public health issue in Latin America be‐
cause of the failure of prevention programs [20].

Cervical cancer is the third most common malignancy in women worldwide and the second
most common malignancy in women living in developing countries. More than 85% of the
global burden occurs in developing countries. Cervical cancer accounts for 13% of all female
cancers, and South America is a high-risk region (2.5%); approximately 88% of deaths occur
in developing countries. These differences between countries are believed to reflect protec‐
tion through screening, differences in exposure to HPV and other cofactors. HPV is associat‐
ed with 68,220 new cases of cervical cancer and 31,712 associated cervical cancer deaths in
Latin America each year [21]. Cervical cancer is a major public health problem in Latin
America, which has some of the highest incidence and mortality rates worldwide. Informa‐
tion on HPV prevalence and type distribution in several countries in Latin America is cru‐
cial to predict the future impact of HPV16/18 vaccines and screening programs and to
establish appropriate post-vaccine virological surveillance.

The discovery of HPV infection as a necessary cause of cervical cancer has created many
new paths for prevention. The most promising strategies include screening for infection
with HR-HPV types and immunization to prevent infection with HR-HPV types. Unfortu‐
nately, many developing countries that have invested in screening programs have yet to
witness a substantial reduction in cervical cancer [22]. HPV DNA testing has been suggested
as an alternative to primary screening; HPV DNA testing is less dependent on the quality of
personnel training [23-26]. Prophylactic HPV vaccination, which currently protects against
the most common LR-HPV types (HPVs 6 and 11) and HR-HPV types (HPVs 16 and 18), of‐
fers the greatest potential to reduce the burden of ICC and other HPV-related diseases [1]. In
many of the nations where the burden of HPV and cervical cancer is the highest, vaccination
and HPV testing remain too expensive.

Current Topics in Public Health360

In this chapter, we will discuss HPV infection and provide data on HPV prevalence and
genotype distribution, risk factors for HPV infection, co-factors associated with HSIL or ICC
progression, the burden of cervical cancer and prevention strategies. All of these topics will
be discussed in the context of Latin America. We hope that this chapter will provide re‐
searchers with important up-to-date information concerning the problem of HPV infection
and HPV-associated cancers in Latin America.

2. HPV prevalence and genotype distribution

The establishment of the etiologic role of HPV on cervical cancer and the development of
proposals for preventive and clinical applications have prompted considerable interest in
exploring the epidemiological characteristics of HPV infection in different populations.

Worldwide,  there  are  important  variations  in  the  prevalence  of  HPV  in  different  age
groups.  Although in  the  United States,  Europe,  and some Asian countries,  HPV preva‐
lence declines with age [27-30], in Latin American countries, the majority of studies with
age-specific  HPV  prevalence  data  have  shown  a  slight  U-shaped  curve  [31].  Overall,
HPV prevalence in the Latin American and Caribbean (LAC) population has been found
to  be  2-fold  higher  than the  average  worldwide prevalence  [32].  Different  studies  from
countries  in Latin America have assessed the prevalence of  HPV infection and types in
healthy  women  [33]  and  patients  with  pre-neoplastic  and  neoplastic  cervical  lesions
(HSIL, ICC) [20]. These studies showed prevalence rates of HPV infection of 16.1%, 82%
and 89% in  NC,  HSIL  and  ICC,  respectively.  The  most  prevalent  HPV types  were  the
following:  NC (HPV-16,  31,  18,  58,  and 6),  HSIL (HPV-16,  18,  58,  31,  and 33),  and ICC
(HPV-16, 18, 31, 45, and 33). See Tables 1 and 2.

Country More prevalent HPV types
Cyto-histological

diagnosis
HPV prevalence (%) References

Argentina 16,18,6,11,31,58

NC

LSIL

HSIL

ICC

26 - 43

33.1 - 96

71.4 - 100

100

[34 - 39]

Bolivia 6,11,26, 52,66,39

NC

LSIL

HSIL

ICC

5.9

NR

NR

NR

[40]
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deficiency syndrome (AIDS). In developed countries, Papanicolaou (PAP) smear test screen‐
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cause of the failure of prevention programs [20].

Cervical cancer is the third most common malignancy in women worldwide and the second
most common malignancy in women living in developing countries. More than 85% of the
global burden occurs in developing countries. Cervical cancer accounts for 13% of all female
cancers, and South America is a high-risk region (2.5%); approximately 88% of deaths occur
in developing countries. These differences between countries are believed to reflect protec‐
tion through screening, differences in exposure to HPV and other cofactors. HPV is associat‐
ed with 68,220 new cases of cervical cancer and 31,712 associated cervical cancer deaths in
Latin America each year [21]. Cervical cancer is a major public health problem in Latin
America, which has some of the highest incidence and mortality rates worldwide. Informa‐
tion on HPV prevalence and type distribution in several countries in Latin America is cru‐
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The discovery of HPV infection as a necessary cause of cervical cancer has created many
new paths for prevention. The most promising strategies include screening for infection
with HR-HPV types and immunization to prevent infection with HR-HPV types. Unfortu‐
nately, many developing countries that have invested in screening programs have yet to
witness a substantial reduction in cervical cancer [22]. HPV DNA testing has been suggested
as an alternative to primary screening; HPV DNA testing is less dependent on the quality of
personnel training [23-26]. Prophylactic HPV vaccination, which currently protects against
the most common LR-HPV types (HPVs 6 and 11) and HR-HPV types (HPVs 16 and 18), of‐
fers the greatest potential to reduce the burden of ICC and other HPV-related diseases [1]. In
many of the nations where the burden of HPV and cervical cancer is the highest, vaccination
and HPV testing remain too expensive.
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In this chapter, we will discuss HPV infection and provide data on HPV prevalence and
genotype distribution, risk factors for HPV infection, co-factors associated with HSIL or ICC
progression, the burden of cervical cancer and prevention strategies. All of these topics will
be discussed in the context of Latin America. We hope that this chapter will provide re‐
searchers with important up-to-date information concerning the problem of HPV infection
and HPV-associated cancers in Latin America.

2. HPV prevalence and genotype distribution

The establishment of the etiologic role of HPV on cervical cancer and the development of
proposals for preventive and clinical applications have prompted considerable interest in
exploring the epidemiological characteristics of HPV infection in different populations.

Worldwide,  there  are  important  variations  in  the  prevalence  of  HPV  in  different  age
groups.  Although in  the  United States,  Europe,  and some Asian countries,  HPV preva‐
lence declines with age [27-30], in Latin American countries, the majority of studies with
age-specific  HPV  prevalence  data  have  shown  a  slight  U-shaped  curve  [31].  Overall,
HPV prevalence in the Latin American and Caribbean (LAC) population has been found
to  be  2-fold  higher  than the  average  worldwide prevalence  [32].  Different  studies  from
countries  in Latin America have assessed the prevalence of  HPV infection and types in
healthy  women  [33]  and  patients  with  pre-neoplastic  and  neoplastic  cervical  lesions
(HSIL, ICC) [20]. These studies showed prevalence rates of HPV infection of 16.1%, 82%
and 89% in  NC,  HSIL  and  ICC,  respectively.  The  most  prevalent  HPV types  were  the
following:  NC (HPV-16,  31,  18,  58,  and 6),  HSIL (HPV-16,  18,  58,  31,  and 33),  and ICC
(HPV-16, 18, 31, 45, and 33). See Tables 1 and 2.

Country More prevalent HPV types
Cyto-histological

diagnosis
HPV prevalence (%) References

Argentina 16,18,6,11,31,58

NC

LSIL

HSIL

ICC

26 - 43

33.1 - 96

71.4 - 100

100

[34 - 39]

Bolivia 6,11,26, 52,66,39

NC

LSIL

HSIL

ICC

5.9

NR

NR

NR

[40]
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Country More prevalent HPV types
Cyto-histological

diagnosis
HPV prevalence (%) References

Brazil 16,18,33,6,11,58

NC

LSIL

HSIL

ICC

12 - 25

26.4 - 90.4

57 - 100

41.8 - 93

[41 - 50]

Chile 16,18,31,33,45,52

NC

LSIL

HSIL

ICC

11.2 - 40

61.2 - 100

55.9 - 100

71 - 95

[51 - 58]

Colombia 16,18,31,58,33,45

NC

LSIL

HSIL

ICC

10.5 - 39.1

46.9 - 83.9

53.8 – 91.8

70 - 100

[10, 59 - 64]

Ecuador 16,31,18,6,52,56

NC

LSIL

HSIL

ICC

20 - 20.6

44.8 - 76.9

50 - 100

81

[65 - 68]

Paraguay 16,18,33,31,45, 52

NC

LSIL

HSIL

ICC

25

68

78

97

[69 - 71]

Perú 16,18,31,35,45,52

NC

LSIL

HSIL

ICC

13.4 - 17.7

NR

NR

92 - 95.3

[72, 73]

Venezuela 16,18,33,45,52,58

NC

LSIL

HSIL

ICC

NR

68

92.8 - 95.3

98.7 - 98.9

[74, 75]

Table 1. HPV prevalence and more frequent HPV types in South America.
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Country More prevalent HPV types
Cyto-histological

diagnosis

HPV prevalence

(%)
References

Costa Rica 16,18,58,31,33

NC

LSIL

HSIL

ICC

11 - 22.4

73 - 80.9

87.5 - 89

88 - 97.1

[76, 77]

Cuba 16,31,52,66,18

NC

LSIL

HSIL

ICC

NR

33.3

55.6

NR

[78]

Guatemala 16,18,56,66,35

NC

LSIL

HSIL

ICC

33.6 - 59

NR

NR

82.6 – 95.2

[79]

Honduras 16,18,31,58,45,11,51

NC

LSIL

HSIL

ICC

39.5 - 51

47.7 - 81

66.7 - 97

80 - 93

[80 - 83]

Mexico 16,18,31,58,45,59

NC

LSIL

HSIL

ICC

8.8 - 40.9

24 - 94.5

29.4 - 93.7

84.6 - 100

[28, 84 - 91]

Nicaragua 16,58,31,52,51

NC

LSIL

HSIL

ICC

48.1

67.5

86.8

94.7

[92]

Panama 16a

NC

LSIL

HSIL

ICC

NR

NR

NR

70

[93]

Table 2. HPV prevalence and more frequent HPV types in Central America and Mexico.

a Only HPV 16 was detected.

3. Risk factors for HPV infection and co-factors associated with HSIL or
ICC progression

Epidemiological studies investigating risk factors for HPV infection have clearly and con‐
sistently  shown that  sexual  behavior  patterns  influence  the  acquisition  of  HPV because
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3. Risk factors for HPV infection and co-factors associated with HSIL or
ICC progression

Epidemiological studies investigating risk factors for HPV infection have clearly and con‐
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the  primary  mode  of  transmission  of  HPV  is  sexual.  Sexual  behavior  patterns  include
early age at first sexual intercourse, the number of sexual partners, and the sexual behav‐
ior of male partners [32].

Almost all cases of cervical cancer are attributable to persistent HPV infections, leading to
the conclusion that HPV infection is a necessary cause of the disease [94]. Follow-up studies
of women with and without cervical abnormalities have indicated that the continuous pres‐
ence of HR-HPV is necessary for the development, maintenance and progression of cervical
intraepithelial neoplasia (CIN) [9-13]. However, only a small fraction of women with cervi‐
cal HPV infection develop ICC, suggesting that other co-factors in addition to HPV are nec‐
essary to cause cancer progression. High parity, the long-term use of oral contraceptives,
cigarette smoking, and co-infection with human immunodeficiency virus (HIV) have been
described [32].

Tables 3 and 4 describe the co-factors associated with HPV infection and co-factors asso‐
ciated with HSIL or ICC progression in several studies from Central and South America,
respectively.

Country Co-factors Reference

Argentina

Number of sexual partners, C. trachomatis infection or history of

previous sexually transmitted diseases, early age at first

intercourse, early age at first pregnancy.

[35, 36, 38, 95]

Brazil
Marital status, age under 30, number of sexual partners, sexually

transmitted diseases, alcohol abuse, sexual behavior.
[49,96]

Colombia

Number of sexual partners, indigenous ethnicity, no history of

previous pregnancies, nulliparity, early age at first intercourse, C.

trachomatis infection, high parity.

[97 - 99]

Costa Rica
High vaginal pH, C. trachomatis infection, number of sexual

partners.
[77, 100]

Cuba Parity, early age at first sexual intercourse. [78]

Ecuador Number of sexual partners. [66]

Guatemala Occasional partner during the last 6 months and smoking habit. [79]

Honduras
Sexual behavior, smoking, exposure to wood smoke and low

socioeconomic status, single female.
[82, 83, 101, 102]

Mexico

Age, marital status, number of sexual partners, infection with C.

trachomatis, progesterone-based contraceptives, history of

sexually transmitted diseases and use of emergency contraceptive

pill.

[28, 103, 104]

Peru Early age at first sexual intercourse and number of sexual partners. [105]

Table 3. Co-factors associated with HPV infection in Latin America.
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Country Co-factors Reference

Brazil

Agea, ethnicityb, early age at first sexual intercoursec, number of

sexual partnersd, history of sexually transmitted diseases or

concurrent sexually transmitted diseasee, smoking habitf, C.

trachomatis infectiong.

[41, 44, 106, 107]

Colombia Parityh, exposure to wood smokei, viral loadj. [61, 108]

Costa Rica
Number of live birthsk, use of oral contraceptivesl and smoking

habitf.
[109]

Honduras

Number of sexual partnersd, parityh, early age at first sexual

intercoursec, exposure to wood smokei, low socioeconomic

statusm, absence of Pap smear screeningn.

[80, 82]

Mexico
Agea, early age at first sexual intercoursec, number of sexual

partners, parityh, viral loadj.
[84, 88, 110]

Panama
Early age at first sexual intercoursec, parityh, absence of Pap smear

controlsn, smoking habitf.
[93]

Paraguay
Parityh, early age at first intercoursec, no schoolingo, number of

sexual partnerd and absence of Pap smear screeningn.
[69]

Peru

Parityh, agea, no schoolingo, lack of good-quality screening and of

adequate follow-up carep, long-term use of oral contraceptivesq

and smoking habitf.

[72, 105]

Measures of risk (OR or RR) and their corresponding 95% CI and reference.

a OR 231 [25,48-2108,63] Ref 41; OR 2,1 [1,1-4,1] Ref 110.

b OR 5,77 [2,76-12,09] Ref 41.

c OR 6,83 [1,46-32,02] Ref 41; OR 1,26 [0,76-2,08] Ref 82; OR 2,11 [1,2-3,6] Ref 110; OR 8,5 [4,4-16,8] Ref 84; OR 1,91
[1,2-3] Ref 93; OR 7,8 [3,4-17,7] Ref 69.

d OR 5,43 [2,58-11,40] Ref 41; OR 2,25 [1,32-3,82] Ref 82; OR 7,4 [3,8-14,5] Ref 69.

e OR 13 [1,9-56,3] Ref 44, 106.

fOR 11,24 [5,09-24,83] Ref 41; RR 2,7 [1,1-6,7] Ref 109; OR 1,86 [1,1-3,1] Ref 93.

g OR 2,1 [1,1-4] Ref 107.

h OR 4,1 [1,6-10,6] Ref 108; OR 6,3 [1,36-2,98] Ref 80; OR 10,9 [2,6-46,5] Ref 84; OR 1,87 [1,2-3] Ref 93; OR 9,3
[3,6-23,9] Ref 69; OR 8,3 [1-65,6] Ref 105; OR 6,5 [1,1-6,93] Ref 72.
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i OR 7,3 [3-19,4] Ref 108; OR 4,89 [0,51-47,1] Ref 80.

j OR 13,4 [2,4-74] Ref 61; OR 3,51 [2,2-5,6] Ref 110; OR 365,8 [94,7-1412] Ref 88.

k RR 3,7 [1,8-7,4] Ref 109.

l RR 1,6 [0,89-2,9] Ref 109.

m OR 1,8 [1,2-2,5] Ref 82.

n OR 2,31 [1,16-4,63] Ref 82; OR 2,88 [1,8-4,5] Ref 93; OR 23,9 [10,4-54,9] Ref 69.

o OR 27,7 [9,6-79,9] Ref 69; OR 3,2 [1,3-8,3] Ref 105.

p OR 29,4 [3,6-240,1] Ref 105.

q OR 2,6 [0,9-7,6] Ref 72.

Table 4. Co-factors associated with HSIL or ICC progression in Latin America.

4. Burden of cervical cancer

After breast and colorectal cancer, cervical cancer is the third leading cancer site worldwide,
and it is second among women. The incidence of cervical cancer in Latin America is among
the highest in the world. Cervical cancer incidence and mortality are a significant public
health problem. In total, 85% of the global burden of cervical cancer occurs in developing
countries, where it accounts for 13% of all female cancers. South America is a region of high
risk. In 2008, cervical cancer was responsible for 275,000 deaths, 31,400 in Latin America and
the Caribbean [21].

In Latin American countries, the incidence and mortality of ICC ranges from 14.4 to 39.9 and
6.8 to 20.6 cases per 100,000 women, respectively, with the highest incidence and mortality
rates in Nicaragua (39.9 and 20.6, respectively, Table 5). The data were taken fron Globocan
(http://globocan.iarc.fr/factsheets/cancers/cervix.asp). These differences between countries
are most likely a reflection of screening programs and differences in exposure to HPV and
other cofactors.

5. Prevention strategies

Cervical cancer caused by HPV is a major public health problem that can be prevented with
cervical cancer screening programs. Public health programs for cervical cancer screening
with cytology and the effective treatment of early pre-cancers and cancers have resulted in a
major reduction in mortality from cervical cancer. Unfortunately, cervical cancer screening
programs have not yet been successful in most developing countries [111], despite the high‐
est burden of cervical cancer in these countries [21].

In Colombia, supply problems are found in cervical cancer in therms of structure, processes
and results [112]. The follow-up for women with abnormal cytology has not been carried
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out, information systems are insufficient, and problems in the quality of cytology readings
have been reported ( [112, 113]. These deficiencies explain, in part, the low impact that
screening has had on cervical cancer in Colombia, and the national screening and diagnostic
services offered are not organized into a structured program [112].

Country
Incidence rate

(per 100,000 women)

Mortality rate

(per 100,000 women)

Argentina 17.5 7.4

Bolivia 36.4 16.7

Brazil 24.5 10.9

Chile 14.4 6.6

Colombia 21.5 10.0

Costa Rica 17.5 6.7

Cuba 23.1 8.9

Ecuador 27.1 13.3

Guatemala 30.5 15.2

Honduras 37.8 19.7

Nicaragua 39.9 20.6

Panama 25.3 12.6

Paraguay 35.0 16.6

Peru 34.5 16.3

Uruguay 16.5 6.8

Venezuela 31.4 14.4

Table 5. Incidence and mortality rates for ICC in Latin America.

To screen successfully in LAC, the screening programs must follow the requirements of low-
resource settings: screening, diagnosis and treatment provided on-site or in clinics accessible
to the majority of at-risk women; a low-cost, low-technology screening test that can lead to
the immediate treatment of abnormalities; wide coverage of at-risk women; appropriate ed‐
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est burden of cervical cancer in these countries [21].

In Colombia, supply problems are found in cervical cancer in therms of structure, processes
and results [112]. The follow-up for women with abnormal cytology has not been carried
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out, information systems are insufficient, and problems in the quality of cytology readings
have been reported ( [112, 113]. These deficiencies explain, in part, the low impact that
screening has had on cervical cancer in Colombia, and the national screening and diagnostic
services offered are not organized into a structured program [112].

Country
Incidence rate

(per 100,000 women)

Mortality rate

(per 100,000 women)

Argentina 17.5 7.4

Bolivia 36.4 16.7

Brazil 24.5 10.9

Chile 14.4 6.6

Colombia 21.5 10.0

Costa Rica 17.5 6.7

Cuba 23.1 8.9

Ecuador 27.1 13.3

Guatemala 30.5 15.2

Honduras 37.8 19.7

Nicaragua 39.9 20.6

Panama 25.3 12.6

Paraguay 35.0 16.6

Peru 34.5 16.3

Uruguay 16.5 6.8

Venezuela 31.4 14.4

Table 5. Incidence and mortality rates for ICC in Latin America.

To screen successfully in LAC, the screening programs must follow the requirements of low-
resource settings: screening, diagnosis and treatment provided on-site or in clinics accessible
to the majority of at-risk women; a low-cost, low-technology screening test that can lead to
the immediate treatment of abnormalities; wide coverage of at-risk women; appropriate ed‐
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ucational programs directed toward health workers and women to ensure correct imple‐
mentation and high participation; and a built-in mechanism for evaluation of the screening
program [22].

With the advent of newer technology, such as HPV vaccines and HPV tests, followed by
simple well-known techniques, such as Pap, VIA and cryotherapy, cervical cancer rates may
start to decrease worldwide. Prophylactic HPV vaccines containing oncogenic types HPV-16
and 18 can prevent up to 65–70% of cervical cancer deaths. However, they have yet to be‐
come accessible to poorer countries, where the greatest burden of disease exists. The price
per dose is expensive for use in most countries in LAC. This situation is extremely disap‐
pointing because the experience of resource-poor countries in LAC has demonstrated that
vaccination programs have been very effective. The results from different countries in Latin
America have indicated that HPV testing has a greater sensitivity to detect CIN 2/3 and ICC
than the Pap test [114-116], and HPV typing is an inexpensive and effective method for iden‐
tifying cervical neoplasia and women at risk of developing cervical neoplasia; HPV typing
improves quality control for both false-negative and false-positive cytology results [117].

The screening guidelines of the American College of Obstetricians and Gynecologists indi‐
cate that if HPV testing is used in combination with Pap smears, women who are negative
for both tests should return to be tested in three years [35]. This strategy minimizes unneces‐
sary follow-up visits and invasive procedures without compromising the detection of dis‐
ease. This scheme is more appropriate for communities with limited access to public health
services, such as countries in Latin America.

Different studies in countries in Latin America have described recommendations for suc‐
cessful screening programs, such as greater HPV education of the public and health care
practitioners [118]; educational interventions for physicians in screening and management
norms [119]; the implementation of sex education in schools and the promotion of condom
use and an organized screening program to prevent cervical cancer in young women [120]; a
screening program with high follow-up rates, not only high coverage [121]; and behavioral
measures, including delaying sexual intercourse and the regular use of latex condoms [66].
HPV information is complex, and many women remain confused after reading educational
materials; thus, it is important to ensure that HPV information is accessible to people at all
levels [23].

The Regional Strategy for Comprehensive Cervical Cancer Prevention and Control proposes
to improve country capacity for the sustained implementation of comprehensive cervical
cancer prevention and control programs, with the goal of reducing incidence and mortality.
It promotes an integrated package of services for health information and education; screen‐
ing of asymptomatic women and pre-cancer treatment (improving the quality of screening
tests; considering introducing HPV DNA testing to triage HPV-positive women for further
testing; increasing the screening coverage of women in the at-risk age group (>30 years); and
increasing the proportion of timely and appropriate follow-up care for women with abnor‐
mal screening test results); invasive cervical cancer treatment and palliative care; and evi‐
dence-based policy decisions on whether and how to introduce HPV vaccines [122].
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6. Conclusion

Cervical HPV infection is the most prevalent sexually transmitted disease. HPV is so com‐
mon that more than half of all sexually active adults will be infected in their lifetime, al‐
though young, sexually active women bear the brunt of both infection and clinical
complications. The Centers for Disease Control estimates that at least half of all sexually ac‐
tive individuals will acquire HPV at some point in their lives, whereas at least 80% of wom‐
en will acquire an HPV infection by age 50. At least 50% of men will acquire a genital HPV
infection during their lifetime. In developed countries, PAP smear test screening has de‐
creased the incidence of cervical cancer by approximately 70% in recent decades; however,
cervical cancer still represents a major public health issue in Latin America and the Carib‐
bean because of the failure of prevention programs.

Cervical cancer is a major public health problem in Latin America, which has some of the
highest incidence and mortality rates worldwide. Information on HPV prevalence and type
distribution in several countries in Latin America is crucial to predict the future impact of
HPV16/18 vaccines and screening programs and to establish appropriate post-vaccine viro‐
logical surveillance, primarily with the information obtained from high-grade cervical le‐
sions and invasive cervical cancer.

Ultimately, the integration of screening with prophylactic HPV vaccination, which currently
protects against the most common LR-HPV types (HPVs 6 and 11) and HR-HPV types
(HPVs 16 and 18), offers the greatest potential to reduce the burden of ICC and other HPV-
related diseases. Unfortunately, for many of the nations where the burden of HPV and cervi‐
cal cancer is the highest, vaccination and HPV testing remain too expensive. Fortunately, the
Pan American Health Organization Revolving Fund for vaccine purchase will allow vaccine
prices to be reduced, and the vaccine would be available for free in most Latin American
countries. The implementation of HPV vaccination will have a great impact on the reduction
of the incidence and mortality of HPV-associated cancers.
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1. Introduction

During the past 20 years there has been a dramatic emergence and re-emergence of epidemic
of haemorrhagic vector-borne-disease (VBD) that have been caused by viruses believed to be
under control such as dengue, yellow fever, Venezuelan equine encephalitis, Saint Louis Virus,
Arenavirus, hantavirus or viruses that have extended their geographic distribution such as
West Nile and Rift Valley fever. Bacteria like Leptospira and Rickettsia have also re-emerged.

Many reports have demonstrated the changing global and tropics epidemiology. The popu‐
lation growth, urbanization, human activities, and even climate variability all help to a
continual fluctuation in the epidemiology of several haemorrhagic fevers transmitted by
vectors in the tropics.

Haemorrhagic fevers produced by bacterial or virus share many general features. Those
infectious agents are arthropod-borne cause many haemorrhagic fevers. For some viral
haemorrhagic fevers, person-to-person transmission may occur through direct contact with
infected blood or secretions. Infectious agents are transmitted by arthropod like mosquitoes
and ticks. Animal reservoirs are usually wild rodents, however, pets, domestic livestock, urban
mice, monkeys, and other primates may also provide as intermediate hosts.

The term viral hemorrhagic fever describes a potentially fatal clinical syndrome character‐
ized by an insidious onset of nonspecific signs followed by bleeding manifestations and
shock.  The  haemorrhagic  fever  syndrome  is  also  characterized  by  a  combination  of  a
capillary  leak  syndrome  and  bleeding  diathesis.  The  clinical  manifestations  and  even
histopathological findings are pretty similar and difficult to make a differential diagnosis
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(Table 1, Figure1). In the tropics where endemic haemorrhagic fevers are frequent that is a
big concern.

This chapter gives an overview of the epidemiology and ecology of haemorrhagic fevers
transmitted by vector taking place exclusively in the neotropics, hence it shows the principal
clinical syndromes associated to vectors.

Figure 1. Clinical diagnostic challenges of the haemorrhagic fevers in the tropics

Current Topics in Public Health382

D
is

ea
se

 
Le

pt
os

pi
ro

si
s 

D
en

gu
e

Fe
ve

r
En

te
ri

c
fe

ve
r

Ye
ll

ow
fe

ve
r

Se
ve

re
 P
.v
iv
ax

m
al

ar
ia

 
A

cu
te

vi
ra

l
he

pa
tit

is
 

H
an

ta
vi

ru
s

R
oc

ky
M

ou
nt

ai
n

sp
ot

te
d 

fe
ve

r 
In

fe
ct

io
us

 a
ge

nt
 

Le
pt

os
pi

ra
 s

p.
 

D
en

gu
e 

vi
ru

s 
Sa

lm
on

el
la

 ty
ph

i a
nd

 
S.

 p
ar

at
yp

hi
 

Ye
llo

w
 fe

ve
r v

ir
us

P.
 v

iv
ax

 
H

ep
at

iti
s 

E 
vi

ru
s,

 
A

, B
 

H
an

ta
vi

ru
s 

(d
iff

er
en

t s
pe

ci
es

) 
Ri

ck
et

ts
ia

 ri
ck

et
ts

ii 

In
cu

ba
tio

n 
pe

ri
od

 
(2

 –
 2

6)
 

A
ve

ra
ge

 1
0 

7–
10

 d
ay

s 
7–

14
 d

ay
s (

ra
ng

e,
  

3–
60

 d
ay

s)
 

in
cu

ba
tio

n 
pe

ri
od

 
of

 3
 to

 6
 d

ay
s,

  
14

 d
ay

s (
10

 to
 3

0)
 

(o
cc

as
io

na
lly

 
m

on
th

s)
 

15
 to

 6
0 

da
ys

, 4
5 

to
 1

80
 (H

BV
) 

14
 to

 1
7 

da
ys

 
(r

an
ge

 9
 to

 3
3)

 
7 

da
ys

 (r
an

ge
, 2

 to
 1

4 
da

ys
) 

C
li

ni
ca

l p
re

se
nt

at
io

n 
A

br
up

t o
ns

et
 o

f f
ev

er
, 

ri
go

rs
 

A
cu

te
 fe

br
ile

 d
is

ea
se

 
N

on
-s

pe
ci
c

 fe
br

ile
 

ill
ne

ss
, o

fte
n 

w
ith

 a
n 

in
si

di
ou

s 
on

se
t. 

A
cu

te
 fe

br
ile

 
di

se
as

e 
 

A
br

up
t o

ns
et

 o
f 

fe
ve

r, 
ri

go
rs

 
N

on
-s

pe
ci
c

 
fe

br
ile

 il
ln

es
s, 

of
te

n 
w

ith
 a

n 
in

si
di

ou
s 

on
se

t. 

Fe
ve

r, 
ch

ill
s a

nd
 

m
ya

lg
ia

s,
 w

hi
ch

 
ca

n 
be

 se
ve

re
 in

 
m

an
y 

ca
se

s 

A
cu

te
 fe

br
ile

 d
is

ea
se

 

H
ea

da
ch

e 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
M

us
cu

lo
sk

el
et

al
 p

ai
n 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

N
au

se
a 

- v
om

it
in

g 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
Ye

s 
A

bd
om

in
al

 p
ai

n 
O

cc
as

io
na

lly
 

O
cc

as
io

na
lly

 
Ye

s 
Ye

s 
Ra

re
 

Ye
s 

Ye
s 

Ye
s 

D
ia

rr
he

a 
N

o 
O

cc
as

io
na

lly
 

O
cc

as
io

na
lly

, 
an

te
ce

de
nt

 o
f 

di
ar

rh
ea

 a
t i

nf
ec

tio
n 

tim
e 

N
o 

ra
re

 
O

cc
as

io
na

lly
 

O
cc

as
io

na
lly

 
ye

s 

C
ou

gh
 

N
o 

N
o 

N
o 

N
o 

N
o 

N
o 

O
cc

as
io

na
lly

 
N

o 
Ph

ys
ic

al
 e

xa
m

in
at

io
n 

 
 

 
 

 
 

 
 

R
as

h 
Ra

re
 

ye
s a

fte
r t

he
 th

ir
d 

da
y 

of
 il

ln
es

s 
Ye

s,
 ro

se
 s

po
ts

 
N

o 
N

o 
O

cc
as

io
na

lly
 

(u
rt

ic
ar

ia
l r

as
h)

 
N

o 
Ye

s 
af

te
r t

he
 

fth
 d

ay
 

of
 il

ln
es

s 
Ja

un
di

ce
 

Ye
s 

ra
re

 
ra

re
 

ye
s 

ye
s 

Ye
s,

 c
as

 d
ef

in
iti

on
N

o 
Ye

s 
H

ep
at

om
eg

al
y 

Ye
s 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

ye
s 

oc
ca

si
on

al
ly

 
ra

re
 

Ye
s 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

Sp
le

no
m

eg
al

y 
Ye

s 
N

o 
Ye

s 
N

o 
Ye

s 
Ra

re
 

N
o 

no
 

O
cu

la
r i

nv
ol

ve
m

en
t 

Ye
s, 

co
nj

un
tiv

al
 

su
ff

us
io

n 
N

o 
N

o 
C

on
ju

nc
tiv

iti
s 

N
o 

N
o 

N
o 

co
nj

un
ct

iv
iti

s 

M
us

cl
e 

te
nd

er
ne

ss
 

Ye
s 

Ye
s 

N
o 

N
o 

Ra
re

 
O

cc
as

io
na

lly
 

N
o 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

H
em

or
rh

ag
ic

 
m

an
if

es
ta

tio
ns

, s
uc

h 
as

 p
et

ec
hi

ae
, p

ur
pu

ra
 

O
nl

y 
in

 s
ev

er
e 

ill
 p

at
ie

nt
 

Ye
s 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

A
bd

om
in

al
 p

ai
n 

Ye
s 

O
nl

y 
in

 s
ev

er
e 

ill
 

pa
tie

nt
 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

Ye
s 

O
th

er
 fi

nd
in

gs
 

 
 

 
 

 
 

 
U

nl
ik

e 
ot

he
r t

ic
kb

or
ne

 
ri

ck
et

ts
ia

l d
is

ea
se

s, 
 

th
e 

pr
es

en
ce

 o
f 

in
oc

ul
at

io
n 

es
ch

ar
 is

 
ra

re
 in

 R
M

SF
 

  

Haemorrhagic Fevers Transmitted by Vectors in the Neotropics
http://dx.doi.org/10.5772/55420

383



(Table 1, Figure1). In the tropics where endemic haemorrhagic fevers are frequent that is a
big concern.

This chapter gives an overview of the epidemiology and ecology of haemorrhagic fevers
transmitted by vector taking place exclusively in the neotropics, hence it shows the principal
clinical syndromes associated to vectors.

Figure 1. Clinical diagnostic challenges of the haemorrhagic fevers in the tropics
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Table 1. Clinical characteristics of some tropical infections with hemorrhagic manifestations presents in tropical South
America
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2. Common VBD in the tropics transmitted by arthropods and rodents

Etiological agents of HF affect humans on all continents. Most but not all agents causing HF
are arboviruses, with transmission to humans resulting from an arthropod bite. However,
animal reservoirs are generally rats and mice, but domestic livestock, monkeys, bats and other
primates may also serve as intermediate hosts. Population growth, urbanization, human
activities, and even climate change all contribute to a continual flux in the epidemiology of
many HF transmitted by vectors arboviruses.

Haemorrhagic fevers share many clinical common features. Infectious agents that are arthro‐
pod-borne (usually mosquitoes and ticks) cause many viral hemorrhagic fevers. Some viral
hemorrhagic fevers, person-to-person transmission may occur through direct contact with
infected patients, their blood, or their secretions and excretions.

3. Flaviviral hemorrhagic fevers

Dengue is the mainly significant arboviral disease of humans with over half of the world's
population existing in areas of risk. The occurrence and scale of epidemic dengue have
augmented considerably in the last 40 years as the viruses and the mosquito vectors have both
extended geographically in the tropical regions of the world in particular across South-east
Asia, Africa, Western Pacific and tropics areas of the Americas, (Figure 2).

Dengue and Yellow fever are the prototype virus of the Flaviviridae, Dengue is a mosquito-
transmitted viral disease very common in tropical areas of South America. The virus is
transmitted mainly by Aedes aegypti, this mosquito is peridomestic and breeds in artificial
containers around human settlements. The vector has a great preference feed for humans,
which is a reason for the success disease; Dengue mainly is an urban disease and has no social
class preferences. Dengue has two clinical presentations: dengue fever and hemorrhagic
dengue. There are four dengue serotypes classified as 1, 2, 3, 4.

Dengue fever is supposed to generate about 230 million infections worldwide every year, of
which 25,000 are lethal. Worldwide incidence has increasing swiftly in new decades with some
3.6 billion people, over half of the world's population, currently at risk, primarily in cities and
villages centres of the tropics and subtropics. Demographic and community changes, in
particular urbanization, globalization, and augmented worldwide journey, are most important
contributors to the get higher incidence and geographic extension of dengue infections.

In modern lifetimes, the proliferate of unprepared urbanization, with related unsatisfactory
housing, overcapacity and weakening in water, sewage and waste management systems, has
produced model circumstances for enlarged diffusion of the dengue virus in tropical urban
areas. Age frequency of dengue has been distributed in a broad ages either in adolescents or
adults. In addition, the advance of tourism in the tropics has led to a boost in the number of
tourists who become infected, mainly adults.
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Symptoms and risk factors for dengue haemorrhagic fever (DHF) and severe dengue differ
between children and adults, with co-morbidities and incidence in more elderly patients
associated with greater risk of mortality. Treatment options for DF and DHF in adults, as for
children, centre round fluid replacement (either orally or intravenously, depending on
severity) and antipyretics. Further data are still needed on the optimal treatment of adult
patients.

Because Dengue is endemic in the most tropical countries, the disease is overdiagnosed,
therefore, many other hemorrhagic fevers as leptospirosis, hantavirus, arenavirus, rickettsio‐
sis, Venezuelan equine encephalitis, chikungunya virus and malaria are erroneously diag‐
nosed as dengue. Those diseases are clinically indistinguishable from dengue and other vector
borne diseases and confirmatory diagnosis needs the employ of proficient laboratory tests that
are difficult to pay for developing countries. Consequently, the endemic diseases above
mentioned in developing countries remains mostly unidentified. Recent surveillance suggests

Figure 2. Distribution of several hemorrhagic fevers in Latin America
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that Venezuelan equine encephalitis, it may represent up to 10% of the dengue burden in
neotropical cities, or tens-of-thousands of cases per year throughout Latin America.

On the other hand, yellow fever remains an important cause of mortality and morbidity in
several South American countries like Colombia, Venezuela, Guyana, Ecuador, Peru, Bolivia
and Brazil (Figure 2). The mosquitoes of Haemagogus and Sabethes are the main vectors in the
rain forest, in contrast, Aedes aegypti in the urban areas cause YF.

YF has two different cycles: one endemic or sylvan cycle involving monkeys and epidemic
urban cycle rare in South America. The frequented endemic sylvan YF constitutes to great
source for introducing into urban environment. Despite the serious public health that YF
represents, many South American countries abruptly discontinued YF campaigns.

4. Hantavirus

The hantaviruses are a group of emerging rodent-borne pathogens (family Bunyaviridae; Genus
Hantavirus) that are etiologic agents for hemorrhagic fever with renal syndrome (HFRS) in
Europe and Asia and hantavirus cardiopulmonary syndrome (HCPS) in the Americas. HFRS
is associated with rodents of the family Muridae, subfamilies Murinae and Arvicolinae; HPS is
associated with rodents of the subfamily Sigmodontinae. Since the identification of HCPS in
USA in 1993, a huge number of cases of HPS and an rising number of hantaviruses and rodent
reservoir hosts have been identified in Central and South America (Figure 2). Epidemiologic
studies have demonstrated important differences in frequency of infection with hantaviruses
in both human and rodent host populations. Antibody prevalences in rodent and human
populations may vary from less than 1% to more than 40%. Currently, more than 1500 cases
of HCPS have been reported and more than 15 genetically distinct variants of hantaviruses,
all associated with sigmodontine rodents, have been identified throughout the Americas.
Hantaviruses have been documented in South America from Argentina, Chile, Paraguay,
Uruguay, Bolivia, Brazil, Peru, and Venezuela, and in Central America from Costa Rica and
Panama.

Patients with HCPS typically present a short febrile prodrome of 3-5 days. In addition to fever
and myalgias, early symptoms include headache, chills, dizziness, non-productive cough,
nausea, vomiting, and other gastrointestinal symptoms. Malaise, diarrhoea, and lightheaded‐
ness are reported by approximately half of all patients, with less frequent reports of arthralgias,
back pain, and abdominal pain. The mean duration of symptoms before hospitalization is 5.4
days. Remarkable hematologic result included a high white-cell count with augmented
neutrophils, myeloid precursors, and atypical lymphocytes.

Several characteristics distinguish Latin American HCPS cases from the classical HCPS
described for the first time in the USA. These include a variation in severity of disease from
moderate and self-limiting to severe, the demonstration of person-to-person transmission, and
a somewhat higher incidence of extrapulmonary clinical manifestations in the South American
form of HCPS. Nevertheless, hantaviruses in the Americas is still far from complete knowl‐

Current Topics in Public Health390

odgement. The factors involved in the dynamics of these viruses in nature, their establishment
and transmission within host populations and from hosts to humans, and the variable
pathology of these viruses in humans are complex. It is likely that more hantaviruses will be
described in the future, and much more data will be required in order to describe the diversity
and evolution of this group of pathogens. Latin America, as the centre of diversity for
Sigmodontine rodents and their hantaviruses is presented with the unique opportunity as well
as the challenge of being center stage for continued studies of the dynamics of hantaviruses in
natural host populations and the links of host and virus to human populations.

5. Arenavirus

The Arenaviridae is a miscellaneous RNA viruses and contains the etiologic agents of some
emerging zoonoses that are characterized by high case-fatality rates. Rats and mice (murids)
are the main reservoirs of the arenaviruses. So far, six arenaviruses are reported to produce
human disease: Guanarito (causes Venezuelan hemorrhagic fever), Junin (Argentine hemor‐
rhagic fever), lymphocytic choriomeningitis (lymphocytic choriomeningitis), Lassa (Lassa
fever), Machupo (Bolivian hemorrhagic fever), and Sabiá (human disease from Brazil).

The recognized arenaviruses in the Americas are hosted by rodents of the family Cricetidae;
with the exception may be hosted by a bat (genus Artibeus, family Phyllostomidae). Pichindé
virus, hosted by Oryzomys albigularis, was described from animals in the Pichindé Valley near
Cali, Colombia, Guanarito virus, is also hosted by Zygodontomys brevicauda, the short-tailed
cane mouse, causes Venezuelan hemorrhagic fever in the Venezuelan state of Portuguesa. This
state borders on Colombia, and Z. brevicauda is a common species in Caribbean Colombia.

6. South American hemorrhagic viruses

Four members of the Tacaribe complex produce acute disease in humans: Junin, Machupo,
Guanarito, and Sabiá viruses. Junin virus, the mainly considerably studied of the South
American hemorrhagic fever viruses, is the agent of Argentine hemorrhagic fever. The disease
disproportionately affect men, probably because of the job-related risk linked with agricultural
work. The mouse Calomys musculinus is recognized the primary host of Junin virus.

Guanarito virus, the agent of Venezuelan hemorrhagic fever, mainly affects rural populations
and has a restricted geographic circulation. Venezuelan hemorrhagic fever has been described
close to the Portuguesa province in northwestern Venezuela, an intensively agricultural area.
In 1989, previous to its detection as a dissimilar an hemorrhagic disease, irregular cases of
Venezuelan hemorrhagic fever were probably mistaken diagnosed as dengue fever. Remark‐
ably, deforestation and human intrusion into rodent environment may have resulted in
augmented human contact to infected rodents and a concurrent enhance in human illnesses.
The reservoir of Guanarito virus is a short-tailed rodent called Zygodontomys brevicauda and
Sigmodon alstoni.
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Regarding Bolivian hemorrhagic fever, Machupo virus is considered the etiology agent, which
it was discovered in 1962 during an outbreak of viral hemorrhagic fever. Outbreaks of Bolivian
hemorrhagic fever have occurred in cities and towns, probably connected to factors that
privileged the invasion of human dwellings by rodents. Good practices control of outbreaks
was capable through execution of intensive rodent trapping and education programs. The
reservoir of Machupo virus is a sunset mouse Calomys callosus.

Regarding Brazilian hemorrhagic fever, Sabiá virus, is recognized as the etiologic agent. Sabiá
virus was detected in 1994 from a Brazilian patient who was originally believed to have yellow
fever, at that moment, a viral hemorrhagic fever was diagnosed. After that, no cases of acquired
human disease caused by Sabiá virus have been reported. The reservoir of this virus is
unknown, but is assumed to be a South American rodent. Sporadic cases of infections with
Sabiá virus was been reported among laboratory workers in Brazil and the United States.

Arenavirus cases in Colombia have not been reported yet. However, we collected and tested
210 sigmodontine rodents of 3 species: 181 Z. brevicauda, 28 Oligoryzomys fulvescens, and 1
Oecomys concolor. Eleven serum samples, 10 from Z. brevicauda and 1 from O. fulvescens, had
detectable arenavirus antibody. Three Z. brevicauda samples had antibody reactive to both
Pichindé and Guanarito virus, and 7 more were positive for either Pichindé or Guanarito
arenaviruses. The results demonstrated the presence of >1 arenaviruses circulating among
common rodent hosts in Caribbean Colombia. We emphasize that many New World arena‐
viruses are likely cross-reactive to the antigens we used; recovery and sequencing of viral RNA
will be essential to fully characterize these viruses. Hemorrhagic fever of arenaviral origin
should be included in the differential diagnosis of tropical fevers, at least in studied region.
As the human population of the rural Department of Córdoba and adjacent areas of the tropical
Caribbean coast.

Besides the hemorrhagic South American virus described above, the principal old world
arenavirus are the Lymphocytic choriomeningitis virus (LCMV) and Lassa virus. LCMV has
a global spreading, which coincides with the geographic dispersion of its major host, the ever-
present house mouse (Mus musculus). LCMV is a cause of acute aseptic meningoencephalitis
and congenital malformations of the CNS and eye. People with a decreased immune system
and women in the first or second trimester of pregnancy are at enlarged probability of
developing severe disease. Mainly inhabitants are most likely to be infected by rodents in their
homes; because population of Mus musculus are much larger in tropical countries, infections
with LCMV in humans, may be frequent. Hence, deprived sanitation and other natural
conditions facilitate mice incursion of human settlements.

In Europe and USA, peaks in the summer and fall are likely because more mice are entering
homes. It is really unknown the incidence of infection in humans in different countries with
lymphocytic choriomeningitis virus, but mainly experts believe the disease is not well known
or underrecognized or underreported. The seroprevalence of lymphocytic choriomeningitis
in different countries is between 0% and 60%. Vague clinical signs, demanding diagnostic
problems, because require of knowledge on physicians and public health workers to put
together recognition of lymphocytic choriomeningitis virus infections and its role diseases in
humans.
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Regarding Lassa fever is a significant cause of febrile disease in West Africa; it is projected
about 100,000 to 300,000 cases and numerous deaths linked to Lassa virus. The cases are
primarily reported from hyperendemic or endemic foci in the West African countries of
Guinea, Liberia, Nigeria, and Sierra Leone.

7. Leptospirosis

It is a bacterial zoonotic disease that affects both humans and animals. Humans become
infected through direct contact with the urine of infected animals or with a urine-contaminated
environment. Leptopira is the bacteria belong to Spirochetaceae family transmitted directly or
indirectly from animals to humans, who can suffer severe hemorrhagic, hepatic/renal and
pulmonary disease. The bacteria enter the body through cuts or abrasions on the skin, or
through the mucous membranes of the mouth, nose and eyes. Person-to-person transmission
is rare. In the early stages of the disease, symptoms include high fever, severe headache, muscle
pain, chills, redness of the eyes, abdominal pain, jaundice, haemorrhages in the skin and
mucous membranes, vomiting, diarrhoea, and rash.

There are 20 known Leptospira species and hundreds of serovars, some of which belong to
different species. Because there are pathogenic and non-pathogenic leptospira, it is basic to
identify the pathogenic serovars of leptospires and their potential reservoirs to focus control
strategies.

Pathogenic Leptospira spp are chronically maintained in renal tubules of a wide range of wild
and domestic mammals and enzootic cycles are maintained by direct contact with infected
urine or indirect contact with contaminated soil or water. More than 260 pathogenic serovars
have been serologically identified and grouped in to 24 serogroups which have adapted to
different animal species. Although some animal species may act as maintenance host for some
serovars, they can also be incidental hosts from other serovars which may result in a range of
clinical symptoms which is dependent upon the infecting strain, the geographical location and
the hosts’ immune response. Leptospirosis is a rural and occupational disease, which is
considered to be an emerging zoonotic disease. In tropical and subtropical areas the transmis‐
sion of leptospires is increased during heavy rainfall resulting in flooding, as well as poor
sanitation and high host biodiversities, and has therefore become a major public health
problem in these areas.

Outdoor and agricultural workers (rice-paddy and sugarcane workers for example) are
particularly at risk but it is also a recreational hazard to those who swim or wade in contami‐
nated waters. In endemic areas the number of leptospirosis cases may peak during the rainy
season and even may reach epidemic proportions in case of flooding because the floods cause
rodents to move into the city.

Prevention strategies of human leptospirosis include wearing protective clothing for people
at job-related risk and evading of swimming in water that can be polluted. Leptospirosis
control in animals dependent on the serovar and animal species, the management infection
can be done by vaccination and rodent controls (24, 26).
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8. Rickettsiosis

The genus Rickettsia includes bacteria Gram- negative in obligate association with eukaryote
cells. A number of species have been identified in various terrestrial arthropods, and more
recently in leeches and amoeba. Usually, pathogenic rickettsiae were classified into two
groups: the typhus group (TG), composed of Rickettsia prowazekii and Rickettsia typhi, vectored
by lice and fleas, respectively; and the spotted fever group (SFG), composed of more than 20
species mostly vectored by ticks. Other rickettsiae have shown antigenic and genetic particu‐
larities that preclude their inclusion in either the TG or SFG, such as Rickettsia bellii and Rickettsia
canadensis, reported in ticks from the american continent.

Many Rickettsia species cause diseases in humans and animals, to which they are vectored by
lice, fleas, ticks, or mites. Most of the recognized pathogenic Rickettsia species are classified
into the SFG, which includes agents of spotted fever rickettsioses in humans in different parts
of the world, vectored by ticks. During the last decades, there has been an increasing number
of new Rickettsia species of unknown pathogenicity, mostly isolated from ticks. Some of them,
previously considered non-pathogenic, were recently shown to be pathogenic to humans, such
as the SFG Rickettsia slovaca, Rickettsia aeschlimannii, Rickettsia massiliae, and Rickettsia monacen‐
sis in Europe. In addition, R. parkeri, an ‘old’ SFG organism first reported in ticks in the 1939
was shown to be pathogenic 65 years later. These facts indicate that any novel described
Rickettsia from invertebrate hosts, especially ticks, should be regarded as potentially patho‐
genic for humans.

In Latin America, several Rickettsia species (belonging mostly to the spotted fever group)
pathogenic for humans or with unknown pathogenicity have been reported. Rickettsia
rickettsii, the etiological agent of the most severe spotted fever in the world, has been reported
in Amblyomma cajennense ticks in Brazil, Colombia, Panama, and Mexico and in Amblyomma
aureolatum ticks in Brazil, (Figure 2).

In Colombia, Rocky Mountain Spotted Fever (RMSF) was first reported in 1937 by Patino. It
was named Tobia fever because of the village where these cases occurred. The disease
remained forgotten until 2003, when two fatal cases were identified and reported in Villeta, a
locality next to Tobia. More recently, three outbreaks of RMSF have occurred in Colombia: in
2006 among military personnel in Necocli (Antioquia), in 2007 in a township of Los Cordobas
(Colombia) and in 2008 in Altos de Mulatos (Antioquia). These reports defined the reemer‐
gence of the disease in Colombia and alerted the systems of surveillance across the country.

Eight Rickettsia  species have been associated with human diseases in Latin America and
Caribbean: R. rickettsii causing rocky mountain spotted fever in Mexico, Costa Rica, Panama,
Colombia,  Brazil  and  Argentina;  R.  prowazekii  causing  epidemic  typhus  in  Argentina,
Bolivia, Chile, Ecuador, Guatemala, Mexico, and Peru; R. typhus  causing endemic typhus
in  Brazil,  Colombia,  Guatemala,  Mexico,  Panama,  and  Puerto  Rico;  R.  felis  causing  flea
spotted fever in Mexico and Brazil; R. parkeri causing spotted fever in Brazil, Uruguay, and
Argentina; R. africae causing African tick bite fever in the Caribbean islands; R. akari causing
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rickettsial pox in Costa Rica and Mexico; and R. massiliae causing spotted fever in Argenti‐
na.  R.  massiliae  case  was reported in  a  Spanish traveler  presumed to  have acquired the
infection in Argentina, but suffered the disease after her return to Spain. The distribution
of R. felis-infected fleas included seven countries (Costa Rica, Panama, Caribbean islands,
Peru, Argentina, Chile, and Uruguay) where no human cases of infection have been reported
so far.

A total of 10 Rickettsia  species have been reported in both Spain and Portugal: R. conorii,
R. helvetica, R. monacensis, R. felis, R. slovaca, R. raoultii, R. sibirica, R. aeschlimannii, R. typhi,
and R. prowazekii. In addition, R. rioja has been reported in Spain, and R. massiliae has been
reported to occur in Portugal.  Amongst these Rickettsia  species reported in Portugal and
Spain, only R. prowazekii, R. typhi, R. felis, and R. massiliae have also been reported in Latin
America.

9. Malaria

The etiologic agent of malaria is a parasite denominated Plasmodium, which is transmitted by
means of the bites of infected Anopheles mosquitoes. The genus Plasmodium includes species of
malaria, vivax, falciparum. Malaria is may be a main cause of morbidity and mortality in the
tropics with Plasmodium falciparum responsible for the common of the disease burden and P.
vivax being geographically most broadly circulated cause of malaria.

In the human body, the parasites reproduce in the liver, and then infect red blood cells.
Symptoms  of  malaria  consist  of  fever,  headache,  and  vomiting,  and  usually  show  be‐
tween 10 and 15 days after the mosquito bite. If not treated, malaria can rapidly turn into
life-threatening by disturbing the blood provide to vital organs (30).  In Africa and Latin
America,  the parasites have showed resistance to a several of malaria medicines.  Means
interventions  to  control  malaria  include:  prompt  and effective  drug treatment;  apply  of
insecticidal nets by people at risk; indoor residual spraying with insecticide to manage the
vector mosquitoes, transgenic mosquitoes manipulated for resistance to malaria parasites
and biological control of mosquitoes.

Malaria remains one of the world's serious health problems with 1.5 to 2.7 million deaths
yearly; these deaths are mainly among children and pregnant women in sub-Saharan Africa.
Of connotation, more people are dying from malaria today than 30 years ago. It seems to be
the vector, the female anopheline mosquito is changing its behaviour or adapting to human
activity such as creating new mosquito breeding sites. Hence, the impact of augmented
population, and people displaced by violence can boost the incidence and proliferation of
malaria. Furthermore, the difficulty of drug resistance by the parasites to almost all currently
available antimalarial drugs.

Finally, most of the hemorrhagic tropical diseases describe above, can be also classified as
neglected tropical diseases. Those represent some of the most common infections of the poorest
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people living in developing countries. Because they primarily affect the marginalized poor as
well as preferred indigenous populations and people of African descent, the tropical hemor‐
rhagic diseases in the Latin American and African countries are predominantly ignored
diseases.

There is also misdiagnosis of hemorrhagic diseases in the tropics, mainly because the weak
epidemiology and public health system in developing countries. The maximum disease
problem of hemorrhagic diseases, such as leptospirosis, rickettsiosis, malaria and hantavirus
infections, have first require scale-up of accessible funds or the advance of new measures
instruments in order to accomplish control (32). The total elimination is implausible in the
tropics, for that reason require and inter-disciplines efforts as social services, community
education and environmental interventions.

10. Conclusions

The tropical hemorraghic fevers in the neotropics is a group of debilitating viral, bacterial
and parasitic infections, that are very common aetiology of illness of the poorest people
living in developing countries as Latin America. During the past 20 years there has been
an  intense  emergence  and  re-emergence  of  epidemic  of  haemorrhagic  vector-borne-
disease (VBD) that have been produced by viruses supposed to be under control such as
dengue,  yellow  fever,  Venezuelan  equine  encephalitis,  Saint  Louis  Virus,  Arenavirus,
hantavirus or viruses that have prolonged their geographic distribution such as West Nile
and Rift Valley fever. Bacteria like Leptospira and Rickettsia have also re-emerged. Haemor‐
rhagic  fevers  produced  by  bacterial  or  virus  share  many  general  features.  Those  infec‐
tious  agents  are  arthropod-borne  cause  many  haemorrhagic  fevers.  For  some  viral
haemorrhagic fevers, person-to-person transmission may occur through direct contact with
infected blood or secretions. Infectious agents are transmitted by arthropod like mosqui‐
toes  and  ticks.  Animal  reservoirs  are  usually  wild  rodents,  however,  pets,  domestic
livestock, urban mice, monkeys, and other primates may also provide as intermediate hosts.
Disease  difficulties  following  from  infection  by  these  agents  are  common;  the  most
tremendous manifestations include circulatory instability, augmented vascular permeabili‐
ty,  and  diffuse  haemorrhages  among  them.  Thus,  the  clinical  manifestations  and  even
histopathological findings are extremely comparable and challenging to make a differen‐
tial diagnosis. Finally, in the Latin American the etiologic agents described in this chapter
are disseminated in almost all countries, with exception of Uruguay.
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1. Introduction

Cardiovascular Diseases (CVD) is the first cause of mortality in the world. According to the
World Health Statistics issued by the World Health Organization (WHO) in 2012, noncom‐
municable diseases (NCDs) caused 63% (36 millions) of 57 million of deaths that occurred in
the world during 2008 [1]. Also, in the same period of time, CVD were the first cause of
death by NCDs with 17 million of deaths (48% of the total deaths caused by NCDs). In 2010,
this number reached to 18.1 million and it is estimated that will rise to 25 million by 2030.
[1,2]. Likewise, it is calculated in That year, the number of deaths caused by NCDs in the
world will reach to 55 million [1].

The outlook previously exposed at beginning worsen when it is consider that 80% of the
deaths caused by NCDs have place in low and medium income countries, where the per‐
centage of deaths in people under 70 years (48%) is greater than high income countries
(26%). In fact, reports indicate that each year eight million people die prematurely in low
and medium income countries due to NCDs, situation that produces a greater impact in
terms of healthy life years lost and greater economic lose caused by no productivity in pop‐
ulations, that due to deficitary socioeconomic conditions are less able to face the burden that
generates this growing public health problem [1,3]. In Latin America, according to the report
about the health situation in the Americas issued by the Pan American Health Organization
in 2011, between 2007 - 2009 the NCDs caused 76% of deaths reported, and 69% took place
in medium and low income countries [4].

In Colombia similar to world statistics, NCDs are the main cause of death. According to the
paper “Noncommunicable diseases country profiles 2011”, issued by WHO, it is estimated
that during 2008, NCDs caused 66% of total deaths, and CVD were the first cause of death
from NCDs, causing 28% of all deaths, with a mortality rate of 205.9 and 166.7 by each
100,000 inhabitants in men and women, respectively (Figure 1) [5].

© 2013 Bolívar-Mejía and E. Vesga-Angarita; licensee InTech. This is an open access article distributed under
the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.
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Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
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Figure 1. Noncommunicable diseases: epidemiological profile for Colombia, according to World Health Organization,
2011 [5].
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Historically, coronary atherosclerotic disease represented a great burden in terms of mortali‐
ty, which rises significantly after sixth decade of life. In Colombia, reports from late twenti‐
eth century, between 1998 and 2000, the mortality rate of coronary disease in men and
women was 93.4 and 60.9 by each 100.000 inhabitants, respectively [6], nevertheless, be‐
tween 2007 and 2009, the mortality rate was 124.7 for males and 88.3 for females by each
100.000 inhabitants, with a global rate of 104.5 by each 100,000 inhabitants [4]. This increase
in mortality is probably associated to the demographic changes that have been taking place
during the last decades, which are characterized by an increase in life expectancy at birth
and a continued ageing of population. In Colombia, in the last 50 years, life expectancy at
birth increased from 50 to 72 years-old, added to an increase in population older than 60
years from six to eight per cent, from 600,000 in 1950 to three million in 2001, and it is esti‐
mated that will reach 15.5 million in 2050 [7,8]. Such changes increased the population in
which CVD are more prevalent, so it is expected that as the population continues ageing, the
burden of CVD will continue showing a steady increase.

Stroke represents also a great social and economic burden, it is the second cause of death in
the world, and the first cause of acquired disability in whole population [2]. Several reports
show that the cerebrovascular disease is responsible of 55% of the total disability-adjusted
life years (DALYs) produced by the neurological diseases in the world, estimating that in
2005 produced a total of 788.4 years of DALYs by each 100,000 inhabitants, representing
3.45% of the total DALYs worldwide [9]. It is estimated that in 2005, stroke caused a 9.9% of
total deaths worldwide, according to estimations, it will rise up to 10.19% in 2015 and up to
10.63% in 2030 [9].

In Colombia, a study performed in 1997 in a northwestern town called Sabaneta (Figure 2),
the annual incidence of cerebrovascular disease was calculated in 88.9 by each 100,000 in‐
habitants, with a greater incidence in men (118.7/100,000 inhabitants) versus women
(61.8/100,000 inhabitants) [10]. Nevertheless, there are not national data available about the
incidence of stroke.

Neuroepidemiological studies performed in different areas of Colombia, reported different
prevalence of sequels of cerebrovascular disease according to the study area, data varied be‐
tween 1.42 to 19.9 by each 1,000 inhabitants. Nevertheless, the results of these studies vary
significantly due to some differences between the study populations, cultural habits, imple‐
mentation of promotion and prevention strategies and ethnic factors. The most recent study,
conducted in 2002 in Piedecuesta, Santander, northeastern Colombia, reported a prevalence
of 5.7 by each 1,000 inhabitants [11-14].

In the State of Santander, Colombia, the analysis of mortality causes during 2007, reported
that CVD were responsible of 32.07% of all deaths, with a mortality rate of 159.7 by each
100,000 inhabitants [15]. In the group of CVD, the ischemic heart disease produced 47.9% of
deaths, followed by stroke (23.3%) and heart failure (9.6%) [15].

It is evident the growing problem that exists in the national and international context, where
NCDs and specially CVD have become a great burden for populations, producing a great
amount of deaths, that in low and medium income countries (included Colombia) occurred
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in an early way, affecting the life of their inhabitants at the time they are more productive
economically. Therefore, the study of the CVD burden, as well as the design of intersectoral
strategies to reduce the impact related to this burden, should be taken as a national and in‐
ternational priority, looking for mitigate and control this epidemic disease.

Figure 2. Geographic location of the Colombian cities mentioned on this paper.

2. Burden of CVD in Colombia according to DALYs

The DALYs are used as an indicator that estimates the global burden of a disease and the
effectiveness of the health interventions aimed to diminish this burden, considering both,

Current Topics in Public Health406

the years lived with disability and those lost by premature death [16,17]. Thus, when deter‐
mining the burden of a disease through this indicator, we can observe the gap that exists
between the real conditions of morbidity and mortality of a population and the ideals that
this could reach if it was free from a particular disease [17].

According to the last study about Burden of Disease in Colombia, published in the 2005, the
CVD (hypertensive heart disease, ischemic heart disease and cerebrovascular disease) are
found to be in the first 10 causes of DALYs for both, disability and mortality in the adult
population [17].

The hypertensive heart disease is the main cause of DALYs by disability in both gender, in
the age groups of 30-44 years old (55.2 DALYs/1,000 inhabitants), 45-59 years old (78.5 DA‐
LYs/1,000 inhabitants) and 60-69 years old (75.6 DALYs/1,000 inhabitants). So, in a concern‐
ing way was observed that this disease was the second cause of DALYs by disability in both
gender in the age group of 15-29 years-old (104.5 DALYs/1.000 inhabitants) and the fifth
cause of DALYs in the age group of 5-14 years-old (2,9 DALYs/1,000 inhabitants) [17].

Meanwhile, ischemic heart disease is the main cause of DALYs by disability in people older
than 70 years-old, with a total of 48.2 by each 1,000 inhabitants in the age group 70-79 years-
old and 42.9 by each 1,000 inhabitants in the age group of 80 years-old or more. In the same
way, this disease is the third cause of DALYs by disability in both gender in the age group
60-69 years old (31.8/1,000 inhabitants) and the sixth cause of DALYs by disability in the age
group of 45-59 years old (12.9/1,000 inhabitants) [17].

When assessing the number of DALYs produced by mortality in both gender, it was found
that ischemic heart disease was the first cause in group of 45-59 years-old (12.2/1,000 inhabi‐
tants), 60-69 years-old (29.5/1,000 inhabitants), 70-79 years (45.9/1,000 inhabitants) and 80
years-old or more (41.3/1,000 inhabitants). Stroke was the second cause of DALYs for mor‐
tality in both gender, in groups of 60-69 years old (11.8/1,000 inhabitants), 70-79 years old
(21.8/1,000 inhabitants) and 80 years old or more (19.2/1,000 inhabitants) [17].

Finally, hypertensive heart disease was found as disease that more DALYs produces in the
Colombian population, with a total of 52.5 DALYs by each 1,000 inhabitants when adding
those produced by disability and mortality, accounting for 19% of the total DALYs [17].

The above results reveal that the CVD are the main cause of death in Colombia, but also rep‐
resent a great burden for the population in what concerns to DALYs. It is surprisingly how
CVD, besides producing a great proportion of the DALYs in the older population, also pro‐
duce a great burden disease in the young adult population. These data are consistent with
recent informs in where there is estimated that in lower and medium income countries the
29% of deaths by NCDs are produced in the population under 60 years-old. In contrast, the
high-income countries only the 26% and 13% of deaths by NCDs are produce in the popula‐
tion under 70 and 60 years-old, respectively [1,18]. Additionally, it has been estimated that
CVD are the main cause of death by NCDs in people under 70 years-old because, they pro‐
duce the 39% of the total death in group, followed by cancer (27%) and chronic respiratory
diseases [18].
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economically. Therefore, the study of the CVD burden, as well as the design of intersectoral
strategies to reduce the impact related to this burden, should be taken as a national and in‐
ternational priority, looking for mitigate and control this epidemic disease.

Figure 2. Geographic location of the Colombian cities mentioned on this paper.

2. Burden of CVD in Colombia according to DALYs

The DALYs are used as an indicator that estimates the global burden of a disease and the
effectiveness of the health interventions aimed to diminish this burden, considering both,
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gender in the age group of 15-29 years-old (104.5 DALYs/1.000 inhabitants) and the fifth
cause of DALYs in the age group of 5-14 years-old (2,9 DALYs/1,000 inhabitants) [17].
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tion under 70 and 60 years-old, respectively [1,18]. Additionally, it has been estimated that
CVD are the main cause of death by NCDs in people under 70 years-old because, they pro‐
duce the 39% of the total death in group, followed by cancer (27%) and chronic respiratory
diseases [18].
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Therefore, an important amount of the promotion and prevention strategies that emerge
with the purpose of fighting the continuous increase of the CVD should be directed to sensi‐
tize the young people about the importance of adopting healthy life habits, in order to di‐
minish the negative impact that CVD produce in the Colombian population.

3. The burden of the risk factors for CVD in Colombia

The risk factors more highly related with CVD include physical inactivity, smoking, alcohol
drinking, unhealthy diet, overweight, obesity, hypertension, and high blood levels of choles‐
terol and glucose [2,19]. It is estimated that implementing effective prevention strategies
based on the knowledge about the control of these risk factors, could prevent up to 70% of
ischemic heart disease events and stroke and increase the life expectancy of the population
in at least five years [2.20], in addition to reducing the risk for other diseases that share some
risk factors with CVD such as cancer, respiratory chronic disease and diabetes [19]. Hence
the importance of coordinating the implementation of promotion and prevention strategies
in which it is linked the general population and the health personnel, in order to improve
the risk profile for CVD of a particular community.

Even though, CVD continue being the main cause of mortality in the world, it has been
documented in high-income countries that during the last two decades the mortality rates
by CVD have diminished in a significant. While part of this decline is product of the im‐
provements that have been presented during the treatment of the acute cardiovascular
events, there is evidence that supports that the primary prevention strategies directed to the
control of the main risk factors have contributed significantly to this decline [19,21]. In Eng‐
land and Gales, it is estimated that the mortality rate by coronary disease diminish from
1981 - 2000 to 65% in men and 45% in women between 25 - 84 years-old, which resulted in a
decrease of approximately 68,230 deaths by the 2000 year, become interesting that such re‐
duction in mortality was attributed in 58% to population control of risk factors for CVD,
which empathizes the importance of knowing and identifying the more prevalent risk fac‐
tors, in order to implement promotion strategies aimed to diminish their impact [21].

4. Tobacco consumption

It is estimated that tobacco consumption is responsible of 10% of the CVD deaths world‐
wide [19,20]. Despite the current knowledge about the consequences that tobacco produ‐
ces in the human health and educational campaigns directed to the population in order to
reduce its consumption, it is estimated that tobacco consumption causes approximately six
million death each year, being responsible of six per cent of all deaths in women and 12%
in men [19,20].

WHO considers tobacco consumption as a completely avoidable risk factor. Its association
with CVD has been ratified in different studies, as also has been the benefits of its interrup‐
tion. The INTERHEART study, in which Colombia participated, showed an odds ratio for
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acute myocardial infarction of 2.87 in smokers [22]. In a cohort of British doctors followed
during 50 years was observed when comparing the mortality during the following in smok‐
ers versus nonsmokers and the ones who stop smoking, it was observed that those that stop
smoking before the fourth decade can reach a similar life expectancy to those that have been
never smoked [23]. Nevertheless, even after this age, the interruption of tobacco consump‐
tion brings significant benefits, so, life expectancy can be increase in 9 years if interruption
of tobacco consumption is done around the age of 40, in 6 years if interruption is done at the
age of 50 and still it can be increase in 3 years if interruption of tobacco consumption is done
by the age of 60, when comparing with those that keep smoking. Therefore, it is emphasiz‐
ing the tobacco interruption is justified almost in any moment of life [23].

In Latin America, the CARMELA study conducted between 2003 and 2005 in seven cities
(Barquisimeto, Venezuela; Bogota, capital of Colombia; Buenos Aires, Argentina; Lima, Pe‐
ru; Mexico City, Mexico; Quito, Ecuador; and Santiago de Chile), which sought to evaluate
the prevalence of tobacco consumption in adult between 25 and 64 years old, the study
found a prevalence between 21.8% and 45.4%. The ages where the consumption was highest
were between 25 and 44 years old. In this study, Bogota showed a global prevalence of
22.2% with a confidence interval of 95% (CI 95%) of 19.1-25.2, being the consumption more
prevalent in men (31.3, CI 95%: 27.1-35.5) than in women (15.0 CI 95% 11.1-18.9) [24].

In Colombia, as part of the Tobacco-Free Initiative developed in association with the WHO,
the United Nations Children’s Fund (UNICEF), the Center for Disease Control (CDC), and
the Office on Smoking and Health (OSH) with the purpose of giving the countries the
knowledge about the burden of tobacco consumption, the Global Youth Tobacco Survey
(GYTS) was applied in Bogota city in 3,599 youths between 11 and 17 years old belonging to
231 official schools [25, 26]. In a concerning way, this study reported that the 62% of stu‐
dents have tasted at least once the tobacco, without finding significant differences between
men and women [26]. From the total, 29.8% have consumed some tobacco derivatives in the
last month, being the cigarette the most frequent (94.4%), without findings significant differ‐
ences between gender. Nevertheless, the results also evidenced that seven of each 10 stu‐
dents considered the tobacco smoke as harmful for their health, seven of each 10 desire to
drop the tobacco consumption and in fact seven of each 10 have tried [26]. Not being
enough with the exposure to tobacco smoke by direct consumption, it was found that non‐
smokers are exposed in a 40% to the tobacco smoke in public places and in a 28% in their
homes, fact that urge the need of a legislation that prompts the creation of free smoke places
in order to protect those nonsmokers from the exposition equally harmful to the tobacco
smoke. In consideration to that, it was found that 63.8% of students (including smokers and
nonsmokers) considered that tobacco consumption in public places must be forbidden [26].

Other studies done in Colombia in which the prevalence of tobacco consumption has been
determined, have found similar data to CARMELA study. In this way, a paper done in uni‐
versity students in Cartagena de Indias city (a touristic city located in northern Colombia on
the Caribbean Coast) and Santiago de Cali (the third city more populated of Colombia, lo‐
cated in the western country) reported prevalence of 23.9% and 23.2%, respectively [27,28].
Another study done in five cities (Bogota, Santiago de Cali, Bucaramanga, Manizales y Val‐
ledupar) (Figure 2) reported a prevalence that changes between 7.4% and 34.1% [29]; in this
study the onset of tobacco consumption was 11.9 years old. This, added to results that indi‐
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in at least five years [2.20], in addition to reducing the risk for other diseases that share some
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in which it is linked the general population and the health personnel, in order to improve
the risk profile for CVD of a particular community.

Even though, CVD continue being the main cause of mortality in the world, it has been
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by CVD have diminished in a significant. While part of this decline is product of the im‐
provements that have been presented during the treatment of the acute cardiovascular
events, there is evidence that supports that the primary prevention strategies directed to the
control of the main risk factors have contributed significantly to this decline [19,21]. In Eng‐
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1981 - 2000 to 65% in men and 45% in women between 25 - 84 years-old, which resulted in a
decrease of approximately 68,230 deaths by the 2000 year, become interesting that such re‐
duction in mortality was attributed in 58% to population control of risk factors for CVD,
which empathizes the importance of knowing and identifying the more prevalent risk fac‐
tors, in order to implement promotion strategies aimed to diminish their impact [21].

4. Tobacco consumption

It is estimated that tobacco consumption is responsible of 10% of the CVD deaths world‐
wide [19,20]. Despite the current knowledge about the consequences that tobacco produ‐
ces in the human health and educational campaigns directed to the population in order to
reduce its consumption, it is estimated that tobacco consumption causes approximately six
million death each year, being responsible of six per cent of all deaths in women and 12%
in men [19,20].

WHO considers tobacco consumption as a completely avoidable risk factor. Its association
with CVD has been ratified in different studies, as also has been the benefits of its interrup‐
tion. The INTERHEART study, in which Colombia participated, showed an odds ratio for
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acute myocardial infarction of 2.87 in smokers [22]. In a cohort of British doctors followed
during 50 years was observed when comparing the mortality during the following in smok‐
ers versus nonsmokers and the ones who stop smoking, it was observed that those that stop
smoking before the fourth decade can reach a similar life expectancy to those that have been
never smoked [23]. Nevertheless, even after this age, the interruption of tobacco consump‐
tion brings significant benefits, so, life expectancy can be increase in 9 years if interruption
of tobacco consumption is done around the age of 40, in 6 years if interruption is done at the
age of 50 and still it can be increase in 3 years if interruption of tobacco consumption is done
by the age of 60, when comparing with those that keep smoking. Therefore, it is emphasiz‐
ing the tobacco interruption is justified almost in any moment of life [23].

In Latin America, the CARMELA study conducted between 2003 and 2005 in seven cities
(Barquisimeto, Venezuela; Bogota, capital of Colombia; Buenos Aires, Argentina; Lima, Pe‐
ru; Mexico City, Mexico; Quito, Ecuador; and Santiago de Chile), which sought to evaluate
the prevalence of tobacco consumption in adult between 25 and 64 years old, the study
found a prevalence between 21.8% and 45.4%. The ages where the consumption was highest
were between 25 and 44 years old. In this study, Bogota showed a global prevalence of
22.2% with a confidence interval of 95% (CI 95%) of 19.1-25.2, being the consumption more
prevalent in men (31.3, CI 95%: 27.1-35.5) than in women (15.0 CI 95% 11.1-18.9) [24].

In Colombia, as part of the Tobacco-Free Initiative developed in association with the WHO,
the United Nations Children’s Fund (UNICEF), the Center for Disease Control (CDC), and
the Office on Smoking and Health (OSH) with the purpose of giving the countries the
knowledge about the burden of tobacco consumption, the Global Youth Tobacco Survey
(GYTS) was applied in Bogota city in 3,599 youths between 11 and 17 years old belonging to
231 official schools [25, 26]. In a concerning way, this study reported that the 62% of stu‐
dents have tasted at least once the tobacco, without finding significant differences between
men and women [26]. From the total, 29.8% have consumed some tobacco derivatives in the
last month, being the cigarette the most frequent (94.4%), without findings significant differ‐
ences between gender. Nevertheless, the results also evidenced that seven of each 10 stu‐
dents considered the tobacco smoke as harmful for their health, seven of each 10 desire to
drop the tobacco consumption and in fact seven of each 10 have tried [26]. Not being
enough with the exposure to tobacco smoke by direct consumption, it was found that non‐
smokers are exposed in a 40% to the tobacco smoke in public places and in a 28% in their
homes, fact that urge the need of a legislation that prompts the creation of free smoke places
in order to protect those nonsmokers from the exposition equally harmful to the tobacco
smoke. In consideration to that, it was found that 63.8% of students (including smokers and
nonsmokers) considered that tobacco consumption in public places must be forbidden [26].

Other studies done in Colombia in which the prevalence of tobacco consumption has been
determined, have found similar data to CARMELA study. In this way, a paper done in uni‐
versity students in Cartagena de Indias city (a touristic city located in northern Colombia on
the Caribbean Coast) and Santiago de Cali (the third city more populated of Colombia, lo‐
cated in the western country) reported prevalence of 23.9% and 23.2%, respectively [27,28].
Another study done in five cities (Bogota, Santiago de Cali, Bucaramanga, Manizales y Val‐
ledupar) (Figure 2) reported a prevalence that changes between 7.4% and 34.1% [29]; in this
study the onset of tobacco consumption was 11.9 years old. This, added to results that indi‐
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cate that in Colombia 57.5% of smokers between 11 and 17 years old had acquired cigarette
in stores, reflects a poor authority control on the tobacco sale to minors.

As a result of knowledge about the negative impact that tobacco produces on the health of
the smoker and nonsmoker population, as well as the failings in relation to the sell control of
these products in minors, in Colombia, the authorities tend for optimizing the laws that reg‐
ulate the policies about tobacco consumption prevention. Thus, on July 21st of 2009, the Co‐
lombian Republic Congress issued the law number 1335, law that seeks to regulate the
consumption, selling, advertising and promotion of tobacco and its derivatives, as well as
the creation and implementation of promotion programs directed to minimize the consump‐
tion and promoting the dropping of tobacco [30].

Some measures contained in the 1335 law include the ratification of the ban on the sale of
tobacco products to the population under 18 years old, as well as the ban of tobacco prod‐
ucts unit sales. It is forbidden that packaging expresses attractive advertising to minor as
well as messages suggesting a soft, light or low nicotine product. The law provides that 30%
of the packing area must contain clear, explicit and striking messages that warm with im‐
ages or texts in Spanish about the damage produced by tobacco to the human health. It is
forbidden the advertising of tobacco derivatives products on radio, television, film or other
media directed to the general public as well as the sponsorship of these products to sporting
or cultural events. On the other hand, the law encourages the creation of promotion strat‐
egies directed specially to the minor population, where this, may receive quality education
about the negative effects of tobacco consumption [30].

Similarly, considering the rights of the nonsmokers are the possibility to breath smoke-free
air, the 1335 law forbidden the tobacco consumption in public places like malls, parks,
nightclubs, casinos, waiting rooms, among others where nonsmokers people may result af‐
fected by the tobacco smoke [30].

Thus, from knowledge about the prevalence of tobacco consumption, the health problems
arising from this consumption and the burden of disease generated by this, is duty of the
health personnel the promotion of non-consumption of tobacco-based products, in order to
reduce the risk that this causes on the Colombians’ health.

5. Physical inactivity

Adequate physical activity had been defined as at list 30 minutes of moderate physical activ‐
ity during five days per week or 20 minutes of vigorous physical activity during three days
per week [19]. The physical inactivity is considered as one of the most related factors with
inadequate maintenance of the cardiovascular health [3]. It had been calculated that in the
world, the physical inactivity produces around 3.2 million of deaths (six per cent of the
deaths produced worldwide) and 32.1 million of DALYs (2.1% of the total DALYs in the
world) by year, estimating that it causes the 30% of the cases of coronary disease, this fact,
added to its association with another chronic diseases like cancer and diabetes mellitus, has
placed it as the fourth risk factor of mortality in the world [19].

One of the most relevant aspects about the importance of an adequate physical activity pro‐
motion, sedentary is not only an independent risk factor for developing CVD, also is related
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with the development of another risk factors for CVD as overweight, obesity and high blood
levels of glucose and cholesterol.

When evaluating the prevalence of the fulfillment of the recommendations for realization of
an adequate physical activity, the National Survey of the Nutritional Situation in Colombia
(Encuesta Nacional sobre la Situación Nutricional en Colombia, ENSIN) performed in 2010,
reported that when adding the physical activity as a way of transportation and development
during the free time [31], the national prevalence was 53.3%, prevalence increased when
comparing with the results obtained in the ENSIN done in 2005 with a prevalence of 46.5%;
the prevalence of physical inactivity, was found to be associated with female gender, low
socioeconomic level and low scholarity [31,32].

Other Colombian studies determined the prevalence of physical inactivity in children, ado‐
lescents and adults founding numbers that varies from 26% to 85% [27.33-36]. Nevertheless,
such studies can not be compared between them, due that definition of physical activity var‐
ies between them. It is noteworthy that as well as reported by the ENSIN, women has the
highest prevalence of physical inactivity, in scholars between 7 and 14 years, the same trend
is observed with a prevalence in girls of 83.8% and boys of 44.2%.

In Bogota, a study from 2003 evaluated the burden of mortality associated to physical inac‐
tivity and found a physical inactivity prevalence of 53.2%, data associated with a population
attributable risk of 19.3% for mortality by coronary disease, 24.2% for mortality by stroke
and a 13.8% for mortality by arterial hypertension [36]. Additionally, the mortality by NCDs
in adults older than 45 years could be reduced between 1.9% and 5.1% if the prevalence of
physical inactivity is reduced in a 37.2%. In that way, it must be considered as a priority the
implementation of strategies that promote the realization of physical activity in the Colom‐
bian population.

In Bogota, during the last years some changes in the policies about transportation and recre‐
ation had been implemented, policies that have seek for the generation of spaces for physi‐
cal activity promotion [36]. As a part of this initiative, the use of the bicycle as an alternative
mean of transportation has been promoted with the building of bike paths. Also, some city
streets have been intended as bikeways during holidays to promote the recreation and the
physical activity as a frequent habit. These and other similar policies, have been extended to
another cities of the country with the purpose of improving the population health condi‐
tions and reducing the impact of CVD and others non-communicable diseases on Colombi‐
ans mortality [36]. Nevertheless, studies that allow the evaluation of the effectiveness of
these measures must be done, in order to determine if these measures have been enough to
reduce in a significant way the prevalence of physical inactivity in Colombian people.

6. Alcohol consumption

Alcohol consumption can be seen as a major public health problem since the consequences
of abuse are reflected not only in an increased risk for many types of diseases, but also are
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air, the 1335 law forbidden the tobacco consumption in public places like malls, parks,
nightclubs, casinos, waiting rooms, among others where nonsmokers people may result af‐
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world) by year, estimating that it causes the 30% of the cases of coronary disease, this fact,
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placed it as the fourth risk factor of mortality in the world [19].
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during the free time [31], the national prevalence was 53.3%, prevalence increased when
comparing with the results obtained in the ENSIN done in 2005 with a prevalence of 46.5%;
the prevalence of physical inactivity, was found to be associated with female gender, low
socioeconomic level and low scholarity [31,32].

Other Colombian studies determined the prevalence of physical inactivity in children, ado‐
lescents and adults founding numbers that varies from 26% to 85% [27.33-36]. Nevertheless,
such studies can not be compared between them, due that definition of physical activity var‐
ies between them. It is noteworthy that as well as reported by the ENSIN, women has the
highest prevalence of physical inactivity, in scholars between 7 and 14 years, the same trend
is observed with a prevalence in girls of 83.8% and boys of 44.2%.
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and a 13.8% for mortality by arterial hypertension [36]. Additionally, the mortality by NCDs
in adults older than 45 years could be reduced between 1.9% and 5.1% if the prevalence of
physical inactivity is reduced in a 37.2%. In that way, it must be considered as a priority the
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bian population.

In Bogota, during the last years some changes in the policies about transportation and recre‐
ation had been implemented, policies that have seek for the generation of spaces for physi‐
cal activity promotion [36]. As a part of this initiative, the use of the bicycle as an alternative
mean of transportation has been promoted with the building of bike paths. Also, some city
streets have been intended as bikeways during holidays to promote the recreation and the
physical activity as a frequent habit. These and other similar policies, have been extended to
another cities of the country with the purpose of improving the population health condi‐
tions and reducing the impact of CVD and others non-communicable diseases on Colombi‐
ans mortality [36]. Nevertheless, studies that allow the evaluation of the effectiveness of
these measures must be done, in order to determine if these measures have been enough to
reduce in a significant way the prevalence of physical inactivity in Colombian people.

6. Alcohol consumption

Alcohol consumption can be seen as a major public health problem since the consequences
of abuse are reflected not only in an increased risk for many types of diseases, but also are
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related with high violence indexes, sexual abuse, suicide and traffic accidents; events that
together affect millions of teenagers and young adults in the world.

It is estimated that during the 2004 the alcohol consumption was responsible of 3.8 %( 2.5
million) of the deaths in the world, from which over 50% were due to CVD, liver cirrhosis
and cancer [19]. According to the report done by the WHO in the 2009 where, based on the
DALYs, the burden of the risk factors over mortality in the world was estimated; the alcohol
consumption produced the 4.5% of total DALYs worldwide, being surpassed only by child
malnutrition (5.9%) and risk sexual practices, nevertheless, this burden is greater in men, in
which the alcohol produces the 6.0% of deaths and the 7.4% of the DALYs, while in women
it produces the 1.1% of deaths and the 1.4% of the DALYs, aspects that are related with the
study’s results in which a higher prevalence of alcohol consumption in men than in women
is reported [20].

Multiple diseases have been associated with excessive alcohol consumption, among these
are included the CVD like coronary disease, arterial hypertension, cardiac arrhythmias and
the cerebrovascular disease, nevertheless, the relation between alcohol consumption and
CVD is complex due to there is evidence that supports that a moderate alcohol consumption
could reduce the risk of dying by CVD, especially if it is red wine and in quantities not ex‐
ceeding the 5-30 gr/day. In contrary, high quantities of alcohol consumption have shown a
clear association with the risk of developing CVD [19,37].

In Colombia, according to diverse studies done mainly between teenagers and young adults,
the lifetime prevalence of alcohol consumption ranges between 63% and 89%, with a past
month consumption prevalence that ranges between 33 and 51% [38-42]. In a concerning
way, the results of these studies have shown that in most cases, the onset age for alcohol
consumption is between 13 and 16 years old [38-42]. Such is the case of a study conducted in
Cartagena city, where after studying 1,031 university students, whose ages ranged between
15 and 38 years old, it was found that the 97.6% of those that have consumed alcohol for at
least once in their life, have started the consumption before the 19 years old [41], which re‐
flects an exposition to the harmful alcohol effects since very early stages of life and a greater
risk for becoming a chronic consumer, since, according to a study done by the Epidemiolog‐
ic Observatory of Cardiovascular Diseases of the Industrial University of Santander (Bucara‐
manga, Colombia) (Figure 2), during the years 2005 and 2006 in Bucaramanga city, the
probability of being an alcohol consumer increases in a 17% in the individuals whose onset
consumption was before the 16 years old and in an 11% in those who get drunk for the first
time before this age [43].

Thus, it is clear that in Colombia a greater control on the alcohol drinks consumption in the
adolescent population must be applied. Strategies directed to educate this population group
about the harmful effects of alcohol consumption have been proposed by the Ministry of So‐
cial Protection as part of a policy that aims to reduce the negative impact of the alcoholic
beverages consumption on the premature death in the Colombian population [44]. It is ex‐
pected that these measures are implemented as proposed, and with this, reduce the alcohol
beverages consumption in the Colombian territory, as well as the detrimental effects this
produces in their inhabitants’ health.
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7. Unhealthy diet

It is estimated that in the world are produced approximately 16 million DALYs and 1.7 mil‐
lion of deaths related directly with a low fruits and vegetables consumption, which repre‐
sents 1% of the total DALYs and 2.8% of the total deaths worldwide [19]. The impact of diet
over cardiovascular death has been widely studied during the last years, resulting in an im‐
portant quantity of evidence that shows a relation between the bad dietary habits and an in‐
crease of the risk for CVD [19,45,46]. Thus, it has been described that high-calorie diet, rich
in trans-fat and with high salt levels is associated with an increase of cardiovascular risk,
while a diet rich in vegetables, fruits and unsaturated fatty acids is associated with a de‐
crease of cardiovascular risk.

In the 2010, the results of the ENSIN revealed the dietary habits of the Colombian popula‐
tion evidencing that vegetables and fruits consumption is well below the recommendations
that have been considered to prevent the CVD (Figure 3) [31]. Thus, it was found that 66.8%
of the population consumes some kind of fruit at least once a day, describing that such con‐
sumption has its maximum prevalence during the childhood and decreases steadily as the
age advances. Moreover, the daily vegetables consumption was only 25.7%. In contrast, high
values for the daily use of sweeteners (94.6%), fried foods (32%), soda drinks (22.1%), pack‐
aged food (15.2%) and candies (36.6%) were reported, values that were the highest in the 9
to 18 years old population [31].

Figure 3. National proportions (5 to 64 years) of the daily frequencies of consumption by food groups in Colombia
(Modified from ENSIN 2010) [31].

The previously exposed results, explain why despite existing in Colombia a high malnutri‐
tion prevalence, which in the 2010 year was of 13.2% for children between 0 and 4 years old,
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recently, in a simultaneous way the overweight and obesity are beginning to become a great
public health problem because dietary habits as described previously, predispose the popu‐
lation to an alteration in their corporal mass index, with an increase in the cardiovascular
risk as a consequence, which will eventually begin to appear in more earlier ages, as it is
evidenced by the results in which it is observed that the overweight and obesity prevalence
in the children population of 0 to 4 years old, went from 4.9% in the 2005 to 5.2% in the 2010,
and is expected to continue rising in the next years as a result of the constant urbanization
that exists nationally, and the changes in the lifestyles that this process entails [31].

8. Overweight and obesity

Overweight and obesity represent a great burden concerning the risk of developing CVD
because, not only are independent risk factors for the development of these diseases, but al‐
so are directly related with an increase of other risk factors as the metabolic syndrome, hy‐
perglycemia, hypertension and hyperlipidemia [22,47]. It is estimated that annually 2.8
million deaths are produced and 35.8 million of DALYs (2.3%) in the world due to over‐
weight and obesity, expecting that this burden keeps increasing through the years as it is
estimated that overweight and obesity prevalence will continue rising, affecting people at
earlier ages [19,31].

In Colombia, during the last decades a steadily increase in the mass corporal index has been
experimented in men as well as in women (Figure 1). The ENSIN, showed the numbers of
prevalence of excess weight in the Colombian population, evidencing a continuous increase
of such prevalence as the age advances(Table 1), which, associated to the aging population
and the increase of others cardiovascular risks factors in the adult population, brings a great
burden on the health system [31].

Age (years) Prevalence %

0 - 4 5.2

5 - 17 17.5

18 - 22 21.4

23 - 27 35.0

28 - 32 48.1

33 - 37 54.9

38 - 42 60.5

43 - 47 63.3

48 - 52 66.4

53 - 57 67.1

58 - 64 65.7

Table 1. Prevalence of excessive weight in Colombian population by age groups [31].
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Therefore, strategies through which the population could be educated about the importance
of maintaining their weight in normal values must be created, and the consequences that the
obesity and overweight bring to their health. Similarly, is the duty of the health personnel to
inform the users about the normal values in which their weight should be kept, because, ac‐
cording to the ENSIN, when assessing the self-perception of body weight, the 23.6% of the
youths (under 18 years old) and the 32.3% of the adults underestimated their corporal mass
index, which may bring as a consequence a lack of motivation for weight losing in those in‐
dividuals that, even though they have an excess weight, consider this as normal [31].

9. Raised blood pressure

Arterial  hypertension is perhaps one of the risk factors for cardiovascular diseases most
studied,  estimating that  it  produces 12.8% (7.5  million)  of  the total  deaths in  the world
and 3.7% (57 million) of the total DALYs [19]. Its prevalence increases with age producing
a great impact in the mortality of adult people, estimating that it is present in the 35% of
the total cardiovascular events secondary to atherosclerosis and in the 49% of heart failure
cases [48].

Multiple studies have assessed the prevalence of arterial hypertension in different Colombi‐
an regions. Nationally, the Second National Study of Risk Factors for Chronic Diseases
(SNSRFCD II) published in 1999 [49], reported a prevalence of arterial hypertension of
12.3%. Nevertheless, recent publications, evidenced an increase in the prevalence, thus, the
report about the Americas Health Situation issued in 2011 by the Pan American Health Or‐
ganization, showed a prevalence of arterial hypertension in Colombia of 27.8% and 19.1% in
men and in women respectively, data that agree with other regional reports like the Study of
the Prevalence of Risk Factors for Chronic Diseases done in Santander Department, in which
a prevalence of arterial hypertension of 22.9% was reported in men and 17% in women [38].
Besides, is concerning that in this last report, despite the great amount of advances that have
been made for the treatment and control of blood pressure, the 58.1% of hypertensive pa‐
tients was not receiving any kind of antihypertensive treatment and the 18% was receiving a
treatment but their blood pressure was not controlled at the time the study was conducted.
Thus, the health authorities in Colombia, must implement strategies that seek to ensure that
all the hypertensive people receive an adequate antihypertensive treatment, looking for‐
ward to reduce the impact that arterial hypertension represents in terms of morbidity and
mortality over the Colombian population [38].

10. Raised blood cholesterol

It is estimated that high blood levels of total cholesterol (TC) produce the 4.5% (2.6 million)
of the total deaths in the world and the 2 % of the total DALYs (29.7 million) [19]. The high
levels of cholesterol represent a factor clearly implicated in the pathophysiology underneath
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the vascular processes related with the development of cardiovascular diseases like the cor‐
onary disease and the cerebrovascular disease. High levels of low density lipoprotein (LDL)
(traditionally called ‘bad cholesterol’) have been related with the CVD due to the atherogen‐
ic effect they produce in the blood vessels, while high levels of high density lipoproteins
(HDL) (traditionally called ‘good cholesterol’) represent a protector factor due to their anti‐
oxidant, anti-inflammatory, antiproliferative and antithrombotic functions [50].

In Colombia, multiple studies have been conducted with the purpose of assessing the preva‐
lence of cardiovascular risk factors, among which are included the blood measurement of
TC, HDL and LDL [38, 51-53]. In studies where those biological indicators have been evalu‐
ated, numbers of high TC prevalence have been found in the population over 15 years old,
which varies between the 6 and 39%, evidencing an increase of the same with the age [51].
Thus, the study about Prevalence of Risk Factors for Chronic Diseases in Santander showed
a prevalence of 14.2%, 36.2% and 32.0% in the age groups of 15 to 24 years old, 25 to 44 years
old and 45 to 64 years old respectively [38]. In relation to the high levels of LDL, numbers of
prevalence in the population older than 15 years old which varies between the 24% and 39%
have been found, showing, as with TC an increase in these values as the age advances. Final‐
ly, when assessing the prevalence of low levels of HDL, values between 13% and 22% were
found [51,53].

On the other hand, in a concerning way, a study done in children and adolescents between
the 6 and 18 years old, found a prevalence of high TC and LDL of 13.5% and 17% respective‐
ly, with a prevalence of low HDL levels of 19.1%, evidencing an early presentation of the
dyslipidemias as biological factors related to a premature increase of the risk for developing
CVD [54].

Considering the facts previously exposed, it is clearly that the alterations in cholesterol
blood values represent a risk factor highly prevalent in the Colombian population, which is
found even since early ages. It is necessary to intervene early on the factors that may poten‐
tially modify these numbers, like consumption of a healthy diet and a regular physical activ‐
ity, in order to stop the increase that has been showing the prevalence of dyslipidemias in
younger population.

11. Raised blood glucose (Diabetes Mellitus)

Diabetes Mellitus is without any doubt one of the main risk factors for CVD. The increase of
the cardiovascular risk associated to Diabetes Mellitus is due in part to the coexistence of
other risk factors like obesity, hypertension, dyslipidemia and physical inactivity, neverthe‐
less, the increase of blood glucose represents by itself a risk factor for the development of
CVD [55], noting for example that glucose blood values at the admission moment of a pa‐
tient with acute myocardial infarction, behave as an independent predictor of in-hospital
mortality [55,56].

It has been estimated that the diabetic population has an increase in the risk for developing
a cardiovascular disease that is 2 to 4 times greater, when compared to the rest of the popu‐
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lation, because approximately the 80% of the deaths associated to diabetes are related in a
direct way to the CVD [19].

In Colombia, the prevalence of Diabetes Mellitus varies between 4.0% and 8.9% in urban
areas, and it’s around the 1.4% in rural areas, according to the reported by different studies
in which the behavior of this risk factor in different cities of the country has been studied
[38,51,55]. Such prevalence has shown to vary significantly with age, being higher during
the seventh decade of life, where it can reach up to 18.6% [38,51].

The Diabetes Mellitus represents a great economic burden for Colombian society due to the
costs generated by the treatment of the disease, as well as by the complications produced,
being the CVD the group of complications that more costs generates. Thus, it is estimated
that during the 2007, the costs generated by the Colombian population with Diabetes Melli‐
tus reached the 2,708 million dollars, from which, 1,404 million (51.8%) were secondary to
coronary disease, cardiac disease and cerebrovascular disease [57]. In turn, the 74.4% (1044
million dollars) of the costs generated by cardiovascular complications previously men‐
tioned, corresponded to direct medical costs (drugs, laboratories, hospitalizations, professio‐
nal care) while the 25.6% (360 million dollars) were secondary to indirect costs (losses by
non-productivity secondary to acquired disability in population under 65 years old and
losses by non-productivity secondary to deaths in the population under 65 years old) [57].

Thus, it becomes clearly the need to control the impact that Diabetes Mellitus produces over
the Colombian population. It is essential that, the health authorities and also the medical-
assistance personnel, consider a priority the early detection of patients with diabetes melli‐
tus through screening strategies, from which an early treatment could be done, looking for
to reduce the number of short term, medium term and long term complications, with the
purpose of improving life quality in the diabetics and reduce the direct and indirect eco‐
nomic costs secondary to this disease.

12. Conclusion

The NCD and specially the CVD are nowadays the main cause of mortality in Colombia, be‐
ing these consequence of a high prevalence of the major risk factors that have been related to
their development, within the tobacco consumption, alcohol consumption, physical inactivi‐
ty, unhealthy diet, overweight and obesity, arterial hypertension and high blood cholesterol
and glucose levels are the leading ones, which constitute also important risk factors for the
development of other NCD.

Thus, as part of a search of cost-effective strategies, that allow to potentially reduce the bur‐
den of CVD in Colombia, programs directed specifically to the prevention of each one of the
modifiable risk factors identified in the present chapter must be implemented, in order to
impact significantly in the reduction of the prevalence of the CVD. Such strategies, must be
based in educational programs directed to the general population, making emphasis on chil‐
dren because as seen before, is on this age in which in most cases bad habits that will define
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the future behavior of this population group are adopted. Besides, is responsibility of au‐
thorities to guarantee the fulfillment of the laws by which the alcohol and tobacco products
consumption are regulated, looking for to avoid an early onset of tobacco consumption
among children and the exposition of non-smokers to the harmful effects of the tobacco
smoke, considering the morbidity and mortality associated to these two risk factors.

Finally, is duty of the medical personnel to participate in an active way in the promotion
of healthy lifestyles, constantly looking for an excellent adherence of the patients to the in‐
dications related to the frequent fruits and vegetables intake and the regular physical ac‐
tivity, educating them about the importance of following these recommendations, in order
to guarantee a  reduction in their  risk profile  for  the development of  NCD and through
this reduce the constant increase in the prevalence of this group of diseases in the Colom‐
bian population.
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the future behavior of this population group are adopted. Besides, is responsibility of au‐
thorities to guarantee the fulfillment of the laws by which the alcohol and tobacco products
consumption are regulated, looking for to avoid an early onset of tobacco consumption
among children and the exposition of non-smokers to the harmful effects of the tobacco
smoke, considering the morbidity and mortality associated to these two risk factors.

Finally, is duty of the medical personnel to participate in an active way in the promotion
of healthy lifestyles, constantly looking for an excellent adherence of the patients to the in‐
dications related to the frequent fruits and vegetables intake and the regular physical ac‐
tivity, educating them about the importance of following these recommendations, in order
to guarantee a  reduction in their  risk profile  for  the development of  NCD and through
this reduce the constant increase in the prevalence of this group of diseases in the Colom‐
bian population.
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1. Introduction

Cancer is a disease caused by an uncontrolled division of abnormal cells in a part of the
body, in another words, is a malignant growth or tumor resulting from such a division of
cells. Is the leading cause of death worldwide. Attributed 7.6 million deaths (approximately
13% of total) occurred worldwide in 2008. The most common types of cancer are shown in
Figure 1 [1]

• Gastric (736,000 deaths);

• Liver (695,000 deaths);

• Colorectal (608,000 deaths);

• Pancreas (227,000 deaths).

Figure 1. Cancer deaths in 2008
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1. Introduction

Cancer is a disease caused by an uncontrolled division of abnormal cells in a part of the
body, in another words, is a malignant growth or tumor resulting from such a division of
cells. Is the leading cause of death worldwide. Attributed 7.6 million deaths (approximately
13% of total) occurred worldwide in 2008. The most common types of cancer are shown in
Figure 1 [1]

• Gastric (736,000 deaths);

• Liver (695,000 deaths);

• Colorectal (608,000 deaths);

• Pancreas (227,000 deaths).

Figure 1. Cancer deaths in 2008
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Cancers that cause more deaths per year are lung, stomach, liver, colon and breast.

In this problem, are involving genetic factors and lifestyle of the population, approximately
30% of cancer deaths are due to five behavioral risk factors and diet: high body mass index,
reduced intake of fruits and vegetables, sedentary lifestyle, smoking and alcohol use.

More than 50% of cancer could be prevented if people implemented what is already known
about cancer prevention, according to researchers at the Union for International Cancer
Control (UICC) World Cancer Congress 2012 [2].

In this chapter, we summarize the relationship of some gastrointestinal cancer and factors
that can be change in our population to decrease and prevent them in the future.

2. Helicobacter pylori and gastric cancer

Gastric cancer is the second leading cause of cancer death in the world [3,4,5]. A number of
environmental factors such as Helicobacter pylori status, smoking, alcohol, decrease vitamin
C intake, nitrosamines and nitrates, and salt intake are related to gastric cancer develop‐
ment. Also the presence of a family history of gastric cancer is significantly associated with
increased risk of developing the disease [6] Figure 2. Gastric carcinogenesis is a multifactori‐
al process, involving complex interactions between host and environmental factors [7]. It is
known that gastric cancer involves the interaction of three major factors: the agent (in the
great part of the cases, H. pylori) and its pathogenicity, the characteristics of the host, and
the external environment [8].

Among these factors, have been associated with the development of gastric cancer, prema‐
lignant conditions within which include chronic atrophic gastritis, intestinal metaplasia,
Helicobacter pylori infection and gastric adenoma [3,4,5,8]. Chronic inflammation plays an
important role in the development of gastric cancer. Inflammation-induced injury may com‐
promise tissue integrity and drive the multistage process of carcinogenesis by altering tar‐
gets and pathways crucial to normal tissue homeostasis [7].

Helicobacter pylori (H. pylori), is a spiral, Gram-negative microaerophilic bacterial patho‐
gen that is distributed worldwide and is in particular found in developing countries, infect‐
ing the stomach of about 50 % of the world’s population [9]. H. pylori infection is closely
related to the development of gastric cancer [10]. In 1994 the results of epidemiological stud‐
ies carried, the World Health Organization’s International Agency for Research on Cancer to
concluded that H. pylori has a causal link with gastric carcinogenesis and was defined as a
type I carcinogen, a definite human carcinogen [10,8]. The evidence in the population of
whole world shows that H. pylori infection, has been known to induce chronic gastric in‐
flammation that leads to atrophy, metaplasia, dysplasia, and gastric cancer [3,7]. All patients
with H. pylori infection have histological gastritis, which corresponds to classical chronic
gastritis and is characterized by the infiltration of neutrophils and other inflammatory cells.
However, most patients are asymptomatic for life, while only some will come to develop a
digestive disease [8]. The transmission route of H. pylori infection has been the topic of sev‐
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eral studies. Most infections are probably acquired in childhood, mainly via oral-oral or fe‐
cal-oral routes; H. pylori has been found in saliva, dental plaques and feces, which shows
that oral and fecal cavities are probably involved in H. pylori transmission, however, the ex‐
act mode of transmission is still unknown [11].

Gastric cancer can develop both in the proximal and the distal region. Dietary factors and H.
pylori infection are major risk factors for the development of distal tumors; the major risk
factors for proximal cancers are gastroesophageal reflux disease and obesity [5].

The gastric intestinal metaplasia is recognized as a premalignant condition that may be the
result of adaptive response to environmental stimuli such as infection by H. pylori, smoking
and high concentrations of salt intake. Patients with intestinal metaplasia are up to 10 times
greater risk of developing gastric cancer, which may be higher in certain geographical areas
and in patients infected with H. pylori [12]. Figure 3.

Despite advances in diagnosis, the disease is usually detected after invasion of the muscular
propia, because most patients experience vague and nonspecific symptoms in the early
stages and the classic triad of anemia, weight loss, and refusal of meat-based foods is seen
only in advanced stages. Furthermore, surgery and chemotherapy have limited value in ad‐
vanced disease and there is a paucity of molecular markers for targeted therapy. Since can‐

Figure 2. Associated factors in Gastric Cancer
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cer of the stomach has a very poor prognosis and the 5-year survival rate is only around 20
per cent, a new look at the results of epidemiological and experimental studies is important
to establish strategies for primary prevention [5]. As treatment of gastric cancer at the symp‐
tomatic stage represents a significant medical burden, clinicians have been encouraged to fo‐
cus on designing preventive strategies instead of multimodal therapies [13].

Figure 3. Gastric carcinogenesis: Histologyc changes from normal gastric mucosa to neoplasia.

As a primary prevention, some behavior modifications have been suggested, including re‐
duction of salt intake with the diet, increase of vitamin C consumption, abolition of smoking
and H. pylori eradication wich is recommended as it is able to reduce gastric cancer inci‐
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dence up to 35% [14]. If infection with H. pylori is identified, eradication should be consid‐
ered the same because it is considered a class I carcinogen [12]. After eradicating H. pylori,
precancerous lesions may regress. Testing and treating for the H pylori infection earlier rath‐
er than later in life is suggested to be the more beneficial approach [7]. The eradication of H.
pylori prophylactically pylori remains controversial in humans, has not shown a significant
reduction in the risk of gastric cancer after eradication of H pylori [10], but in a recent popu‐
lation-based study, early H pylori eradication was found to be associated with decreased
risk of gastric cancer [7]. There are some studies indicating that the eradication of the micro‐
organisms in the system could reduce the incidence of gastric cancer in patients without pre‐
cancerous lesions or, when lesions are presents, that the eradication may or may not reduce
this incidence. Also, when the eradication is done after endoscopic mucosal resection in pa‐
tients with early gastric adenocarcinoma, it could decrease the recurrence of metachronous
gastric cancer in some patients [8].

3. Hepatitis virus and liver cancer

The hepatocellular carcinoma (HCC), is the most frequent form of primary liver cancer [15],
it accounts for up to 90% [16], and is one of the most common malignancies in the world
[17], is the third most common cause of cancer-related death worldwide [18,19], results in
between 250.000 and one million deaths globally per annum, the increasing incidence rates
are in many parts of the world, including the United States and Central Europe. The Inci‐
dence of HCC in the United States is expected to continue to rise as a consequence of high
hepatitis C infection rates between 1960 and 1990 and the average 20 to 30 year lag time be‐
tween virus acquisition and the development of cirrhosis and carcinoma.

Cancers caused by viral infections such as infections of hepatitis B virus (HBV), hepatitis C
virus (HCV) and human papillomavirus (HPV), are responsible for up to 20% of cancer
deaths in middle-income countries low and medium [1]. The major risk factors for the devel‐
opment of HCC include liver cirrhosis of any etiology [16]. Almost 80 percent of cases are
due to underlying chronic hepatitis B and C virus infection [19]. Occur with particular fre‐
quency in patients with cirrhosis caused by hepatitis virus. HCC can develop in patients
with chronic HBV, even in the absence of cirrhosis. However, 70 to 90 percent of patients
with HBV who develop HCC will have cirrhosis [18]. The strong association between liver
cancer and cirrhosis has been recognized in patients with HCV [17]. Chronic infection of
HBV and hepatitis C virus are well-documented major etiologic factors for HCC [20,21].

The majority of HCC occur in patients with chronic liver disease or cirrhosis. Thus, older pa‐
tients with longstanding liver disease are more likely to develop HCC, it develops common‐
ly, but not exclusively, in a setting of chronic liver cell injury, inflammation which leads to,
hepatocyte regeneration, liver matrix remodeling, fibrosis, and ultimately, cirrhosis. The ma‐
jor etiologies of liver cirrhosis are diverse and include chronic HBV and HCV, alcohol con‐
sumption, steatosis, diabetes, certain medications or toxic exposures, including dietary
aflatoxins and genetic metabolic diseases [22,23]. In addition to cirrhosis, a number of other
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factors have been associated with the risk of developing HCC among patients with chronic
HBV, including the viral load, the presence of hepatitis B e antigen (HBeAg), and the pres‐
ence of hepatitis B surface antigen (HBsAg). The risk of HCC is much greater in patients
with high serum levels of HBV DNA compared with those who have low levels (<10,000
copies/mL). Figure 4.

HCC: Hepatocellular Carcinoma. HBV: Virus Hepatitis B. HBs Ag: Hepatitis B surface antigen. HBe Ag: Hepatitis B e anti‐
gen

Figure 4. Factors associated with the risk of develop HCC in patients with chronic HBV

The mechanisms by which these varied etiologies lead to cirrhosis and HCC are not yet fully
understood [21,22,23]. A common pathway from these varied etiologies to HCC may in‐
volve chronic inflammation, which is increasingly recognized as a procarcinogenic condi‐
tion [21,22]. Both viruses have been classified as human carcinogens by the International
Agency for Research on Cancer [20]. Malignant transformation that is induced by chronic
HBV infection is a multistage pathogenic process and involves multiple risk predictors [20].
Other many factors determining the risk of developing an HCC are host dependent, some
are genetic and not modifiable, other are linked to lifestyle and can be influenced [15]; age,
gender, family history of HCC, alcohol consumption habits, serostatus of hepatitis B e anti‐
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gen, HBV genotype and mutant types, as well as serum quantitative levels of ALT and HBV
DNA are important long-term risk predictors of HCC [20]. Figure 5.

HCC: Hepatocellular Carcinoma.

Figure 5. Host dependant factors that determining risk of HCC

A variety of important risk factors for the development of HCC have been identified. These
include viral infections, environmental toxins, comorbid conditions, inherited errors of me‐
tabolism, and autoimmune disorders [18]. At one major referral center in the United States,
the most commonly seen risk factors for HCC were HCV infection, alcohol use, and nonal‐
coholic fatty liver disease. In a 5-year cumulative incidence, hepatocellular carcinoma in pa‐
tients with HCV cirrhosis is about 15%, the risk is increased 2-6 fold in the presence of other
risk factors such as alcohol, obesity, diabetes mellitus and HBV [24]. HBeAg positivity,
which indicates active viral replication, is also associated with the development of HCC. The
risk of HCC is also elevated in patients who are HBsAg positive but HBeAg negative (inac‐
tive carriers) compared with the general population.

Because of the association of HBV with HCC, screening for HCC is recommended for many
patients with hepatitis B. Currently, it is recommended that patients with high HBV DNA
levels and signs of active inflammation (elevated ALT) for several years undergo surveil‐
lance for HCC.

Coinfection with HCV has also been associated with an increased risk of HCC. Some studies
suggest that patients with dual HBV and HCV infection may have a higher rate of HCC
compared with patients infected by either virus alone, particularly those who are anti-HCV
and HBeAg positive. Coinfection with hepatitis D virus (HDV) also appears to increase the
risk of HCC among patients with HBV. Hepatitis C accounts for at least one-third of the cas‐
es of HCC in the United States. An important clinical observation is that HCC in patients
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with HCV occurs almost exclusively in patients with advanced stages of hepatic fibrosis or
cirrhosis.

Symptoms attributable to HCC are usually absent, when symptomatic, is often associated
with nonspecific complaints, including right upper abdominal or epigastric pain, early sati‐
ety, weight loss, and malaise. Rather, patients typically manifest symptoms related to under‐
lying cirrhosis, a condition present in 80%–90% of patients with HCC. Consequently, the
majority of patients are diagnosed with advanced disease, often precluding potentially cura‐
tive therapies. HCC is associated with a number of paraneoplastic syndromes resulting in
hypoglycemia, erythrocytosis, hypercholesterolemia, hypercalcemia, severe watery diar‐
rhea, and cutaneous manifestations. Extrahepatic spread at presentation is relatively uncom‐
mon, ranging between 10% and 30% [18].

Eradicating the main viruses associated with cancer worldwide by implementing wide‐
spread infant and childhood immunization programs targeting 3 viruses — human papillo‐
mavirus and hepatitis B and C — could lead to a 100% reduction in viral-related cancer
incidence in 20 to 40 years [2].

4. Colonoscopy and colon cancer

The colonoscopy consists in visualizing the entire large bowel mucosa and the terminal
ileum, is widely used for diagnosis and treatment of diseases of the colon; performed prop‐
erly, is safe, accurate and well tolerated by most patients [25]. Is used for primary colorectal
cancer screening, monitoring of patients with colon cancer and for diagnosis in patients with
lower gastrointestinal tract symptoms, also used to evaluate patients with screening tests for
colorectal cancer such as occult blood positive stool, sigmoidoscopy, fecal DNA, or images
studies [26,27,28], having shown in ramdom studies that has been effective in reducing
deaths from colorectal cancer [28,29,30].

Colorectal cancer is a leading cause of cancer worldwide [29,31,32,33] increased in both sex‐
es with an increase in incidence and mortality, which is why we have emphasized the need
to improve prevention and control in order to modify the course of the disease and improve
prognosis [29,31,34]. The rate of colorectal cancer mortality has declined substantially in part
by the increase in the performance of studies including screening colonoscopy, which aims
to reduce mortality based on a reduction in the incidence of advanced disease [34,35].

There is evidence that most colon cancers develop from adenomatous polyps (adenoma-car‐
cinoma sequence) [36,37] and takes about 10 years when a polyp of 1 cm from becoming in‐
vasive colorectal cancer [38], the risk is higher in advanced adenomas, greater than or equal
to 1 cm and / or villous component and / or high grade dysplasia [37]. Being a long term
process which involves multiple steps, the disease is preventable, on the other hand, if the
disease is detected in a first step, the curative is possible [26].

Many colorectal cancer studies focus on symptomatic populations, however, the majority of
colorectal adenomas are asymptomatic and are detected by chance during colonoscopy [39].
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This finding that adenomatous polyps are precursors to cancer and these are usually asymp‐
tomatic, has gained strength in the screening asymptomatic individuals for early cancer de‐
tection and prevention [38].

Colonoscopy is considered the preferred tool for colorectal cancer screening
[25,29,31,32,33,38,40,41] because it allows us both to make detection and sampling of the le‐
sions and to detect and remove polypoid lesions [25,26,34,35,38,42]. Colonoscopy with re‐
moval of adenomas is a useful tool to reduce the incidence and mortality of colorectal
cancer, and is recommended as the first choice for screening in patients with intermediate
risk of colorectal cancer [36,37,43,44,45].

In individuals with average risk, the U.S. Multi-Society Task Force on Colorectal Cancer and
the American Cancer Society recommend screening should begin at age 50 regardless of sex
and race [38,46], however, the American College of Gastroenterology suggests to consider
these two factors and to be started earlier in blacks because they have a higher incidence and
age of onset of colorectal cancer earlier [46]. Other authors suggest could benefit from color‐
ectal cancer screening people with abdominal obesity or metabolic syndrome from 45 years
of age reported having these risk factors are independent [45]. In patients at high familial
risk, screening is different.

The ASGE publish this guideline for colorectal cancer screening and surveillance [38]:

1. Individuals at Risk for FAP Flexible sigmoidoscopy screening should undergo yearly
starting at age 10 to 12 years. The Development of multiple, diffuse adenomas in the co‐
lon is an indication for colectomy Total.

2. Individuals at Risk for HNPCC should undergo colonoscopy every 1 to 2 years starting
at age 20 to 25 years or 10 years younger than the age of the earliest diagnosis of cancer
in the family, whichever is earlier.

3. Individuals with a family history of 1 or more first degree relatives with sporadic CRC
regardless of age, should have a colonoscopy beginning at age 40 years or 10 years
younger than the affected relative, whichever is earlier. If the index has regular colono‐
scopy results, repeat colonoscopy should be performed on the basis of the relative age
of the affected.

4. Individuals with a first-degree relative age 60 years with adenomatous polyps should
undergo colonoscopy at age 40 years or 10 years younger than the affected relative,
whichever is earlier. If the index examination is normal, recommend repeat colonosco‐
py every 5 years.

5. In patients with a first-degree relative more than 60 years old at diagnosis of adenoma‐
tous polyps, the timing of screening colonoscopy should be individualized. The timing
interval follow-up examinations between should be the same as for average-risk pa‐
tients.

6. In individuals with UC and Crohn's extensive colitis. Surveillance colonoscopy with
multiple biopsy specimens should be performed every 1 to 2 years after beginning 8 to
10 years of disease.
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cancer screening, monitoring of patients with colon cancer and for diagnosis in patients with
lower gastrointestinal tract symptoms, also used to evaluate patients with screening tests for
colorectal cancer such as occult blood positive stool, sigmoidoscopy, fecal DNA, or images
studies [26,27,28], having shown in ramdom studies that has been effective in reducing
deaths from colorectal cancer [28,29,30].

Colorectal cancer is a leading cause of cancer worldwide [29,31,32,33] increased in both sex‐
es with an increase in incidence and mortality, which is why we have emphasized the need
to improve prevention and control in order to modify the course of the disease and improve
prognosis [29,31,34]. The rate of colorectal cancer mortality has declined substantially in part
by the increase in the performance of studies including screening colonoscopy, which aims
to reduce mortality based on a reduction in the incidence of advanced disease [34,35].
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cinoma sequence) [36,37] and takes about 10 years when a polyp of 1 cm from becoming in‐
vasive colorectal cancer [38], the risk is higher in advanced adenomas, greater than or equal
to 1 cm and / or villous component and / or high grade dysplasia [37]. Being a long term
process which involves multiple steps, the disease is preventable, on the other hand, if the
disease is detected in a first step, the curative is possible [26].

Many colorectal cancer studies focus on symptomatic populations, however, the majority of
colorectal adenomas are asymptomatic and are detected by chance during colonoscopy [39].

Current Topics in Public Health430

This finding that adenomatous polyps are precursors to cancer and these are usually asymp‐
tomatic, has gained strength in the screening asymptomatic individuals for early cancer de‐
tection and prevention [38].

Colonoscopy is considered the preferred tool for colorectal cancer screening
[25,29,31,32,33,38,40,41] because it allows us both to make detection and sampling of the le‐
sions and to detect and remove polypoid lesions [25,26,34,35,38,42]. Colonoscopy with re‐
moval of adenomas is a useful tool to reduce the incidence and mortality of colorectal
cancer, and is recommended as the first choice for screening in patients with intermediate
risk of colorectal cancer [36,37,43,44,45].

In individuals with average risk, the U.S. Multi-Society Task Force on Colorectal Cancer and
the American Cancer Society recommend screening should begin at age 50 regardless of sex
and race [38,46], however, the American College of Gastroenterology suggests to consider
these two factors and to be started earlier in blacks because they have a higher incidence and
age of onset of colorectal cancer earlier [46]. Other authors suggest could benefit from color‐
ectal cancer screening people with abdominal obesity or metabolic syndrome from 45 years
of age reported having these risk factors are independent [45]. In patients at high familial
risk, screening is different.

The ASGE publish this guideline for colorectal cancer screening and surveillance [38]:

1. Individuals at Risk for FAP Flexible sigmoidoscopy screening should undergo yearly
starting at age 10 to 12 years. The Development of multiple, diffuse adenomas in the co‐
lon is an indication for colectomy Total.

2. Individuals at Risk for HNPCC should undergo colonoscopy every 1 to 2 years starting
at age 20 to 25 years or 10 years younger than the age of the earliest diagnosis of cancer
in the family, whichever is earlier.

3. Individuals with a family history of 1 or more first degree relatives with sporadic CRC
regardless of age, should have a colonoscopy beginning at age 40 years or 10 years
younger than the affected relative, whichever is earlier. If the index has regular colono‐
scopy results, repeat colonoscopy should be performed on the basis of the relative age
of the affected.

4. Individuals with a first-degree relative age 60 years with adenomatous polyps should
undergo colonoscopy at age 40 years or 10 years younger than the affected relative,
whichever is earlier. If the index examination is normal, recommend repeat colonosco‐
py every 5 years.

5. In patients with a first-degree relative more than 60 years old at diagnosis of adenoma‐
tous polyps, the timing of screening colonoscopy should be individualized. The timing
interval follow-up examinations between should be the same as for average-risk pa‐
tients.

6. In individuals with UC and Crohn's extensive colitis. Surveillance colonoscopy with
multiple biopsy specimens should be performed every 1 to 2 years after beginning 8 to
10 years of disease.
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7. A complete colonoscopy should be performed in all patients diagnosed with CRC to
rule out synchronous or adenomatous lesions cancers. If a complete examination can
not be performed at the time of CRC diagnosis, a colonoscopy should be performed
within 6 months after surgical resection.

8. Surveillance colonoscopy after surgical resection of CRC should be performed 1 year af‐
ter surgery and, if results are normal, every 3 to 5 years thereafter.

Adenomatous polyps are the most frequent neoplasm found during colorectal screening
and removal of these lesions have been shown to reduce the risk for future colorectal cancer
or advanced adenomas (gastrointestinal). One of the parameters critical to the viability and
profitability of colonoscopy for colorectal cancer screening is the time interval for surveil‐
lance colonoscopy after resection of an adenoma, surveillance intervals are based primarily
on the recurrence of adenoma and not in the incidence of colorectal cancer [43]. In 2006, the
U.S. Multi-Society Task Force on Colorectal Cancer joint the American Cancer Society to
Provide a broader consensus and thereby increase the use of the recomendations by endo‐
scopists, publishing guidelines for colonoscopy surveillance These after polypectomy:

1. Patients with small rectal polyps should be considered to have normal colonoscopies
and therefore, the interval for subsequent colonoscopy should be 10 years. An exception
is patients with hyperplastic polyposis syndrome, they are at an increased risk of color‐
ectal adenomas and cancer and need to be identified for more intensive monitoring.

2. Patients with only 1 or 2 small tubular adenomas (less than 1 cm) with only low-grade
dysplasia should have their next colonoscopy control in 5 to 10 years, the precise time
within this range should be based on other clinical factors such as a result of previous
colonoscopy, family history and patient preference and physician's discretion.

3. Patients with 3 or more adenomas, adenomas larger than 1 cm or villous features or ad‐
enoma with high grade dysplasia should have their next colonoscopy in control 3 years
after complete resection of the adenoma. If the colonoscopy is normal or shows up in 1
or 2 small tubular adenomas or low-grade dysplasia, the interval for further study
should be 5 years.

4. Patients who have 10 or more adenomas in an examination, should be reevaluated in a
shorter period as 3 years, interval established by clinical judgment, it being necessary to
consider an underlying familial syndrome.

5. Patients with sessile adenomas that are removed by picemeal monitoring should be
considered for short intervals between 2-6 months to verify complete removal, which,
once established, subsequent surveillance should be individualized based on the judg‐
ment of the endoscopist, the integrity of elimination by both endoscopy and biopsy
evaluations.

6. More intensive monitoring is indicated when the family history may indicate HNPCC.

Subsequent studies suggest that it may be considered to extend surveillance intervals even
in people 5 years after detection and elimination of high-risk polyps [43].
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It has been reported that colonoscopy could prevent approximately 85% of cases of distal
colorectal cancer while the risk reduction for proximal colon is significantly lower ranging
from 0-55% [42], but colonoscopy is not perfect have been diagnosed with cancer between
the intervals of follow-up examinations, reporting an incidence rate ranging from 1.7 to 2.4
cancers per 1,000 persons / year of observation [44]. The effectiveness of colonoscopy in re‐
ducing colon cancer incidence depends on adequate visualization of the mucosa, diligence
in examining the mucosa and patient acceptance of the procedure [25]. That is why for the
reporting of colonoscopies are suggested previously structured reports that include quality
indicators such as colonoscopies specific point as far as progress, quality of bowel prepara‐
tion, cecal intubation, polyp detection [27], since it has been shown that the quality of colo‐
noscopy is also important in screening, low quality colonoscopies reduce the effectiveness
especially in the proximal colon [29]. It has been reported that conventional colonoscopy
some lesions may be missed even with adequate colonic preparation, this may be partly be‐
cause flat lesions which makes them difficult to recognize or be injuries that are located be‐
hind the colonic haustral; it is proposes that autofluorescence imaging are better for the
detection of colorectal neoplasia than conventional colonoscopy [33]. With the increase of
colonoscopy in the general population over 50 years, has contributed to the decreased inci‐
dence of colorectal cancer observed since the mid-year 1980 [40].

Should bear in mind the risk cost-benefit of screening colonoscopy for colorectal cancer in
elderly patients, remains controversial at this stage because the net benefit of screening re‐
duces the risk of mortality from other diseases, reporting especially in octogenarians, a in‐
creased risk of complications during and after colonoscopy [32], the benefits of screening are
significantly limited due to their short life expectancy [47].

A recent study showed that after a median follow-up of 11.9 years, there was a 21% relative
risk reduction in the incidence of colorectal cancer and a 26% reduction in mortality in
adults screened with flexible sigmoidoscopy, with a repeat screening at 3 or 5 years, com‐
pared with those treated with the usual care [2].

5. Obesity and pancreatic cancer

Pancreatic cancer is the eighth leading cause of cancer-related death [48], is one of the most
lethal malignant diseases due to the high rate of advanced stage disease at diagnosis, and
the lack of any affective medical therapy [49]. Currently, there are no methods of screening
established for early detection; thus, at present, primary prevention by altering modifiable
risk factors will probably be the most effective way of reducing the burden pancreatic cancer
[50]. The etiology of pancreatic cancer is complex and poorly understood, therefore the in‐
dentification of risk factors, specially those which are modifiable through medication or be‐
havioral change, is important for the development and progression preventing of pancreatic
cancer. The risk factors for pancreatic cancer include family history, smoking, obesity, diabe‐
tes mellitus and chronic pancreatitis [49,51,52,53] Figure 6.
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Figure 6. Risk factors for pancreatic cancer

Obesity is defined as abnormal or excessive accumulation of fat that can be harmful to
health [48]. A World Health Organization (WHO) report demonstrates that more than 400
million people are obese in the world, with a predicted increase to 700 million by 2015 [52].
Since 1990, the prevalence of obesity has doubled in the United States [12]. Statistics from
2007 to 2008 indicate that 33.8% of american adults are obese [51]. According to WHO/Food
and Agriculture Organization (FAO), obesity and overweight conditions can be diagnosed
by measuring the body mass index (BMI) of the individual [52]. The BMI is the ratio of cal‐
culated with weight in kilograms divided by the square of height in meters kg/m2. The cur‐
rent standard categories of BMI are as follows: underweight <18.5, normal weight 18.5-24.9,
overweight 25.0-29.9, obese 30.0-34.9, and severely obese > or = 35.0 [52,54,55].

Many studies based on large population have shown that obesity and insulin resistance are
independent risk factors may types of cancer [50,52,55,56], reporting that the strength of the
association varies with the organ and histologic type; this evidence supports the notion that
controlling obesity can be an important tool for a number of preventing cancers among the
populations of modern societies [57].

A number of recent studies indicate that obesity may be an important risk factor for pancre‐
atic diseases including pancreatitis and pancreatic cancer and is associated with a lower age
of onset [54,58]. Between the positive association with BMI and high risk of pancreatic can‐
cer has been in at least observed 19 of 29 prospective studies and three meta-analyzes. The
magnitude of the association varied from 10 to 45% increased risk for every 5 kg/m2 in‐
crease in BMI. It has been reported that people with a BMI greater than 40 kg/m2 in both
sexes have higher cancer mortality rate when compared with normal weight [59], associated
with a 50-60% death rate from cancer increased of pancreas [49]. Among the many possible
mechanisms involved, hyperinsulinemia, diet and nutritional factors, and other hormone
abnormalities have been suggested as causal factors [49]. There are sparse data on the asso‐
ciation whether between BMI and pancreatic cancer risk is modified by age, sex, smoking,
physical activity and history of diabetes [51,60]. Study showed that increased risk of pancre‐
atic cancer was more strongly associated with obesity at younger adulthood (30-40years)
than was weight gain at older age (older than 40years) [51].

In the obese patient, becomes important both visceral fat and ectopic fat, as well as waist cir‐
cumference and the waist-to-hip ratio in relation to pancreatic cancer risk [50]. It has been
described that may centralized increased fat distribution pancreatic cancer risk, especially in
women [53]. In these patients and have fat deposits in hepatocytes do in pancreatic cells, re‐
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sulting in an entity called pancreatic steatosis, it has been hypothesized that pancreatic stea‐
tosis could promote the development of chronic pancreatitis and pancreatic cancer [61].

Obesity has also been associated with major metabolic abnormalities including insulin re‐
sistance and diabetes, and therefore may be associated with the risk of pancreatic cancer.

It  has  also  demonstrated strong association between pancreatic  cancer  and two medical
conditions  chronic  pancreatitis  and  diabetes  mellitus.  Since  these  conditions  are  often
present many years before the diagnosis of cancer, they should be considered etiological‐
ly relevant [58].

Epidemiological studies have demonstrated that diabetes is a risk factor for multiple forms
of malignancy including the pancreatic cancer. Previous studies have implicated long-term
diabetes as a modifiable risk factor for pancreatic cancer [51]. Roughly half of all the patients
with pancreatic cancer are found to have diabetes at the time of diagnosis, and roughly half
of the diabetic patients present which is at the time of pancreatic cancer diagnosis is of new
onset having developed over the preceding 2-3 years the diagnosis of pancreatic cancer [49].
There has been a long debate about whether diabetes mellitus is a risk factor for, or a conse‐
quence of cancer, pancreatic cancer, but there are findings that suggest that diabetic individ‐
uals with a history of 5 or more years and have a 2-fold increase risk of pancreatic cancer
compared with those with no history of diabetes or with less than 5 years [58], reporting that
the long-standing diabetes increases the risk of pancreatic cancer [54]. The association be‐
tween pancreatic cancer and diabetes has been investigated extensively, but the causal rela‐
tionships have yet to be fully elucidated [49].

The association between type 2 diabetes and pancreatic cancer risk can be the result of high
concentrations of glucose in the after load and gradual alterations glucose tolerance for
years. It supports the hypothesis that glucose tolerance and diabetes play a role in carcino‐
genesis of pancreatic cancer.

Obesity has been associated with a negative prognostic factor, higher BMI is associated with
decreased survival and increased mortality in pancreatic cancer [54,62,63]. Furthermore, in
pancreatic cancer, increased BMI has been reported to be an adverse prognostic factor for
survival after surgery in two surgical series [63].

A majority of prospective epidemiological studies have found that a high body mass index
and/or a lack of physical activity are associated with an increased risk of pancreatic cancer
incidence or mortality, independently of prior history of diabetes [53]. Physical activity and
reduced caloric intake have to been shown to reduce the risk of pancreatic cancer especially
in those who are overweight [49,54]. The successful treatment of obesity and diabetes has
been shown to reduce the risk of pancreatic cancer, but the treatment with insulin, insulin
analogs, and insulin secretagogues maintains or increases the risk. Metformin as well as
livestyle alterations has been shown to reduce the risk of pancreatic cancer [49].

It is estimated that being overweight or obese causes approximately 20% of cancer today. If
people could maintain a healthy body mass index (BMI), the incidence of cancer could be
reduced by approximately 50% in 2 to 20 years [2].
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6. Conclusion

Having the knowledge of the cancer associated factors, interventions could be implemented
to prevent and treat it, in order to reduce and control the disease. We should apply science-
based strategies for the prevention of disease as well as early detection and treatment of
these patients.

A percentage of all cancer deaths could be prevented by modifying or avoiding key risk fac‐
tors, such as: smoke, overweight or obese, unhealthy diets with a low consumption of fruit
and vegetables, physical inactivity, consumption of alcoholic beverages, HPV infection and
HBV, air pollution in cities.

It is critical the knowledge of the risk factors to apply prevention strategies in the future to
modify the morbidity of this disease.
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6. Conclusion

Having the knowledge of the cancer associated factors, interventions could be implemented
to prevent and treat it, in order to reduce and control the disease. We should apply science-
based strategies for the prevention of disease as well as early detection and treatment of
these patients.

A percentage of all cancer deaths could be prevented by modifying or avoiding key risk fac‐
tors, such as: smoke, overweight or obese, unhealthy diets with a low consumption of fruit
and vegetables, physical inactivity, consumption of alcoholic beverages, HPV infection and
HBV, air pollution in cities.

It is critical the knowledge of the risk factors to apply prevention strategies in the future to
modify the morbidity of this disease.
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1. Introduction

Pathogen contamination of water systems is a major public health challenge in both developing
and developed countries across the globe [1-9]. The pathogens of concern to human health
vary between aquatic systems depending on the nature of the pathogen source and the
intended use of the water. Due to their persistence in the environment and resistance to
conventional treatment technologies, the (oo)cysts of the protozoan organisms Cryptosporidi‐
um spp. and Giardia spp. are a typical concern in water bodies used for drinking water [10-11].
In poorly treated drinking water storages and recreational waters (both fresh and marine),
other problem organisms include bacteria such as Salmonella spp., Shigella spp., Vibrio spp.
Clostridium spp. and Staphylococcus aureus, and numerous human enteric viruses such as those
from the genera Enterovirus, Hepatovirus, Rotavirus and Norovirus [12-13]. Accordingly, the
nature of disease caused by these organisms is also widely variable (Table 1).

Most concern is given to allochthonous enteric microorganisms, those that enter surface waters
via external loading. However, depending on the environmental context, some autochthonous
pathogens, those that develop internally, may also be important (e.g. Vibrio cholerae). The
allochthonous sources typically occur when heavy rains wash infected material from sur‐
rounding agricultural and/or urban catchments into the runoff waters that ultimately supply
the waterbody, or when effluent is discharged directly into watercourses (Figure 1). Inputs to
lakes and rivers from recreational users can also lead to a significant increase in pathogen
concentrations [14]. These major pathogen sources present a risk to humans through three
main routes of exposure: direct consumption of microorganisms within drinking water,
recreational contact, and consumption of microorganisms that have bio-accumulated within
the tissues of consumable shellfish (Figure 2).

© 2013 Hipsey and Brookes; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
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1. Introduction
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lakes and rivers from recreational users can also lead to a significant increase in pathogen
concentrations [14]. These major pathogen sources present a risk to humans through three
main routes of exposure: direct consumption of microorganisms within drinking water,
recreational contact, and consumption of microorganisms that have bio-accumulated within
the tissues of consumable shellfish (Figure 2).
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Figure 1. Schematic overview of allochthonous microbial sources and receiving aquatic environments from the catch‐
ment to the ocean.

Disease Agent Symptoms

Amebiasis Protozoan (Entamoeba histolytic) Abdominal pain, fatigue, weight loss,

diarrhoea

Campylobacteriosis Bacterium (Campylobacter jejuni) Fever, Abdominal pain, fatigue, diarrhoea

Cholera Bacterium (Vibrio cholerae) Fever, Abdominal pain, vomiting, diarrhoea

Cryptosporidiosis Protozoan (Cryptosporidium parvum) Abdominal pain, vomiting, diarrhoea

Diarrhoeagenic Escherichia

coli

Bacterium (Escherichia coli O157:H7) Acute bloody diarrhoea, abdominal cramps

Giardiasis Protozoan (Giardia lamblia) Abdominal pain, vomiting, diarrhoea

Hepatitis Virus (Hepatitis A) Fever, chills, abdominal pain, jaundice

Salmonellosis Bacterium (Salmonella sp.) Fever, abdominal cramps, bloody diarrhoea

Shigellosis Bacterium (Shigella sp. Fever, diarrhoea, bloody stools

Viral Gastroenteritis Virus (rotavirus etc.) Vomiting, diarrhoea, headache, fever

Table 1. Summary of common water-borne diseases.

Pathogen distribution and transport in surface waters is a function of the pathogen load in the
source water (e.g. agricultural runoff or direct wastewater discharge), the settling or entrain‐
ment characteristics of the particles that they may attach to, and resuspension from sediment-
associated organisms by turbulence at the benthic boundary layer. The distribution of
organisms will also be impacted by predation [15] and degradation due to sunlight exposure,
or mortality due to undesirable physico-chemical conditions [16]. For some organisms, in situ
growth may also need to be considered.

Contamination of rivers, lakes and reservoirs that are primarily used for drinking water is a
particular challenge for environmental scientists and water managers charged with supplying
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water that minimises the risk of infection to downstream consumers. The nature of the
contamination and the mechanisms that control contaminant dynamics may vary considerably
due to either site-specific or contaminant-specific properties and hence there is a need to better
understand how to assess and mitigate the risks.

As indicated above, microbial contaminants such as the (oo)cysts of the pathogens Crytpo‐
sporidium or Giardia, are mainly derived from allochthonous (external) sources, whereas others
may be generated autochthonously (internally) within the water storage. It is therefore not
surprising that a fundamental principle of drinking water supply is to use high quality,
protected source waters as a means of reducing the potential load of drinking water contam‐
inants and thus reducing treatment costs and subsequent health risks to consumers. In
reference [17], it was reported that the mean concentration of Cryptosporidium oocysts in
protected reservoirs (0.52/100L) and pristine lakes (0.3 – 9.3/100L) was considerably lower
compared to polluted rivers (43 – 60/100L) and polluted lakes (58/100L), which demonstrates
the merit of this strategy. However, with increasing pressures on catchments, aquatic systems
are not always sufficiently protected and pathogen risks must therefore be appropriately
managed. In developing countries this is further confounded since both drinking and recrea‐
tional waters may be subject to substantial direct and unregulated effluent discharges that are
difficult to control at the source.
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When planning management measures or policies it is important to consider that the presence
or absence of pathogens within the aquatic environment does not always translate directly to
a high risk to human health. For example, Cryptosporidium and Giardia (oo)cysts have been
identified at hazardous levels in Lake Kinneret, which has historically supplied around half
of Israel’s water, however no major outbreaks were reported in Israel during an equivalent
period [5]. Conversely, outbreaks of cryptosporidiosis have been documented where the water
met guidelines based on standard bacterial indicator concentrations [3-4]. It must therefore be
recognized that contaminant data and risk assessment procedures need to consider the wider
management framework that encompasses the entire system, from source to exposure. To
obtain a more realistic assessment of the overall contaminant risk it is necessary to understand
the critical variables controlling contaminant fate and distribution once they enter the aquatic
environment.

Allen et al. [18] went further, and described pathogen monitoring alone as being of little value
and highlighted several cases where monitoring had misled regulatory authorities as to the
actual risk, including both false positives and false negatives. They highlight several technical
and administrative barriers why this is the case, and instead suggest that the human and
financial resources would be better invested in enhancing treatment processes and gaining a
better understanding of the system (such as the major pathogen sources and sinks, and
inactivation processes). Within a drinking water system this is fairly clear since there are many
points at which the quality of the source water can be controlled before the public is ultimately
exposed, but for other environmental waters there is only limited ability for intervention.
However, aquatic systems have an inherent natural assimilative capacity and, there are a
number of beneficial water quality changes that can occur when water is stored in reservoirs,
which may ultimately attenuate pathogen concentrations [16,19]. Reduced water movement
increases the rate of sedimentation of particulate material. This reduces turbidity and may also
result in the sequestering of the microbes associated with the particles. Many of the pathogens
of concern are attenuated by environmental conditions with mortality linked to temperature,
grazing by protozoa, and incident ultra violet radiation being the most critical factors. Of
particular importance is having a good knowledge of the hydrodynamic processes that control
water transport in the aquatic environment as this will ultimately determine the length of time
the water is retained and the environmental conditions that it will be subjected to. In reservoirs,
issues such as the thermal stratification and the short-circuiting of inflows have been identified
as being significantly important [20].

The question then becomes whether or not it is possible to optimise the performance of aquatic
systems as barriers to pathogen transmission by manipulating river or reservoir conditions.
The climatic and hydrological conditions that lead to the development of a specific contami‐
nation threat are highly diverse and it is necessary to have a clear understanding of the origin
and dynamics of the potential contaminants in relation to environmental conditions in order
to understand the most appropriate control methodologies to implement of the range that are
available. Further, it is often the case where multiple contaminants occur within a single
storage or system, and the optimum solution for minimising risk is a compromise between
minimising exposure to individual contaminants and may involve implementation of several
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management options. As a result it is necessary to manage the associated risks through
development of a suitable risk management framework. To address the complexities and
variability inherent in pathogen transmission requires a detailed quantitative understanding
of contaminant fate and distribution through surface water systems, yet this is rarely achieved
in practice and there is a need for improved assessment and mitigation of pathogen threats.

The aim of this chapter is to describe how to best gather specific information to support
structured risk assessment programs for dealing with pathogen distribution in surface water
systems. With this knowledge we summarise several control measures and discuss how they
may be implemented within a structured framework to minimise the risk of contamination to
humans. It is important to understand the key dynamics of contaminants, as described next,
to provide the necessary context for the risk management framework and control measures.

2. Controls on fate and transport of microbial contaminants

Hydrodynamic controls on pathogen distribution: Hydrodynamics are a key driver in shaping
distribution of pathogens in aquatic systems [21] and determine the horizontal transport, rates
of dispersion and dilution, and their vertical distribution. In lakes and reservoirs horizontal
transport is predominantly driven by basin-scale circulation patterns including wind-driven
currents, inflows and basin-scale internal waves [22]. Although wind-driven currents only
influence the surface layer, inflows can occur at any depth in a stratified water column [23],
and internal waves can generate significant internal currents that may act in different direc‐
tions at different depths. In stratified lakes and reservoirs, internal waves have been shown to
be responsible for the vertical advection of pathogens past offtake structures resulting in
periodic variations in water quality [24].

Dispersion describes both the turbulent dispersion (for example in the surface mixed layer)
and shear dispersion due to the presence of a horizontal or vertical velocity shear, (e.g. rivers
or in tidally forced systems). In river-floodplain systems sharp velocity gradients between the
floodplain and main river cause substantial horizontal dispersion and mixing.

Since the source of most pathogens to reservoirs is via catchment inflows or engineered
outfalls, the behaviour of inflowing water as they enter the water column is of particular
importance. Inflow dynamics are controlled by their density and momentum relative to that
of the ambient water. For example, warm inflows will flow over the surface as a buoyant
surface flow, and cold dense inflows will sink beneath the ambient water where they will flow
along the bottom towards the deepest point. In either case, as it propagates the gravity current
will entrain ambient water, increasing its volume, changing its density and diluting the
concentration of pathogens and other properties. A further complication is introduced where
the density difference is derived from particulate matter (turbidity current), in which case the
settling of these particles will influence the density and propagation of the inflow [25]. The
speed at which the inflowing water travels, its entrainment of ambient water and resulting
dilution of its properties, and its insertion depth are all of critical importance in determining
the hydrodynamic distribution of pathogens. Prediction therefore requires a detailed numer‐
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ical solution, often in three dimensions, which can resolve processes controlling momentum,
mixing, and thermodynamics.

Kinetics: As particles are advected and mixed throughout a waterbody they are also subject to
‘non-conservative’ behaviour, i.e. growth or decay. Organisms become inactivated as they are
exposed to the range of biotic and abiotic pressures that face them within the aquatic envi‐
ronment. In particular, organisms are known to be sensitive to temperature, salinity, pH,
oxygen, turbidity, sunlight, and they are also subject to predation by larger autochthonous
microorganisms [15]. Some bacteria may also be able to support growth through assimilation
of nutrients from the water [26-30].

Sedimentation & association with particles: The settling rate of free-floating organisms is relatively
small [31]. Association with inorganic and organic aquatic particles however can considerably
increase the losses due to sedimentation, with particle settling being affected by their size and
density according to Stoke’s law [32-33]. Pathogens may be associated with particles via
adsorption at the surface, or they may be physically enmeshed within the organic matrix of
faecal material. Differences in dynamic aggregation rates between different organism classes
(i.e. protozoan, bacterial, viral) are thought to be an important determinant when deciding the
applicability of surrogates [21].

Resuspension: Since pathogens may remain viable for significant periods in aquatic sediments
[34-36], the resuspension and subsequent re-distribution of pathogens and indicator organisms
can potentially be an important process. Sediment resuspension occurs when the shear stress
due to currents and turbulent velocity fluctuations reaches a critical level. In rivers and
estuaries, large currents are capable of generating significant critical bed-shear that exceeds
the critical level regularly. In lakes and stratified environments such high velocities are reached
less frequently, but can be caused by large underflow events and by basin-scale internal waves
motions, for example after a period of significant wind forcing. Turbulent motions within the
benthic boundary layer driven by currents and internal wave breaking [37] result in the
resuspension of particulate material [38]. In environments with an active surface wave field
such as the coastal ocean and estuarine environments, then oscillatory currents due to wind-
wave action will also be important in periodically redistributing pathogen-laden sediments
near coastal cities [39-40].

3. Hazard analysis and risk assessment framework

In drinking supply reservoirs the major contaminant risks not only originate from the intro‐
duction of pathogens, but also from the release of dissolved iron and manganese from
sediment, growth of cyanobacteria and subsequent release of associated toxins, and from
natural organic matter (NOM) reaction with the chlorine used for treatment. Risk management
of pathogens therefore cannot be considered in isolation. The timescale over which these
hazards generate varies from days to weeks, or even months. Problems associated with iron,
manganese and cyanobacteria typically develop with the evolution of thermal stratification.
It may take a number of days or weeks for cyanobacteria to grow to concentrations that may
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cause a taste and odour or toxin problem. Problematic concentrations of iron and manganese
develop under anoxic conditions from long periods of stratification typically ranging from
weeks to months. On the other hand, the greatest risk of transport of pathogens from catchment
to the treatment plant is after significant inflow events, which may present a water quality
issue within the timescale of hours to days depending upon the reservoir size and flow
magnitude. Similarly the highest loading of NOM and turbidity occurs during inflow events.

In addition to the variable time scales that must be considered when deciding control measures
and developing a risk management framework, the potential for large spatial heterogeneity
must also be considered. In long, drowned-valley reservoirs, the concentration of a contami‐
nant introduced from upstream may pass through a long reach of standing water and be
progressively attenuated prior to reaching the offtake location(s), depending on the hydrody‐
namics and stratification at the time of the event. If the shape of the supply is more circular
then circulation patterns may be more complex and considerable variability and patchiness
may develop and influence the observed trends. For cyanobacteria and metal contaminants,
the dynamics are strongly governed by vertical gradients in temperature and other physico-
chemical properties that will vary based on meteorological conditions.

In many cases there maybe coinciding water quality issues that pose different risks and require
the implementation of control measures that minimize exposure to one threat but which may
actually increase exposure to another. For example, in a single reservoir, cyanobacterial toxins
may exist in the surface, pathogens within an inflow intrusion at mid-depth, and anoxia and
soluble metals in the deepest regions. In such instances care must be taken to ensure the
management strategies that are implemented are well founded and the individual risks are
well quantified. In these more complicated situations cost-benefit analyses may help guide the
most appropriate action and help assess the relative benefits for public health, also set within
context of reducing treatment costs at the downstream treatment facility.

Informed management not only requires knowledge on the spatial distribution, but also the
temporal variability of threats. As the threat changes, so may the most suitable control measure,
and it is therefore logical that any management framework that is implemented is adaptable
and able to respond to changes in risk. To be effective in this regard, monitoring must also be
flexible and reflect the nature of the risk at any given time [41].

Catchment-reservoir systems are complex and it is important to note that given the high
variability in these systems one can never reduce all risk(s) to zero, however by strategic
identification of potential problems, one can mitigate risk with knowledge of some basic
hydrodynamics, the evolution of hazards, and careful monitoring. In drinking water supplies
that are deemed critical and face multiple pressures, more sophisticated options such as real-
time management systems are emerging to assist with the assessment of risks and the ongoing
monitoring of the implemented control measures.

Successful risk management of water supply reservoirs and recreational waters requires a
systematic approach to contaminant monitoring and prediction in order to reduce the risk of
exposure to the public. This is best achieved through a quantitative understanding of the
critical processes involved in contaminant distribution and transport, such as dilution rates
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and time scales for inactivation or contaminant decay. Such information would enable water
managers to quantify the risk to water quality associated with a contaminant threat in source
water, revise monitoring protocols to detect the organisms or chemicals of concern, and to
manage water treatment or recreational closures proactively based upon detected or, ideally,
modelled (anticipated) risk. Due to their flexibility, such ‘adaptive’ management strategies are
more effective than their rigid counterparts [42], yet they are rarely adopted due to numerous
uncertainties in our understanding and due to poor numerical model predictions.

The critical fist step in developing an adaptive management strategy for water supply is
identifying the hazards of concern, articulating the hydrodynamic and biogeochemical
conditions that lead to the development of the hazard and understand how these are influenced
by the prevailing meteorology and hydrology (Figure 3). Within a drinking water supply
reservoir the important processes can be summarised as loads entering the reservoir; transport,
growth or attenuation with the reservoir and the distribution of the hazard relative to the
offtake (Figure 3). Each of the parameters contributing to risk can be monitored and the
processes measured and modelled.

4. Management framework

Routine monitoring and targeted measurement of the major processes systematically builds
up a bank of knowledge to support reservoir management and detect and mitigate risks in a
timely fashion. The aim is to measure the processes and hazards identified in Figure 3 which
contributes to knowledge of the system (Figure 4).

System knowledge can be used to inform on catchment hydrology and contaminant loads,
reservoir behaviour and can help focus the monitoring effort on the key variables. Monitoring
for those variables will vary depending upon the timescales for which different hazards
present, the cost associated with monitoring and the ease at which the parameter can be
monitored. Typically these fall with three classes; routine monitoring for analytes that are
sampled and then measured within a laboratory, online monitoring where sensors are
deployed in the reservoir and log key parameters at relatively short time intervals (typically
10 min) and ad hoc monitoring in response to an event, such as a rain event inflow.

This monitoring serves two purposes; it allows for detection of the hazard so the appropriate
risk assessment can be undertaken, and it also allows the managers to draw correlations
between when the hazard is present and the reservoir and catchment conditions at the time.
Upon detection of the hazard the situation needs to be assessed with respect to what risk it
poses to water quality. This stage of the management framework can draw upon expert
knowledge, specific process understanding derived from online monitoring and simulation
of the event with hydrodynamic models. Armed with this knowledge and a prediction about
the severity of the event, decisions on the operational response can be made. Points of control
include attenuation of inflows in engineered wetlands and biofilters, alteration of the inflow
dynamics, in reservoir treatment or manipulation of the offtake depth to select the best quality
water to send to the treatment plant.
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Figure 3. Conceptual model of the major hazards challenging drinking water supplies and their links to meteorology,
hydrodynamics and biogeochemistry.
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Figure 4. Management framework for assessing and responding to health threats to drinking water sources (modified
from [20]).

5. Gathering information for risk assessment

The above risk assessment framework is built around suitable streams of information that
are used to inform decision making and guide mitigative measures. There are numerous
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types of  information that contribute to the understanding of  an aquatic  system, ranging
from static information that characterises the domain, to routinely collected water quality
samples and real-time sensors, through to strategically collected data related to a particu‐
lar  threat.  In  addition to  general  environmental  or  direct  microbial  data  measurements,
microbial surrogates (or bio-indicators) also have an important place in risk assessments.
The  application  of  hydrodynamic  and  water  quality  models  have  also  significantly
increased in recent years to supplement direct measurements. The hydrodynamic models
are  now well  developed and tested  and there  are  now numerous  published models  of
pathogen dynamics in aquatic systems. These various information sources are discussed in
this section.

5.1. System characterisation and baseline monitoring

Catchment: In most cases, the quality of water and public health risks that may exist within
a lake, river or reservoir used for drinking water will reflect land-use practices and their
distribution within the surrounding catchment.  Any risk determination or control  meas‐
ure  assessment  must  therefore  give  careful  consideration  to  the  nature  of  the  activities
within  the  catchment  and identify  key  sources  of  contaminants  or  contaminant  precur‐
sors  and whether  they  are  point-source  or  diffuse  in  nature.  This  analysis  need not  be
complex and may simply involve plotting topography, land-use type, vegetation and soil
type  within  a  Geographical  Information  System  (GIS),  and  assessing  them  within  the
context  of  the  stream  and  drainage  network  and  proximity  to  the  water  supply.  The
distribution of land-use activities that provide large quantities of contaminants will vary
widely depending on the site-specific catchment properties and it  is  therefore not possi‐
ble to generalise risk profiles with certain land-use activities. Using the case of Cryptospori‐
dium within areas used for dairying as an example, animal husbandry practices vary from
farm to  farm,  and how these  activities  are  managed relative  to  the  stream will  largely
determine the downstream pathogen numbers. Nonetheless it is useful information to have
to help identify potential contaminant ‘hot-spots’. Areas of urbanisation are generally major
sources of diffuse inputs and easily identifiable.

Other attributes that should not be overlooked included catchment vegetation distribution,
since this influences contaminant attenuation, runoff quality and concentrations of natural
organic matter and suspended material. More specific indicators such as riparian integrity can
also be considered as it is well documented that this correlates with turbidity [43] and pathogen
attenuation [44-45]. When considering catchment properties that may contribute to down‐
stream contaminant loading, it is important to not only look for potential sources of contami‐
nants, but also to search for opportunities to implement management measures. Preventing
contaminant loading by reducing the source may in fact be the most cost-effective and
sustainable solution rather than purely relying on engineering interventions or avoidance
procedures in downstream locations [42].

Rivers & Reservoirs: For most situations it is critical to understand the nature of inflows
entering a river reach, lake or reservoir. They are of direct relevance from a health point
of  view  as  they  are  the  mechanism  for  seeding  downstream  water  bodies  with  patho‐
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gens washed from the catchment.  The relationship between flow and pathogens is  well
established and different phases of the hydrograph may be identified from a risk perspec‐
tive [46].  For example, the first-flush concept highlights that risk is concentrated around
times of large rainfall events and is therefore linked with the stochastic nature of climat‐
ic drivers for the location of interest. As pathogen concentrations vary with flow stage, so
to do factors  such as  suspended particles,  dissolved organic  carbon and other  variables
such as predatory microorganisms. Highly turbid water is  effective at  attaching bacteria
and viruses [33], but may be ineffective at removing protozoan (oo)cysts. Dissolved organic
carbon  is  also  critical  in  attenuating  UV  light,  which  is  an  important  mechanism  for
inducing mortality in a range of microbial organisms.

In addition to the river flow rate measurement (or stage-height should a suitable height-
flow rating  relationship  exist),  it  is  essential  to  regularly  measure  the  temperature  and
salinity (or electrical conductivity) of the inflow for characterisation of its density for later
comparison with the stratification profile present at downstream stations.  Depending on
the nature of the site, the characteristic concentration of suspended particles in the inflow
water may also be insightful since highly turbid waters not only influence sedimentation,
but also can impact the density and ultimate fate of the inflow water [25].  This may be
easily  measured  using  an  optical  turbidity  probe,  or  ideally  an  in  situ  particle  analysis
instrument (e.g., [47]). Developing a relationship between the particle size distribution and
the optical turbidity signal is also able to provide further information about the dynam‐
ics of suspended sediment [25].

In  stratified  water  bodies  such  as  estuaries  and  deep  lakes  or  reservoirs,  the  fate  of
inflowing water is largely determined by the stratification profile and the domain morphol‐
ogy.  The  vertical  structure  of  density,  and  how  it  varies  seasonally,  will  ultimately
determine whether the inflow water will flow along the surface, along the bottom thalweg
of the site, or at some level in between (Figure 5). It will also control the travel time, and
level of entrainment that the inflow water experiences within the ambient water profile.
The environmental conditions the pathogens experience will also vary accordingly and this
may impact on the ability of the site to attenuate pathogens successfully or otherwise [23].
To best understand the vertical structure it is essential to have vertically resolved informa‐
tion of  temperature (and salinity where relevant),  and ideally a thermistor chain with a
surface meteorological station to understand the dynamics of wind mixing and surface heat
fluxes.

The information detailed above permits the development a clear picture of how the system is
interfacing with the surrounding catchment and the key controls on transport processes. This
can be improved by collection of water quality samples that provide specific information on
microbiological concentrations in the water. They should generally be collected upstream and
at various locations along the waterbody. Given that they are more resource intensive (both
cost and time) than typical environmental measurements, it is essential they are targeted to
specific points of concern and the monitoring program should be designed within the context
of the transport dynamics.
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Figure 5. Schematic of inflow scenarios that may be observed entering a lake or reservoir, illustrating the surface over‐
flow, interflow and underflow.

5.2. Real-time sensors

Often ad hoc monitoring, such as that described above, will miss ‘events’ that occur at a
frequency below the monitoring interval unless they are specifically programmed to coincide
with the event. Generally, the timescales of horizontal transport in rivers and lakes during
flood events are significantly less than the routinely implemented monitoring frequencies.
Remotely deployable sensors are therefore attractive to supplement other sources of informa‐
tion. Logistical challenges may also make deployable sensors better value as they save travel
and manpower expenses, although maintenance and regular calibration is essential for these
to be reliable and useful.

Instrumentation used to collect in situ data are available from numerous sources. Real-time
sensors for meteorology, temperature, conductivity, turbidity and chlorophyll-a are commer‐
cially available from numerous vendors to provide high temporal resolution data, which in
many cases, may be transmitted automatically to managers via telemetry. Such instrumenta‐
tion is already being used widely across the globe to support decision-making activities.
Advances in sensor technology continue and sensors are now available for examining in situ
concentrations for nutrients, metals and other contaminants although they are yet to be widely
adopted. As these become more widely available, practitioners will be able to take advantage
of high-resolution time-series of many physical and chemical constituents. Even without the
implementation of more advanced sensors, real-time information of core environmental
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properties (temperature, salinity, oxygen and turbidity) can provide considerable insight into
the dynamics that will ultimately control pathogen fate and transport.

5.3. Strategic data collection

Strategic sampling may be undertaken to improve process understanding about the dynamics
of the system. For example, routine sampling may not be able to provide sufficient information
on hydrodynamic or biogeochemical processes at a scale required to truly assess the risk of a
threat developing. Commonly, site-specific experimental data is collected to supplement other
information on items such as the particle size distribution of suspended sediment, fine to
medium scale horizontal and vertical mixing processes, and important ecological processes.

It is often the case that routine monitoring programs do not accurately portray the actual risk
and strategic data can help to build knowledge about a system and improve the management
practices. As an example, the reservoir shown in Figure 5 would typically be monitored by the
managing water utility by collecting microbial samples at the inflow and at the surface near
the centre of the basin. Although noticeable inflow concentrations would be recorded, surface
grab samples from the main body of lake would be near the minimum level of detection, and
it would therefore be assumed the reservoir had sufficiently attenuated the inflowing load.
Experimentation of pathogen transport by [21] has showed that in fact in the case the reservoir
may have attenuated little of the incoming load, and that significant concentrations existed
below the surface layer [48]. Furthermore, most microbial monitoring programs are based on
regular, often weekly, sampling. Although this is a good idea, and is acceptable for the case
where there is a constant pollution source, for lakes and reservoirs fed by rivers, the highest
risk is from large runoff events. It is therefore also recommended that event based monitoring
be implemented. Even for large reservoirs that have considerable residence times, it can take
just a few days for contaminated inflow water to reach the extraction point (e.g., [20,23,49]).

Often models (discussed below) can be used to assist in the design of an effective and targeted
monitoring programme that reflects the dynamics of the system and can more accurately
portray the risk. Sophisticated monitoring programmes also include capacity to logically adapt
the monitoring regime as a particular threat is observed to develop. This approach acknowl‐
edges that we are more interested in the spatial and temporal variability in the contaminant
of concern as the probability of exposure increases, and accordingly the monitoring effort
intensifies to ensure the actual risk is being portrayed accurately.

5.4. Surrogate measurements for indicating threats to health

Often it is not possible or practical to directly detect the presence of a certain contaminant
within a water body and so surrogates or other indirect indicators of the dynamics may be
defined. In particular, the complexity, cost and time constraints associated with the direct
enumeration of pathogens to identify their distribution in large water bodies, frequently limits
the ability of water managers to detect the intrusion of poorer quality water inflows into the
aquatic environment. As a result, there is considerable discussion in regulatory organizations
and water utilities as to the value of using surrogates, such as microbial indicator organisms
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or even physical properties such as turbidity, as a way of detecting the presence of microbial
contamination and hence the threat of actual pathogenic organisms. Microbial indicators have
the advantage of being low-risk, present in high concentrations relative to other organisms of
concern and simple and cheap to enumerate.

The most widely used indicator organisms of microbial pollution are the enteric coliform
bacteria, which are gram-negative bacilli that belong to the family Enterobacteriaceae (e.g.
Klebsiella spp., Enterobacter spp. Citrobacter spp., Escherichia coli). Specific coliform measure‐
ments include total coliforms, faecal coliforms, and in particular the specific organism E. coli
[50]. The latter two are the most common since they are abundant in the faeces of humans and
other warm blooded animals, and are hence thought to be a reliable indicator of faecal
pollution. Total coliforms are used less frequently since they include organisms from soil and
cold-blooded animals. Except for certain strains of pathogenic E. coli (e.g. O157), coliform
bacteria are not a threat to human health, but their high abundance means that they are easy
to detect, thereby alerting regulatory authorities to pollution events that may contain other
organisms of concern. Other routinely used indicator bacteria include the gram-positive cocci,
including Enterococci and faecal streptococci. However, it is now apparent that these bacterial
indicators are not suitable for assessing the risk posed by protozoan pathogens and some
enteric viruses [21,51-52].

Various bacteriophages are used as index organisms for enteric viruses [53-56]. The single-
stranded F-specific RNA (F+ RNA) bacteriophages (e.g. strains MS-2, F2 and Q beta) and the
double-stranded somatic coliphages (e.g. strains T2, T7 and ϕX174) are routinely measured in
fresh and coastal waters. However, faecal bacteriophages are not always suitable index
organisms since they are present in a range of animal as well as human faeces, whereas human
enteric viruses only originate from human faeces. There have also been reports of human
enteric viruses being detected in waters in the absence of bacteriophages [57]. The rationale
for their use as model organisms is based on their similar size and morphology, along with
the low cost, ease and speed of detection compared to human enteric virus assays. The ideal
host bacteria would be of human faecal origin only, consistently present in sewage in sufficient
numbers for detection, and only lysed by phages that do not replicate in another host or the
environment. While bacteriophages to Bacteroides fragilis strain HSB40 appear to be human
specific and do not replicate in the environment [58], their phage numbers are too low for
general use. Due to their high abundance, studies have focused on the coliphage systems,
including the double and single-stranded DNA and RNA-containing phages listed above, and
for a range of bacterial hosts. The F+ RNA coliphages attach to the sides of the bacterial pili that
only occur on exponentially growing specific (F+) strains of E. coli or an engineered Salmonella
typhimurium (strain WG49), and are therefore the current models of choice [53,57].

The use of spores of the gram-positive bacilli Clostridium perfringens has been suggested as a
good indicator of human faecal contamination and may correlate with human parasitic
protozoa and enteric viruses [21,58-59]. However, two confounding factors must be consid‐
ered; first, C. perfringens spores are very persistent [35] and second, they may be excreted by
various animals [60]. Hence, they may show little relationship with parasitic protozoa in
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properties (temperature, salinity, oxygen and turbidity) can provide considerable insight into
the dynamics that will ultimately control pathogen fate and transport.
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animal-impacted raw waters, and could be misleading about the likely presence of infective
human viruses.

Particle counting and turbidity levels have also been identified as potential surrogates of
microbial pollution and weak epidemiological evidence exists that suggests waterborne illness
from drinking water may be associated with the raw water turbidity [61]. The use of turbidity
alone to predict pathogen presence is difficult because turbidity is dependent on a range of
processes that are independent of pathogen presence. For example, it is well established that
many young calves are infected with Cryptosporidium [62], however, calving is timed to
coincide with the period when feed is abundant and cows are on a rising plane of nutrition.
Consequently, calving and high oocyst numbers occur when catchments are well vegetated,
yet this is typically when turbidity is low. Additionally, surrogates such as turbidity are
influenced by catchment specific factors such as soil-type distribution and non-grazing land-
use such as horticulture that do not correlate with pathogen input. In shallow systems,
turbidity may be caused through resuspension of sediment during high wind events or strong
currents, and therefore may exist unrelated to any catchment or wastewater discharges.
Nonetheless, turbidity is a readily measurable parameter that warrants investigation as a
potential early warning mechanism of increased risk.

While no single water quality indicator can reliably assess the bacterial, protozoan and viral
contamination of aquatic environments in all circumstances, it is feasible that a suite of
surrogates may be identified that will estimate levels of microbial contamination within
defined circumstances, such as within a storage reservoir with well characterized inputs [21].
To understand how they relate to each other, it is necessary to develop a process-based
understanding of surrogate organisms in order to develop a model of their behaviour and
assess their dynamics relative to their pathogenic counterparts [16].

5.5. Role of numerical models

Although the processes influencing enteric organism fate and distribution are fairly well
established, much uncertainty remains as to the relative importance of each process on a
system-wide scale, and the spatial and temporal variability that is present. Furthermore, a
detailed understanding of how pathogen dynamics vary between systems, which may differ
in their loading, salinity, temperature and trophic status, remains elusive. As a result, ad hoc
monitoring routines are often employed that rarely give an indication of the true risk. Nu‐
merical models are attractive since they offer to integrate the myriad of interacting and non-
linear processes and place them within a system-wide context.

The use of numerical models to augment existing monitoring and risk-management activities
is becoming increasingly widespread since they are able to highlight dominant processes
controlling organism dynamics, and can be used to fill knowledge gaps and test catchment
management scenarios or examine engineering interventions. There have been several models
used to simulate different components of microbial pollution reported in the literature that
range in sophistication and that are relevant for different surface water environments,
including freshwater lakes and reservoirs [16,63-64], streams and rivers [65], and estuaries and
coastal lagoons [66-68].

Current Topics in Public Health460

Models are used by a range of organizations for a variety of applications:

• as a scientific tool to explore the dominant processes within a given system – for managers interested
in understanding the spatial and temporal variability in the dynamics that control enteric
organism behaviour, and conducting pathogen budgets and exploring sensitivities;

• to guide the design targeted monitoring programs – the model can be run to provide information
about expected transport and kinetic controls to ensure that the sampling locations and
frequency is focused on the areas that present the largest risk;

• to quantify differences between species – the model can be used to ‘correct’ the observed
microbial indicator organism data so that the true risk by actual pathogenic organisms can
be quantified;

• to quantify the impact of proposed management scenarios – scenarios such as catchment reme‐
diation, climate change and engineering interventions can be compared to the base case
system as part of a cost-benefit analysis prior to any remedial action;

• to support real-time decision-making – the model can be used to provide now- and fore-casts
of conditions within an aquatic system to enable managers to alter pumping regimes or issue
recreational closures.

Models for assisting with the understanding of contaminant dynamics within a system range
from simple web-based tools to full three-dimensional (3D) hydrodynamic-water quality
models. To demonstrate their ability to describe pathogen transport dynamics, here we focus
on a case-study of a medium sized Australian reservoir, Myponga Reservoir in South Aus‐
tralia, where pathogen transport dynamics have been measured and modelled using various
approaches. The model developed to simulate pathogen kinetics is shown in Figure 6.

INFLOW: This is a simple web-based tool written in JavaScript (http://www.cwr.uwa.edu.au/)
developed by [23], that estimates the entrainment experienced by a riverine intrusion as it
enters and progresses through a standing body of water (e.g. lake or reservoir) and the final
insertion depth and inflow thickness. The model simply requires the inflow parameters
including temperature, salinity and channel parameters (e.g. bed slope, roughness), and
reservoir information such as the vertical temperature and salinity profiles. This information
is used to estimate whether the inflow will act as an overflow, interflow or underflow (Figure
5), the approximate entrainment rate (and hence the dilution), and the timescale for transport
and insertion. In addition, since the model is able to estimate the time-scale of transport, a
simplified loss-model (simplified version of Figure 6) is included that estimates the loss due
to settling and inactivation. Therefore, with relatively simple input information, the user is
able to assess reservoir risk reduction of pathogen concentrations by dilution, settling and
inactivation. This tool is only applicable where the lake is weakly forced at the surface, and
doesn’t tell you what happens to the contaminated inflow water once it has inserted. However,
the simplicity of knowing if the water will travel at the surface, mid-regions or at depth and
an approximate dilution factor is a surprisingly powerful management tool.
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Figure 6. Schematic indicating organism dynamics showing the major pools and kinetic processes that occur in re‐
sponse to sunlight (UV-B, UV-A and VIS), temperature (T), salinity (S), dissolved oxygen (DO), pH and available carbon
(DOC) (modified from [16]).

CAEDYM: The Computational Aquatic Ecosystem Dynamics Model (CAEDYM) is a compre‐
hensive water quality model available from the Centre for Water Research at The University
of Western Australia [69], able to couple with a 1D lake stratification model (DYRESM) and a
3D hydrodynamic model (ELCOM). ELCOM is specifically designed for modelling circulation
patterns in stratified lakes and reservoirs and can be easily run on a desktop computer. The
pathogen sub-model includes inactivation due to different solar radiation bandwidths
(including UV), natural mortality, sedimentation and aggregation onto suspended particles,
and resuspension as described in [16]). ELCOM-CAEDYM is well suited to applications where
topographic effects may be important or where lake circulation is a dominant process over
inflow forcing. For example, if the source is a recreational area or a lakeside canal estate, then
three-dimensional effects may be important in determining the mixing of the contaminated
water around the lake. Similarly, if the source is a discrete effluent discharge, then the
prevailing hydrodynamics will need to be well understood in order to accurately characterize
the risk of the contaminated water reaching an off-take or recreational area. As an example,
the application to Myponga Reservoir (Figure 7) describes a contaminated inflow entering
from a side tributary before it begins to interact with a large peninsula and migrate into the
main basin. Output from the model highlights the strong vertical gradients that result. Hipsey
et al [16] use this platform to further investigate the controls on E. coli dynamics over a range
of time-scales for different sized reservoirs and showed that a different combination of
transport and kinetic processes could ultimately shape the response of the microbial concen‐
trations observed at the offtake.
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Figure 7. ELCOM-CAEDYM Cryptosporidium concentrations (oocysts/10L) presented as a slice through Myponga Res‐
ervoir (bottom-right, colour scale reflects oocyst concentration), South Australia (see inset), following a large runoff
event, and highlighting Cryptosporidium oocyst concentrations as a function of time for three depths near the offtake
(left).

DYRESM, is a 1D hydrodynamic model that has been shown to accurately capture the
temperature and salinity dynamics of large and small lakes and reservoirs [70]. It accommo‐
dates horizontal motions caused by inflows and outflows, in addition to a Lagrangian vertical
mixing model and a surface thermodynamics module. CAEDYM couples with DYRESM and
includes the same detailed microbial sub-model as outlined in Figure 6. The horizontal
averaging used in DYRESM-CAEDYM significantly improves computational efficiency and
means that seasonal or even multi-decadal simulations can be performed with reasonable run-
times. This model is therefore well suited to applications that look at the long-term impact of
different watershed management or climate change scenarios for example, and its ease of use
makes it particularly useful to reservoir and lake managers.

GLM-FABM: The General Lake Model (GLM) is coupled with the open-source ecological
model FABM as described in [71]. The model GLM is similar to DYRESM but based on [72],
and a simplified version of the pathogen kinetic model [16] is implemented within FABM.
Output from the model as applied to Myponga Reservoir for the year of 2003 (Figure 8)
demonstrates how the incoming oocyst load manifests in the water column concentrations and
highlights the temporal and vertical variability that may be expected. The figure indicates the
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variability seen in the off-take Cryptosporidium concentrations at three different depths, and
demonstrates the potential benefits of selective withdrawal and adaptive reservoir manage‐
ment to minimize the potential risks.

Figure 8. Time-series of A) viable inflow oocyst load as estimated from data; B) simulated concentrations of viable
oocysts at the dam wall for three different depths, and C) the viable oocyst concentrations (oocysts/10L) throughout
the water column as simulated by GLM-FABM.

6. Control measures and considerations to minimise exposure

There are a range of control measures that can be implemented to mitigate the risk of contam‐
inants passing through to delivery systems. Here we provide a broad overview of the different
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approaches and their relevance to different contamination issues. The different control
methods can be characterised based on the nature of the intervention:

• reducing the delivery of contamination to the exposure point (water storage);

• improved attenuation of the contaminant within the storage;

• and optimal extraction of water to reduce exposure.

The methods around these are discussed next, including a discussion on operational moni‐
toring and the potential for real-time management of water bodies for risk minimization.

6.1. Catchment management

Most contamination within drinking water storages is linked to the surrounding catchment
land-use. The contamination can either originate from the catchment and enter the tributaries
to the storage, or a precursor of the contamination may originate within the catchment that is
later transformed to the end product that constitutes a health risk. There is therefore much
scope to reduce contamination within drinking waters through strategic assessment and
management of catchment land-use and the condition of tributary streams.

For Cryptosporidium and other pathogens the biggest threat is when heavy rains wash viable
cells from agricultural catchments within the surrounding river basin into the floodwaters that
feed the reservoirs [73-74], or in some cases when effluent from wastewater treatment plants
is discharged directly into upstream watercourses (75-76). For many reservoirs, prevention of
the contaminant source from entering the hydrological network is the ultimate method for
reducing downstream health risks. In particular this involves improving agricultural practices
and the best example is related to improvement of the methods used in animal husbandry.
Farm-scale alleviation techniques such as improved drainage and runoff recharge may prevent
or delay contaminated runoff from entering the stream network. At the sub-catchment scale,
policies for suitable riparian management are also recommended since it has been shown that
suitable riparian buffers can act to filter contaminated farm water from entering streams [46].

In urban environments, principles of Water Sensitive Urban Design (WSUD) are increasingly
being adopted with numerous innovations in the design of stormwater management features
including biofilters and constructed wetlands at critical catchment points [77].

6.2. Inflow manipulation

A significant critical control point for managing contaminant transfer into the main reservoir
body is through strategic engineering based interventions where catchment tributaries meet
a standing water body. Several flow management options exist here that can reduce the
delivery of contaminants, including:

• flow diversions – as seen in pathogen concentrations over the course of an inflow event, higher
values occur at the leading edge of the peak in the hydrograph, and so there is potential for
‘first-flush’ flows to be diverted away from the water body under consideration. After the
initial peak in cell numbers are reduced, then the flow diversion can be removed. The
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Figure 8. Time-series of A) viable inflow oocyst load as estimated from data; B) simulated concentrations of viable
oocysts at the dam wall for three different depths, and C) the viable oocyst concentrations (oocysts/10L) throughout
the water column as simulated by GLM-FABM.

6. Control measures and considerations to minimise exposure

There are a range of control measures that can be implemented to mitigate the risk of contam‐
inants passing through to delivery systems. Here we provide a broad overview of the different
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approaches and their relevance to different contamination issues. The different control
methods can be characterised based on the nature of the intervention:

• reducing the delivery of contamination to the exposure point (water storage);

• improved attenuation of the contaminant within the storage;

• and optimal extraction of water to reduce exposure.

The methods around these are discussed next, including a discussion on operational moni‐
toring and the potential for real-time management of water bodies for risk minimization.

6.1. Catchment management

Most contamination within drinking water storages is linked to the surrounding catchment
land-use. The contamination can either originate from the catchment and enter the tributaries
to the storage, or a precursor of the contamination may originate within the catchment that is
later transformed to the end product that constitutes a health risk. There is therefore much
scope to reduce contamination within drinking waters through strategic assessment and
management of catchment land-use and the condition of tributary streams.

For Cryptosporidium and other pathogens the biggest threat is when heavy rains wash viable
cells from agricultural catchments within the surrounding river basin into the floodwaters that
feed the reservoirs [73-74], or in some cases when effluent from wastewater treatment plants
is discharged directly into upstream watercourses (75-76). For many reservoirs, prevention of
the contaminant source from entering the hydrological network is the ultimate method for
reducing downstream health risks. In particular this involves improving agricultural practices
and the best example is related to improvement of the methods used in animal husbandry.
Farm-scale alleviation techniques such as improved drainage and runoff recharge may prevent
or delay contaminated runoff from entering the stream network. At the sub-catchment scale,
policies for suitable riparian management are also recommended since it has been shown that
suitable riparian buffers can act to filter contaminated farm water from entering streams [46].

In urban environments, principles of Water Sensitive Urban Design (WSUD) are increasingly
being adopted with numerous innovations in the design of stormwater management features
including biofilters and constructed wetlands at critical catchment points [77].

6.2. Inflow manipulation

A significant critical control point for managing contaminant transfer into the main reservoir
body is through strategic engineering based interventions where catchment tributaries meet
a standing water body. Several flow management options exist here that can reduce the
delivery of contaminants, including:

• flow diversions – as seen in pathogen concentrations over the course of an inflow event, higher
values occur at the leading edge of the peak in the hydrograph, and so there is potential for
‘first-flush’ flows to be diverted away from the water body under consideration. After the
initial peak in cell numbers are reduced, then the flow diversion can be removed. The
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disadvantage of this approach is the potential loss of valuable water, however it could be
considered as an environmental flow.

• sedimentation basins, or ‘pre-reservoirs’ –can be used to slow incoming water down and
encourage sedimentation of particulates. The water that overflows the basin is usually of a
higher quality and passes into the main water body with a lower concentration. There are
potential complications with this approach, particularly considering that oocysts have a long
life in the sediment and a very high may mobilise previously sedimented organisms in a
single event.

• constructed wetlands – like pre-reservoirs are useful at slowing the inflowing water and
enhancing attenuation (e.g., [78]), also mentioned above.

To assess the efficiency of any of these controls and the loading reduction, it is a simple case
of measuring water at the outlet relative to the influent water.

6.3. In-lake controls

Aside from manipulating the inflow concentrations (above) or offtake strategy (below), there
is some potential to manipulate concentrations by using in-lake interventions. However, there
are no standard methods for controlling the concentration of pathogens within standing waters
and these are more commonly applied for management of nuisance cyanobacteria, for
example, but also offer potential to support management of high pathogen loads. The most
common method for managing stratified waters is destratification, generally achieved through
the introduction of compressed air on the lake bottom. The air-water mixture with lowered
specific weight causes a rising water curtain, destroying stratification. Similarly, impellers
have also be suggested as a method to disperse contaminated water that is concentrated within
highly important areas to regions where they are less of a concern. They operate by enhancing
the water exchange rate (potentially the littoral water exchange rate, depending upon the
flushing technique and the location of the devices), which, if important enough, can prevent
the formation of high concentration patches. Some flushing devices also increase also vertical
mixing and this may impact on incident light received by organisms.

Where hypolimnetic contaminants become unmanageable, for example following a large,
dense flood intrusion, then historically there has been examples of hypolimnetic release or
purging to remove these from the system. It can be done in natural lakes by pipes called
Olszewski-tubes [79], and by selecting an appropriate height of the discharge on the dam for
reservoirs. However, this potentially involves losing valuable water resources and may also
lead to enhanced downstream contamination.

Morillo et al [80] numerically demonstrated the use of a suspended geo-textile curtain to
manipulate the flow path of contaminated inflow water, thereby increasing time taken for
natural attenuation processes to occur. These curtains change the internal flow-paths by
compartmentalisation, and either slow down or redirect highly contaminated inflow pulses.
They may also contribute to address other contamination concerns, since they can have an
impact on the nutrient distribution and the residence time of the lake [80-81]. In addition to
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controlling the path of inflowing water, they constitute a barrier to internal waves, and thus
can prevent enhanced mixing due to seiching and subsequent sediment resuspension.

However, such measures are logistically difficult and may incur considerable cost, and for
pathogens in particular, management of the offtake location usually remains a more practical
and effective means to reduce risk.

6.4. Adapting the location of drinking-water offtakes and bathing sites

The vertical variability in reservoir water quality can be exploited to select an offtake depth
with the lowest contaminant concentrations. Selective withdrawal is a widely used method
for controlling transmission of contaminants downstream of surface storages. This is mostly
applicable for reservoirs with sufficient depth and the capability in the dam offtake structure
for multiple offtake depths.

The simple INFLOW model described above enables prediction of the depth at which the
riverine inflow will occur and the anticipated dilution as it travels through the reservoir.
Consideration should be given to the time of transport. Appropriate monitoring is necessary
to ensure stratification and intrusion type is known to the operator. The speed at which an
inflow travels through a lake, the degree of entrainment of ambient lake water, the dilution,
and the insertion depth are all important in determining the distribution of pathogens in lakes
and reservoirs. Consequently it is important to know the depth of the riverine intrusion so
water can be harvested outside of this intrusion.

Similarly, where bathing sites are situated around the system of interest, the best solution is
temporary closure upon detection of high concentrations with the monitoring data, or from
the model predictions.

6.5. Real-time management systems

Given the complexity of managing environmental waters it is not surprising that there has
been a considerable proliferation of decision support systems (DSS) in the water resources
sector over the past several decades. In general DSSs integrate databases, models, and data
visualization tools through a user-friendly interface. The complexity of the models and the
databases ranges greatly depending on the intended use. A distinction exists between ‘real-
time’ DSSs that provide advanced warning of deleterious impacts and ‘non-real-time’ DSSs
that serve as planning and operational development tools. Real-time flood prediction DSSs
have emerged as commonplace technology, which provide advance warning to save life and
property. However, the development of real-time systems for water quality concerns has been
less common, but is increasing as data acquisition systems and the associated cyber-infra‐
structure associated with such developments improves.

The purpose of the DSS is to accurately predict the fate and transport of floods and contami‐
nant dynamics. Because these types of incidents have high spatial and temporal variability
in inland standing waters, complex three-dimensional simulations are often also implement‐
ed. In this case the DSS performs all of the tasks to maintain simulations of the current con‐
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ditions in an automated manner so that when incidents occur, the system provides useful
predictions to aid in mitigation measures (Figure 9).

Figure 9. Framework for a Decision Support System (DSS) that has inputs from a range of monitoring programs which
inform and input to hydrodynamic and management models to visually represent predictions of risk, and report ex‐
ceedance of contaminant thresholds and send warnings to managers.

7. Conclusions

It is apparent that contaminant risk to drinking water supply needs to consider a broad
management framework that encompasses the entire system, from source to exposure.
Reducing the corporate and human health risk associated with these contaminants requires a
realistic assessment of the overall contaminant risk which can only be achieved with an
understanding of the critical variables controlling contaminant fate and distribution once they
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enter the aquatic environment. Whilst it is near impossible to reduce the pathogen risk to zero,
it is possible to manage the load of pathogens entering the water body, understanding and
predicting where they go within a drinking water supply reservoir and managing the with‐
drawal of water to ensure the best quality of water is treated and distributed for potable supply.
Sanitation and water treatment have dramatically reduced the burden of water borne disease
on the human population. However, the water industry cannot afford to be complacent or not
implement risk management strategies for contaminants in drinking water supply catchments
and reservoirs. Failure to do so has significant cost, can lead to outbreaks and at worst cost
human lives [82]. Tragically water borne disease still takes an enormous toll in developing
countries but with implementation of some of the simple technologies and approaches
presented here, an integrated risk management framework, and in combination with treatment
and disinfection, this toll can be reduced.
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1. Introduction

Global climate changes and ecosystems deterioration due to several human activities in‐
volving environmental hazards have a great impact on human welfare [1].  These factors
added to  many other  stressors  are  responsible  for  emerging diseases  worldwide,  which
represent  an  important  endeavour.  For  this  reason  the  risk  of  contaminants  on  human
health is an expanding area of environmental epidemiology. This sub-field of epidemiol‐
ogy addresses, not only the environmental factors affecting the health and illness of pop‐
ulations  but  also  offers  public  education  on  environmental  issues.  Matters  such  as
sources  of  environmental  contaminants,  assessment  of  how  exposure  to  a  hazardous
chemical  may  occur,  measurement  of  health  effects,  and  applying  appropriate  controls
are relevant issues of this branh [2]. Surveillance platforms for hazardous environmental
factors involving data collection and analyses, and public health promotion through evi‐
dence-based approaches  are  also  within  the  scope of  this  growing field.  Nowadays,  at‐
tention  to  chemical  and  physical  factors  have  gained  special  care  within  the  scope  of
environmental epidemiology due to the myriad of pollutants persisting in water bodies,
air, crop lands, and other environmental settings.

The example of the adverse effects on humans and other species induced by heavy metals,
and metalloids spread within environment [3-12] illustrates the intersection between the en‐
vironmental and human health issues. Another example, based on epidemiological studies
has revealed that pesticides may cause birth deficiencies, and cancer [13].
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Latest advances in scientific research and new developments on important environmental
and human health topics such as the potential risk to humans from toxic chemicals in the
environment were recently communicated [14]. In this matter, research elucidating the cellu‐
lar and molecular mechanisms by which these environmental agents induce toxicity, muta‐
genesis, and carcinogenesis, among others were underlined.

Human  exposure  to  environmental  contaminants  and  their  potentially  harmful  impacts
on public health was more recently discussed by a panel of international experts on the
conference “Human Biomonitoring: Political benefits – scientific challenges”, held in Ber‐
lin  2010  [15].  In  fact,  health  measures  surveys  have  been implemented worldwide,  and
the role of human biomonitoring data has been underlined due to important risk assess‐
ment,  and  risk  management  procedures.  Quantitative  measure  of  exposure  to  environ‐
mental  chemicals  by  measuring  them  or  their  metabolites  in  tissues  (eg.  hair,  nails),
fluids (e.g.,  saliva, breast milk, blood, and urine) or exhaled air are indicators of the de‐
gree of human exposure to potentially hazardous chemicals. Some widespread health im‐
pacts  like  diabetes,  obesity,  attention  deficit,  or  hyperactivity  are  related  to  chemical
exposure,  as  evidenced  by  linking  human  biomonitoring  and  epidemiological  data  to
health effects [16].

Additionally to this topic, the importance of sentinel animal species for evaluating the po‐
tential human health impacts of chemical stressors was previously debated and the possible
use of animal data into the human risk assessment process was emphasized [17]. In fact, the
scientific literature evidences reports on a wide range of animal sentinels and their relevance
as models for epidemiologic studies of human diseases and environmental exposures. For
example, domestic and wild animals may be sensitive indicators of environmental hazards
and provide an early warning system for public health, corroborating or informing epide‐
miologic studies in humans [18]. For example, the suitability of pet dogs was focussed since
they share the same environment as humans. Additionally, large mammals were pointed in
these studies due to the role as top predator species.

Advances in the development of environmental epidemiology are then illustrated by the
interrelationships  between  humans  and  other  forms  of  life  sharing  the  same  environ‐
ment.  In this  context,  several  effects  occurring in organisms (eg.  mortality,  reproductive
dysfunction) in a particular ecological niche may alert to potential harmful effects on hu‐
man health.

Comparison between human and wildlife exposure models revealed similarities in exposure
endpoints, chemical stressors (i.e., pesticides and metals), and extent of model validation
(for review see) [19].

More recently the topic “Contaminant and Pollutant effects” was discussed in a workshop
organised by the Society of Environmental Toxicology and Chemistry (SETAC e Italian
Branch), and newly reported [20]. Under this concern, this working group underlined that
almost all the contaminants thought to be of concern in large marine vertebrates (eg. pelagic
fish, whales) is of great relevance to contaminant-related human diseases. In addition, con‐
cerns over newly emerging threats such as perfluorinated compounds and nanomaterials
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were debated. Workshop participants also highlighted the role of biomarkers to accomplish
this study. To reinforce this idea the relevance of biological responses of some species was
mentioned to clarify questions concerning the behaviour of persistent organic pollutants,
and emerging contaminants and their impact on humans and the environment [21].This re‐
port focussed on the importance of archiving biological and environmental samples (eg.
plankton, fish, marine mammals, water, sediment) for monitoring anthropogenic contami‐
nants and a global coordination need in environmental research.

The measurement of the health consequences due to contaminants exposure is a very hard
task, since different actors play in this scenario. Factors such as complexes mixtures within
the environment (including chemical and biological agents), added to physical parameters
(eg. see level rise, heat), and individual factors (eg. species, gender, age, nutritional, and im‐
munological status) take an important part in this evaluation.

Apart  from  field  studies,  the  use  of  laboratory  animals  in  biomedical  research  for  the
benefit of human health conducted in accordance with ethical procedures, and based on
the 3Rs  (replacement,  reduction,  and refinement)  remain vital.  These  reports  emphasize
the crucial value of research findings on animal species for understanding the extent and
burden  of  health-related  problems  induced  by  xenobiotics.  In  fact,  decisions  in  public
health based on these findings contribute for a better formulation of health policy plan‐
ning and intervention.

Although substantial progress has been devoted to the production, management, and dis‐
posal of chemicals, added to the Directives and other regulations aiming to minimise
threats, past and present experiences revealed that, it is still a very multifaceted process due
to several interacting factors among genetic features and environmental exposures, which
deserve much attention.

This chapter is a contribution for the in vivo data knowledge on the relevance of both experi‐
mental laboratory mice and field studies including wildlife species in which concern to con‐
taminants. Although some exposure models for either wildlife or humans are available
following regulatory guidelines focussing on relevant endpoints, some examples, offered as
a case study, include, among others, those based on our experiments. For example, the dis‐
ease potential of some copepods due to their role as vectors of waterborne pathogens of hu‐
mans is focussed; some fish species used as pollutants indicators are mentioned; finally,
some experimental studies conducted on laboratory mice exposed to some contaminants are
analysed. Those reports based on interdisciplinary techniques including histopathological,
ultrastructural, biochemical, molecular and/or analytical approaches aims to characterize the
biological responses to several contaminants within target organs. The last goal intends to
integrate these experimental findings for environmental monitoring, and is a contribution
for the understanding of human health impacts.

Finally, some issues for a more robust public health-based interdisciplinary research are rec‐
ommended.
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2. Relevance of animal studies for human health

A growing body of research focuses on the impact of chemical contamination on a wide
range of animal species among different phyla and habitats. Adverse effects have been de‐
scribed alerting for the risk to humans. In this part, some representative examples are given
with special emphasis for zooplankton, and fish. In addition, studies on the toxicity of con‐
taminants on laboratory mice are presented.

Birds have been used to evaluate the presence of heavy metals in some habitats [22]. Some
marine gastropod molluscs such as Nucella lapillus (L.) are used as bioindicators of tributyl‐
tin pollution in the North Atlantic coastlines through an important imposex assessment in‐
dex [23]. Amphibians can serve as crucial and valuable research models for understanding
the ecological effects of persistent contaminants such as mercury amplifying the risk of
transfer of accumulated contaminants to higher trophic levels [24]. Amphibians living near
uranium mines were used to assess the impacts of the locally produced acidic and metal-
rich materials [25]. Copepods have broad geographic ranges, and sustain the world fisheries
that nourish and support human populations [26]. They are key sensitive indicators of local
and global climate change, and potential vectors of waterborne diseases. Mussels such as
Mytilus galloprovincialis, and Mytilus edulis are key bivalves widely used as sentinel species
[27, 28]. Mussels are suitable test species for monitoring persistent pollutants because they
are sessile, filter feeders with low rates of metabolic transformation [29].

The biological signals of exposure in the above mentioned species include suitable biomark‐
ers (eg. subcellular, cellular, functional levels) added to pollutant analysis in species. Of
course, parameters such as biological cycles must be regarded as for a proper interpretation
of data. Another factor to consider when dealing with wild animals is the availability of
food once it may have a great influence on the immune system condition of animals [25].

2.1. Role of zooplankton with special reference to copepods in human health

The name plankton is derived from the Greek adjective - planktos, meaning "errant", and by
extension "wanderer" or "drifter". This is in contrast to nekton organisms that can swim
against the ambient flow and control their position (e.g. squid, fish, and marine mammals).
Though many planktic or planktonic species are microscopic in size, plankton includes or‐
ganisms covering a wide range of sizes, including large organisms such as jellyfish.

Plankton are any drifting organisms (animals, plants, or bacteria) that, inhabit the pelagic
zone of oceans, seas, or bodies of freshwater. That is, plankton are defined by their ecologi‐
cal niche rather than phylogenetic or taxonomic classification. They provide a crucial source
of food to larger, more familiar aquatic organisms such as fish and whales. Freshly hatched
fish larvae are also plankton for a few days as long as they cannot swim against currents.
Their density and distribution pattern varies horizontally, vertically and seasonally. This
variability is mainly due to the availability of light, availability of nutrient. Besides from rep‐
resenting the bottom few levels of a food chain that supports commercially important fisher‐
ies, plankton ecosystems play a role in the biogeochemical cycles of many important
chemical elements, including the ocean's carbon cycle. In addition, plankton species play im‐
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portant role in the disposal of sewage and in the natural purification of polluted water. But,
some of them like dinoflagellates, their harmful bloom causes high mortality in the aquatic
environment. They also act as indicator of petroleum too [30]. They are responsible for caus‐
ing various diseases to animals and human beings.

Plankton are primarily divided into broad functional (or trophic level) groups: Phytoplank‐
ton (from Greek phyton, or plant), autotrophic, prokaryotic or eukaryotic algae that live near
the water surface, where there is sufficient light to support photosynthesis. E.g. diatoms, cy‐
anobacteria, dinoflagellates and coccolithophores; Zooplankton (from Greek zoon, or ani‐
mal), small protozoans or metazoans (e.g. crustaceans and other animals) that feed on other
plankton; Bacterioplankton, bacteria and archaea, which play an important role in reminer‐
alising organic material down the water column.

Plankton are further classified into holoplankton, which spend their entire life cycle as
plankton (e.g. most algae, copepods, salps, and some jellyfish) and meroplankton, which
lead a planktonic life only for a part of their lives (usually the larval stage), and then devel‐
op in to a nektic or sea floor living benthic form (eg: larvae of sea urchins, starfish, crusta‐
ceans, marine worms, and most fish.

Plankton are also classified into the following groups, based on the size of these organisms
(Table 1).

Plankton inhabits in ponds, lakes, seas and oceans too and their density and distribution
pattern varies horizontally, vertically and seasonally. This variability is mainly due to the
availability of light, availability of nutrient.

Zooplankton can also act as a disease reservoir. They have been found to house the bac‐
terium Vibrio  cholerae,  which causes  cholera,  by  allowing the  cholera  vibrio  to  attach to
their  chitinous exoskeletons.  This symbiotic relationship enhances the bacterium's ability
to  survive  in  an  aquatic  environment,  as  the  exoskeleton  provides  the  bacterium  with
carbon and nitrogen.

Copepods are known for extensive and varied type of parasitism. In this process they show
all degrees of modifications right from slight reduction to complete disappearance. Several
marine animals such as anemones, annelids, crustaceans mollusks, tunicates, fishes and
even whales and sharks too are being parasitized by the copepods. They can be ectopara‐
sites or endoparasites. Members Lernaeopodidae and Lernaeidae family (Or: Copepoda) are
well known ectoparasites. Copepods of Family Caligidae are ectoparasites found on the
gills, buccal cavity, and opercular cavity [31].

Copepods are multicellular animals, more abundant than any other groups including insects
and nematodes [32]. Though they are mostly inhabit in natural and man-made aquatic sys‐
tems, they can also inhabit nutrient-rich black oozes of abyssal ocean depths to the nutrient-
poor waters of the highest mountain tarns. Some of them are found on canopies of some
rain forests, hot springs, leaf-litter, in caves, between sand grains (Figure 1).

They also exhibit symbiotic associations with other animal and plant species. Their density
can be as high as 92,000 individuals/L [33].
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Copepods form a subclass belonging to the subphylum Crustacea (crustaceans). Copepods
are divided into ten orders. Some 13,000 species of copepods are known, and 2,800 of them
live in freshwaters [34].

Group Size Range Example

Megaplankton (>20 mm) Metazoans; e.g. Jellyfish; Ctenophores; Salps (e.g. Cyclosalps, Members of genus

Thalia) Pelagic Tunicates (e.g. Sea Tulip, Sea Squirts or Sea Pork); Cephalopodes

(e.g. Octopus, squid, Cuttle fish)

Macroplankton (2–20 mm) Metazoans; Chaetognaths (eg: Sagitta); Euphausids (e.g.: Antarctic krill),

Medusae (e.g. Coelenterates); ctenophores; salps, doliolids (e.g. Doliolum)

Tunicata Cephalopoda

Mesoplankton (0.2 -2 mm) Metazoans; e.g. copepods; Medusae; Cladocera; Ostracoda; Chaetognaths;

Pteropods; Tunicata; Heteropoda

Microplankton (20–200 ) Large eukaryotic protists; most phytoplankton; Protozoa (Foraminifera); ciliates;

Rotifera; juvenile metazoans - Crustacea (copepod nauplii)

Nanoplankton (2–20 µm) Small eukaryotic protists; Small Diatoms; Small Flagellates; Pyrrophyta;

Chrysophyta; Chlorophyta; Xanthophyta

(0.2–2 µm) Small eukaryotic protists; bacteria; Chrysophyta

Table 1. Classification of plankton based on the size of organisms [30].
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Figure 1. (a) and (b). Representative specimens of copepods: Euchaeta marina (a), and Rhinocalanus cronutus (b).
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Copepods are known to carry pathogenic strains of Vibrio and have the potential to play im‐
portant roles in cholera transmission [35]. This acute bacterial infection of the intestine
caused by a few strains of bacterium Vibrio cholerae is transmitted through consumption of
contaminated water. The bacteria needs chitinous surface of copepods to replicate. In Asia
and Africa due to seasonal blooms of phytoplankton, which happen to be the food of the
main food source of copepods, increases the amount of cholera-causing bacteria in water‐
ways. When people consume bacteria infected copepod colonized water, they get cholera.
The bacteria cause severe watery diarrhea, known as “rice water” diarrhea, and vomiting.
Fluid loss can lead to severe dehydration and death within 24 hours of the onset of symp‐
toms if dehydration is not treated. Poor sanitation, mixing up of sewage containing feces
from cholera infected patients further contaminates water sources, allowing cholera to con‐
tinue to propagate.

Apart from this aspect they are vectors of relevant human diseases. Fasciolasis also known
as Distomatosis and Liver rot is an important disease caused by trematode helminthes viz.,
Fasciola hepatica (the common liver fluke or sheep live fluke) and Fasciola gigantica. This dis‐
ease belongs to the plant-borne trematode zoonoses. In Europe, the Americas and Oceania
only F. hepatica is common while in Asia and Africa both species have found in common.
Estimated loss by this disease is pegged around US$3.2 billion per annum. As around 2.4
million people are infected ad over 180 million people are at risk, WHO has considered this
disease as an emerging human disease. Fasciola hepatica is a parasitic flatworm (Cl: Tremato‐
da, Ph.: Platyhelminths), that infects the liver of various mammals, including humans. F.
hepatica is distributed worldwide, and has been known as an important parasite of sheep
and cattle for hundreds of years, causing great economic losses in sheep and cattle. Thus has
been the subject of many scientific investigations and may be the best known of any trema‐
tode species. They have a wide range of definitive host, which includes many herbivorous
mammals, including humans. They have freshwater snails such as Galba truncatula, (in
which the parasite can reproduce asexually) as an intermediate host for completion of their
life cycle. For completion of liver fluke they pass through cercaria and miracidium larval
stages, which are also considered as planktonic stages. Though a freshwater snail is required
as a intermediate host, for the F. hepatica to complete its life cycle, Species in the family Lym‐
naeidae include: Austropeplea tomentosa, Austropeplea ollula, Austropeplea viridis, Radix peregra,
Radix lagotis, Radix auriculari, Radix natalensis, Radix rubiginosa, Omphiscola glabra, Lymnaea
stagnalis, Stagnicola fuscus, Stagnicola palustris, Stagnicola turricul, Pseudosuccinea columella,
Lymnaea viatrix, Lymnaea neotropica, Fossaria bulimoides, Lymnaea cubensis, Galba truncatula,
Lymnaea cousini, Lymnaea humilis, Lymnaea diaphana, Stagnicola caperata and Lymnaea occulta
that serve as naturally or experimentally intermediate hosts of Fasciola hepatica.

Adult specimens live in bile passages of the liver of many kinds of mammals in general
and ruminants in particular. Humans are also occasionally infected. In fact, fascioliasis is
one of the major causes of hypereosinophilia in France. The flukes feed on the lining of
biliary ducts. Their eggs are passed out of the liver with bile and into the intestine to be
voided with feces. If they fall into water where the eggs complete their development and
turn into miracidia, which hatch in 9 to 10 days during warm weather. During cold sea‐
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Figure 1. (a) and (b). Representative specimens of copepods: Euchaeta marina (a), and Rhinocalanus cronutus (b).
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contaminated water. The bacteria needs chitinous surface of copepods to replicate. In Asia
and Africa due to seasonal blooms of phytoplankton, which happen to be the food of the
main food source of copepods, increases the amount of cholera-causing bacteria in water‐
ways. When people consume bacteria infected copepod colonized water, they get cholera.
The bacteria cause severe watery diarrhea, known as “rice water” diarrhea, and vomiting.
Fluid loss can lead to severe dehydration and death within 24 hours of the onset of symp‐
toms if dehydration is not treated. Poor sanitation, mixing up of sewage containing feces
from cholera infected patients further contaminates water sources, allowing cholera to con‐
tinue to propagate.

Apart from this aspect they are vectors of relevant human diseases. Fasciolasis also known
as Distomatosis and Liver rot is an important disease caused by trematode helminthes viz.,
Fasciola hepatica (the common liver fluke or sheep live fluke) and Fasciola gigantica. This dis‐
ease belongs to the plant-borne trematode zoonoses. In Europe, the Americas and Oceania
only F. hepatica is common while in Asia and Africa both species have found in common.
Estimated loss by this disease is pegged around US$3.2 billion per annum. As around 2.4
million people are infected ad over 180 million people are at risk, WHO has considered this
disease as an emerging human disease. Fasciola hepatica is a parasitic flatworm (Cl: Tremato‐
da, Ph.: Platyhelminths), that infects the liver of various mammals, including humans. F.
hepatica is distributed worldwide, and has been known as an important parasite of sheep
and cattle for hundreds of years, causing great economic losses in sheep and cattle. Thus has
been the subject of many scientific investigations and may be the best known of any trema‐
tode species. They have a wide range of definitive host, which includes many herbivorous
mammals, including humans. They have freshwater snails such as Galba truncatula, (in
which the parasite can reproduce asexually) as an intermediate host for completion of their
life cycle. For completion of liver fluke they pass through cercaria and miracidium larval
stages, which are also considered as planktonic stages. Though a freshwater snail is required
as a intermediate host, for the F. hepatica to complete its life cycle, Species in the family Lym‐
naeidae include: Austropeplea tomentosa, Austropeplea ollula, Austropeplea viridis, Radix peregra,
Radix lagotis, Radix auriculari, Radix natalensis, Radix rubiginosa, Omphiscola glabra, Lymnaea
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Lymnaea viatrix, Lymnaea neotropica, Fossaria bulimoides, Lymnaea cubensis, Galba truncatula,
Lymnaea cousini, Lymnaea humilis, Lymnaea diaphana, Stagnicola caperata and Lymnaea occulta
that serve as naturally or experimentally intermediate hosts of Fasciola hepatica.

Adult specimens live in bile passages of the liver of many kinds of mammals in general
and ruminants in particular. Humans are also occasionally infected. In fact, fascioliasis is
one of the major causes of hypereosinophilia in France. The flukes feed on the lining of
biliary ducts. Their eggs are passed out of the liver with bile and into the intestine to be
voided with feces. If they fall into water where the eggs complete their development and
turn into miracidia, which hatch in 9 to 10 days during warm weather. During cold sea‐
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son it takes longer period. On hatching, miracidia have 24 hours in which find a suitable
snail  host.  Mother  sporocysts  produce  first  generation  rediae,  which  in  turn  produce
daughter rediae that develop in snail's  digestive gland. From the snail,  minute cercariae
emerge,  which swim through pools  of  water  to  pasture and encyst  as  metacercariae on
near-by  vegetation.  When  ruminants  feed  on  this  vegetation  or  when  human  eat  un‐
cooked/semi cooked food prepared out of these plants from the pasture, the metacercar‐
iae find their way into ruminants or in human beings. In the liver, due to low pH, these
encysted metacercaria start excystement. Later, these parasites break free of the metacer‐
cariae and burrows through the duodenum and intestinal lining into the peritoneal cavi‐
ty.  Though  the  newly  excysted  juvenile  does  not  feed  at  this  stage.  After  some  days,
once they find the liver parenchyma, they start feeding. This immature stage in the liver
tissue is the pathogenic stage, causing anaemia and clinical signs sometimes observed in
infected animals. The parasite feeds on liver tissue for a period of about six weeks, and
later  moves into bile  duct,  where it  matures  into an adult  and begins to  produce eggs.
Under mild infection, these organisms can produce up to 25,000 eggs per day per fluke
and can produce and deposit up to 500,000 eggs onto a pasture by a single sheep.

Trypanosomiasis also called as Chagas disease is caused in several vertebrates like horses,
buffalo, dogs, cats and also human beings by parasitic protozoan trypanosomes of the genus
Trypanosoma. It is reported that around 500,000 men, women, and children in 36 countries of
sub-Saharan Africa suffer from human African trypanosomiasis and around 21,000 die due
to this disease. The main casual agents are Trypanosoma brucei gambiense and Trypanosoma
brucei rhodesiense.

Basically there are two types of trypanosome species viz. salivarian species and the stercor‐
arian species trypanosoma exists. Stercorarian trypanosomes infect the insects like triatomid
kissing bug, develop in its posterior gut and infective organisms are released into the faeces
and deposited on the skin of the host. The organism then penetrates and can disseminate
throughout the body. Insects become infected when taking a blood meal. While the second
type, namely Salivarian trypanosomes develop in the anterior gut of insects, most impor‐
tantly the Tsetse fly and infective organisms are inoculated into the host by the insect bite
before it feeds.

As trypanosomes progress through their life cycle they undergo a series of morphological
changes as is typical of trypanosomatids. The life cycle often consists of the trypomastigote
form in the vertebrate host and the trypomastigote or promastigote form in the gut of the
invertebrate host. Intracellular lifecycle stages are normally found in the amastigote form.
The trypomastigote morphology is unique to species in the genus Trypanosoma.

The role of copepods as intermediate hosts of the fish parasite Diphyllobothrium latum is well
known [36]. The life cycle of this tapeworm include copepod, and fish as first and second
hosts, respectively. Human consumers of raw or lightly processed fish are final hosts. The
debilitating disease, dracunculosis is vectored by freshwater copepods such as Mesocyclops
kieferi, M. aspericornis, Thermocyclops incisus, T. inopinus and T. oblongatus of the Guinea
worm, Dracunculus mediensis [35]. Though stomach digestive juices destroy the copepods,
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the larvae of the Guinea worm survive and penetrate the stomach or small intestinal wall,
migrating to the subcutaneous tissue of the abdomen and thorax.

Other adverse impacts on human health of copepods include their potential as important al‐
lergens [37].

2.2. Relevance of edible fish

This section deals, mainly, with the relevance on contaminants on fish, due to the relation‐
ship between the environment and human populations through diet.

Contaminants are among the anthropogenic stresses with negative impact on water quality,
thus contributing for general decline on several fish species which economical value is well
recognised [38]. Moreover, hazardous chemicals alter the chemical composition of water,
thus may render them susceptible to infectious diseases, being a source for several zoonotic
diseases agents.

Fish is considered as one of the best indicators of heavy metal contamination in coastal mi‐
lieu [39]. A number of fish species has been used as relevant bio-indicators in monitoring
programs around the world. For example, skipjack tuna (Katsuwonus pelamis) has been used
for global monitoring of wide range pollutants (eg. PCBs and organochlorine pesticides, pol‐
ybrominated diphenyl ethers, polychlorinated dibenzo-p-dioxins, furans, and coplanar pol‐
ychlorinated biphenyls [40-43]. Red mullets (Mullus barbatus) were used as sentinel
organisms from anthropogenic impacted areas at Mediterranean Sea [44]. The Atlantic cod,
Gadus morhua has been used in the Barents Sea sub-Arctic location for PAHs and metals
monitoring [28]. Anguilla anguilla, Platichthys flesus and Dicentrarchus labrax are other bioindi‐
cadors of contaminants in different geographical areas [45-48].

Bottom feeders such as mullets, and flounders concentrate contaminants to a higher degree
than other species.

To evaluate the biological responses of contaminants on fish a wide range of techniques
have been used namely histopathology, and biochemistry of enzymes. Biomarkers such as
DNA integrity and detoxification enzyme status in fish tissues have also frequently been
used. Other biomarkers of aquatic pollution including fish phagocytes-induced ROS, peroxi‐
dative damage, and oxidative stress were reported on the European eel Anguilla anguilla [49,
50]. A battery of biomarkers together with gonad histology was used to characterize the re‐
sponses of red mullets (Mullus barbatus) to anthropogenic pollutants [44].

The effects of some stressors were evaluated on Platichthys flesus,  using several biomark‐
ers [46]. Different patterns of response, namely enzymatic, genotoxic, and cytotoxic were
observed on fish from impacted areas, underlying the role of reliable biomarkers for fu‐
ture biomonitoring studies. Other studies reported on biological responses of this flatfish
to  chemical  stress  including  gene  expression,  genotoxicity,  cholinesterase,  and  growth
rate [51].
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the larvae of the Guinea worm survive and penetrate the stomach or small intestinal wall,
migrating to the subcutaneous tissue of the abdomen and thorax.

Other adverse impacts on human health of copepods include their potential as important al‐
lergens [37].

2.2. Relevance of edible fish

This section deals, mainly, with the relevance on contaminants on fish, due to the relation‐
ship between the environment and human populations through diet.

Contaminants are among the anthropogenic stresses with negative impact on water quality,
thus contributing for general decline on several fish species which economical value is well
recognised [38]. Moreover, hazardous chemicals alter the chemical composition of water,
thus may render them susceptible to infectious diseases, being a source for several zoonotic
diseases agents.

Fish is considered as one of the best indicators of heavy metal contamination in coastal mi‐
lieu [39]. A number of fish species has been used as relevant bio-indicators in monitoring
programs around the world. For example, skipjack tuna (Katsuwonus pelamis) has been used
for global monitoring of wide range pollutants (eg. PCBs and organochlorine pesticides, pol‐
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ychlorinated biphenyls [40-43]. Red mullets (Mullus barbatus) were used as sentinel
organisms from anthropogenic impacted areas at Mediterranean Sea [44]. The Atlantic cod,
Gadus morhua has been used in the Barents Sea sub-Arctic location for PAHs and metals
monitoring [28]. Anguilla anguilla, Platichthys flesus and Dicentrarchus labrax are other bioindi‐
cadors of contaminants in different geographical areas [45-48].

Bottom feeders such as mullets, and flounders concentrate contaminants to a higher degree
than other species.

To evaluate the biological responses of contaminants on fish a wide range of techniques
have been used namely histopathology, and biochemistry of enzymes. Biomarkers such as
DNA integrity and detoxification enzyme status in fish tissues have also frequently been
used. Other biomarkers of aquatic pollution including fish phagocytes-induced ROS, peroxi‐
dative damage, and oxidative stress were reported on the European eel Anguilla anguilla [49,
50]. A battery of biomarkers together with gonad histology was used to characterize the re‐
sponses of red mullets (Mullus barbatus) to anthropogenic pollutants [44].

The effects of some stressors were evaluated on Platichthys flesus,  using several biomark‐
ers [46]. Different patterns of response, namely enzymatic, genotoxic, and cytotoxic were
observed on fish from impacted areas, underlying the role of reliable biomarkers for fu‐
ture biomonitoring studies. Other studies reported on biological responses of this flatfish
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Novel biomarkers at molecular level, such as alterations in the expression of xpf gene and
some of the genes found by SSH, such as HGFA were described in Dicentrarchus labrax and
Liza aurata exposed to environmental contaminants [52].

Adverse changes on liver of Poecilia vivipara assessed semi-quantitatively using the (Histopa‐
thological Alterations Index – HAI) were described and the possibility of relationship to pes‐
ticides, heavy metals, sewage and others factors were postulated [53]. Other potential
markers on environmental pollution were illustrated by analyse of matrix metalloproteinas‐
es on fish bile from Mugil liza and Tilapia rendalli [54].

High concentration values of heavy metals exceeding the permissive levels and the allowa‐
ble maximum concentrations of these pollutants on organs of edible fish were reported in
different species worldwide, suggesting that fishes could cause serious problems to human
health, due to bioaccumulation over time; for example high levels of the most hazardous
metals on muscular tissue of Oreochromis niloticus were reported (1.315 Cd 2.053 Pb 1.159 Hg
mg/kg) representing an hazard at human health point of view [55]. Among nine commer‐
cially important species, the concentration of Mn, Fe, and Pb in a few species exceeded the
WHO guideline values for safe human consumption [39]. For example muscle samples of
Lepturacanthus savala displayed maximum levels of Pb (2.29 μg g−1). Similarly, chemical ana‐
lyzes on four species (Sarda sarda, Mulus barbatus ponticus, Trachurus trachurus and Merlan‐
gius merlangus using flame and graphite furnace atomic absorption spectrometry revealed
acceptable values of trace element levels. However, lead and cadmium (e.g. 0.28 ± 0.03 μg/g
Pb and 0.35 ± 0.04 μg/g Cd/ Sarda sarda) in fish samples were higher than the recommended
legal limits [56].

High mercury levels in organs of Liza aurata inhabiting a contaminated estuary were report‐
ed, and human risk associated to the ingestion of fish was not excluded [57].

Other reports mention lower concentration of some pollutants on fish tissues, namely mus‐
cle, being suitable for human diet. However, the influence of chemical interactions must be
considered. For example heavy metal concentrations in different tissues of Labeo rohita and
Ctenopharyngodon idella of Upper Lake of Bhopal were within the recommended limit values
for fish consumption [58]. Although the results of this study confirm the safety for human
health, these authors alert for the need of further preventive measures, since it is quite evi‐
dent that there was accumulation of heavy metals in fish tissues.

Studies on heavy metals and metalloid (mercury, cadmium, lead, and arsenic) levels in the
muscles of three relevant economically pelagic species (Sardine pilchardus, Scomber japonicus
and Trachurus trachurus) from the Northeast and Eastern Central Atlantic Ocean revealed
different patterns of contamination according to feeding behaviour [59]. Values of
As>Pb>Hg>Cd for sardine, and As>Hg>Pb>Cd for chub mackerel and horse mackerel were
reported. This elegant survey also estimated the potential public health risks via consump‐
tion of the mentioned species. From those studies it was concluded the safety for human
consumption in terms of the amounts of cadmium and lead although moderate intake was
recommended due to possible health risks derived from arsenic and mercury.
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Another survey, aiming to evaluate potential risk–benefit of fish consumption was conduct‐
ed using 24 common fish species collected from Chinese markets on 2007 [60]. Nutritional
value and contaminants levels (DDT, PCB7, arsenic and cadmium) were evaluated. Al‐
though mercury concentration in common carp exceeded the upper limit of the Chinese na‐
tional standard these studies indicated that fish, particularly marine oily fish can be
regularly consumed to achieve optimal nutritional benefits, without causing significant con‐
taminant related health risks. Nevertheless, potential health warning was referred for peo‐
ple consuming large amounts of fish, namely wild fish.

Some physiological alterations such as, breathing, gastrointestinal, and skin disorders were
reported as associated to individuals consuming As-contaminated fish daily and the poten‐
tial risk of arsenicosis among poor people was underlined [61].

Some of the examples above mentioned illustrate the significance of pollutants release into
the environment on edible fish species which may represent a warning for public health.
Therefore, these findings may lead to public health interventions and policy initiatives for
safeguarding human health.

2.3. Experimental studies with laboratory mice

The following section presents some examples of our experimental studies conducted with
laboratory mice, aiming to illustrate the effects of some hazardous compounds at different
levels of biological response (cellular, tissue, and/or physiological). Efforts aiming a cross-
disciplinary interaction were done and several techniques were used, such as histology,
transmission electron microscopy, and flow cytometry. These approaches complemented
with chemical analysis of the toxicants or its metabolits on tissues exemplify the relationship
between contamination, and injury.

Apart from our experience using this model the scientific evidence of adverse health effects
from ubiquitous anthropogenic pollutants (eg. metals, metaloids, and pesticides) on both an‐
imal species and humans has been largely documented, thus, contributing to identify poten‐
tial harmful chemicals for human health.

Some environmental toxicants have been shown to exhibit deleterious effects on testis,
namely spermatogenesis, and fertility.

There is growing evidence that lead (PbCl2) and cadmium compounds (CdCl2) adversely af‐
fects spermatogenesis and fertility parameters of mice indicated by severe degenerative
changes on seminiferous tubules, and poor quality of semen [62, 63]. Histopathological stud‐
ies were also conducted in order to explore the extension of damage. In addition, flow cy‐
tometry (FCM) studies were performed using buffered formalin fixed and paraffin
embedded paraffin samples of testicular tissue from mice exposed to cadmium and lead
chloride per se, in order to establish the ploidy level of germ cells. Significant alterations in
germ cell percentages in mice exposed to cadmium were detected by FCM, supporting the
histopathological data [62]. However, no alterations in the percentages of testicular germ
cells detected by FCM were evident in animals exposed to lead chloride, excepting of an in‐
crease in the percentage of cells in S phase.
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ed, and human risk associated to the ingestion of fish was not excluded [57].

Other reports mention lower concentration of some pollutants on fish tissues, namely mus‐
cle, being suitable for human diet. However, the influence of chemical interactions must be
considered. For example heavy metal concentrations in different tissues of Labeo rohita and
Ctenopharyngodon idella of Upper Lake of Bhopal were within the recommended limit values
for fish consumption [58]. Although the results of this study confirm the safety for human
health, these authors alert for the need of further preventive measures, since it is quite evi‐
dent that there was accumulation of heavy metals in fish tissues.

Studies on heavy metals and metalloid (mercury, cadmium, lead, and arsenic) levels in the
muscles of three relevant economically pelagic species (Sardine pilchardus, Scomber japonicus
and Trachurus trachurus) from the Northeast and Eastern Central Atlantic Ocean revealed
different patterns of contamination according to feeding behaviour [59]. Values of
As>Pb>Hg>Cd for sardine, and As>Hg>Pb>Cd for chub mackerel and horse mackerel were
reported. This elegant survey also estimated the potential public health risks via consump‐
tion of the mentioned species. From those studies it was concluded the safety for human
consumption in terms of the amounts of cadmium and lead although moderate intake was
recommended due to possible health risks derived from arsenic and mercury.
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Another survey, aiming to evaluate potential risk–benefit of fish consumption was conduct‐
ed using 24 common fish species collected from Chinese markets on 2007 [60]. Nutritional
value and contaminants levels (DDT, PCB7, arsenic and cadmium) were evaluated. Al‐
though mercury concentration in common carp exceeded the upper limit of the Chinese na‐
tional standard these studies indicated that fish, particularly marine oily fish can be
regularly consumed to achieve optimal nutritional benefits, without causing significant con‐
taminant related health risks. Nevertheless, potential health warning was referred for peo‐
ple consuming large amounts of fish, namely wild fish.

Some physiological alterations such as, breathing, gastrointestinal, and skin disorders were
reported as associated to individuals consuming As-contaminated fish daily and the poten‐
tial risk of arsenicosis among poor people was underlined [61].

Some of the examples above mentioned illustrate the significance of pollutants release into
the environment on edible fish species which may represent a warning for public health.
Therefore, these findings may lead to public health interventions and policy initiatives for
safeguarding human health.

2.3. Experimental studies with laboratory mice

The following section presents some examples of our experimental studies conducted with
laboratory mice, aiming to illustrate the effects of some hazardous compounds at different
levels of biological response (cellular, tissue, and/or physiological). Efforts aiming a cross-
disciplinary interaction were done and several techniques were used, such as histology,
transmission electron microscopy, and flow cytometry. These approaches complemented
with chemical analysis of the toxicants or its metabolits on tissues exemplify the relationship
between contamination, and injury.

Apart from our experience using this model the scientific evidence of adverse health effects
from ubiquitous anthropogenic pollutants (eg. metals, metaloids, and pesticides) on both an‐
imal species and humans has been largely documented, thus, contributing to identify poten‐
tial harmful chemicals for human health.

Some environmental toxicants have been shown to exhibit deleterious effects on testis,
namely spermatogenesis, and fertility.

There is growing evidence that lead (PbCl2) and cadmium compounds (CdCl2) adversely af‐
fects spermatogenesis and fertility parameters of mice indicated by severe degenerative
changes on seminiferous tubules, and poor quality of semen [62, 63]. Histopathological stud‐
ies were also conducted in order to explore the extension of damage. In addition, flow cy‐
tometry (FCM) studies were performed using buffered formalin fixed and paraffin
embedded paraffin samples of testicular tissue from mice exposed to cadmium and lead
chloride per se, in order to establish the ploidy level of germ cells. Significant alterations in
germ cell percentages in mice exposed to cadmium were detected by FCM, supporting the
histopathological data [62]. However, no alterations in the percentages of testicular germ
cells detected by FCM were evident in animals exposed to lead chloride, excepting of an in‐
crease in the percentage of cells in S phase.
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Further reports, by using several biomarkers at subcellular level of sperm physiology such
as DNA fragmentation, and chromatin integrity, assessed by the terminal deoxylnucleotidyl
transferase-mediated deoxyuridine triphosphate (dUTP) nick-end labelling (TUNEL), and
sperm chromatin structure assays (SCSA), respectively, coupled to other techniques for eval‐
uation of sperm function authors demonstrated that lead chloride affects physiological pa‐
rameters such as motility, morphology, and acrosome status, although no significant
genotoxic effects were noted [63]. In fact, sperm DNA is in general resistant due to its highly
compacted nature. Those reports also evidenced the role of flow cytometry as a powerful
tool for quantitative analyses of different cell types and an insight on cell cycle status, added
to the measurement of DNA content of cell subpopulations in the testis.

More recently the genotoxic effects induced by cadmium were reported using a panel of
suitable microsatellites as markers of genetic instability [64].

The effects on testis after co-exposure to lead and cadmium were also described on mice
through a histological approach [65]: seminiferous epithelium degeneration, exfoliation of
germ cells into the lumen, distorted morphology of tubules was accompanied by atrophy.
Work in progress in our laboratory demonstrated adverse effects of this mixture on other
target organs such as kidney, spleen, and liver, comparing with respective controls (Figures
2 and 3). Degenerative aspects were noted on renal cortical area; splenic sections denoted
cell loosening and numerous macrophages; hepatic parenchyma displays several haemor‐
rhagic foci. Overall, the histopathological study revealed several adverse changes pointing
obviously for dysfunctions.

Another illustration of a toxicant targeting the male reproductive function of mice was the
research conducted with sodium arsenite [66]. Awareness was directed to spermatogenesis,
a multipart process involving delicate cells such as germ cells, often targets of a wide range
of contaminants. Impairment of spermatogenesis was found on testis sections, complement‐
ed with biochemical parameters. Those issues have been established as suitable in the evalu‐
ation of physiological disorders in mice.

Further studies aiming to explore and characterize possible recovery of sperm morphology and
functional parameters after withdrawal of the toxicant revealed several changes at ultrastruc‐
tural level, namely irregular pattern of chromatin, and altered acrosome [67]. In addition, a mo‐
lecular approach demonstrated high DNA fragmentation index revealing abnormal chromatin
structure. In this work, as in present studies on this topic, transmission electron microscopy
studies were pertinent to identify fine changes on cell organelles (Figure 4).

Work in progress also demonstrated the effects of sodium arsenite on splenic structure of
dosed animals (Figure 5). The degree of lesions was irregular: some areas of the spleen evi‐
denced reduced cellular concentration (Figure 5a) and disruption (Figure 5b), respectively,
within white pulp comparing with controls (data not shown). In addition, an increase of
megakaryocytes was observed, probably due to the required phagocytic activity.

Histopathology coupled with ultrastructural studies were sensitive tools for the detection of
adverse effects of sodium arsenite on target organs (eg. testis) allowing information on the
nature of the lesions, and its eventual recovery.
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(a) 

(b) 

(c) 

Figure 2. Representative histological section from kidneys of controls where regular pattern of organization is ob‐
served (a), and lead and cadmium co-exposure on mice ((b), and (c)). Figures (b), and figure (c) display haemorrhagic
focus, and strong dilation of intertubular spaces. Cell detachment is evident. Haematoxylin & eosin staining (HE). Origi‐
nal magnification: Figure (b) – 40x; Figure (c), and 5 – 100x.

The relevance of toxicity of some chromium compounds, namely hexavalent chromium gen‐
erated by production industries such as leather tanning, and chrome plating, were investi‐
gated on mice [68-70]. In these studies Cr(VI), a proved strong carcinogenic, was
investigated in vivo in order to evaluate Cr(VI), and Cr(V) reduction effects on the target or‐
gans such as testis, liver, and kidneys. For example it was demonstrated that Cr(V), in the
form of [CrV-BT]2- is a male reprotoxicant, causing several histological and ultrastructural
changes in mice spermatogenesis [68]. One of the most representative lesions was the loss of
acrosome sperm integrity, as demonstrated by electron microscopy studies. Adverse effects
were also observed on cauda epididymis, namely epithelial vacuolation. Altogether, these
lesions confirm the potent toxicity of this compound.
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Further reports, by using several biomarkers at subcellular level of sperm physiology such
as DNA fragmentation, and chromatin integrity, assessed by the terminal deoxylnucleotidyl
transferase-mediated deoxyuridine triphosphate (dUTP) nick-end labelling (TUNEL), and
sperm chromatin structure assays (SCSA), respectively, coupled to other techniques for eval‐
uation of sperm function authors demonstrated that lead chloride affects physiological pa‐
rameters such as motility, morphology, and acrosome status, although no significant
genotoxic effects were noted [63]. In fact, sperm DNA is in general resistant due to its highly
compacted nature. Those reports also evidenced the role of flow cytometry as a powerful
tool for quantitative analyses of different cell types and an insight on cell cycle status, added
to the measurement of DNA content of cell subpopulations in the testis.

More recently the genotoxic effects induced by cadmium were reported using a panel of
suitable microsatellites as markers of genetic instability [64].

The effects on testis after co-exposure to lead and cadmium were also described on mice
through a histological approach [65]: seminiferous epithelium degeneration, exfoliation of
germ cells into the lumen, distorted morphology of tubules was accompanied by atrophy.
Work in progress in our laboratory demonstrated adverse effects of this mixture on other
target organs such as kidney, spleen, and liver, comparing with respective controls (Figures
2 and 3). Degenerative aspects were noted on renal cortical area; splenic sections denoted
cell loosening and numerous macrophages; hepatic parenchyma displays several haemor‐
rhagic foci. Overall, the histopathological study revealed several adverse changes pointing
obviously for dysfunctions.

Another illustration of a toxicant targeting the male reproductive function of mice was the
research conducted with sodium arsenite [66]. Awareness was directed to spermatogenesis,
a multipart process involving delicate cells such as germ cells, often targets of a wide range
of contaminants. Impairment of spermatogenesis was found on testis sections, complement‐
ed with biochemical parameters. Those issues have been established as suitable in the evalu‐
ation of physiological disorders in mice.

Further studies aiming to explore and characterize possible recovery of sperm morphology and
functional parameters after withdrawal of the toxicant revealed several changes at ultrastruc‐
tural level, namely irregular pattern of chromatin, and altered acrosome [67]. In addition, a mo‐
lecular approach demonstrated high DNA fragmentation index revealing abnormal chromatin
structure. In this work, as in present studies on this topic, transmission electron microscopy
studies were pertinent to identify fine changes on cell organelles (Figure 4).

Work in progress also demonstrated the effects of sodium arsenite on splenic structure of
dosed animals (Figure 5). The degree of lesions was irregular: some areas of the spleen evi‐
denced reduced cellular concentration (Figure 5a) and disruption (Figure 5b), respectively,
within white pulp comparing with controls (data not shown). In addition, an increase of
megakaryocytes was observed, probably due to the required phagocytic activity.

Histopathology coupled with ultrastructural studies were sensitive tools for the detection of
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The relevance of toxicity of some chromium compounds, namely hexavalent chromium gen‐
erated by production industries such as leather tanning, and chrome plating, were investi‐
gated on mice [68-70]. In these studies Cr(VI), a proved strong carcinogenic, was
investigated in vivo in order to evaluate Cr(VI), and Cr(V) reduction effects on the target or‐
gans such as testis, liver, and kidneys. For example it was demonstrated that Cr(V), in the
form of [CrV-BT]2- is a male reprotoxicant, causing several histological and ultrastructural
changes in mice spermatogenesis [68]. One of the most representative lesions was the loss of
acrosome sperm integrity, as demonstrated by electron microscopy studies. Adverse effects
were also observed on cauda epididymis, namely epithelial vacuolation. Altogether, these
lesions confirm the potent toxicity of this compound.
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(a) 

(b) 

(c) 

(d) 

Figure 3. Representative histological sections from spleen, and liver from controls (Figures a,c), and cadmium-lead ex‐
posed mice (Figures b,d). A great number of megakaryocytes are evident in spleen (Figure b); WP – White pulp. Sever‐
al hemorrhagic areas are seen in hepatic parenchyma (Figure d). Original magnification: Figures a-d – 100x;
haematoxylin & eosin staining.
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(a) (b) (c) 

(d) (e) 

Figure 4. Transmission electron micrographs from spermatozoa and late spermatids in control (a) and sodium arsenite
exposed animals during seven days where some morphological irregularities are seen (b-e). N – nucleus; A – acrosome;
double staining with uranyl acetate and lead citrate. Original magnification : Figures a -c – x6,700; Figure d – x10,000 ;
Figure e – x14,000.
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(a)

(b)

Figure 5. Representative sections of spleen from sodium arsenite dosed group, displaying injury of red pulp (RP) (a),
and altered morphology pattern of white pulp (b). Original magnification Figure 5 –x100; haematoxylin & eosin stain‐
ing.

In a subsequent study the reproductive toxicity on testis and sperm cell’s function was eval‐
uated on mice exposed to potassium chromate through a wide range of approaches for a
more comprehensive analysis of its effects [70]. Chromium contents on mice testes were de‐
termined by inductively coupled plasma mass spectrometry (ICP-MS), and higher levels of
chromium were found on K2CrO4 exposed group. Histology data of testis were supported
by the analysis of testicular cellular subpopulations by flow cytometry. Multiple abnormali‐
ties were noted on sperm cells after one cycle of spermatogenic process, such as decreased
motility, and percentage of cells with intact acrosome, revealing a premature acrosome reac‐
tion. Although no DNA damage on sperm cells assayed by SCSA was observed, altogether
those results underlined the reprotoxic effects of hexavalent chromium compounds. Al‐
though no histopathological changes on testis or epididymis were noted, a reduction in sem‐
iniferous tubules diameter occurred on exposed animals, as determined by software based
on deformable models (Snakes) as previously reported [71]. These authors have demonstrat‐
ed the suitability of this method for evaluation of seminiferous tubules diameter in mice ex‐
posed to chromium compounds, one of the relevant parameters for testis damage. Also, the
functional properties of Sertoli cells from mice exposed to Cr(V) were investigated using ul‐
trastructural tracer techniques [72]. Horseradish peroxidase added in vitro to the medium
was used to follow the route of macromolecules. Seminiferous tubules were then placed into
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this medium, and the marker penetrated freely on the blood-testis barrier compared to con‐
trols, evidencing the toxicity induced by the reduction of Cr(VI) compounds.

Other organs such as kidneys were also affected by hexavalent chromium [69].

Similar approaches were conducted to clarify the nephrotoxicity of chromium copper arsen‐
ate (CCA), and its constituents per se using mice as models [73-75]. Although this mixture
(CCA type C - 34.0% As2O5, 47.5% CrO3 and 18.5% CuO, w/w) was broadly used in the past,
as a wood preservative, elevate levels of residues as arsenic still remain in the environment
posing a great hazard for public health. For example, CCA, arsenic pentoxide, and chromi‐
um trioxide were studied per se on kidneys, based on histopathology, and histochemistry.
Correlating histology, and histochemistry with the chromium and arsenic analyses (ICP-MS
and GFAAS) on kidney, the synergetic effect of the components (pentavalent arsenic and
hexavalent chromium) within the mixture conducted to acute tubular necrosis. The histo‐
chemistry assay confirmed the presence of carbohydrate, and proteins filling the tubular lu‐
men; the degeneration of epithelial cells (both in cortex and medulla) was also noted. In
addition, higher values of arsenic in CCA-exposed group when noted to those submitted to
As2O5 one of the components of CCA.

Some  of  the  abovementioned  studies  based  case-by-case  underline  the  contribution  of
animal research for the understanding of the adverse effects of harmful chemicals on hu‐
man health.

3. Conclusion and future perspectives

Globally, the field of environmental epidemiology has gained substantial attention in cur‐
rent days due to the adverse effects on human health induced by the myriad of pollutants
persisting in air, oceans and freshwater, and agriculture soils. In addition, natural resources
which safeguard and support human life are also affected by contaminants. A growing body
of research focuses on how the environment can damage human life, through the under‐
standing of toxicity signs in other animal species among different taxa. In this concern, a
wide range of biological responses were described (eg. reduction of the population, changes
in reproductive pattern, and loss of some species). Surveillance programs have been con‐
ducted around the world using key species for contaminants monitoring. These studies
showed that accumulation and biomagnification of current hazardous chemicals occurs in
many species.

Zooplankton can very well act as bio indicators for probable and possible spread of diseases.
Breaking the link between such kind of zooplankton and the hosts will result in non-com‐
pletion of the life cycle of several such disease causing agents which are threatening the hu‐
man kind. This will also help in having a healthy world.

Other relevant aspect to report is the overall benefits on human health populations due to
regular fish consumption. Trials conducted worldwide based on the nutrients value sug‐
gests that fish intake based on policy recommendation lowers the risk of some diseases. Sev‐
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eral international regulatory agencies such as the Codex Alimentarius Commission, and
European Commission, Council and Parliament and Food and Agriculture Organization/
World Health Organization conventioned maximum limits for numerous contaminants on
edible fish.

On the other hand, the accumulation of harmful residues in fish fillets, even below the maxi‐
mum limit, may alert for future surveillance. A comprehensive risk–benefit evaluation of
fish intake is essential and consumption advisories for specific populations such as pregnant
women, and children are required.

The last part of this chapter outlines the contribution of laboratory studies using mice for the
knowledge of biological mechanisms and toxicity of several hazardous chemicals. The use of
laboratory rodents in biomedical research still remains useful to identify potential responses
of harmful chemicals under controlled conditions. However, ethics in animal care and pro‐
cedures must be considered.

The examples mentioned in this chapter highlight that changes occurring in lower levels of
biological organization such as copepods, fish, and mammals, added to the environment
surrounding affecting humans, may predict, or may alert to potential harmful effects on hu‐
man health highlighting the role of environmental epidemiology as an emergent discipline.
In fact, monitoring health problems within fauna, and health hazards may contribute for
searching new solutions, thus improving the quality of live. An integrated monitoring of
species from different taxa with trophic relevance permit a more comprehensive outlook of
environmental health problems, and is an important step forward to protect wildlife and hu‐
man health. However, these approaches comparing effects among different species that
might occurs in humans as well, needs a special attention in extrapolating result in animals
to humans.

In conclusion, this chapter clearly shows that, the contribution of the need for further local,
and global multi-and inter-disciplinary research involving critical representative trophic
chain species within impacted areas, since they offer important data. The valuable informa‐
tion of human biomonitoring combined with watchfulness on different species and humans
sharing the same environment is needed. A continued focus to promote coordination of bio‐
banks, and data harmonisation is encouraged aiming to formulate public health strategies in
the future. In addition, new technologies including analytical methods for detection of con‐
taminants, and multiplicity of biomarkers at different biological levels of organization repre‐
sent decisive advances in this field.
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1. Introduction

The World Health Organization (WHO) estimates that every year around two million people
die annually due to the effects of atmospheric pollution (Tranfield & Walker, 2012). These
estimates are based on epidemiological studies that showed associations between air pollution
exposure and respiratory and cardiovascular illnesses and deaths. Special efforts thus have
been made in order to reduce air pollution on a global level (Slezakova et al., 2012) and, more
importantly, aiming to reduce the adverse impacts of atmospheric pollutants. Although these
efforts have been leading to a reduction of risks and effects, air pollution is still a matter of
great concern, mainly to relative impacts on human health.

Air pollution is a mixture of various gases such as ozone, carbon monoxide, sulphur dioxide,
and nitrogen dioxide combined with airborne particles in sizes range of few nanometers to
hundreds of micrometers. According to the WHO, these particles are one of the most important
pollutants of present times and their presence in the atmosphere has harmful effects both on
human health and environment. Nanosized particles (i.e. smaller than 100 nm) are a subgroup
of atmospheric particles. Though humans have been exposed to nanosized particles through‐
out their evolutionary stages, the respective exposure has dramatically increased over the last
century due to contribution from various anthropogenic sources. In addition, the rapidly de‐
veloping field of nanotechnology is likely to become another source of these particles through
increased use of engineered nanomaterials. Thus information about safety and potential haz‐
ards is urgently needed. Apart from their role for possible adverse health effects (Hoek et al.,
2010; Knol et al., 2009), nanoparticles are important precursors for the formation of coarser
particles that are known to strongly influence global climate (Intergovernmental Panel on Cli‐
mate Change [IPCC], 2007; Strawa et al., 2010) and urban visibility (Horvath, 1994). They may
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unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



Chapter 23

Atmospheric Nanoparticles and Their Impacts on Public
Health

Klara Slezakova, Simone Morais and
Maria do Carmo Pereira

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/54775

1. Introduction

The World Health Organization (WHO) estimates that every year around two million people
die annually due to the effects of atmospheric pollution (Tranfield & Walker, 2012). These
estimates are based on epidemiological studies that showed associations between air pollution
exposure and respiratory and cardiovascular illnesses and deaths. Special efforts thus have
been made in order to reduce air pollution on a global level (Slezakova et al., 2012) and, more
importantly, aiming to reduce the adverse impacts of atmospheric pollutants. Although these
efforts have been leading to a reduction of risks and effects, air pollution is still a matter of
great concern, mainly to relative impacts on human health.

Air pollution is a mixture of various gases such as ozone, carbon monoxide, sulphur dioxide,
and nitrogen dioxide combined with airborne particles in sizes range of few nanometers to
hundreds of micrometers. According to the WHO, these particles are one of the most important
pollutants of present times and their presence in the atmosphere has harmful effects both on
human health and environment. Nanosized particles (i.e. smaller than 100 nm) are a subgroup
of atmospheric particles. Though humans have been exposed to nanosized particles through‐
out their evolutionary stages, the respective exposure has dramatically increased over the last
century due to contribution from various anthropogenic sources. In addition, the rapidly de‐
veloping field of nanotechnology is likely to become another source of these particles through
increased use of engineered nanomaterials. Thus information about safety and potential haz‐
ards is urgently needed. Apart from their role for possible adverse health effects (Hoek et al.,
2010; Knol et al., 2009), nanoparticles are important precursors for the formation of coarser
particles that are known to strongly influence global climate (Intergovernmental Panel on Cli‐
mate Change [IPCC], 2007; Strawa et al., 2010) and urban visibility (Horvath, 1994). They may

© 2013 Slezakova et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.



also influence the atmospheric chemistry in general as their chemical composition and reac‐
tivity are different from coarser particles, thus opening novel chemical transformation path‐
ways in the atmosphere (Anastasio & Martin, 2001).

This chapter focuses specifically on airborne nanosized particles and their importance to public
health. Various aspects are discussed in the following sections including sources, levels, chem‐
ical compositions, regulations, and health and environmental impacts.

2. Characteristics of atmospheric particles

2.1. Particle sizes

The size of particles in the atmosphere ranges from few nanometers up to hundred mi‐
crometers. There is no doubt that the particle size is an important parameter. It controls
much  of  the  dynamic  behavior  of  particles  as  well  as  their  chemical  and  physical  im‐
pacts  upon  the  environment.  It  is  also  certainly  an  important  parameter  for  the  health
consequences of the respective human exposure as particle size determines: (i) the depo‐
sition of  particles within human respiratory system; (ii)  the amount of  surface area that
can contact tissues; and (iii)  the rate of particle clearance from lungs (Oberdörster et al.,
2005).  Particles  have many irregular  shapes  so  their  aerodynamic  behavior  is  expressed
in  terms  of  the  diameter  of  an  idealized  sphere  (i.e.  aerodynamic  diameter),  which  is
usually simply referred to as “particle size”. Up to this date various terminologies in re‐
lation  to  particle  size  are  used  to  describe  atmospheric  particles.  Medical  sciences  use
terms  such  as  inhalable  or  respirable  particles  that  derived  from  particles  classification
according  to  the  entrance  into  various  compartments  of  the  respiratory  system  (WHO,
2000). Toxicologists typically describe particles as ultrafine, fine and coarse whereas reg‐
ulatory agencies,  namely WHO, US Environmental  Protection Agency (USEPA) and Eu‐
ropean Union (EU) use terms such as PMX where PM stands for particulate matter and
the  subscripts  identifies  the  upper  50% cutpoint.  The  aerosol  science  uses  classification
of  particles  into  the  modes  based  on  the  particles  diameter.  Each  mode  has  distinctive
size  range,  formation  mechanisms,  sources,  chemical  composition  and  deposition  path‐
ways (Hinds, 1999).

Typically, the mass-based size distribution of atmospheric particles is bimodal, with a mini‐
mum point that generally occurs in the size range of 1000–3000 nm (i.e. 1–3 μm; Sioutas et al.,
2005), which distinguishes the coarse and fine modes (Fig. 1). By convention, the coarse mode
consists of particles larger than 2500 nm in aerodynamic diameter. Based on their size, the
coarse mode particles can be further subdivided into supercoarse and coarse particles. The
coarse particles have diameter between 2500 nm and 10000 nm (Fig. 1). These particles are
usually produced by mechanical processes such wind erosion. Particles from sea salt sprays,
pollen and spores also belong to this mode as do coarse particles from plant fibers and leaves.
As coarse particles are large, they settle out of the atmosphere typically within few hours of
formation. Coarse particles deposit in the upper airways of the human respiratory system and
they are cleared from human body through nose or by coughing or swallowing. The super‐

Current Topics in Public Health504

coarse particles are those with aerodynamic diameter bigger than 10000 nm (i.e. 10 μm; USEPA,
2012a). As these particles are too large to enter human respiratory system they are not con‐
sidered as relevant from the health point of view. However, due to their possible environ‐
mental impacts, supercoarse particles are partly assessed when evaluating total suspended
particulate matter (TSP) which includes particles of size range up to 30000 nm (i.e. 30 μm).

Figure 1. Schematic representation of the size distribution of atmospheric particles.

Fine mode is composed of particles with aerodynamic diameter smaller than 2500 nm (Fig.
1). Typically, these particles are generated by anthropogenic sources. The small sizes of the
particles make them less susceptible to the gravitational settling resulting in atmospheric life‐
times in range of days up to weeks and the ability to travel over very long distances in the
atmosphere (Anastasio & Martin, 2001). When inhaled fine particles deposit in the conducting
airways of the lungs but some of them can penetrate beyond conducting airways into the
alveolar region. Based on the formation mechanisms fine mode particles are further subdivide
into accumulation and nuclei modes. Accumulation mode consists of particles with aerody‐
namic diameter between 100-1000 nm. They result from anthropogenic sources (combustions
of engine fuel and lubricant oil by diesel-fuelled or direct injection petrol-fuelled vehicles;
Kumar et al., 2010, 2011) but can be formed by natural formations, i.e. by coagulation of nuclei-
mode particles or by condensation of gas or vapor molecules on the surface of existing particles.
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Coagulation is most efficient for large numbers of particles, and condensation is most efficient
for large surface areas. Thus the efficiency of both coagulation and condensation decreases as
the particle size increases which produces an upper limit of approximately 1000 nm beyond
which particles do not grow by these processes. Particles in the range of 100-1000 nm are
important because they can represent a significant fraction of the particulate emissions from
some types of industrial processes. In addition, sizes of particles in accumulation mode are
comparable with the wavelengths of visible light, and hence they account for much of the
anthropogenic visibility impairment problem in many urban areas (Seinfeld & Pandis, 2006).

Nuclei mode consist of particles smaller than 100 nm that are also called as ultrafine particles
or nanoparticles. In the atmosphere these particles are formed through nucleation, i.e. con‐
densation of low-vapor-pressure substances formed by high temperature vaporization or by
chemical reactions in the atmosphere to form new particles (nuclei). These particles are tradi‐
tionally considered as fresh emissions that yet have to undergo chemical reactions or modifi‐
cation processes. They are mostly composed of nitrates, sulphates, ammonium, organic
compounds as well as trace metals when formed from combustion processes (Sioutas et al.,
2005; Seinfeld & Pandis, 2006). Nucleation mode particles accounts for the greatest number of
atmospheric particles and are found in high number concentrations near their sources. Their
concentration in air is most commonly measured and expressed in terms of number concen‐
trations of particles per unit volume of air (in contrast larger particles are measured in terms
of mass concentration) (Kumar et al., 2011). Due to their small sizes and large surface area,
they are highly chemically reactive. Collisions with each other and with particles in the accu‐
mulation mode are largely responsible for their relatively short atmospheric life time (few
minutes up to hours). When inhaled these particles are deposited on the alveolar surface (Naga
et al., 2005; West, 2008), thereafter, they can transport through the bloodstream or lymphatic
system to vital organs (Oberdörster et al., 2004). In addition to their great efficiency to penetrate
deep into the lungs, the large surface area may also account for their negative impacts on
human health; the scientific evidence indicates that the larger the superficial area the greater
the health impacts of particles (Tranfield & Walker, 2012).

The first research studies used the term ultrafine particles (Granqvist et al., 1976, 1977). Nowa‐
days this term is still being predominantly used in aerosol and environmental sciences. How‐
ever, in 1990’s the term nanoparticles became vastly popular as substitution of ultrafine particles
and quickly became adopted in many fields, such as in medicine, material sciences and engi‐
neering. Both terms constitute a somewhat arbitrary classification of particles in terms of their
size, indicating the significant role of this physical characteristic on particle fate in the air.
Theoretically, nanoparticle is any particle with size range in nanometer scale (i.e. bellow 1000
nm; Anastasio & Martin, 2001; Kumar et al., 2010). British Standards Institution (BSI, 2005)
defined nanoparticles as those that have one or more dimensions in the order of 100 nm or
less. However in current scientific works, the size range definitions for nanoparticles differ
significantly. The term nanoparticles was used for atmospheric particles in size ranges such
as below 100 nm, 50 nm, 10 nm or occasionally even for particles smaller than 1 μm (Anastasio
& Martin, 2001; British Standards Institution, 2005; Morawska et al., 2008). It is worth men‐
tioning that Kumar et al. (2010) recently defined atmospheric nanoparticles as those bellow
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300 nm (Fig. 2). Though this size range represents an overlap between particles from nuclei
and accumulation mode, authors rationalized that the respective range includes more than
99% of the total number concentration of particles in the ambient atmospheric environments
(Kumar et al., 2008a, 2008b, 2009, 2011), being potentially relevant for future regulations.

Figure 2. Distribution of atmospheric particles in street canyon in Cambridge, UK (Kumar et al., 2008); Dp, is particle
diameter. Definitions of atmospheric particles and their size dependent deposition in alveolar and trancheo-bronchial
regions are also shown. Adapted from Kumar et al. (2010).

Therefore, when using the term nanoparticles it is necessary to define the size range of the
particles in question. For the purposes of this chapter the term nanoparticles includes ambient
nanosized particles < 100 nm (Oberdörster et al., 2005).

2.2. Sources and levels of nanoparticles

The major natural sources of atmospheric nanoparticles (Table 1) are atmospheric formations,
vegetation and sea sprays. Volcanic eruptions or forest fires also produce, though sporadically,
a large number of atmospheric nanoparticles (Kumar et al., 2011; Oberdörster et al., 2005).

The atmospheric formations of the particles include condensation of semi-volatile organic
aerosols, photochemically induced nucleation, and/or nucleation through gas-to particle con‐
version (Holmes, 2007). Concerning the latter, different nucleation mechanisms have been
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Coagulation is most efficient for large numbers of particles, and condensation is most efficient
for large surface areas. Thus the efficiency of both coagulation and condensation decreases as
the particle size increases which produces an upper limit of approximately 1000 nm beyond
which particles do not grow by these processes. Particles in the range of 100-1000 nm are
important because they can represent a significant fraction of the particulate emissions from
some types of industrial processes. In addition, sizes of particles in accumulation mode are
comparable with the wavelengths of visible light, and hence they account for much of the
anthropogenic visibility impairment problem in many urban areas (Seinfeld & Pandis, 2006).
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densation of low-vapor-pressure substances formed by high temperature vaporization or by
chemical reactions in the atmosphere to form new particles (nuclei). These particles are tradi‐
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cation processes. They are mostly composed of nitrates, sulphates, ammonium, organic
compounds as well as trace metals when formed from combustion processes (Sioutas et al.,
2005; Seinfeld & Pandis, 2006). Nucleation mode particles accounts for the greatest number of
atmospheric particles and are found in high number concentrations near their sources. Their
concentration in air is most commonly measured and expressed in terms of number concen‐
trations of particles per unit volume of air (in contrast larger particles are measured in terms
of mass concentration) (Kumar et al., 2011). Due to their small sizes and large surface area,
they are highly chemically reactive. Collisions with each other and with particles in the accu‐
mulation mode are largely responsible for their relatively short atmospheric life time (few
minutes up to hours). When inhaled these particles are deposited on the alveolar surface (Naga
et al., 2005; West, 2008), thereafter, they can transport through the bloodstream or lymphatic
system to vital organs (Oberdörster et al., 2004). In addition to their great efficiency to penetrate
deep into the lungs, the large surface area may also account for their negative impacts on
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The first research studies used the term ultrafine particles (Granqvist et al., 1976, 1977). Nowa‐
days this term is still being predominantly used in aerosol and environmental sciences. How‐
ever, in 1990’s the term nanoparticles became vastly popular as substitution of ultrafine particles
and quickly became adopted in many fields, such as in medicine, material sciences and engi‐
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nm; Anastasio & Martin, 2001; Kumar et al., 2010). British Standards Institution (BSI, 2005)
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as below 100 nm, 50 nm, 10 nm or occasionally even for particles smaller than 1 μm (Anastasio
& Martin, 2001; British Standards Institution, 2005; Morawska et al., 2008). It is worth men‐
tioning that Kumar et al. (2010) recently defined atmospheric nanoparticles as those bellow
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300 nm (Fig. 2). Though this size range represents an overlap between particles from nuclei
and accumulation mode, authors rationalized that the respective range includes more than
99% of the total number concentration of particles in the ambient atmospheric environments
(Kumar et al., 2008a, 2008b, 2009, 2011), being potentially relevant for future regulations.

Figure 2. Distribution of atmospheric particles in street canyon in Cambridge, UK (Kumar et al., 2008); Dp, is particle
diameter. Definitions of atmospheric particles and their size dependent deposition in alveolar and trancheo-bronchial
regions are also shown. Adapted from Kumar et al. (2010).

Therefore, when using the term nanoparticles it is necessary to define the size range of the
particles in question. For the purposes of this chapter the term nanoparticles includes ambient
nanosized particles < 100 nm (Oberdörster et al., 2005).

2.2. Sources and levels of nanoparticles

The major natural sources of atmospheric nanoparticles (Table 1) are atmospheric formations,
vegetation and sea sprays. Volcanic eruptions or forest fires also produce, though sporadically,
a large number of atmospheric nanoparticles (Kumar et al., 2011; Oberdörster et al., 2005).

The atmospheric formations of the particles include condensation of semi-volatile organic
aerosols, photochemically induced nucleation, and/or nucleation through gas-to particle con‐
version (Holmes, 2007). Concerning the latter, different nucleation mechanisms have been
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assumed for the formation of atmospheric nanoparticles (Kumala et al., 2004): (i) binary nu‐
cleation of sulphuric acid and water; or (ii) ternary nucleation involving a third molecule, most
likely is ammonia that is abundant in the troposphere and has been shown to enhance nucle‐
ation rates of sulphuric acid.

Natural sources Anthropogenic sources

Atmospheric formations

Sea spray

Vegetation

Forest fires

Volcanoes (hot lava)

Viruses

Engine combustions

Vehicles (petrol-, diesel-,

alternative fuels)

Trains, ships, airplanes

Industrial emissions

Power plants

Incinerators

Various processes (smelting,

heating, welding)

Commercial productions

Table 1. Sources of nanoparticles (Buseck & Adachi, 2008; Kumar et al., 2011; Oberdörster et al., 2005)

In remote sites, the formation of new particles is preceded by an increase in the atmospheric
concentration of sulphuric acid (Holmes, 2007). Various studies reported an increase in parti‐
cles number occurring about 1–2 h after an increase in sulphuric acid (Weber et al., 1996), being
followed by a relatively small particle growth rate (between 1 and 2 nm h–1; Birmili & Wie‐
densohler, 2000a; Weber et al., 1996, 1997). These findings point towards a linear relationship
between the number of newly formed particles and the production rate of sulphuric acid. It is
still not clear though whether at these environments the binary nucleation (i.e. water–sulphuric
acid nucleation) is solely responsible for the formation of new particles or if a third specie, such
as ammonia or an organic compound, is involved (i.e. ternary nucleation). In forests the mech‐
anisms responsible for the formation and growth of atmospheric nanoparticles are not com‐
pletely understood. Although sulphuric acid is one of the most likely candidates that might
be responsible for the formation of the initial nanometre-sized particles (Riipinen et al., 2007),
sulphur chemistry does not sustain enough sulphuric acid in the atmosphere to explain more
than a small fraction of the observed particle size growth rate (Morawska et al., 2008). Several
forest studies have concluded that particle formation can commonly occur from biogenic pre‐
cursors (O’Dowd et al., 2002), some of them suggesting a direct relation between emissions of
monoterpenes and gas-to-particle formation in regions substantially lacking in anthropogenic
aerosol sources (Tunved et al., 2006). In addition the authors also estimated that forests provide
an aerosol population of 1–2×103 cm-3 of climatically active particles (during the period of late
spring to early autumn) thus representing a considerable source of global importance. In the
marine environments the possible particle formation mechanisms are (Morawska et al., 2008):
seawater bubble-burst process (Clarke et al., 2006; O’Dowd et al., 2004), ternary nucleation
producing a reservoir of undetectable particles upon which vapours can condense (Kulmala
et al., 2000, 2004), free tropospheric production with mixing down to the boundary layer (Raes,
1995), and generation of coastal iodine particles from macroalgal iodocarbon emissions (Kul‐
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mala et al., 2000; O’Dowd et al., 2004; O’Dowd & Hoffmann, 2005). Whereas the iodine-con‐
taining particles are not likely to play an important role globally, wind produced bubble-burst
particles containing salt are ubiquitous in the marine environments. Clarke et al. (2006) have
shown that sea salt aerosols produced by breaking waves are a significant constituent of par‐
ticles with sizes as small as 10 nm, with 60% of the particles smaller than 100 nm in diameter.
The authors estimated that in marine regions between 5% and 90% of the nuclei particles orig‐
inate from the sea salt flux.

The implication of the above referred text is that nanoparticles are formed in the environments
due to natural processes. Therefore, they are always present at some concentration levels even
in the atmosphere of environments free from the immediate influence of anthropogenic ac‐
tivities. These concentrations should be considered as “natural background”. In addition, be‐
cause the rates of formation and growth of nanoparticles differ significantly between various
natural environments, there are significant variations in number concentrations of atmospheric
particles. Whereas in marine environments particle number concentrations typically range
between 102 and 103 particles cm-3 (O’Dowd et al., 2004; Seinfeld & Pandis, 2006), the usual
ranges in forests and rural continental regions are 103-104 (Birmili & Wiedensohler, 2000b;
O’Dowd et al., 2002; Riipinen et al., 2007), though occurrence of forest fires may temporally
increased these levels. Meteorological parameters, such as wind speed, precipitation, relative
humidity and temperature also influence particle concentrations. Therefore, when evaluating
particle concentrations in urban environments it is important to assess the respective back‐
ground levels and to compare them with concentrations in urban environments in order to
correctly estimate the magnitude of the anthropogenic impacts.

The number concentrations of nanoparticles in the atmosphere can vary by up to five or more
orders of magnitude (from 102 to 107 particles cm-3) depending on environmental conditions
and source strengths (Kumar et al., 2010) but typically, in natural environments the particle
number concentrations are approximately to 1-2 orders of magnitude smaller than those in
urban areas (Kumar et al., 2010). Morawska et al. (2008) analysed concentration levels of 71
studies performed on nanoparticles in various environments, including those from clean back‐
ground and rural background sites (Table 2). The authors found (Morawska et al., 2008), re‐
spectively, the mean concentrations of 2.6×103 and 4.8×103 particles cm-3 for clean background
and rural background sites compared to 42.1×103 and 48.2×103 particles cm-3 for urban and
street canyons; in urban areas anthropogenic sources, such as vehicular emissions are strong
contributors of nanoparticles, thus much higher particle concentration levels were observed
(Table 2). Road tunnels (167.7×103 particles cm-3) account for the highest concentrations. They
can act as a trap for pollutants from vehicular emissions that is enhanced by the surrounding
built-up environment that limits the dispersion of exhaust emissions (Van Dingenen et al.,
2004).

There is no doubt that anthropogenic emissions constitute the major source of atmospheric
nanoparticles in urban environments (Table 2). With respect to urban sites various studies have
concluded that vehicle exhaust emissions represent a primary source of nanoparticle pollution
in urban environments (Harrison et al., 1999; Shi & Harrison, 1999; Shi et al., 2001; Wåhlin et
al., 2001) that might be responsible up to 86% of total particle number concentrations (Pey et
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assumed for the formation of atmospheric nanoparticles (Kumala et al., 2004): (i) binary nu‐
cleation of sulphuric acid and water; or (ii) ternary nucleation involving a third molecule, most
likely is ammonia that is abundant in the troposphere and has been shown to enhance nucle‐
ation rates of sulphuric acid.

Natural sources Anthropogenic sources

Atmospheric formations

Sea spray

Vegetation

Forest fires

Volcanoes (hot lava)

Viruses

Engine combustions

Vehicles (petrol-, diesel-,

alternative fuels)

Trains, ships, airplanes

Industrial emissions

Power plants

Incinerators

Various processes (smelting,

heating, welding)

Commercial productions

Table 1. Sources of nanoparticles (Buseck & Adachi, 2008; Kumar et al., 2011; Oberdörster et al., 2005)

In remote sites, the formation of new particles is preceded by an increase in the atmospheric
concentration of sulphuric acid (Holmes, 2007). Various studies reported an increase in parti‐
cles number occurring about 1–2 h after an increase in sulphuric acid (Weber et al., 1996), being
followed by a relatively small particle growth rate (between 1 and 2 nm h–1; Birmili & Wie‐
densohler, 2000a; Weber et al., 1996, 1997). These findings point towards a linear relationship
between the number of newly formed particles and the production rate of sulphuric acid. It is
still not clear though whether at these environments the binary nucleation (i.e. water–sulphuric
acid nucleation) is solely responsible for the formation of new particles or if a third specie, such
as ammonia or an organic compound, is involved (i.e. ternary nucleation). In forests the mech‐
anisms responsible for the formation and growth of atmospheric nanoparticles are not com‐
pletely understood. Although sulphuric acid is one of the most likely candidates that might
be responsible for the formation of the initial nanometre-sized particles (Riipinen et al., 2007),
sulphur chemistry does not sustain enough sulphuric acid in the atmosphere to explain more
than a small fraction of the observed particle size growth rate (Morawska et al., 2008). Several
forest studies have concluded that particle formation can commonly occur from biogenic pre‐
cursors (O’Dowd et al., 2002), some of them suggesting a direct relation between emissions of
monoterpenes and gas-to-particle formation in regions substantially lacking in anthropogenic
aerosol sources (Tunved et al., 2006). In addition the authors also estimated that forests provide
an aerosol population of 1–2×103 cm-3 of climatically active particles (during the period of late
spring to early autumn) thus representing a considerable source of global importance. In the
marine environments the possible particle formation mechanisms are (Morawska et al., 2008):
seawater bubble-burst process (Clarke et al., 2006; O’Dowd et al., 2004), ternary nucleation
producing a reservoir of undetectable particles upon which vapours can condense (Kulmala
et al., 2000, 2004), free tropospheric production with mixing down to the boundary layer (Raes,
1995), and generation of coastal iodine particles from macroalgal iodocarbon emissions (Kul‐
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mala et al., 2000; O’Dowd et al., 2004; O’Dowd & Hoffmann, 2005). Whereas the iodine-con‐
taining particles are not likely to play an important role globally, wind produced bubble-burst
particles containing salt are ubiquitous in the marine environments. Clarke et al. (2006) have
shown that sea salt aerosols produced by breaking waves are a significant constituent of par‐
ticles with sizes as small as 10 nm, with 60% of the particles smaller than 100 nm in diameter.
The authors estimated that in marine regions between 5% and 90% of the nuclei particles orig‐
inate from the sea salt flux.

The implication of the above referred text is that nanoparticles are formed in the environments
due to natural processes. Therefore, they are always present at some concentration levels even
in the atmosphere of environments free from the immediate influence of anthropogenic ac‐
tivities. These concentrations should be considered as “natural background”. In addition, be‐
cause the rates of formation and growth of nanoparticles differ significantly between various
natural environments, there are significant variations in number concentrations of atmospheric
particles. Whereas in marine environments particle number concentrations typically range
between 102 and 103 particles cm-3 (O’Dowd et al., 2004; Seinfeld & Pandis, 2006), the usual
ranges in forests and rural continental regions are 103-104 (Birmili & Wiedensohler, 2000b;
O’Dowd et al., 2002; Riipinen et al., 2007), though occurrence of forest fires may temporally
increased these levels. Meteorological parameters, such as wind speed, precipitation, relative
humidity and temperature also influence particle concentrations. Therefore, when evaluating
particle concentrations in urban environments it is important to assess the respective back‐
ground levels and to compare them with concentrations in urban environments in order to
correctly estimate the magnitude of the anthropogenic impacts.

The number concentrations of nanoparticles in the atmosphere can vary by up to five or more
orders of magnitude (from 102 to 107 particles cm-3) depending on environmental conditions
and source strengths (Kumar et al., 2010) but typically, in natural environments the particle
number concentrations are approximately to 1-2 orders of magnitude smaller than those in
urban areas (Kumar et al., 2010). Morawska et al. (2008) analysed concentration levels of 71
studies performed on nanoparticles in various environments, including those from clean back‐
ground and rural background sites (Table 2). The authors found (Morawska et al., 2008), re‐
spectively, the mean concentrations of 2.6×103 and 4.8×103 particles cm-3 for clean background
and rural background sites compared to 42.1×103 and 48.2×103 particles cm-3 for urban and
street canyons; in urban areas anthropogenic sources, such as vehicular emissions are strong
contributors of nanoparticles, thus much higher particle concentration levels were observed
(Table 2). Road tunnels (167.7×103 particles cm-3) account for the highest concentrations. They
can act as a trap for pollutants from vehicular emissions that is enhanced by the surrounding
built-up environment that limits the dispersion of exhaust emissions (Van Dingenen et al.,
2004).

There is no doubt that anthropogenic emissions constitute the major source of atmospheric
nanoparticles in urban environments (Table 2). With respect to urban sites various studies have
concluded that vehicle exhaust emissions represent a primary source of nanoparticle pollution
in urban environments (Harrison et al., 1999; Shi & Harrison, 1999; Shi et al., 2001; Wåhlin et
al., 2001) that might be responsible up to 86% of total particle number concentrations (Pey et
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al., 2009). The vehicle emissions depend on many factors such as type of engines, fuels, lubri‐
cating oil, after-treatment or driving conditions. Typically particles emitted from diesel engines
are in the size range 20–130 nm (Kittelson, 1998; Harris & Maricq, 2001). Diesel-fuelled vehicles
make by far the greatest contributions to total number concentrations (Kumar et al., 2010)
although in most of European countries their proportion is lower. In 2009 passenger diesel-
fuelled cars in Europe accounted for to 9-10% (Sweden and Cyprus) to 62% (Luxemburg) but
in 16 out of 21 European countries (where data is available) their proportion was less than 50%
(EU, 2011). Large part of nanoparticles is also produce by heavy duty diesel vehicles (trucks,
buses) that exhibit particle number emission factors one to two orders of magnitude larger
than a typical petrol car (Ristovski et al., 2005, 2006). In comparison, particles from petrol-
fuelled vehicles are in the size range 20–60 nm (Harris & Maricq, 2001; Ristovski et al., 2006),
and their emissions vary significantly depending on the engine operating conditions; Graskow
et al. (1998) reported that when driven at higher speed (~120 km h-1) or during acceleration,
the particle number emissions from petrol vehicles were similar to those observed from diesel
vehicles.

Site
Number of analyzed

studies

Estimated concentration

× 103 (particles cm-3)

Mean Median

Clean background 5 2.6 3.2

Rural background 8 4.8 2.9

Urban background 4 7.3 8.1

Urban 24 10.8 8.8

Street canyon 7 42.1 39.3

Roadside 18 48.2 34.6

On-road 2 71.5 47.0

Tunnel 3 167.7 99.1

Table 2. Particle number concentrations in different environments (Morawska et al., 2008)

In general particles from vehicle exhaust may be divided into two main categories. Primary
particles are directly emitted from the engines. These particles are mostly submicrometer ag‐
glomerates (30-500 nm) of solid phase carbonaceous material containing metallic ash (from
lubricating oil additives and engine wear) and adsorbed or condensed hydrocarbons and sul‐
phur compounds (Morawska et al., 2008). Secondary particles are formed in the atmosphere
when hot exhaust gases are expelled from vehicle tailpipe; as they cool and condensate they
form nuclei mode particles (typically smaller than 30 nm) that consists mainly of hydrocarbons
and hydrated sulphuric acid (Morawska et al., 2008). On-roads studies (e.g. when a vehicle is
being followed by a mobile laboratory; Kittelson et al., 2004, 2006; Casati et al., 2007) and those
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performed near busy roads (Harrison et al., 1999; Ntziachristos et al., 2007; Rosenbohm et al.,
2005; Westerdahl et al., 2005) reported large number of these particles.

The interactions between vehicle tyres and road can also generate particles of submicron sizes,
although it was generally believed that tyre wear on the road contributes mainly to larger size
(> 2.5 μm). Some more recent studies report (Gustafsson et al., 2008; Dahl et al., 2006) that
considerable emissions of nanoparticles might be generated from road and tyre interactions,
depending on surface, vehicle and driving conditions. As this source could be a significant
contributor to particle number emissions, more research on this topic is needed.

The industrial sources of atmospheric nanoparticles include power plants, incinerators, or
various industrial processes such as smelting or welding, heating operations (Oberdörster et
al., 2005). Compared to vehicle exhaust emissions, their contribution to atmospheric nanopar‐
ticles is though much lower. In a study performed in Barcelona, Spain, Pey et al. (2009) inves‐
tigated source apportionment of atmospheric particles in size range 13-800 nm (i.e. nuclei and
accumulation mode) at an urban background site. The authors identified vehicular exhaust
emissions (65%) and regional/urban background (24%) as the largest contributors to total par‐
ticle number concentrations (mean of 17×103 particles cm−3); industrial emissions accounted
only for 2% of the total particle number. The levels of this contribution were similar in the
study (Pey et al. (2009) to: photochemically induced nucleation (3%), sea spray (2%), and min‐
eral dust (1%); unidentified sources accounted for 3%.

In  the last  decade nanoscience has  been a  dynamically  developing field of  scientific  in‐
terest in the entire world (Aguar-Fernandez & Hullmann, 2007).  Small size and relative‐
ly  large  reactive  surface  area  of  nanoparticles  led to  their  increased use  in  a  variety  of
fields  such  as  in  medicine,  material  sciences,  electronics  or  energy  storage  (Helland  et
al.,  2007).  Thus  engineered  (i.e.  manufactured)  nanoparticles  have  become  (apart  from
vehicle exhaust  and industrial  emissions)  another important anthropogenic source of  at‐
mospheric nanoparticles. These nanoparticles are not intentionally released into the envi‐
ronment, though some release may occur during production, use and disposal phases of
nanomaterial-integrated products (Bystrzejewska-Piotrowska et al., 2009). Their character‐
istics  (sources,  composition,  homogeneity  or  heterogeneity,  oxidant  potential,  exposure
and  emissions)  differ  from  other  atmospheric  nanoparticles  (Oberdörster  et  al.,  2005).
The  engineered  nanoparticles  are  nowadays  incorporated  into  many  products  of  daily
use  (pharmaceuticals,  lubricants,  cosmetics,  pharmaceuticals,  fillers,  catalysts,  electronic
devices or other domestic appliances;  Nel et  al.,  2006).  The widespread use of manufac‐
tured  nanoparticles  in  consumer  products  may  dramatically  increase  potential  environ‐
mental,  occupational,  and public  exposures to these particles that  may result  in adverse
health  effects  if  they  are  not  appropriately  controlled.  In  addition,  as  nanotechnology
has  being  nowadays  used in  various  industries,  it  becomes  responsible  for  the  produc‐
tion of  waste containing residue of  nanomaterials;  considering the unprecedented appli‐
cation of nanoparticles in various products, significant amounts of new-generation-waste
will be certainly created in the near future (Bystrzejewska-Piotrowska et al., 2009).

In view of the comprehensive utilizations of nanotechnological applications, concerns regard‐
ing the potential health effects of engineered nanoparticles have been raised (Helland et al.,
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al., 2009). The vehicle emissions depend on many factors such as type of engines, fuels, lubri‐
cating oil, after-treatment or driving conditions. Typically particles emitted from diesel engines
are in the size range 20–130 nm (Kittelson, 1998; Harris & Maricq, 2001). Diesel-fuelled vehicles
make by far the greatest contributions to total number concentrations (Kumar et al., 2010)
although in most of European countries their proportion is lower. In 2009 passenger diesel-
fuelled cars in Europe accounted for to 9-10% (Sweden and Cyprus) to 62% (Luxemburg) but
in 16 out of 21 European countries (where data is available) their proportion was less than 50%
(EU, 2011). Large part of nanoparticles is also produce by heavy duty diesel vehicles (trucks,
buses) that exhibit particle number emission factors one to two orders of magnitude larger
than a typical petrol car (Ristovski et al., 2005, 2006). In comparison, particles from petrol-
fuelled vehicles are in the size range 20–60 nm (Harris & Maricq, 2001; Ristovski et al., 2006),
and their emissions vary significantly depending on the engine operating conditions; Graskow
et al. (1998) reported that when driven at higher speed (~120 km h-1) or during acceleration,
the particle number emissions from petrol vehicles were similar to those observed from diesel
vehicles.
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Urban background 4 7.3 8.1

Urban 24 10.8 8.8

Street canyon 7 42.1 39.3

Roadside 18 48.2 34.6

On-road 2 71.5 47.0

Tunnel 3 167.7 99.1

Table 2. Particle number concentrations in different environments (Morawska et al., 2008)

In general particles from vehicle exhaust may be divided into two main categories. Primary
particles are directly emitted from the engines. These particles are mostly submicrometer ag‐
glomerates (30-500 nm) of solid phase carbonaceous material containing metallic ash (from
lubricating oil additives and engine wear) and adsorbed or condensed hydrocarbons and sul‐
phur compounds (Morawska et al., 2008). Secondary particles are formed in the atmosphere
when hot exhaust gases are expelled from vehicle tailpipe; as they cool and condensate they
form nuclei mode particles (typically smaller than 30 nm) that consists mainly of hydrocarbons
and hydrated sulphuric acid (Morawska et al., 2008). On-roads studies (e.g. when a vehicle is
being followed by a mobile laboratory; Kittelson et al., 2004, 2006; Casati et al., 2007) and those

Current Topics in Public Health510

performed near busy roads (Harrison et al., 1999; Ntziachristos et al., 2007; Rosenbohm et al.,
2005; Westerdahl et al., 2005) reported large number of these particles.

The interactions between vehicle tyres and road can also generate particles of submicron sizes,
although it was generally believed that tyre wear on the road contributes mainly to larger size
(> 2.5 μm). Some more recent studies report (Gustafsson et al., 2008; Dahl et al., 2006) that
considerable emissions of nanoparticles might be generated from road and tyre interactions,
depending on surface, vehicle and driving conditions. As this source could be a significant
contributor to particle number emissions, more research on this topic is needed.

The industrial sources of atmospheric nanoparticles include power plants, incinerators, or
various industrial processes such as smelting or welding, heating operations (Oberdörster et
al., 2005). Compared to vehicle exhaust emissions, their contribution to atmospheric nanopar‐
ticles is though much lower. In a study performed in Barcelona, Spain, Pey et al. (2009) inves‐
tigated source apportionment of atmospheric particles in size range 13-800 nm (i.e. nuclei and
accumulation mode) at an urban background site. The authors identified vehicular exhaust
emissions (65%) and regional/urban background (24%) as the largest contributors to total par‐
ticle number concentrations (mean of 17×103 particles cm−3); industrial emissions accounted
only for 2% of the total particle number. The levels of this contribution were similar in the
study (Pey et al. (2009) to: photochemically induced nucleation (3%), sea spray (2%), and min‐
eral dust (1%); unidentified sources accounted for 3%.

In  the last  decade nanoscience has  been a  dynamically  developing field of  scientific  in‐
terest in the entire world (Aguar-Fernandez & Hullmann, 2007).  Small size and relative‐
ly  large  reactive  surface  area  of  nanoparticles  led to  their  increased use  in  a  variety  of
fields  such  as  in  medicine,  material  sciences,  electronics  or  energy  storage  (Helland  et
al.,  2007).  Thus  engineered  (i.e.  manufactured)  nanoparticles  have  become  (apart  from
vehicle exhaust  and industrial  emissions)  another important anthropogenic source of  at‐
mospheric nanoparticles. These nanoparticles are not intentionally released into the envi‐
ronment, though some release may occur during production, use and disposal phases of
nanomaterial-integrated products (Bystrzejewska-Piotrowska et al., 2009). Their character‐
istics  (sources,  composition,  homogeneity  or  heterogeneity,  oxidant  potential,  exposure
and  emissions)  differ  from  other  atmospheric  nanoparticles  (Oberdörster  et  al.,  2005).
The  engineered  nanoparticles  are  nowadays  incorporated  into  many  products  of  daily
use  (pharmaceuticals,  lubricants,  cosmetics,  pharmaceuticals,  fillers,  catalysts,  electronic
devices or other domestic appliances;  Nel et  al.,  2006).  The widespread use of manufac‐
tured  nanoparticles  in  consumer  products  may  dramatically  increase  potential  environ‐
mental,  occupational,  and public  exposures to these particles that  may result  in adverse
health  effects  if  they  are  not  appropriately  controlled.  In  addition,  as  nanotechnology
has  being  nowadays  used in  various  industries,  it  becomes  responsible  for  the  produc‐
tion of  waste containing residue of  nanomaterials;  considering the unprecedented appli‐
cation of nanoparticles in various products, significant amounts of new-generation-waste
will be certainly created in the near future (Bystrzejewska-Piotrowska et al., 2009).

In view of the comprehensive utilizations of nanotechnological applications, concerns regard‐
ing the potential health effects of engineered nanoparticles have been raised (Helland et al.,
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2005). The available toxicological studies indicate (Nel et al., 2006; Oberdörster et al., 2005) that
toxicity of engineered nanoparticles depends on specific physiochemical and environmental
factors, implying that toxic potential of each type of nanoparticle has to be evaluated individ‐
ually (Helland et al., 2007). Due to the great variability in used materials (e.g. titanium dioxide,
silver, carbon, gold, cadmium and heavy metals; Kumar et al., 2010) it is thus not possible to
generalize the toxicological impacts of the engineered nanoparticles. In addition size, shape,
surface characteristics, inner structure and chemical composition may also play an important
role in determining toxicity and reactivity (Maynard & Aitken, 2007; Nel et al., 2006).

2.3. Chemical composition of nanoparticles

The composition of atmospheric nanoparticles is highly variable. The source and formations
influence their chemical composition and nanoparticles include components such as inorganic
compounds (sulphates, nitrates, ammonium, chloride, trace metals), elemental and organic
carbon, crystal materials, biological components (viruses), and volatile and semivolatile or‐
ganic compounds (Oberdörster et al., 2005). They can carry toxic compounds such as heavy
metals, dioxins, hydrocarbons and other organic chemicals (some of which are potentially
carcinogenic) adhered to their surfaces which then increase their toxicity (Terzano et al.,
2010). Apart the source-specificity, composition of nanoparticles also depends on geographical
and meteorological parameters which in general lead to great differences in physicochemical
properties among nanoparticles.

Several studies including a number of recent ones (Chen et al., 2010; Kim et al., 2011; Klems et
al., 2011; Kudo et al., 2011) have evaluated the composition of atmospheric nanoparticles.
However, at present, the knowledge on nanoparticles composition is far from comprehensive.
The existent scientific studies are conducted at different ways, sample particles in a different
size range, use different samplers, and focus on different aspects of particle chemical compo‐
sition. Thus the reported data are not completely comparable across the studies. In their at‐
tempt to improve the current knowledge, Chow & Watson (2007) review and summarized the
results of the existent studies. The authors analyzed 25 studies performed at various environ‐
ments (rural, urban, industrial, coastal, roadside, traffic, city-centre, urban background, and
etc.) and in various regions: two studies were conducted in Europe (Finland), four in Japan,
three in Asia (one in China, two in Taiwan) and sixteen in USA; eleven US studies were per‐
formed in California, eight of them were from different locations within the Los Angeles met‐
ropolitan area. Concerning the chemical composition the authors concluded that organic
material including polycyclic aromatic hydrocarbons was the most abundant portion of at‐
mospheric nanoparticles in most, but not all environments. High elemental concentrations
were found in nanoparticles from industrial sites with potassium, calcium and iron as impor‐
tant elements. Potassium originates from biomass burning, and calcium is used as an oil ad‐
ditive; condensed iron vapors are often found in industrial processes. Much of the
nanoparticles appeared to be semi-volatile, consistent with being comprised of organic mate‐
rials such as hopanes from engine oils or condensed secondary organic aerosol such as organic
acids. However, authors emphasize the necessity to conduct more studies on particle chemical
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composition in to order to provide a more complete understanding on the chemistry of at‐
mospheric nanoparticles and local variations.

3. Regulatory aspects

During last two decades the exponentially growing interdisciplinary research on air quality
and health has clearly demonstrated increased incidence and the prevalence of respiratory
diseases along with increased air pollution. Particles have emerged as the most dangerous
pollutants due their adverse health effects going far beyond the simple toxicity to the lung.
The results of the conducted epidemiology studies were so relevant that USEPA and EU have
implemented strategies to protect public health which resulted in establishment of regulatory
limits of atmospheric particles (PM10). As the ongoing research emphasized the importance of
smaller (i.e. fine) particles the new PM2.5 standards were proposed and implemented in most
of developed countries (Table 3). However, the reduction of atmospheric particulate emissions
is nowadays required especially in rapidly developing countries, such as Brazil, China or India
but they are only slowly moving towards implementation of these standards (Slezakova et al.,
2012); there are still a number of countries, such as Pakistan where any regulatory limits for
atmospheric particles have not been proposed yet.

Country Pollutant Targeted limit Note Reference

European Union PM10 24h mean: 40 μg/m3 Not to be exceeded

more than 35 times per

calendar year Directive 2008/50/EC

Annual mean: 50 μg/m3

PM2.5 Annual mean: 25 μg/m3 (in force from 2015)

USA PM10 24h mean: 150 μg/m3

USEPA, 2006PM2.5 24h mean: 35 μg/m3

Annual mean : 15 μg/m3

Canada PM2.5 24h mean : 30 μg/m3 Canadian Council of

Ministries of

Environment, 2003

Australia PM10 24h mean: 50 μg/m3

Australian Government,

2012
PM2.5 24h mean: 25 μg/m3

Annual mean: 8 μg/m3

Japan PM10 24 h mean: 100 μg/m3

Government of Japan,

2012
PM2.5 24h mean: 35 μg/m3

Annual mean: 15 μg/m3

Table 3. Air quality standards for atmospheric particles in selected countries
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Unlike  fine  or  coarse  particles,  the  regulatory  aspect  of  nanoparticles  has  not  been  ad‐
dressed  yet.  The  difficulty  lies  as  to  which  metric  of  nanoparticles  would  be  the  most
adequate.  Several  generic  and specific  characteristics  of  particles  such as  chemical  com‐
position,  size,  geometry  or  surface  area  have  been  discussed (Kumar  et  al.,  2010,  2011)
but  no  conclusion  has  been  reached  yet.  The  mass-based  paradigm  of  PM10  and  PM2.5

regulator  limits  is  not  applicable  to  nanoparticles  as  their  distribution is  not  dominated
by mass but particle number. Some studies have suggested that the particle number con‐
centrations of ultrafine particles (i.e. smaller than 100 nm) are an important parameter as
size  range  comprises  the  major  proportion  (about  80%)  of  the  total  number  concentra‐
tion  of  ambient  nanoparticles,  but  negligible  mass  concentration.  Reliable  characteriza‐
tion of  nanoparticles  in  the  air  is  thus  vital  for  developing a  regulatory framework.  At
national levels air quality agencies should be encouraged to integrate nanoparticle meas‐
urements  in  their  monitoring  networks  (number  and  size  distributions  measurements).
Such initiatives might provide comprehensive data and information necessary to correct‐
ly address regulatory aspects  of  atmospheric  nanoparticles  in order to prevent the pub‐
lic exposures.

4. Health impacts

Due to intensive research, there is an emerging evidence that exposure to nanoparticles may
adversely affect human health (Stölzel et al., 2007). The nanoparticles enter human body
through the skin, lung and gastrointestinal tract (Nel et al., 2006). When they are inhaled, their
behavior differs from coarse particles. Their small size allows them to be breathed deeply into
the lungs where they are able to penetrate alveolar epithelium and enter the pulmonary in‐
terstitium and vascular space to be absorbed directly into the blood stream (Terzano et al.,
2010). They may also translocate within the body to the central nerve system, the brain, into
the systemic circulation and to organs like the liver (Helland et al., 2007; Figure 3). They are
more reactive and toxic due to the larger surface areas, leading to detrimental health effects
such as oxidation stress, pulmonary inflammation and cardiovascular events (Buseck & Ada‐
chi, 2008; Nel et al., 2006).

Though the toxicological studies have provided evidence of the toxicity of nanoparticles, ep‐
idemiological evidence of the health effects is limited. Currently, there is also no quantitative
summary of concentration-response functions for these particles that could be used in health
impact assessment (Hoek et al., 2010). Unlike for coarse and fine particles there are relatively
few epidemiological studies on the health effects of atmospheric nanoparticles. The first con‐
ducted studies on atmospheric nanoparticles have been panel studies, which generally showed
associations between short-term exposure to nanosized particles and occurrence of acute res‐
piratory symptoms and lung function (Ibald-Mulli et al., 2002; Peters et al., 1997; Penttinen et
al., 2001a, 2001b). Some of these studies have suggested that nanoparticles might be even more
strongly associated with adverse respiratory outcomes than fine particles (Peters et al., 1997;
Penttinen et al., 2001a) whereas other studies found similar associations in health outcomes of
nano and fine particles (von Klot et al., 2002; Pekkannen et al., 1997, Penttinen et al., 2001b).
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Up to this date, only few epidemiological studies have assessed more severe end points such
as daily, and cause specific mortality and hospital admissions (Stölzel, et al., 2007; Wichman
et al., 2000); there are no epidemiological studies on long-term exposure to atmospheric nano‐
particles.

Figure 3. Systemic health effects of atmospheric nanoparticles. Adapted from Terzano et al. (2010).

Although lungs are the primary target of nanoparicles, cardiovascular detrimental conse‐
quences due exposure to nanoparticles have been also observed in some epidemiological
studies (Kettunen, et al., 2007; Rückerl et al., 2007). Specifically, the “Exposure and Risk As‐
sessment for Fine and Ultrafine Particles in Ambient Air” (i.e. ULTRA) study investigated the
health effects of nanoparticles in three European cities (Amsterdam, Erfurt, Helsinki), where
daily number concentrations levels of nanoparticles in air were similar (Ruuskanen et al.,
2001). The authors followed a cohort of 131 patients aged 40-84 with established coronary heart
disease with biweekly submaximal exercise tests over a 6-months period. It was observed that
the risk of developing ischemia during exercise was significantly elevated at 2 days after ex‐
posure to increased environmental levels of nanoparticles (Pekkanen et al., 2002). The impor‐
tance of this observation is that it highlights myocardial ischemia as a significant potential
mechanism responsible for the adverse cardiac outcomes associated with poor air quality
(Terzano et al., 2010). In addition particulate pollution including nanoparticles was associated
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with decrease in blood pressure (Ibald-Mulli et al., 2004). The study thus started to provide an
understanding of how nanoparticles may affect cardiovascular health.

5. Environmental impacts

5.1. Visibility impairment

Impairment of the visibility involves degrading of the ability to perceive the environment.
Atmospheric suspended particles are the most important factor in the visibility reduction
(Boubel et al., 1994). The reduction of visibility is caused by build-up of the atmospheric par‐
ticles that absorb or scatter light from the sun (Horvath, 2008); though light scattering by par‐
ticles is the most important phenomenon responsible for impairment of visibility. The size of
particles plays a crucial role for the interaction with light, but so far the existent links between
visibility impairment and mass concentrations have been established for larger particles (Bou‐
bel et al., 1994; Strawa et al., 2010). Shape and composition of particles are also relevant for
visibility reduction; carbon particles may contribute 5–40% of overall visibility reduction
through light absorption in polluted areas, whereas particles containing sulphate, organic car‐
bon and nitrate species may cause 60-95% of visibility reduction (Kumar at al., 2010). Finally,
visibility impairment is affected by meteorological parameters; it increases with relative hu‐
midity and atmospheric pressure and decreases with temperature and wind speed (Kim et al.,
2002; Tsai, 2005). In general the role of nanoparticles in visibility impairment is still unclear.
However, diesel vehicles emit large number of sulphate and carbonaceous nanoparticles. Par‐
ticles of these compositions reduce visibility which suggests that nanoparticles might be rele‐
vant for visibility impairment. Therefore, deeper understanding of nanoparticles role in
visibility impairment is necessary.

5.2. Climate change

Climate system, atmospheric chemistry and even life on the Earth are dependent on solar
radiation (Boubel et al., 1994). Approximately 30% of the incoming solar energy is reflected
back to space. The remaining 70% is absorbed by the surface–atmosphere system of the Earth.
This energy heats the planet and the atmosphere. As the surface and the atmosphere become
warm, they release the energy in form of infrared radiation. This process continues until the
incoming solar energy and the outgoing heat radiation are in balance. This radiation energy
balance provides a powerful constraint for the global average temperature of the planet (Ram‐
anathan & Feng, 2009). Atmospheric greenhouse gases (such as like carbon dioxide and meth‐
ane) and particles affect the climate by altering the incoming solar and outgoing thermal
radiations. In other words changing the atmospheric abundance or properties of these gases
and particles can lead to a warming or cooling of the climate system. The influence of a factor
(pollutant) that cause change of climate system are typically evaluated in terms of its radiative
forcing, which is an estimate of how the energy balance of the Earth-atmosphere system is
influenced when the factor in question is altered (IPCC, 2007).
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Atmospheric  nanosized  particles  are  the  main  precursors  of  larger  particles.  They  pro‐
mote their growth and modify the optical properties thus affecting the radiative proper‐
ties  of  the  atmosphere.  It  was  generally  believed  that  particles  reflect  sunlight  back  to
space  before  it  reaches  the  surface,  and thus  contribute  to  a  cooling of  the  surface  (i.e.
negative radiative forcing; Monks et al.,  2009). During time as the concentrations of par‐
ticles  increased  (along  with  greenhouse  gases)  their  cooling  effect  has  masked  some of
the greenhouse warming (Ramanathan & Feng, 2009). This masking effect could be rela‐
tive large considering that estimated negative radiative forcing of particles is –1.2 W m-2

compared with +2.63 W m-2 for greenhouse gases (+1.66 W m-2 for carbon dioxide, +0.48
W m for methane and +0.16 W m-2 for nitrous oxide, +0.34 W m-2 for halocarbons; IPCC,
2007).  However,  in  the  last  years  the  view of  particle  role  in  climate  change has  deep‐
ened.  It  was  found that  atmospheric  particles  may also  enhance  scattering  and absorp‐
tion of  solar  radiation thus causing direct  warm-up (i.e.  positive  radiation;  IPPC,  2007).
Especially,  carbonaceous  particles  are  considered  as  one  of  the  major  contributors  to
global  warming  (i.e.  +0.34  W  m-2);  if  they  are  coated  with  sulphate  or  organic  com‐
pounds their radiative forcing can increase up to about +0.6 W m-2 (Kumar et al., 2010).

Indirectly nanoparticles can also cause a negative radiative forcing through changes in cloud
formations and properties (IPCC, 2007). They can act as cloud condensation nuclei and modify
size and number concentrations of cloud droplets. In clean air, clouds are composed of a rel‐
atively small number of large droplets. As a consequence, the clouds are somewhat dark and
translucent. In polluted air with high concentrations of particles (such as urban areas) water
can easily condense on the particles, creating a large number of small droplets. These clouds
are dense, very reflective, and bright white. Due to the decrease of the size of water droplets
these clouds are less efficient at releasing precipitation. They cause large reductions in the
amount of solar radiation reaching Earth’s surface, a corresponding increase in atmospheric
solar heating, changes in atmospheric thermal structure, surface cooling, disruption of regional
circulation systems such as the monsoons, suppression of rainfall, and less efficient removal
of pollutants (Ramanathan & Feng, 2009). In general the indirect effects of particles are only
partially understood. The interactions between aerosol particles (natural and anthropogenic
in origin) and clouds are complex and most instruments cannot measure aerosols within the
clouds. Climatologists thus consider the role of clouds to be the largest single uncertainty in
climate prediction.

The close relation between climate and air quality also reflects on the impacts of climate change
on air pollution levels. For example particle pollution levels are strongly influenced by shifts
in the weather (e.g., heat waves or droughts; EEA, 2012a). While closely related, climate change
and air pollution have mostly been treated as separate problems. At the international level,
various efforts have helped to reduce air pollution levels. The largest reductions have been
achieved for emissions of sulphur dioxide which decreased in Europe by 82% between 1990
and 2010 (EEA, 2012b). The implementation of EU regulation limits setting levels of sulphur
dioxide in urban areas and various political actions to control urban atmospheric emissions
(i.e. sulfur abatement technologies in industrial facilities, EEA, 2011; introduction of fuels with
reduced levels of sulfur, Directive 98/70/EC; EN 590/2004) have contributed to these reduc‐
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with decrease in blood pressure (Ibald-Mulli et al., 2004). The study thus started to provide an
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visibility impairment is affected by meteorological parameters; it increases with relative hu‐
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2002; Tsai, 2005). In general the role of nanoparticles in visibility impairment is still unclear.
However, diesel vehicles emit large number of sulphate and carbonaceous nanoparticles. Par‐
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vant for visibility impairment. Therefore, deeper understanding of nanoparticles role in
visibility impairment is necessary.

5.2. Climate change

Climate system, atmospheric chemistry and even life on the Earth are dependent on solar
radiation (Boubel et al., 1994). Approximately 30% of the incoming solar energy is reflected
back to space. The remaining 70% is absorbed by the surface–atmosphere system of the Earth.
This energy heats the planet and the atmosphere. As the surface and the atmosphere become
warm, they release the energy in form of infrared radiation. This process continues until the
incoming solar energy and the outgoing heat radiation are in balance. This radiation energy
balance provides a powerful constraint for the global average temperature of the planet (Ram‐
anathan & Feng, 2009). Atmospheric greenhouse gases (such as like carbon dioxide and meth‐
ane) and particles affect the climate by altering the incoming solar and outgoing thermal
radiations. In other words changing the atmospheric abundance or properties of these gases
and particles can lead to a warming or cooling of the climate system. The influence of a factor
(pollutant) that cause change of climate system are typically evaluated in terms of its radiative
forcing, which is an estimate of how the energy balance of the Earth-atmosphere system is
influenced when the factor in question is altered (IPCC, 2007).
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these clouds are less efficient at releasing precipitation. They cause large reductions in the
amount of solar radiation reaching Earth’s surface, a corresponding increase in atmospheric
solar heating, changes in atmospheric thermal structure, surface cooling, disruption of regional
circulation systems such as the monsoons, suppression of rainfall, and less efficient removal
of pollutants (Ramanathan & Feng, 2009). In general the indirect effects of particles are only
partially understood. The interactions between aerosol particles (natural and anthropogenic
in origin) and clouds are complex and most instruments cannot measure aerosols within the
clouds. Climatologists thus consider the role of clouds to be the largest single uncertainty in
climate prediction.

The close relation between climate and air quality also reflects on the impacts of climate change
on air pollution levels. For example particle pollution levels are strongly influenced by shifts
in the weather (e.g., heat waves or droughts; EEA, 2012a). While closely related, climate change
and air pollution have mostly been treated as separate problems. At the international level,
various efforts have helped to reduce air pollution levels. The largest reductions have been
achieved for emissions of sulphur dioxide which decreased in Europe by 82% between 1990
and 2010 (EEA, 2012b). The implementation of EU regulation limits setting levels of sulphur
dioxide in urban areas and various political actions to control urban atmospheric emissions
(i.e. sulfur abatement technologies in industrial facilities, EEA, 2011; introduction of fuels with
reduced levels of sulfur, Directive 98/70/EC; EN 590/2004) have contributed to these reduc‐
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tions. In addition, significant reductions were also obtained for emissions of air pollutants that
are primarily responsible for formation of harmful ground-level ozone: non-methane volatile
organic compounds (56% reduction) and nitrogen oxides (47% reduction; EEA, 2012b). How‐
ever, based on the future climate scenarios (and in the absence of additional emissions reduc‐
tions) the IPCC still projected declining air quality in cities into the future as a result of climate
change (USEPA, 2012b). In agreement, USEPA has concluded that climate change could have
various negative impacts on national air quality levels that included both increases and de‐
creases in particle pollution (USEPA, 2009). Thus in order to protect human health and envi‐
ronment, joined efforts to control air pollution and mitigate climate change have to be done in
future: air pollution abatement measures may help protect the regional and global climate
whilst taking certain climate change measures may yield additional benefits through improved
local and regional air quality.

6. Conclusion

Atmospheric nanoparticles represent an area of growing health concern. Although our un‐
derstanding of the ambient nanoparticles and their behavior has increased considerably in
recent years, the magnitude of the impacts of nanoparticles on human health and the envi‐
ronment has still not been fully understood. Lack of answers from epidemiological studies in
relation to atmospheric nanoparticles and the absence of the exposure-response relationships
also mean that currently it is not possible to develop health guidelines, a basis for national
regulations. Thus, a multidisciplinary approach including atmospheric scientists, nanomate‐
rial engineers, epidemiologists, clinicians and toxicologists is necessary to further investigate
sources, generation, physicochemical characteristics and potential harmful effects of nano‐
particles. This knowledge would allow better understanding of the potential impacts of the
particles on the environment and health and would provide scientific foundation for devel‐
opment of strategies to protect public health.

The knowledge on the characteristics of engineered nanoparticles is in general very limited.
Though these nanoparticles appear in smaller concentrations than other atmospheric nano‐
particles they may pose much larger health risks (Oberdörster et al., 2005). Therefore, the future
studies need to consider the specificity of these nanoparticles and the new kinds of environ‐
mental and health impacts resulting from the release of these nanoparticles.
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tions) the IPCC still projected declining air quality in cities into the future as a result of climate
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6. Conclusion

Atmospheric nanoparticles represent an area of growing health concern. Although our un‐
derstanding of the ambient nanoparticles and their behavior has increased considerably in
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Cyanobacterial Toxins in Food-Webs:
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1. Introduction

Cyanobacteria (or “blue-green algae”) are among the oldest known groups of organism on
Earth, with fossil records spanning approximately 3.5 billion years, and inhabit nearly every
ecological niche on the planet. In addition to their conspicuous occurrence as aquatic “blooms”
(e.g. visible scums on ponds and lakes; Fig. 1), as well as various colonial or macrophytic forms,
in marine and freshwater habitats, these photosynthetic prokaryotes are widely found in
terrestrial soils, and as part of numerous symbiotic relationships with a range of organisms
including animals, plants and fungi. To illustrate the extent of their global abundance and
importance, approximately 50% of all primary productivity, and related oxygen production,
occurs in the ocean, and the majority of this is derived from two genera of cyanobacteria,
Synechococcus and the picophytoplankton, Prochlorococcus (Ting et al., 2002). Likewise,
nitrogen-fixing cyanobacteria, and particularly the genus, Trichodesmium, are the largest source
of nitrogen in ocean systems (Carpenter and Romans, 1991). Moreover, several lines of
evidence (see, for example, Paerl and Huisman, 2009) point to an increase in the abundance,
distribution and persistence of cyanobacterial blooms in marine and freshwater system,
specifically driven by regional and global changes in climate (e.g. elevated water temperature,
stratification of the water column, changes in interseasonal weather patterns). The latter, in
particular, underscores the potential of cyanobacteria – and specifically toxin-producing
cyanobacterial blooms (discussed below) – as a rapidly emerging concern for public health.

Alongside their global biological importance, the cyanobacteria are widely recognized as
producers of a chemically diverse array of biologically active secondary metabolites (see, for
example, reviews by Gerwick et al., 2001; Tan, 2007; Tan, 2010). Considerable work over the
past four decades (see Tan, 2007) has, in particular, focused on exploring this chemical diversity
as a source of bioactive compounds with possible relevance to biomedicine, and specifically
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development of potential chemotherapeutics. Furthermore, a rather convincing body of
evidence (Proksh et al., 2002; Simmons et al., 2008) also suggests that many of the pharmaco‐
logically active marine natural products, originally isolated from various marine animal
sources – and including several currently either in clinical trials, or being commercially
developed as drugs - may, in fact, originate from cyanobacterial (or other microbial) sources
as a result of trophic transfer (e.g. herbivory, filter-feeding), and symbiotic or commensal
relationships.

Figure 1. Bloom of toxin-producing cyanobacteria on Lake Patzcuaro (Michoacan, Mexico), and subsistence fishing
occurring within the bloom. Photo courtesy of Alan Wilson (Auburn University).

In addition to their potential in biomedicine, however, a number of these bioactive metabolites
have been identified as naturally occurring toxins, and have been associated – as so-called
“cyanotoxins” - with various human and environmental health concerns. Perhaps most
notably, in freshwater systems, cyanobacterial populations can proliferate to the extent that
they form large “blooms,” typically manifesting as “films” or “scums” on lakes, ponds and
other freshwater systems (see Fig. 1). When comprised of toxin-producing representatives,
their occurrence is generally categorized as “harmful algal blooms” (HABs), or frequently as
“cyanoHABs” (to distinguish from similar blooms of several, unrelated, but likewise toxigenic,
marine microalgae). In particular, toxins from cyanoHABs - or even simply high abundance
of cyanobacterial cells – can contaminate water, and exposure to toxins via drinking water,
recreational exposure and related routes has been linked to various cases of human and animal
intoxication, as well as possible sub-acute and/or chronic health effects (e.g. increased rates of
certain cancers, effects on fetal development). As these direct routes of exposure are beyond
the scope of this chapter, and have been thoroughly covered by many previous authors, the
reader is direct to several good reviews on the topic (e.g. Rao et al., 2002; Stewart et al., 2006;
Funari and Testai, 2008).
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Although the vast majority of studies related to the health impacts of cyanobacteria have
focused on direct exposure to cyanotoxins via drinking water and related routes, there is a
growing body of evidence to suggest that toxic cyanobacterial metabolites can bioaccumulate
in aquatic food-webs, and may consequently pose additional health concerns as food-borne
contaminants. The relatively limited number of studies on food-borne cyanobacterial contam‐
inants may be attributed, in part, to the perceived lack of a mechanism for their bioaccumu‐
lation. Unlike more lipophilic contaminants, many of the recognized, water-soluble
cyanotoxins would, as such, not be expected to biomagnify by otherwise well-documented
mechanisms (i.e. storage, and subsequent transfer, in fatty tissues of animals) to higher trophic
levels most frequently consumed by humans. However, despite the lack of a clear means
transfer of these hydrophilic toxins in food webs, numerous studies have, indeed, demon‐
strated presence and apparent bioaccumulation in a range of trophic levels. Also likely limiting
the attention paid to cyanobacterial toxins in food-webs is the fact that best documented cases
of intoxication have been generally limited to direct exposure to these toxins, and specifically
acute human or animal poisonings with clear links to consumption of contaminated water, or
various related route, whereas there are - at present - few, if any, clear cases of recognized
human intoxication by food-borne cyanotoxin. That said, growing recognition that cyanobac‐
terial toxins may contribute to a sub-acute and/or chronic health effects – ranging from
increased rates of cancers, neurodegeneration and development toxicity - which are consid‐
erably more difficult to identify, would suggest that, despite the lack of currently documented
toxicoses, health threats posed by diet-derived toxins remains a very real concern.

The following chapter will present the current state of knowledge regarding the bioaccumu‐
lation of cyanobacterial toxins in the food web, and the possible role of these food-borne toxins
as it relates to human and environmental health. To begin, the chapter will present a brief
summary of the recognized cyanobacterial toxins, and their known toxicology and health
effects. Subsequently, the current evidence related to the bioaccumulation, trophic transfer and
bioavailability of these cyanobacterial toxins in food webs will be reviewed, along with related
methodologies (including methodological limitations and innovations) for investigating these
aspects. In addition to the widely recognized water-soluble cyanotoxins, cyanobacteria
produce a host of bioactive metabolites, including a number of lipophilic representatives.
Accordingly, the discussion will include a consideration of the less characterized bioactive
metabolites that, despite relatively unknown health effects, may represent – due to their
potential for biomagnification –relevant food-web contaminants. Finally, the chapter will
summarize the current state of knowledge regarding the impacts of cyanobacterial toxins as
it relates to human and environmental (i.e. ecosystem, animal) health.

2. Recognized cyanobacterial toxins: Chemistry and toxicology

2.1. Hepatotoxins

Detoxification of a wide range of toxic metabolites occurs - via multiphasic enzymes, and
associated processes (e.g cellular transporter and “pumps”) - in the liver or equivalent organ
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other freshwater systems (see Fig. 1). When comprised of toxin-producing representatives,
their occurrence is generally categorized as “harmful algal blooms” (HABs), or frequently as
“cyanoHABs” (to distinguish from similar blooms of several, unrelated, but likewise toxigenic,
marine microalgae). In particular, toxins from cyanoHABs - or even simply high abundance
of cyanobacterial cells – can contaminate water, and exposure to toxins via drinking water,
recreational exposure and related routes has been linked to various cases of human and animal
intoxication, as well as possible sub-acute and/or chronic health effects (e.g. increased rates of
certain cancers, effects on fetal development). As these direct routes of exposure are beyond
the scope of this chapter, and have been thoroughly covered by many previous authors, the
reader is direct to several good reviews on the topic (e.g. Rao et al., 2002; Stewart et al., 2006;
Funari and Testai, 2008).
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Although the vast majority of studies related to the health impacts of cyanobacteria have
focused on direct exposure to cyanotoxins via drinking water and related routes, there is a
growing body of evidence to suggest that toxic cyanobacterial metabolites can bioaccumulate
in aquatic food-webs, and may consequently pose additional health concerns as food-borne
contaminants. The relatively limited number of studies on food-borne cyanobacterial contam‐
inants may be attributed, in part, to the perceived lack of a mechanism for their bioaccumu‐
lation. Unlike more lipophilic contaminants, many of the recognized, water-soluble
cyanotoxins would, as such, not be expected to biomagnify by otherwise well-documented
mechanisms (i.e. storage, and subsequent transfer, in fatty tissues of animals) to higher trophic
levels most frequently consumed by humans. However, despite the lack of a clear means
transfer of these hydrophilic toxins in food webs, numerous studies have, indeed, demon‐
strated presence and apparent bioaccumulation in a range of trophic levels. Also likely limiting
the attention paid to cyanobacterial toxins in food-webs is the fact that best documented cases
of intoxication have been generally limited to direct exposure to these toxins, and specifically
acute human or animal poisonings with clear links to consumption of contaminated water, or
various related route, whereas there are - at present - few, if any, clear cases of recognized
human intoxication by food-borne cyanotoxin. That said, growing recognition that cyanobac‐
terial toxins may contribute to a sub-acute and/or chronic health effects – ranging from
increased rates of cancers, neurodegeneration and development toxicity - which are consid‐
erably more difficult to identify, would suggest that, despite the lack of currently documented
toxicoses, health threats posed by diet-derived toxins remains a very real concern.

The following chapter will present the current state of knowledge regarding the bioaccumu‐
lation of cyanobacterial toxins in the food web, and the possible role of these food-borne toxins
as it relates to human and environmental health. To begin, the chapter will present a brief
summary of the recognized cyanobacterial toxins, and their known toxicology and health
effects. Subsequently, the current evidence related to the bioaccumulation, trophic transfer and
bioavailability of these cyanobacterial toxins in food webs will be reviewed, along with related
methodologies (including methodological limitations and innovations) for investigating these
aspects. In addition to the widely recognized water-soluble cyanotoxins, cyanobacteria
produce a host of bioactive metabolites, including a number of lipophilic representatives.
Accordingly, the discussion will include a consideration of the less characterized bioactive
metabolites that, despite relatively unknown health effects, may represent – due to their
potential for biomagnification –relevant food-web contaminants. Finally, the chapter will
summarize the current state of knowledge regarding the impacts of cyanobacterial toxins as
it relates to human and environmental (i.e. ecosystem, animal) health.

2. Recognized cyanobacterial toxins: Chemistry and toxicology

2.1. Hepatotoxins

Detoxification of a wide range of toxic metabolites occurs - via multiphasic enzymes, and
associated processes (e.g cellular transporter and “pumps”) - in the liver or equivalent organ
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systems in animals. Accordingly, many toxic metabolites are actively transported (for subse‐
quent detoxification) to, and thus accumulate primarily in, hepatocytes. Not surprising,
therefore, two of the most commonly recognized cyanobacterial toxins are, in fact, associated
with hepatotoxicity. However, aside from active transport of these toxins to – and consequent
toxicity in - hepatocytes, it is becoming increasingly clear that the same metabolites may
accumulate in a range of tissues (even if not associated with acute toxicity in these cells), and
may – along with their generally uncharacterized toxicology in these tissues - be thusly
transferred to higher trophic levels.

2.1.1. Microcystins (MCs) and nodularin (NOD)

Perhaps the most widespread, and consequently well studied, of the cyanobacterial toxins,
microcystins (MCs) and nodularin (NOD) are, respectively, hepatotoxic hepta- and penta‐
peptide toxins. Both share structural similarity (Fig. 2), specifically characterized by a peptide
macrocyle incorporating common and unusual amino acids. However, the former (i.e. MCs)
represents a chemically diverse group of toxins, comprised of more than ninety variants
(Welker and Van Dohran, 2006). Although structural variation throughout the macrocycle
of the MCs has been reported, the primary differences occur in “X” and “Y” positions (Fig.
2), as per the accepted nomenclature for the group. As an example, the most common, and
generally  considered the  most  toxic,  of  these  variants  is  MC-LR in  which  the  X  and Y
positions,  respectively,  are  occupied by leucine  (L)  and arginine  (R)  residues.  Although
chemical variations exist, both NOD and most MC variants are characterized by a relative‐
ly well-conserved unusual  β-amino acid,  3-amino-9-methoxy-2,6,8-trimethyl-10-phenylde‐
ca-4,6-dienoic  acid  (Adda),  which  is  involved  (see  below)  in  the  toxicology  of  these
metabolites (Gulledge et al., 2003). Finally, whereas NOD is generally limited to a single late
summer blooming species, Nodularia spumigens, the MCs are produced by a taxonomically
wide  array  of  cyanobacterial  species  including,  most  notably,  the  widespread  species,
Microcystis  aeruginosa,  but  also  a  growing list  of  other  diverse  taxa  (e.g.  Aphanizomenon,
Oscillatoria, Planktothrix, Anabaena, Nostoc).

Toxiologically, both NOD and the MCs are inhibitors of Ser/Thr type 1 and 2A protein
phosphatases (PPases). Data generally suggest that Adda of NOD and MCs are involved in
the binding of the metabolite to the active site of PPases (Nishiwaki-Matsumishi et al., 1991;
Gulledge et al., 2003). To demonstrate this, several analogues of the MCs, specifically com‐
prised of only a single amino acid (i.e. Gly, or L- or D-Ala) coupled via peptidyl linkage to the
carboxylic acid of the N-acetylated Adda, were synthesized (Gulledge et al. 2003) and evalu‐
ated for toxicity. Although orders of magnitude lower than intact MC-LR, these analogs
retained substantial PPase inhibitory activity, suggesting that Adda significantly contributes
to the toxicophore of the MCs and NOD. On the other hand, the unusual amino acid, N-
methyldehydroalanine (Mdha), found in many MC variants has been shown to covalently bind
via a Michael addition to Cys273 of type 1/2A Ser/Thr PPases (MacKintosh et al., 1995). Ac‐
cordingly, it has been suggested that this distal (to Adda) amino acids is, therefore, also
involved in irreversible binding of the toxin to the PPase targets, as well as considerable
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underestimation of bioaccumulation (as a non-extractable “bound” form) in organisms
exposed to the toxin (see 4.2 Methodologies for evaluating cyanobacterial toxins in food-webs, below).

Figure 2. Chemical structures of hepatotoxic microcystins (A) and nodularin (B). In the former, structural variability is
primarily based on variation in the “X” and “Y” amino acid positions indicated; for reference, the common variant, MC-
LR, in which X and Y positions are leucine (L) and arginine (R) is shown.

Given the importance of PPases in a wide range of cellular functions, inhibition of these
enzymes, following exposure to NOD/MCs, can result in a range of acute toxicoses. Accumu‐
lating primarily in hepatocytes (i.e. liver) and associated organ systems, inhibition of PPase by
MCs and NOD most typically manifests as acute failure and hemorrhaging in these systems.
However, recent studies, specifically pointing to the presence of similar active transporters in
mammalian (e.g. rat) brains, have proposed a possible connection between MC uptake and
apparent inhibitory effects on short- and long-term memory (Maidana et al., 2006). Moreover,
emerging evidence supports an additional role of MCs in various chronic health effects, and
particularly, as recognized tumor promoters, increased rates of certain cancers. Most notably,
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systems in animals. Accordingly, many toxic metabolites are actively transported (for subse‐
quent detoxification) to, and thus accumulate primarily in, hepatocytes. Not surprising,
therefore, two of the most commonly recognized cyanobacterial toxins are, in fact, associated
with hepatotoxicity. However, aside from active transport of these toxins to – and consequent
toxicity in - hepatocytes, it is becoming increasingly clear that the same metabolites may
accumulate in a range of tissues (even if not associated with acute toxicity in these cells), and
may – along with their generally uncharacterized toxicology in these tissues - be thusly
transferred to higher trophic levels.

2.1.1. Microcystins (MCs) and nodularin (NOD)

Perhaps the most widespread, and consequently well studied, of the cyanobacterial toxins,
microcystins (MCs) and nodularin (NOD) are, respectively, hepatotoxic hepta- and penta‐
peptide toxins. Both share structural similarity (Fig. 2), specifically characterized by a peptide
macrocyle incorporating common and unusual amino acids. However, the former (i.e. MCs)
represents a chemically diverse group of toxins, comprised of more than ninety variants
(Welker and Van Dohran, 2006). Although structural variation throughout the macrocycle
of the MCs has been reported, the primary differences occur in “X” and “Y” positions (Fig.
2), as per the accepted nomenclature for the group. As an example, the most common, and
generally  considered the  most  toxic,  of  these  variants  is  MC-LR in  which  the  X  and Y
positions,  respectively,  are  occupied by leucine  (L)  and arginine  (R)  residues.  Although
chemical variations exist, both NOD and most MC variants are characterized by a relative‐
ly well-conserved unusual  β-amino acid,  3-amino-9-methoxy-2,6,8-trimethyl-10-phenylde‐
ca-4,6-dienoic  acid  (Adda),  which  is  involved  (see  below)  in  the  toxicology  of  these
metabolites (Gulledge et al., 2003). Finally, whereas NOD is generally limited to a single late
summer blooming species, Nodularia spumigens, the MCs are produced by a taxonomically
wide  array  of  cyanobacterial  species  including,  most  notably,  the  widespread  species,
Microcystis  aeruginosa,  but  also  a  growing list  of  other  diverse  taxa  (e.g.  Aphanizomenon,
Oscillatoria, Planktothrix, Anabaena, Nostoc).

Toxiologically, both NOD and the MCs are inhibitors of Ser/Thr type 1 and 2A protein
phosphatases (PPases). Data generally suggest that Adda of NOD and MCs are involved in
the binding of the metabolite to the active site of PPases (Nishiwaki-Matsumishi et al., 1991;
Gulledge et al., 2003). To demonstrate this, several analogues of the MCs, specifically com‐
prised of only a single amino acid (i.e. Gly, or L- or D-Ala) coupled via peptidyl linkage to the
carboxylic acid of the N-acetylated Adda, were synthesized (Gulledge et al. 2003) and evalu‐
ated for toxicity. Although orders of magnitude lower than intact MC-LR, these analogs
retained substantial PPase inhibitory activity, suggesting that Adda significantly contributes
to the toxicophore of the MCs and NOD. On the other hand, the unusual amino acid, N-
methyldehydroalanine (Mdha), found in many MC variants has been shown to covalently bind
via a Michael addition to Cys273 of type 1/2A Ser/Thr PPases (MacKintosh et al., 1995). Ac‐
cordingly, it has been suggested that this distal (to Adda) amino acids is, therefore, also
involved in irreversible binding of the toxin to the PPase targets, as well as considerable

Current Topics in Public Health534

underestimation of bioaccumulation (as a non-extractable “bound” form) in organisms
exposed to the toxin (see 4.2 Methodologies for evaluating cyanobacterial toxins in food-webs, below).

Figure 2. Chemical structures of hepatotoxic microcystins (A) and nodularin (B). In the former, structural variability is
primarily based on variation in the “X” and “Y” amino acid positions indicated; for reference, the common variant, MC-
LR, in which X and Y positions are leucine (L) and arginine (R) is shown.

Given the importance of PPases in a wide range of cellular functions, inhibition of these
enzymes, following exposure to NOD/MCs, can result in a range of acute toxicoses. Accumu‐
lating primarily in hepatocytes (i.e. liver) and associated organ systems, inhibition of PPase by
MCs and NOD most typically manifests as acute failure and hemorrhaging in these systems.
However, recent studies, specifically pointing to the presence of similar active transporters in
mammalian (e.g. rat) brains, have proposed a possible connection between MC uptake and
apparent inhibitory effects on short- and long-term memory (Maidana et al., 2006). Moreover,
emerging evidence supports an additional role of MCs in various chronic health effects, and
particularly, as recognized tumor promoters, increased rates of certain cancers. Most notably,
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studies in China (Yu, 1995; Ueno et al., 1996; Yu et al., 2001) have linked chronic exposure to
MC through ingestion of contaminated surface (i.e. ditch) waters to endemically high rates of
primary liver cancers. These studies suggest, in particular, that health concerns associated with
exposure to even quite low (e.g. sub-picogram per day) doses of cyanobacterial toxins, such
as MC/NOD, may promote negative health effects that might not clearly manifest as acute
intoxication. This may be particularly germane to discussion of the bioaccumulation of these
toxins since there have been to-date no known cases of overt intoxication from food-borne MCs
or NOD, whereas the possible long-term effects associated with chronic exposure to these
toxins (and others, e.g. BMAA) in the diet continues to present a possible concern.

2.1.2. Cylindrospermopsin (CYN)

Cylindrospermopsin (CYN) is a zwitterionic tricyclic alkaloid, specifically containing a unique
hydroxyuracil (Fig. 3). It was first identified following a relatively large intoxication event (the
so-called “Palm Island Mystery”) in Queensland, Australia. In this original case, children from
more than one hundred families on Palm Island, and nearby mainland community of Towns‐
ville, were stricken with severe gastroenteritis. Subsequent studies (Bourke et al., 1983;
Hawkins et al., 1985) linked the illness to the Solomon Dam – the primary water reservoir for
the community – and identified several bloom-forming species of cyanobacteria. Among these,
a toxic (in mouse bioassay) strain of the species, Cylindrospermospsis raciborskii, was identified
(Hawkins et al., 1985). More than ten years after the incident, CYN was identified as the toxic
principle of the C. raciborksii blooms in the reservoir (Ohtani et al., 1992), and following
subsequent stereoselective synthesis (Heintzelman et al., 2001), assigned the structure shown
in Figure 3. Originally thought to be a strictly tropical species, C. raciborskii, has been subse‐
quently shown to occur worldwide in both tropical and temperate freshwater systems,
possibly the result of recent expansion in its geographic distribution (Gugger et al., 2005).
Moreover, since its initial identification from C. raciborskii, CYN has been subsequently found
to be produced by several other members of the Nostocales, including the closely related
Aphanizomenon and Anabaena (Banker et al., 1997; Spoof et al., 2006; Preußel et al., 2006), as well
as at least one member of the Stigonometales (i.e. Umezakia; Harada et al., 1994), suggesting
relatively widespread production of the toxin.

Figure 3. Chemical structure of the hepatotoxin, cylindrospermopsin (CYN).
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Toxicological studies primarily suggest that CYN is an inhibitor of protein synthesis (Terao et
al., 1994; Froscio et al., 2001). Specifically, Terao et al. (1994) demonstrated ribosomal detach‐
ment (from endoplasmic reticula) in hepatocytes treated with CYN, and in vitro studies using
the rabbit reticulocyte translation system showed that CYN inhibits protein synthesis at
nanomolar concentrations (e.g. IC50 = 120 nM; Froscio et al., 2001). However, a range of possible
mechanisms of toxicity, and associated biomarkers of the toxin, have been additionally
identified and/or proposed. In accordance with inhibition of protein synthesis, Runnegar et al.
(1994, 1995) showed a reduction of the tripeptide, glutathione (GSH), in rat hepatocytes
exposed to CYN, particularly via apparent inhibition of GSH synthesis, leading to a presump‐
tive reduction in the detoxifying capacity of cells. Studies (e.g. Shaw et al., 2000; Humpage et
al., 2005) have similarly pointed to possible interaction of CYN with cytochrome P450, and
suggested a role of this detoxifying enzyme system. Based on structural similarity to nucleo‐
tides, specifically as guanidine alkaloid, and more specifically the hydroxyuracil moiety
contained in the tricyclic structure (Fig. 3), it has been suggested that CYN may additionally
exert toxicity by means of interaction with DNA and/or RNA. Indeed, CYN has been found to
form covalent linkages with DNA, leading to consequent chromosomal strand breakage (Shaw
et al., 2000; Shen et al., 2002), as well as other apparent genotoxic effects (Bazin et al., 2010).
This is notable as the uracil moiety of CYN has been shown as required for toxicity (Banker et
al., 2001). Finally, in vivo studies, particularly in the mouse model, point to a range of histo‐
pathological effects, particularly in cells of the liver, but additionally in several organ systems
(e.g. kidney, adrenal glands, lungs, intestines), following exposure via intraperitoneal or oral
exposure (Hawkins et al., 1985; Shaw et al, 2000; Humpage and Falconer, 2003). Moreover,
recent studies (in mice) show that long-term oral exposure to low-doses of CYN leads to
measurable effects (e.g. reduced hematocrit levels; Sukenik et al., 2006), and, likewise, exposure
to CYN during gestation induces fetal toxicity (Rogers et al., 2007), indicating that (similar to
MCs) sub-acute effects may occur with relatively low doses, but may be missed by simple
assessment of intoxication.

2.2. Neurotoxins

Several of the prominent cyanobacterial toxins are known to presumably cross the blood-brain
barrier, and have been consequently associated with neurotoxicity. Neurotoxic cyanotoxins
have been particularly identified based on observation of acute toxicity following exposure to
these toxins (see below). However, in at least one case (i.e. BMAA; see below), toxicity has been
associated with possible chronic neurodegeneration.

2.2.1. Anatoxin-a (ATX-a) and anatoxin-a(s)

Although chemically unrelated, two of the most active neurotoxins produced by cyanobacteria
are related both in name and mode of action. First identified from species of Anabaena,
anatoxin-a (ATX-a) is a tropane alkaloid (Fig. 4) with structural, but not pharmacological,
similarity to cocaine. In contrast, the relatively less common anatoxin-a(s), so-named due to
hyper-salivation associated with its neurotoxicity, is a phosphate ester of N-hydroxyguanine
(Fig. 4), likewise, isolated primarily from Anabaena spp. Although structurally very different,
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ville, were stricken with severe gastroenteritis. Subsequent studies (Bourke et al., 1983;
Hawkins et al., 1985) linked the illness to the Solomon Dam – the primary water reservoir for
the community – and identified several bloom-forming species of cyanobacteria. Among these,
a toxic (in mouse bioassay) strain of the species, Cylindrospermospsis raciborskii, was identified
(Hawkins et al., 1985). More than ten years after the incident, CYN was identified as the toxic
principle of the C. raciborksii blooms in the reservoir (Ohtani et al., 1992), and following
subsequent stereoselective synthesis (Heintzelman et al., 2001), assigned the structure shown
in Figure 3. Originally thought to be a strictly tropical species, C. raciborskii, has been subse‐
quently shown to occur worldwide in both tropical and temperate freshwater systems,
possibly the result of recent expansion in its geographic distribution (Gugger et al., 2005).
Moreover, since its initial identification from C. raciborskii, CYN has been subsequently found
to be produced by several other members of the Nostocales, including the closely related
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ment (from endoplasmic reticula) in hepatocytes treated with CYN, and in vitro studies using
the rabbit reticulocyte translation system showed that CYN inhibits protein synthesis at
nanomolar concentrations (e.g. IC50 = 120 nM; Froscio et al., 2001). However, a range of possible
mechanisms of toxicity, and associated biomarkers of the toxin, have been additionally
identified and/or proposed. In accordance with inhibition of protein synthesis, Runnegar et al.
(1994, 1995) showed a reduction of the tripeptide, glutathione (GSH), in rat hepatocytes
exposed to CYN, particularly via apparent inhibition of GSH synthesis, leading to a presump‐
tive reduction in the detoxifying capacity of cells. Studies (e.g. Shaw et al., 2000; Humpage et
al., 2005) have similarly pointed to possible interaction of CYN with cytochrome P450, and
suggested a role of this detoxifying enzyme system. Based on structural similarity to nucleo‐
tides, specifically as guanidine alkaloid, and more specifically the hydroxyuracil moiety
contained in the tricyclic structure (Fig. 3), it has been suggested that CYN may additionally
exert toxicity by means of interaction with DNA and/or RNA. Indeed, CYN has been found to
form covalent linkages with DNA, leading to consequent chromosomal strand breakage (Shaw
et al., 2000; Shen et al., 2002), as well as other apparent genotoxic effects (Bazin et al., 2010).
This is notable as the uracil moiety of CYN has been shown as required for toxicity (Banker et
al., 2001). Finally, in vivo studies, particularly in the mouse model, point to a range of histo‐
pathological effects, particularly in cells of the liver, but additionally in several organ systems
(e.g. kidney, adrenal glands, lungs, intestines), following exposure via intraperitoneal or oral
exposure (Hawkins et al., 1985; Shaw et al, 2000; Humpage and Falconer, 2003). Moreover,
recent studies (in mice) show that long-term oral exposure to low-doses of CYN leads to
measurable effects (e.g. reduced hematocrit levels; Sukenik et al., 2006), and, likewise, exposure
to CYN during gestation induces fetal toxicity (Rogers et al., 2007), indicating that (similar to
MCs) sub-acute effects may occur with relatively low doses, but may be missed by simple
assessment of intoxication.

2.2. Neurotoxins

Several of the prominent cyanobacterial toxins are known to presumably cross the blood-brain
barrier, and have been consequently associated with neurotoxicity. Neurotoxic cyanotoxins
have been particularly identified based on observation of acute toxicity following exposure to
these toxins (see below). However, in at least one case (i.e. BMAA; see below), toxicity has been
associated with possible chronic neurodegeneration.

2.2.1. Anatoxin-a (ATX-a) and anatoxin-a(s)

Although chemically unrelated, two of the most active neurotoxins produced by cyanobacteria
are related both in name and mode of action. First identified from species of Anabaena,
anatoxin-a (ATX-a) is a tropane alkaloid (Fig. 4) with structural, but not pharmacological,
similarity to cocaine. In contrast, the relatively less common anatoxin-a(s), so-named due to
hyper-salivation associated with its neurotoxicity, is a phosphate ester of N-hydroxyguanine
(Fig. 4), likewise, isolated primarily from Anabaena spp. Although structurally very different,
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the two metabolites (along with a few chemically related variants, e.g. homoanatoxin-a) share
related toxicological mechanisms of action. Known as the “very fast death factor,” ATX-a and
its analogues are potent inhibitors of nicotinic acetylcholine receptors (nAChRs), specifically
mimicking the endogenous neurotransmitter, acetylcholine, whereas anatoxin-a(s) inhibits
related acetylcholinesterases (Aráoz et al., 2010). Interestingly, ATX-a is not degraded by
acetylcholinesterases, and thus irreversibly inhibits nAChRs (Aráoz et al., 2010). With regards
to food-webs, it should be noted that – compared to other cyanobacterial toxins – the “ana‐
toxins” are relatively unstable chemically, as well as being generally limited in their distribu‐
tion and occurrence, and thus rather few studies have reported their bioaccumulation (e.g.
Mejean et al., 2010; Osswald et al., 2011). That said at least one case of apparent bioaccumulation
of ANTX-a and its analogue (i.e. homoANTX-a) is, in fact, among the very few cases of acute
intoxications being possibly linked to food-borne cyanotoxins (see 3. Evidence for bioaccumula‐
tion of cyanobacterial toxins in aquatic food-webs, below).

Figure 4. Chemical structure of the neurotoxins, anatoxin-a (ATX-a, left) and anatoxin-a(s) (right).

2.2.2. Saxitoxin (STX) and “Paralytic Shellfish Toxins” (PSTs)

Potent inhibitors of voltage-gated sodium channels, saxitoxin (STX) and several chemically
related metabolites have been frequently associated with contamination of shellfish, and
consequent toxicity (i.e. “paralytic shellfish poisoning” [PSP]), as the so-called “paralytic
shellfish toxins” (PSTs). Specifically, in marine systems, the origins of STX/PSTs have been
identified as Alexandrium and several related species of dinoflagellates. However, in the late
1960s, apparent STX was identified (Jackim and Gentile, 1968) in the cyanobacterial species,
Aphanizomenon flos-aquae. Over the subsequent four decades, STX and related PSTs have been
identified from a wide range of cyanobacterial genera (e.g. Mahmood and Carmichael, 1986;
Humpage et al., 1994; Negri et al., 1995; Carmichael et al., 1997; Lagos et al., 1999; Beltran and
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Neilan, 2000; Pomati et al., 2000; Smith et al., 2011) including members of the Nostocales (e.g.
Anabaena, Scytonema, Cylindrospermopsin) and Oscillatoriales (e.g. Lyngbya, Planktothrix).

Figure 5. Chemical structure of saxitoxin (STX) and selected variants of the related “paralytic shellfish toxins” (PSTs).

STX/PSTs are potent inhibitors of voltage-gated sodium channels in neuronal cells, specifically
acting on (via binding to, and consequent blockage of) sodium passage through channel pores
(Aráoz et al., 2010). Inhibition of sodium channels, by blocking sodium influx involved in the
propogation of action potentials in neurons, leads to the aforementioned PSP syndrome which
manifests in a range of neurotoxic symptoms including numbness, tingling, weakness and
difficulty breathing as a result of the neuromuscular paralysis (Etheridge, 2010). Interestingly,
STX/PST binds to the nearly identical location as the equally potent neurotoxin, tetrodotoxin
(TTX), associated with poisoning by consumption of several species of pufferfish (Stevens et
al., 2011), and STX has, in fact, been identified alongside TTX in pufferfish (Nakamura et al.,
1984; discussed below). Notably, despite the identification of STX/PSTs from numerous
cyanobacteria species found in freshwater sytems, as well as apparent bioaccumulation of
presumptively cyanobacteria-derived toxin in fish and shellfish consumed by humans,
reported poisoning by the PSTs has been generally limited to ingestion of shellfish contami‐
nated by apparent marine dinoflagellate sources.

2.2.3. β-Methylamino-L-alanine (BMAA)

As perhaps the best studied case of apparent long-term toxicity resulting from a cyanobacterial
toxin bioaccumulated within food webs, the non-essential, non-protein amino acid, β-
methylamino-L-alanine (BMAA; Fig. 6) has been linked to high rates of the otherwise rare
amyotrophic lateral sclerosis (ALS), and possibly other related neurodegenerative diseases
(e.g. Parkinson’s Disease, Alzheimer’s Disease). Indeed, the first reports of BMAA as a
neurotoxic cyanobacterial metabolite specifically stemmed from studies of extraordinarily
high rates of ALS amont the indigenous Chamorro populations on the island of Guam. BMAA
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the two metabolites (along with a few chemically related variants, e.g. homoanatoxin-a) share
related toxicological mechanisms of action. Known as the “very fast death factor,” ATX-a and
its analogues are potent inhibitors of nicotinic acetylcholine receptors (nAChRs), specifically
mimicking the endogenous neurotransmitter, acetylcholine, whereas anatoxin-a(s) inhibits
related acetylcholinesterases (Aráoz et al., 2010). Interestingly, ATX-a is not degraded by
acetylcholinesterases, and thus irreversibly inhibits nAChRs (Aráoz et al., 2010). With regards
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tion of cyanobacterial toxins in aquatic food-webs, below).

Figure 4. Chemical structure of the neurotoxins, anatoxin-a (ATX-a, left) and anatoxin-a(s) (right).
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Neilan, 2000; Pomati et al., 2000; Smith et al., 2011) including members of the Nostocales (e.g.
Anabaena, Scytonema, Cylindrospermopsin) and Oscillatoriales (e.g. Lyngbya, Planktothrix).

Figure 5. Chemical structure of saxitoxin (STX) and selected variants of the related “paralytic shellfish toxins” (PSTs).
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methylamino-L-alanine (BMAA; Fig. 6) has been linked to high rates of the otherwise rare
amyotrophic lateral sclerosis (ALS), and possibly other related neurodegenerative diseases
(e.g. Parkinson’s Disease, Alzheimer’s Disease). Indeed, the first reports of BMAA as a
neurotoxic cyanobacterial metabolite specifically stemmed from studies of extraordinarily
high rates of ALS amont the indigenous Chamorro populations on the island of Guam. BMAA
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was originally identified as a plant-derived natural product, and specifically found in non-
flowering plants of the genus, Cycas (Vega & Bell, 1967). However, the origin of the metabolite
was ultimately traced to an endosymbiotic species of the cyanobacterial genus, Nostoc, found
within roots these cycads. The occurrence of BMAA in this cycad species (Spencer et al.,
1987), and its apparent biomagnification by fruit bats (or “Flying Foxes”) which consume the
fruits of the cycad, which are, in-turn, consumed as a delicacy by the Chamorro of Guam (Cox
et al., 2003; discussed below), has been suggested to provide a route of exposure to the
neurotoxin, and was consequently linked to ALS among the Chamorro. Indeed, subsequent
studies have accordingly identified both apparent biomagnification of the metabolite in this
rather short “food chain” (i.e. an approximately 104-fold increase from cyanobacteria to cycad
to fruit bat), as well as measurable levels of BMAA in the brains of Chamorro patients that
died from ALS and related syndromes (Cox et al., 2003).

Figure 6. Chemical structure of β-Methylamino-L-Alanine (BMAA).

Toxicologically, BMAA is a recognized agonist of glutamate receptors. Staton and Bristow
(1997) found that BMAA excited glutamate receptors, leading to apoptotic and necrotic cell
death, in cerebellar granule cells. Subsequent studies (e.g. Rao et al., 2006; Lobner et al., 2007;
Cucchiaroni et al., 2010) have confirmed a similar effect in a range of relevant neurons (e.g.
spinal motor neurons, cortical neurons, dopaminergic substantia nigra pars compacta cells).
More recently, however, it has been proposed that BMAA – as an amino acid – may become
erroneously incorporated via translation into proteins. One of the hallmarks of several related
neurodegenerative diseases (including ALS, Alzheimer’s Disease, Parkinson Disease/Demen‐
tia) is the formation of misfolded protein aggregates, and it has consequently been proposed
that the possible mis-incorporation of BMAA may represent an alternative mechanism of
action for this putative toxin.

Although first identified in the Chamorro/ALS case, potential health concerns associated with
BMAA have continued to grow with recent reports of a widespread occurrence of the metab‐
olite among cyanobacteria, and its bioaccumulation in a wide range of systems, as well as
additional epidemiological findings that link the compound to a complex of related neurode‐
generative diseases. In a study by Cox et al. (2005) chemical analysis of a wide range of
cyanobacteria, including marine, freshwater and terrestrial representatives, indicated that as
many as 95% of the genera produce BMAA, and pointed to a potentially widespread occur‐
rence of the metabolite. Since this study, the analytical techniques used with respect to BMAA
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have rapidly evolved (see 5. Methodologies for analyis of cyanobacterial toxins in food-webs, below).
Accordingly, several investigators (e.g. Li et al., 2012) have, in fact, argued - specifically based
on re-evaluation of the analytical methods previously used - that these prior estimates
regarding occurrence among cyanobacteria are perhaps exaggerated. However, despite this
standing controversy, a growing number of studies have concurrently pointed to the apparent
bioaccumulation of the metabolite in food webs and relevant human foods (discussed below)
which, along with increasing experimental evidence to support toxicological effects related to
neuronal and memory function (e.g. Karlsson et al., 2009 and 2009b; Liu et al., 2009; Purdie et
al., 2009 and 2009b; Karlsson et al., 2011), and links to additional clusters of these disease, have
continued to fuel emerging hypotheses regarding BMAA and neurodegeneration. With
regards to the latter, post mortem studies have identified BMAA in the brain tissues of patients
who had died from ALS and Alzheimer’s Diesease (AD), but not from either strictly hereditary
neurodegenerative disease (e.g. Huntington’s Disease) or unrelated causes (Pablo et al., 2009).
Several studies have, likewise, suggested links between BMAA and so-called “sporadic”
occurrence of these diseases ranging from Canadian AD patients (Murch et al., 2004) to clusters
of ALS associated with exposure to water blooms in New England (Caller et al., 2009) to
sporadic occurrence among Gulf War veterans purportedly exposed to BMAA through
cyanobacteria in desert dust (Cox et al., 2009). As these questions regarding occurrence of
BMAA among cyanobacteria, as well as its toxicological relevance, continue to be answered,
it is becoming clear that understanding the potential role of food-web bioaccumulation, as a
route of exposure to this metabolite, will be particularly critical.

3. Evidence for bioaccumulation of cyanobacterial toxins in aquatic food-
webs

Toxins from a number of marine HAB species – particularly including diverse eukaryotic
taxa  within  the  dinoflagellates  and  diatoms  (Bacilliariophyta)  –  bioaccumulate  and/or
biomagnify in marine food-webs, and have been clearly linked to contamination of fish and
seafood, and consequent intoxication of humans and wildlife (Van Dolah, 2000). Notably,
marine  algal  toxins  are  (1)  frequently  associated  with  commercially  important  seafood
species, including filter-feeding/grazing shellfish (e.g. clams, mussels) and several plantivo‐
rous  fish  species,  and/or  (2)  alternatively  characterized  by  relatively  high  lipophilicity
enabling uptake and storage in fat tissues as a means of biomagnifications to higher trophic
levels, including marine fish species eaten by humans (Van Dolah, 2000). Relevant exam‐
ples of the former include dinophysotoxins and various other metabolites associated with
“diarrhetic shellfish poisoning” (DSP), domoic acid associated with “amnesic shellfish
poisoning” (ASP) and contamination of shellfish by so-called PSP toxins (i.e. STX and other
PSTs, see above) derived from dinoflagellates (e.g. Alexandrium spp.). Examples of the latter,
on the other hand, include biomagnification of ciguatoxin, and several chemically related
lipophilic  metabolites  (e.g.  maitotoxin),  by  various  top-level  predator  species  of  fish  in
relation to the well documented “ciguatera poisoning.”
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additional epidemiological findings that link the compound to a complex of related neurode‐
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biomagnify in marine food-webs, and have been clearly linked to contamination of fish and
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marine  algal  toxins  are  (1)  frequently  associated  with  commercially  important  seafood
species, including filter-feeding/grazing shellfish (e.g. clams, mussels) and several plantivo‐
rous  fish  species,  and/or  (2)  alternatively  characterized  by  relatively  high  lipophilicity
enabling uptake and storage in fat tissues as a means of biomagnifications to higher trophic
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ples of the former include dinophysotoxins and various other metabolites associated with
“diarrhetic shellfish poisoning” (DSP), domoic acid associated with “amnesic shellfish
poisoning” (ASP) and contamination of shellfish by so-called PSP toxins (i.e. STX and other
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Compared to marine HAB toxins, bioaccumulation of cyanobacterial toxins in food webs, and
its consequent relevance to human and environmental health, has been relatively much less
studied. There are likely several reasons for this. The most obvious is that, in contrast to the
well-documented contamination of fish and other seafood by marine algal toxins, there are
very few recognized cases of acute human or animal intoxication via consumption of bioac‐
cumulated cyanobacterial toxins. It is further proposed that this may be due, in part, to less
commercial fishing in freshwater water habitats - and thus consumption of freshwater fish and
shellfish - compared to marine fisheries. Indeed, a recent report by the United Nations’ Food
and Agriculture Organization (FAO) estimated the 2008 global fisheries catch as approximate‐
ly 90 million tonnes, but it was comprised of only a “record 10 million tonnes from inland
waters,” compared to more than 80 million tonnes from marine sources (FAO, 2010).

Regardless of the relatively limited focus on cyanobacterial toxins in freshwater fish and
shellfish, a growing body of knowledge – summarized in Table 1 – does, in fact, support
the occurrence of cyanobacterial toxins in a range of trophic levels, including species with
direct potential for human exposure, as well as possible implications for ecosystem health
(see 7. Implications for Ecosystem Health, below). Indeed, a number of thorough reviews on
the topic have recently appeared (e.g. Ibelings and Chorus, 2007; Ferrao-Filho et al., 2011;
Kozlowsky-Suzuki et al., 2012). Owing to the relatively polar (i.e. water-soluble) nature of
the recognized cyanobacterial toxins, it has been generally suggested that bioaccumulation
in the food-web will be limited to relatively “low” trophic positions. Indeed, in freshwater
food  webs,  this  has  included  particularly  high  rates  of  bioaccumulation  of  toxins  in
planktivorous  fish,  and  filter-feeding  or  other  grazing  invertebrates  (Table  1).  Reported
concentrations of accumulated cyanobacterial toxins are, at first glance, typically quite low
(Table 1). However, levels are obviously expected to vary - as shown in experimental studies
(e.g. Osswald et al., 2011) - with concentrations of toxins and/or algal cell density to which
animals  are  exposed.  Moreover,  it  is  suggested  by  various  studies  that  levels  may  be
sufficient for long-term (and consequently difficult to study) health effects, and that these
reported data (as discussed further below) may underestimate - due to limitations of typical
analytical  methodologies,  food  preparation  techniques  used  and  other  variables  -  the
possible contribution of these food-borne toxins.

From inspection of the available data on the accumulation of cyanobacterial toxins in fish and
shellfish (Table 1), it is clear that MCs are, by far, the most commonly reported. Indeed, MCs
are generally considered the most widespread of the freshwater cyanobacterial toxins.
Frequently, these data are reported in terms of “MC-LR equivalents,” as typical quantitative
analyses (e.g. ELISA, LC-MS) use this common variant as a reference standard, despite the fact
that as many as ninety variants have been reported (see Welker and von Döhren, 2006). In
addition to being among the most commonly detected of the microcystins, MC-LR is also one
of the most toxic variants (Zurawell et al., 2005). That said, studies suggest variability in the
uptake and detoxification of the variants. Xie et al. (2004), for example, studied MC-LR and
MC-RR distribution and depuration in phytoplanktivorous carp, and proposed, based on these
findings, a possible preferential uptake of MC-RR, or inhibited uptake of and/or active
mechanism to “degrade” MC-LR.
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Fish Toxin(s)a Tissue(s) Toxin

Conc.

(µg g-1)b

Reference(s)

Silverside (Odontesthes

bonariensis)

MC-RR Muscle 0.05 (mean)

0.34 (max)

Cazenave et al., 2005

Silver Carp (Hypophthalmichthys

molitrix)

MC-LR/RR

MC-LR (eq)

Muscle

Muscle

0.00025-0.097

0.0016

Chen et al., 2005

Shen et al., 2005

Carp (Cyprinus carpio) MC-LR (eq)

MC-LR (eq)

ATX-a

Muscle

Muscle

Whole

(juvenile)

0.038

0.005

0.005

Li et al., 2004

Berry et al., 2011a

Osswald et al., 2007

(experimental studies)

Goodea spp. MC-LR (eq) Muscle

Viscerac

0.157

0.867

Berry et al., 2011a

“Charales” (Chirostoma sp.) MC-LR (eq) Wholec 0.0185 Berry et al., 2011a

Redbreast Tilapia (Tilapia rendalli) MC-LR (eq) Muscle 0.002-0.337 Magalhaes et al., 2001

Nile Tilapia (Oreochromis niloticus) MC-LR (eq) Muscle 0.102 Mohammed et al., 2003

Blue Tilapia (Oreochromis aureus) CYN

STX/PSTs

Muscle

Muscle

0.00009

0.00003

Berry et al., 2011b

Topote (Dorosoma mexicana) CYN

STX/PSTs

Muscle 0.0008

0.0003

Berry et al., 2011b

Flounder (Platichthys flesus) NOD Muscle 0.0005-0.1 Sipia et al., 2006

Roach (Rutilus rutilus) NOD Muscle 0.0004-0.2 Sipia et al., 2006

Trout (Oncorhynchus mykiss) MC-LR (eq)

ATX-a

Muscle

Whole

(juveniles)

0.035

3.9-23.6

Wood et al., 2006

Osswald et al., 2011 (experimental

studies)

Yellow Perch (Perca flavescens) MC-LR (eq) Muscle 0.0008 (max)d Wilson et al., 2008

Unidentified species MC-LR (eq) Muscle 0.04 Magalhaes et al., 2003

NOD Muscle 0.0007-0.025 Van Buynder et al, 2001

Shellfish

Bivalves: Mussels

Anodonta woodiania MC-LR (eq) Muscle/foot

Wholec

0.009 (mean)

0.026 (max)

0.064

Chen & Xie, 2005a

Anodonta cygnea STX/PSTs Wholec 2.6 Pereira et al., 2004

(experimental study)

Alathyria condola STX/PSTs Wholec 57 Negri & Jones, 1995

(experimental study)

Hyriopsis cumingii MC-LR (eq) Muscle/foot

Wholec

0.022 (mean)

0.039 (max)

0.188

Chen & Xie, 2005a

Cristaria plicata MC-LR (eq) Muscle/foot

Wholec

(mean)

0.023 (max)

0.096

Chen & Xie, 2005a
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Compared to marine HAB toxins, bioaccumulation of cyanobacterial toxins in food webs, and
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(experimental study)

Alathyria condola STX/PSTs Wholec 57 Negri & Jones, 1995

(experimental study)

Hyriopsis cumingii MC-LR (eq) Muscle/foot

Wholec

0.022 (mean)

0.039 (max)

0.188

Chen & Xie, 2005a

Cristaria plicata MC-LR (eq) Muscle/foot

Wholec

(mean)

0.023 (max)

0.096

Chen & Xie, 2005a
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Fish Toxin(s)a Tissue(s) Toxin

Conc.

(µg g-1)b

Reference(s)

Lamprotula leai MC-LR (eq) Muscle/foot

Wholec

0.021 (mean)

0.058 (max)

0.131

Chen & Xie, 2005a

Mytilus galloprovincialis MC-LR

ATX-a

Whole

Soft tissuec

1.8 (max)e

0.006 (max)

Vasconcelos, 1995

(experimental study)

Osswald et al., 2008 (experimental

study)

Unidentified mussel species CYN Wholec 0.247 Saker et al., 2004

Unidentified mussel species NOD Wholec 2.5 Van Buynder et al., 2001

Gastropods: Snails

Apple Snails (Pomacea patula

catemacensis)

CYN

STX/PSTs

Wholec

Wholec

0.003

0.001

Berry and Lind, 2010

Crustaceans: Shrimp, Crab

and Crayfish

Crayfish (Procambarus clarkia) MC-LR (eq) Muscle 0.005 (mean)

0.010 (max)

Chen & Xie, 2005b

Red Claw Crayfish (Cherax

quadricarinatus)

CYN Muscle

Hepato-

pancreas

0.18f (mean)

0.86f (mean)

Saker & Eaglesham, 1999

Freshwater Shrimp (Palaemon

modestus)

MC-LR (eq) Muscle

Whole

0.006 (mean)

0.026 (max)

0.0114

Chen & Xie, 2005b

Freshwater Shrimp

(Macrobrachium nipponensis)

MC-LR (eq) Muscle

Whole

0.004 (mean)

0.012 (max)

0.051

Chen & Xie, 2005b

Unidentified crab species MC-LR (eq) Muscle 0.103 Magalhaes et al., 2003

Unidentified prawn species CYN

NOD

Muscle

Muscle

0.205

0.005-0.022

Saker et al., 2004

Van Buynder et al., 2001

a Total MC content frequently reported as MC-LR equivalents (“MC-LR(eq)” in the table).

b Toxin concentrations given as either range, or maximum (“max”) or mean (if not otherwise indicated).

c Fish or shellfish eaten whole including muscle and viscera. In the case of shellfish, shell or exoskeleton/carapace is
typically removed, and the inner flesh consumed.

d Converted from dry weight to wet weight using conversion factor of 5 as per U.S. EPA recommendation, assuming
~80% water content of fish (Holcomb et al., 1976).

e Conversion from dry weight to wet weight using conversion factor of 5.8 as per Ricciardi and Bourget (1998).

f Conversion from dry weight to wet weight using conversion factor of approximately 5 as per Headon and Hall (xxx)

Table 1. Measured concentrations of cyanobacterial toxins in freshwater fish and aquatic invertebrates eaten by
humans. Adapted, in part, from Ibelings and Chorus (2007).
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As shown in Table 1, concentrations of MC in these tissues are generally quite low, and might
imply a consequently low concern with respect to human exposure. However, there is evidence
– as discussed above - to suggest that chronic expoure to low levels of these toxins may pose
concern for long-term health (e.g. increased rates of cancer). Moreover, not shown in this table
is the generally higher accumulation of MCs by liver and associated organ systems due to
active transport of these toxins to hepatocytes and related cells (as discussed above). Although,
in the case of fish, in particular, muscle tissues (i.e. “flesh,” e.g. filets, etc.) are most typically
eaten, there are exceptions. Berry et al. (2011a), for example, evaluated the MC content (see
Table 1) of fish caught from a persistent cyanobacterial bloom in Lake Patzcuaro (Mexico), and
specifically reported considerable levels for those fish (i.e. “charales” and Goodea spp.) that are
locally eaten in their entirety, including muscle and associated viscera. Accordingly, these
results suggest that preparation technique can have a key role in assessing the potential for
human exposure.

Bioaccumulation, however, is not limited to the MCs, and a growing number of studies (see
recent review by Kinnear, 2010) have, for example, also reported variable levels of the
hepatotoxic CYN in relevant fish and shellfish species (Table 1). In fact, soon after the identi‐
fication of CYN as the toxin responsible for the Palm Island Mystery (Ohtani et al., 1992), Saker
and Eaglesham (1999) reported quite high levels of the toxin in both fish (“Rainbow Fish,”
Melanotaenia eachemensis) and invertebrate (i.e. “Red Claw Crayfish,” Cherax quadricarinatus)
species. Although, the former is not generally considered edible, the latter is, in fact, extensively
aquacultured as freshwater “seafood” commercially. Since that time, the potential for bioac‐
cumulation CYN has been reported in several field and laboratory studies (Norris et al.,
2001; Nogueira et al., 2004; White et al., 2006; White et al., 2007), although most have focused
on species not – or rarely (e.g. Swan Mussel, Anodonta cygnea; Saker et al., 2004) – eaten by
humans, and therefore, not generally relevant to human diet and health. As a notable excep‐
tion, Seifert et al. (2007) reported CYN from Eel-Tailed Catfish (Tandanus tandanus), an
omnivorous species of game fish; the toxin, however, was not detected in several other less
planktivorous species of fish (e.g. perch, bass). More recently, evaluation of CYN in the
endorheic lake system of Lake Catemaco (Mexico) identified the toxin in species of both finfish
(Berry et al., 2012) and relevant species of invertebrates (i.e. freshwater snails; Berry and Lind,
2010) consumed in this region.

Although not as well recognized (nor investigated), emerging evidence suggests that cyano‐
bacterial neurotoxins may also accumulate in relevant freshwater species (Table 1). With
regards to human health, STX and related “paralytic shellfish toxins” (PSTs) are – based on
their well-described association to intoxication via seafood – perhaps of most obvious concern.
STX/PSTs have widely documented as contaminants of marine shellfish, and particularly
bivalves, representing a recognized concern for public health (Van Dolah, 2000). More recently,
there have been increasing reports of STX/PSTs in fish, and particularly species of “pufferfish”
(Family Tetraodontidae), alongside the toxicologically related (i.e. voltage-gated sodium
channel blocking) tetrodotoxins that have been well described from these species. Similar to
contamination of shellfish, however, it has been recently shown (Landsberg et al., 2006) that
marine dinoflagellates (e.g. Pyrodinium spp.) are likely the source of STX/PSTs in the case of
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Fish Toxin(s)a Tissue(s) Toxin

Conc.

(µg g-1)b

Reference(s)

Lamprotula leai MC-LR (eq) Muscle/foot

Wholec

0.021 (mean)

0.058 (max)

0.131

Chen & Xie, 2005a

Mytilus galloprovincialis MC-LR

ATX-a

Whole

Soft tissuec

1.8 (max)e

0.006 (max)

Vasconcelos, 1995

(experimental study)

Osswald et al., 2008 (experimental

study)

Unidentified mussel species CYN Wholec 0.247 Saker et al., 2004

Unidentified mussel species NOD Wholec 2.5 Van Buynder et al., 2001

Gastropods: Snails

Apple Snails (Pomacea patula

catemacensis)

CYN

STX/PSTs

Wholec

Wholec

0.003

0.001

Berry and Lind, 2010

Crustaceans: Shrimp, Crab

and Crayfish

Crayfish (Procambarus clarkia) MC-LR (eq) Muscle 0.005 (mean)

0.010 (max)

Chen & Xie, 2005b

Red Claw Crayfish (Cherax

quadricarinatus)

CYN Muscle

Hepato-

pancreas

0.18f (mean)

0.86f (mean)

Saker & Eaglesham, 1999

Freshwater Shrimp (Palaemon

modestus)

MC-LR (eq) Muscle

Whole

0.006 (mean)

0.026 (max)

0.0114

Chen & Xie, 2005b

Freshwater Shrimp

(Macrobrachium nipponensis)

MC-LR (eq) Muscle

Whole

0.004 (mean)

0.012 (max)

0.051

Chen & Xie, 2005b

Unidentified crab species MC-LR (eq) Muscle 0.103 Magalhaes et al., 2003

Unidentified prawn species CYN

NOD

Muscle

Muscle

0.205

0.005-0.022

Saker et al., 2004

Van Buynder et al., 2001

a Total MC content frequently reported as MC-LR equivalents (“MC-LR(eq)” in the table).

b Toxin concentrations given as either range, or maximum (“max”) or mean (if not otherwise indicated).

c Fish or shellfish eaten whole including muscle and viscera. In the case of shellfish, shell or exoskeleton/carapace is
typically removed, and the inner flesh consumed.

d Converted from dry weight to wet weight using conversion factor of 5 as per U.S. EPA recommendation, assuming
~80% water content of fish (Holcomb et al., 1976).

e Conversion from dry weight to wet weight using conversion factor of 5.8 as per Ricciardi and Bourget (1998).

f Conversion from dry weight to wet weight using conversion factor of approximately 5 as per Headon and Hall (xxx)

Table 1. Measured concentrations of cyanobacterial toxins in freshwater fish and aquatic invertebrates eaten by
humans. Adapted, in part, from Ibelings and Chorus (2007).

Current Topics in Public Health544

As shown in Table 1, concentrations of MC in these tissues are generally quite low, and might
imply a consequently low concern with respect to human exposure. However, there is evidence
– as discussed above - to suggest that chronic expoure to low levels of these toxins may pose
concern for long-term health (e.g. increased rates of cancer). Moreover, not shown in this table
is the generally higher accumulation of MCs by liver and associated organ systems due to
active transport of these toxins to hepatocytes and related cells (as discussed above). Although,
in the case of fish, in particular, muscle tissues (i.e. “flesh,” e.g. filets, etc.) are most typically
eaten, there are exceptions. Berry et al. (2011a), for example, evaluated the MC content (see
Table 1) of fish caught from a persistent cyanobacterial bloom in Lake Patzcuaro (Mexico), and
specifically reported considerable levels for those fish (i.e. “charales” and Goodea spp.) that are
locally eaten in their entirety, including muscle and associated viscera. Accordingly, these
results suggest that preparation technique can have a key role in assessing the potential for
human exposure.

Bioaccumulation, however, is not limited to the MCs, and a growing number of studies (see
recent review by Kinnear, 2010) have, for example, also reported variable levels of the
hepatotoxic CYN in relevant fish and shellfish species (Table 1). In fact, soon after the identi‐
fication of CYN as the toxin responsible for the Palm Island Mystery (Ohtani et al., 1992), Saker
and Eaglesham (1999) reported quite high levels of the toxin in both fish (“Rainbow Fish,”
Melanotaenia eachemensis) and invertebrate (i.e. “Red Claw Crayfish,” Cherax quadricarinatus)
species. Although, the former is not generally considered edible, the latter is, in fact, extensively
aquacultured as freshwater “seafood” commercially. Since that time, the potential for bioac‐
cumulation CYN has been reported in several field and laboratory studies (Norris et al.,
2001; Nogueira et al., 2004; White et al., 2006; White et al., 2007), although most have focused
on species not – or rarely (e.g. Swan Mussel, Anodonta cygnea; Saker et al., 2004) – eaten by
humans, and therefore, not generally relevant to human diet and health. As a notable excep‐
tion, Seifert et al. (2007) reported CYN from Eel-Tailed Catfish (Tandanus tandanus), an
omnivorous species of game fish; the toxin, however, was not detected in several other less
planktivorous species of fish (e.g. perch, bass). More recently, evaluation of CYN in the
endorheic lake system of Lake Catemaco (Mexico) identified the toxin in species of both finfish
(Berry et al., 2012) and relevant species of invertebrates (i.e. freshwater snails; Berry and Lind,
2010) consumed in this region.

Although not as well recognized (nor investigated), emerging evidence suggests that cyano‐
bacterial neurotoxins may also accumulate in relevant freshwater species (Table 1). With
regards to human health, STX and related “paralytic shellfish toxins” (PSTs) are – based on
their well-described association to intoxication via seafood – perhaps of most obvious concern.
STX/PSTs have widely documented as contaminants of marine shellfish, and particularly
bivalves, representing a recognized concern for public health (Van Dolah, 2000). More recently,
there have been increasing reports of STX/PSTs in fish, and particularly species of “pufferfish”
(Family Tetraodontidae), alongside the toxicologically related (i.e. voltage-gated sodium
channel blocking) tetrodotoxins that have been well described from these species. Similar to
contamination of shellfish, however, it has been recently shown (Landsberg et al., 2006) that
marine dinoflagellates (e.g. Pyrodinium spp.) are likely the source of STX/PSTs in the case of
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these typically estuarine fish. That said, studies (Negri and Jones, 1995; Pereira et al., 2004)
have shown that – like marine bivalves – freshwater mussels can also accumulate cyanobac‐
terially derived STX/PSTs. Although the mussel species (Alathyria condola) examined in these
studies (e.g. Negri and Jones, 1995) are not one typically eaten by humans (although frequently
by other animal species), more recent studies (Pereira et al., 2004) have measured considerable
levels of PSTs (fed via PST-producing Aphanizomenon issatschenkoi) in the Swan Mussel
(Anodonta cygnea) that, as previously mentioned, is occasionally consumed within certain
human populations in Europe and elsewhere. Even more recently, while evaluating the
apparent bioaccumulation of CYN associated with a bloom of C. raciborskii in Lake Catemaco
(Mexico), it was found that both edible “tegogolo” snails (Berry and Lind, 2010), and locally
consumed species of freshwater finfish (Berry et al., 2012), were found to accumulate STX/
PSTs. These studies, furthermore, point to a shared source of CYN and STX/PSTs, and
specifically C. raciborskii that is abundant in this lake system (Berry et al., 2012).

In addition to STX/PSTs, cyanobacteria are known to produce several other neurotoxic
metabolites, including (as discussed above) the toxicologically related ATX-a and anatoxin-
a(s). Compared to other cyanotoxins, the neurotoxic ATX-a is generally considered chemically
quite labile, and it is generally anticipated that the potential for bioaccumulation of this
unstable toxin would be, accordingly, rather low. That said, in experimental studies, it has
been shown that both fish – including trout (Oncorhynchus mykiss; Osswald et al., 2011) and
juvenile carp (Cyprinus carpio; Osswald et al, 2007) - and shellfish (e.g. mussel, Mytilus
galloprovincialis; Osswald et al., 2008) can, in fact, accumulate the toxin presented in either
dissolved (added to tank water) or cell-bound form. Moreover, in a recent study (Mejean et
al., 2010), bioaccumulation of this toxin in the giant clam (Tridacna maxima), frequently
consumed in the South Pacific, was evaluated in relation to several “ciguatera-like” intoxica‐
tion cases reported in the region, and found to contain the potently toxic analog, homoana‐
toxin-a, as well as possible traces of ATX-a. Though confirmation of these toxins, as the
causative agent of these reported poisoning, remains to be made, this study represents of the
very few examples of possible acute intoxication by a food-borne cyanobacterial toxin.

Similarly, despite the emerging picture of its biomagnification in terrestrial species (e.g. fruit
bats feeding on cycads; see above) over the past several decades, as well as the particularly
conspicuous abundance of cyanobacteria in aquatic systems, relatively limited attention has
been paid to the possible bioaccumulation of neurotoxic BMAA in aquatic food-webs. Several
recent studies (Jonasson et al., 2010; Brand et al., 2010; Mondo et al., 2012), however, have
suggested both accumulation, and possible biomagnifications of BMAA in marine systems,
including those species (i.e. fish, seafood) directly related to human health. In one very recent
case, the fins of several species of sharks, as “apex” marine predators, were examined, and
found to be laden with BMAA (Mondo et al, 2012), and consequently proposed to present –
via widespread consumption in the form of “sharkfin soup” – a potentially important route of
exposure to this toxin, and thus a public health concern, in Asian countries where shark fins
are considered a delicacy. Likewise, one of these studies, specifically evaluating BMAA in
South Florida waters, and more specifically including Caloosahatchee River, did, in fact, detect
this putatively toxic amino acid in both invertebrate (i.e. mussel) and fish species, including
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those consumed – at least occasionally - by humans (e.g. bass, bowfin, alligator gar) in this
freshwater system. Most interestingly perhaps, it was found in this, as well as concurrent
studies of marine food-webs, that measured BMAA levels were, in fact, higher in higher trophic
levels suggesting the possibility of biomagnifications of this metabolite. As a highly water-
soluble amino acid - with a low octanol/water-partitioning coefficient - it is not expected that
BMAA would biomagnify by conventional means (i.e. via deposition in fat bodies, etc.);
however, alternative mechanisms to this end are proposed (discussed below).

Finally, it bears mention that a growing number of studies have documented apparent uptake
of cyanobacterial toxins by various plant species via toxin-contaminated irrigation water.
Uptake of cyanobacterial toxins by plants was first suggested in a study by Pflugmacher et al.
(2001) that reported both uptake - and associated metabolism - of MC-LR by the water reed
(Phragmites australis). Subsequently, uptake and metabolism was similarly found to occur in
several agriculturally important species including various legumes, maize, wheat and alfalfa
(Peuthert et al., 2007). Similarly, it was recently reported that various cruciferous vegetables
(e.g. Brassica spp., Sinapsis alba) are capable of accumulating 10-21% of CYN provided to roots,
reaching as high as 49 μg/g (fresh weight) in the leafy components (Kittler et al., 2012).
Although not bioaccumulation per se (i.e. via trophic transfer), the rather high levels of these
compounds found in exposed plants, and specifically several agriculturally important crop
plant species, suggest that exposure to cyanotoxins through plant crops may pose a very real
public health concern.

Figure 7. Depiction of biomagnification (left) and biodilution (right) of toxins in food-webs.
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these typically estuarine fish. That said, studies (Negri and Jones, 1995; Pereira et al., 2004)
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by other animal species), more recent studies (Pereira et al., 2004) have measured considerable
levels of PSTs (fed via PST-producing Aphanizomenon issatschenkoi) in the Swan Mussel
(Anodonta cygnea) that, as previously mentioned, is occasionally consumed within certain
human populations in Europe and elsewhere. Even more recently, while evaluating the
apparent bioaccumulation of CYN associated with a bloom of C. raciborskii in Lake Catemaco
(Mexico), it was found that both edible “tegogolo” snails (Berry and Lind, 2010), and locally
consumed species of freshwater finfish (Berry et al., 2012), were found to accumulate STX/
PSTs. These studies, furthermore, point to a shared source of CYN and STX/PSTs, and
specifically C. raciborskii that is abundant in this lake system (Berry et al., 2012).

In addition to STX/PSTs, cyanobacteria are known to produce several other neurotoxic
metabolites, including (as discussed above) the toxicologically related ATX-a and anatoxin-
a(s). Compared to other cyanotoxins, the neurotoxic ATX-a is generally considered chemically
quite labile, and it is generally anticipated that the potential for bioaccumulation of this
unstable toxin would be, accordingly, rather low. That said, in experimental studies, it has
been shown that both fish – including trout (Oncorhynchus mykiss; Osswald et al., 2011) and
juvenile carp (Cyprinus carpio; Osswald et al, 2007) - and shellfish (e.g. mussel, Mytilus
galloprovincialis; Osswald et al., 2008) can, in fact, accumulate the toxin presented in either
dissolved (added to tank water) or cell-bound form. Moreover, in a recent study (Mejean et
al., 2010), bioaccumulation of this toxin in the giant clam (Tridacna maxima), frequently
consumed in the South Pacific, was evaluated in relation to several “ciguatera-like” intoxica‐
tion cases reported in the region, and found to contain the potently toxic analog, homoana‐
toxin-a, as well as possible traces of ATX-a. Though confirmation of these toxins, as the
causative agent of these reported poisoning, remains to be made, this study represents of the
very few examples of possible acute intoxication by a food-borne cyanobacterial toxin.

Similarly, despite the emerging picture of its biomagnification in terrestrial species (e.g. fruit
bats feeding on cycads; see above) over the past several decades, as well as the particularly
conspicuous abundance of cyanobacteria in aquatic systems, relatively limited attention has
been paid to the possible bioaccumulation of neurotoxic BMAA in aquatic food-webs. Several
recent studies (Jonasson et al., 2010; Brand et al., 2010; Mondo et al., 2012), however, have
suggested both accumulation, and possible biomagnifications of BMAA in marine systems,
including those species (i.e. fish, seafood) directly related to human health. In one very recent
case, the fins of several species of sharks, as “apex” marine predators, were examined, and
found to be laden with BMAA (Mondo et al, 2012), and consequently proposed to present –
via widespread consumption in the form of “sharkfin soup” – a potentially important route of
exposure to this toxin, and thus a public health concern, in Asian countries where shark fins
are considered a delicacy. Likewise, one of these studies, specifically evaluating BMAA in
South Florida waters, and more specifically including Caloosahatchee River, did, in fact, detect
this putatively toxic amino acid in both invertebrate (i.e. mussel) and fish species, including
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those consumed – at least occasionally - by humans (e.g. bass, bowfin, alligator gar) in this
freshwater system. Most interestingly perhaps, it was found in this, as well as concurrent
studies of marine food-webs, that measured BMAA levels were, in fact, higher in higher trophic
levels suggesting the possibility of biomagnifications of this metabolite. As a highly water-
soluble amino acid - with a low octanol/water-partitioning coefficient - it is not expected that
BMAA would biomagnify by conventional means (i.e. via deposition in fat bodies, etc.);
however, alternative mechanisms to this end are proposed (discussed below).

Finally, it bears mention that a growing number of studies have documented apparent uptake
of cyanobacterial toxins by various plant species via toxin-contaminated irrigation water.
Uptake of cyanobacterial toxins by plants was first suggested in a study by Pflugmacher et al.
(2001) that reported both uptake - and associated metabolism - of MC-LR by the water reed
(Phragmites australis). Subsequently, uptake and metabolism was similarly found to occur in
several agriculturally important species including various legumes, maize, wheat and alfalfa
(Peuthert et al., 2007). Similarly, it was recently reported that various cruciferous vegetables
(e.g. Brassica spp., Sinapsis alba) are capable of accumulating 10-21% of CYN provided to roots,
reaching as high as 49 μg/g (fresh weight) in the leafy components (Kittler et al., 2012).
Although not bioaccumulation per se (i.e. via trophic transfer), the rather high levels of these
compounds found in exposed plants, and specifically several agriculturally important crop
plant species, suggest that exposure to cyanotoxins through plant crops may pose a very real
public health concern.
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4. Trophic transfer and bioavailability of cyanobacterial toxins

Despite emerging evidence to suggest the bioaccumulation of cyanobacterial toxins within
food webs (as summarized above; Table 1), relatively little is known regarding the proc‐
ess of trophic transfer, and the subsequent bioavailability of “food-derived” cyanotoxins.
For  lipophilic  contaminants,  including  recognized  anthropogenic  pollutants  (e.g.  PCBs,
DDT) and even some HAB toxins (e.g. ciguatoxins), uptake and storage in fat tissues have
been largely implicated as a means of trophic transfer. However, there is no clear mecha‐
nism  for  bioaccumulation  and/or  biomagnification  of  the  most  widely  recognized  and,
moreover,  typically  water-soluble  cyanobacterial  toxins.  Likewise,  although  growing
evidence suggests that cyanobacterial toxins are, in fact, present in relevant components of
freshwater food webs (see section 3. Evidence for bioaccumulation of cyanobacterial toxins in
food-webs,  above),  a  very  limited  number  of  studies  have  investigated  whether  toxins
contained within ingested tissues are,  in fact,  released,  available and/or taken up in the
digestive process.  The following sections will  summarize the current state of knowledge
regarding both of these aspects.

4.1. Trophic transfer

As discussed in the previous section, a growing number of studies do, indeed, suggest that
cyanobacterial toxins are transferred via dietary/trophic transfer within aquatic food-webs. It
has been shown, in particular, that a range of phytoplanktivorous species, including zoo‐
plankton, fish, benthic grazers and filter-feeders consume toxin-laden algal cells, and directly
accumulate these toxins. Alternatively, it has been shown (Karjalainen et al., 2003) that certain
species, specifically including zooplankton, can accumulate, i.e. bioconcentrate, dissolved toxins
directly from water as might be found, in particular, during algal bloom senescence. However,
given the generally water-soluble (i.e. non-lipophilic) nature of the best known cyanobacterial
toxins (see 2. Recognized cyanobacterial toxins: chemistry and toxicology, above), as well as
currently available data on the apparent accumulation of these toxins within food webs (see
3. Evidence for accumulation of cyanobacterial toxins aquatic food-webs, above), it has been largely
argued that transfer of these toxins follows a trophic pattern of biodilution rather than biomag‐
nification (e.g. Ibelings et al., 2005; Ibelings and Chorus, 2007; Kozlowsky-Suzuki et al., 2012;
Fig. 7). In a very recent, and particularly thorough, meta-analysis of existing data by Kozlow‐
sky-Suzuki et al. (2012), it was shown that biodilution generally prevails. However, the authors
of this study do highlight several exceptions and related caveats with relevant implications
for potential exposure to toxins via food webs. Likewise, although concerns regarding human
exposure to aquatic toxins – particularly in freshwater systems – are most frequently focused
on higher trophic levels (i.e. sport and commercially caught fish species) as sources of toxins,
a growing number of studies (Ibelings and Chorus, 2007; Berry and Lind, 2009; Berry et al.,
2011; Berry et al., 2012) have documented accumulation of cyanobacterial toxins by species
from lower trophic levels (i.e. freshwater shellfish, phytoplanktivorous fish) that are, indeed,
consumed by humans, such that lack of biomagnification would not preclude possible human
dietary exposure.
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The potential for trophic transfer of cyanobacterial toxins is, generally speaking, controlled by
three interrelated factors: selection, chemical availability, toxin uptake and detoxification/elimina‐
tion (Fig. 8). Chemical availability will be discussed in the next section (4.2. Bioavailability). With
regard to the former (i.e. selection), this factor would be most likely expected to be limited to
initial consumption of toxin-producing algal cells by planktivores (that can subsequently serve
as vectors for the toxins). This would be expected since production of toxins by cyanobacteria
cells has been suggested to be linked to possible chemical defenses (i.e. feeding deterrency)
against potential grazer, and evidence (see below) does, in fact, suggest that toxins may deter
potential phytoplanktivorous grazers. As a corollary of this, it is suggested by this avoidance
that potential grazers are capable of “detecting” the presence of toxins in algal cells. On the
other hand, little or no evidence exists to suggest that toxin subsequent present in animal
tissues can be so detected, and thus it is generally assumed that selection further “up the chain”
is not a factor in higher trophic transfer. That said, other aspects of feeding behavior, including
both general feeding preferences/strategies (e.g. herbivory versus carnivory), and more
specific behaviors, particularly including selection of certain tissues by predators (e.g.
preference of human consumers toward fish muscle versus other organs/tissues), might be
argued to contribute to selection, and consequently the potential for trophic transfer.

A preponderance of evidence, in fact, supports a possible avoidance of toxigenic cyanobacteria
by phytoplanktivores. In particular, selectivity with regards to trophic transfer is perhaps best
demonstrated by numerous studies that have investigated feeding by zooplankton, and
particularly Daphnia spp., as a widespread cladoceran micrograzer, in relation to the MCs.
Microcystins have been shown to be toxic to Daphnia and other micrograzers, and toxicity has
been shown to specifically correlate with rate of ingestion of the toxin. However, subsequent
studies – specifically using “knock-out”non-toxic strains of Microcystis – have also, in contrast,
indicated that Daphnia may not have the ability to distinguish toxic versus non-toxic algal cells
(Rohrlack et al., 2001). Moreover, it has been generally found that interaction between grazers
and their cyanobacterial prey are dependent on class of grazer (e.g. micro- versus mesozoo‐
plankton), species and even inter-specific genetic differences (Kurmayer and Jüttner, 1999;
Davis and Gobler, 2011). More recently, it has been proposed (e.g. Wilson et al., 2005 and 2006;
Lemaire et al., 2012) that differences in the observed feeding deterrence, relative to toxin
content, may be explained by so-called “genotype x genotype interactions” whereby effects
on feeding behavior are determined by the combination of grazer genotype (e.g. tolerance or
susceptibility to toxin) and algal genotype (i.e. toxic or non-toxic). Finally, studies have
suggested (e.g. Kurmayer and Jüttner, 1999; Reinikainen et al., 2001) that avoidance of
potentially toxic cyanobacterial cells may be related to currently unknown, and particularly
lipophilic, metabolites rather than recognized toxins (e.g. MCs). Understanding of the role of
selection in trophic transfer, therefore, will rely on our increasing knowledge of genetic and
chemical variability of both cyanobacteria and their grazers.

Even if toxin-containing items are selected for ingestion, however, several lines of evidence
suggest both rather limited uptake of diet-derived toxin, as well as active and passive mech‐
anisms for detoxification and/or elimination of these toxins, which together would be expected
to limit the potential for trophic transfer. Understanding the contribution of these factors to
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4. Trophic transfer and bioavailability of cyanobacterial toxins

Despite emerging evidence to suggest the bioaccumulation of cyanobacterial toxins within
food webs (as summarized above; Table 1), relatively little is known regarding the proc‐
ess of trophic transfer, and the subsequent bioavailability of “food-derived” cyanotoxins.
For  lipophilic  contaminants,  including  recognized  anthropogenic  pollutants  (e.g.  PCBs,
DDT) and even some HAB toxins (e.g. ciguatoxins), uptake and storage in fat tissues have
been largely implicated as a means of trophic transfer. However, there is no clear mecha‐
nism  for  bioaccumulation  and/or  biomagnification  of  the  most  widely  recognized  and,
moreover,  typically  water-soluble  cyanobacterial  toxins.  Likewise,  although  growing
evidence suggests that cyanobacterial toxins are, in fact, present in relevant components of
freshwater food webs (see section 3. Evidence for bioaccumulation of cyanobacterial toxins in
food-webs,  above),  a  very  limited  number  of  studies  have  investigated  whether  toxins
contained within ingested tissues are,  in fact,  released,  available and/or taken up in the
digestive process.  The following sections will  summarize the current state of knowledge
regarding both of these aspects.

4.1. Trophic transfer

As discussed in the previous section, a growing number of studies do, indeed, suggest that
cyanobacterial toxins are transferred via dietary/trophic transfer within aquatic food-webs. It
has been shown, in particular, that a range of phytoplanktivorous species, including zoo‐
plankton, fish, benthic grazers and filter-feeders consume toxin-laden algal cells, and directly
accumulate these toxins. Alternatively, it has been shown (Karjalainen et al., 2003) that certain
species, specifically including zooplankton, can accumulate, i.e. bioconcentrate, dissolved toxins
directly from water as might be found, in particular, during algal bloom senescence. However,
given the generally water-soluble (i.e. non-lipophilic) nature of the best known cyanobacterial
toxins (see 2. Recognized cyanobacterial toxins: chemistry and toxicology, above), as well as
currently available data on the apparent accumulation of these toxins within food webs (see
3. Evidence for accumulation of cyanobacterial toxins aquatic food-webs, above), it has been largely
argued that transfer of these toxins follows a trophic pattern of biodilution rather than biomag‐
nification (e.g. Ibelings et al., 2005; Ibelings and Chorus, 2007; Kozlowsky-Suzuki et al., 2012;
Fig. 7). In a very recent, and particularly thorough, meta-analysis of existing data by Kozlow‐
sky-Suzuki et al. (2012), it was shown that biodilution generally prevails. However, the authors
of this study do highlight several exceptions and related caveats with relevant implications
for potential exposure to toxins via food webs. Likewise, although concerns regarding human
exposure to aquatic toxins – particularly in freshwater systems – are most frequently focused
on higher trophic levels (i.e. sport and commercially caught fish species) as sources of toxins,
a growing number of studies (Ibelings and Chorus, 2007; Berry and Lind, 2009; Berry et al.,
2011; Berry et al., 2012) have documented accumulation of cyanobacterial toxins by species
from lower trophic levels (i.e. freshwater shellfish, phytoplanktivorous fish) that are, indeed,
consumed by humans, such that lack of biomagnification would not preclude possible human
dietary exposure.
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The potential for trophic transfer of cyanobacterial toxins is, generally speaking, controlled by
three interrelated factors: selection, chemical availability, toxin uptake and detoxification/elimina‐
tion (Fig. 8). Chemical availability will be discussed in the next section (4.2. Bioavailability). With
regard to the former (i.e. selection), this factor would be most likely expected to be limited to
initial consumption of toxin-producing algal cells by planktivores (that can subsequently serve
as vectors for the toxins). This would be expected since production of toxins by cyanobacteria
cells has been suggested to be linked to possible chemical defenses (i.e. feeding deterrency)
against potential grazer, and evidence (see below) does, in fact, suggest that toxins may deter
potential phytoplanktivorous grazers. As a corollary of this, it is suggested by this avoidance
that potential grazers are capable of “detecting” the presence of toxins in algal cells. On the
other hand, little or no evidence exists to suggest that toxin subsequent present in animal
tissues can be so detected, and thus it is generally assumed that selection further “up the chain”
is not a factor in higher trophic transfer. That said, other aspects of feeding behavior, including
both general feeding preferences/strategies (e.g. herbivory versus carnivory), and more
specific behaviors, particularly including selection of certain tissues by predators (e.g.
preference of human consumers toward fish muscle versus other organs/tissues), might be
argued to contribute to selection, and consequently the potential for trophic transfer.

A preponderance of evidence, in fact, supports a possible avoidance of toxigenic cyanobacteria
by phytoplanktivores. In particular, selectivity with regards to trophic transfer is perhaps best
demonstrated by numerous studies that have investigated feeding by zooplankton, and
particularly Daphnia spp., as a widespread cladoceran micrograzer, in relation to the MCs.
Microcystins have been shown to be toxic to Daphnia and other micrograzers, and toxicity has
been shown to specifically correlate with rate of ingestion of the toxin. However, subsequent
studies – specifically using “knock-out”non-toxic strains of Microcystis – have also, in contrast,
indicated that Daphnia may not have the ability to distinguish toxic versus non-toxic algal cells
(Rohrlack et al., 2001). Moreover, it has been generally found that interaction between grazers
and their cyanobacterial prey are dependent on class of grazer (e.g. micro- versus mesozoo‐
plankton), species and even inter-specific genetic differences (Kurmayer and Jüttner, 1999;
Davis and Gobler, 2011). More recently, it has been proposed (e.g. Wilson et al., 2005 and 2006;
Lemaire et al., 2012) that differences in the observed feeding deterrence, relative to toxin
content, may be explained by so-called “genotype x genotype interactions” whereby effects
on feeding behavior are determined by the combination of grazer genotype (e.g. tolerance or
susceptibility to toxin) and algal genotype (i.e. toxic or non-toxic). Finally, studies have
suggested (e.g. Kurmayer and Jüttner, 1999; Reinikainen et al., 2001) that avoidance of
potentially toxic cyanobacterial cells may be related to currently unknown, and particularly
lipophilic, metabolites rather than recognized toxins (e.g. MCs). Understanding of the role of
selection in trophic transfer, therefore, will rely on our increasing knowledge of genetic and
chemical variability of both cyanobacteria and their grazers.

Even if toxin-containing items are selected for ingestion, however, several lines of evidence
suggest both rather limited uptake of diet-derived toxin, as well as active and passive mech‐
anisms for detoxification and/or elimination of these toxins, which together would be expected
to limit the potential for trophic transfer. Understanding the contribution of these factors to
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trophic transfer, requires knowledge of – and/or means to investigate - the physiological,
cellular and possible molecular processes involved in both uptake and potential detoxification/
elimination. In the cases of MCs, for example, it has been suggested by multiple studies that
the gastrointestinal tract, and particularly mid-gut wall, of fish may be an important site for
toxin absorption (Chen et al., 2007; Dyble et al., 2011). Given the assumption that bioaccumu‐
lation is generally limited to lower trophic levels, it is not perhaps surprising, however, that
most insight in this regard has been, likewise, largely limited to phytoplanktivore models. In
order, for example, to evaluate the uptake (and subsequent elimination) of MC-LR by fish, in
relation to possible human exposure, specifically using the juvenile yellow perch (Perca
flavescens) model, Dyble et al. (2011) fed known doses of the toxin to fish orally via diet (i.e.
“toxin-doped” pellets), and determined concentration and distribution within relevant tissues
(i.e. muscle and liver) over time. Consistent with active transport of MCs to (for subsequent
detoxification in) hepatocytes, higher levels were found in fish livers, and kinetically speaking,
achieved a maximum level in liver cells (8-10 hours following dosing) prior to a subsequent
peak in muscle tissue (12-16 hours post-dosing). Moreover, the concentrations measured
represented orders of magnitude lower levels than those expected if the entire dose was
assimilated. Moreover, roughly equivalent concentrations were observed for two doses used
(5 and 20 μg), suggesting a possible maximum capacity for uptake. Furthermore, studies
showed a rapid increase in the toxin concentration (dependent in magnitude on dose)
following peak levels measured in the fish tissues (after approximately 10 hours), implying a
rather rapid elimination of the toxin by excretion (i.e. urine, feces). These finding support both
rather limited uptake, and rapid elimination of the toxin, however, it should be noted that
these data also correspond to a single dosing of the fish, whereas in aquatic habitats (i.e. during
blooms, or through persistent occurrence of toxic cyanobacteria) it would be expected that
possible grazers (and even other higher trophic levels) would be exposed more continuously
to toxins, such that the effective “window” of time for trophic transfer would be considerably
longer.

As pointed-out, the initial step for trophic transfer (from cyanobacterial cell to grazer) might
be expected to represent, in terms of selectivity, uptake and detoxification/elimination, a rather
distinct process compared to subsequent uptake by higher trophic levels. To understand this
higher-level transfer, therefore, it is necessary to evaluate the role of toxin derived from
primary consumer with respect to secondary (and subsequent) consumers. In a particularly
elegant example, Karjalainen et al. (2005) experimentally demonstrated uptake of NOD by
planktivorous fish larvae (i.e. Northern Pike) and invertebrate (i.e. mysid shrimp, Neomysis
integer) via pre-exposure of relevant zooplankton prey to the toxin both in pure form, and as
cell-free extracts of N. spumigens (as would be representative of the toxin released by decaying
blooms). Prior studies had shown that zooplankton accumulate NOD directly from water
(Karjalainen et al., 2003). In these subsequent studies, equal amounts of NOD (approximately
0.20 ng produced by an individual per 24 h) were detected in fecal pellets of pike larvae -
suggesting diet derived uptake and passage of the toxin - fed zooplankton exposed to both
pure toxin and NOD-containing extracts. Moreover, the authors of the study utilized radiola‐
beled NOD (i.e. 3H-dihydronodularin) to quantify the transfer of the toxin from zooplankton
to planktivores. Indeed, radiolabel was detected in both N. integer and pike larvae fed zoo‐
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plankton, previously exposed to 3H-NOD, with a maximum calculated accumulation of the
toxin at 12 h (0.31 ng/individual) and 48 h (0.47 ng/individual), respectively, for the two species.
Levels of NOD calculated based on these studies, however, were quite low (approximately
0.12% and 0.03%, respectively, for shrimp and fish larvae) compared to the amounts predicted
based on measured ingestion rate and concentration of toxin in zooplankton. These results are,
therefore, generally consistent with a proposed biodilution, rather than biomagnifications, of
this toxin within this food-chain. Furthermore, although ingestion rates were quite different
(i.e. more than 5-fold higher) for fish larvae compared to shrimp, both accumulated rather
similar levels (i.e. concentration per weight or individual) of the toxin. Accordingly, these
studies point to both a difference in the type of potential planktivore vector (i.e. fish versus
invertebrate systems), as well as a likely role of uptake and/or detoxification (and subsequent
elimination) of the toxin in relation to the observed biodilution.

In addition to understanding physiological, cellular and molecular aspects of potential grazers/
predators, uptake and detoxification can also be closely tied to the chemistry of the toxin.
Certainly, among the cyanobacterial toxins, the potential for uptake, and subsequent detoxi‐
fication/elimination, might be expected – due the chemically diverse nature of these com‐
pounds – to vary considerably with this chemical variability. This is most obviously
exemplified by the distinction of so-called “hepatotoxins” (e.g. CYN, MCs) that, as implied by
this classification, and unlike other cyanotoxins (e.g. PSTs, ATX-a, BMAA), are actively
transported via characterized organic anion transporter (OAT) proteins to hepatocytes for
subsequent detoxification/elimination. However, even with toxin families, variability in
uptake and elimination has been reported. For example, in studies on the uptake of MCs, Xie
et al. (2004) compared relative distribution following dosing with two common variants,
namely MC-LR and MC-RR, in phytoplanktivorous silver carp. Interestingly, dietary exposure
to MC-LR and MC-RR (in algal cells) resulted in considerably higher levels of the latter
distributed in various tissues, but rather limited tissue concentration/distribution of the
former, and more toxic, variant (Xie et al., 2004). Moreover, detection of relative amounts of
the two variants in gut and feces specifically supported an apparent barrier to uptake of MC-
LR, compared to the less toxic MC-RR (Xie et al, 2004). It should be pointed-out, however, that
results in this phytoplanktivorous model differ substantially from similar studies in a generally
carnivorous fish model, namely rainbow trout, particularly with respect to apparently rapid
uptake of MC-LR by the latter species, and consequently suggest a role of both consumer
species, and differential species physiology, relative to the potential for uptake (and subse‐
quent trophic transfer). Finally, uptake (and subsequent trophic transfer) may even be
determined, in part, by chemical presentation of the toxin. For example, it has been shown that
in a benthic grazer model, namely the snail, Lymnaea stagnalis, that MCs are more readily taken-
up from ingested cyanobacterial cells compared to dissolved toxin (Lance et al., 2010a).
Furthermore, concurrent studies comparing the fate of MC-LR presented in either dissolved
or cell-bound form (Lance et al., 2010b) suggested that, whereas no toxin from ambient/
dissolved dosings was found covalently bound in tissues, as much as 67% of cell-derived MCs
were accumulated via covalent binding (to targed PPase enzymes) representing a potentially
considerable reservoir of the toxin for subsequent trophic transfer (as discussed further below).
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trophic transfer, requires knowledge of – and/or means to investigate - the physiological,
cellular and possible molecular processes involved in both uptake and potential detoxification/
elimination. In the cases of MCs, for example, it has been suggested by multiple studies that
the gastrointestinal tract, and particularly mid-gut wall, of fish may be an important site for
toxin absorption (Chen et al., 2007; Dyble et al., 2011). Given the assumption that bioaccumu‐
lation is generally limited to lower trophic levels, it is not perhaps surprising, however, that
most insight in this regard has been, likewise, largely limited to phytoplanktivore models. In
order, for example, to evaluate the uptake (and subsequent elimination) of MC-LR by fish, in
relation to possible human exposure, specifically using the juvenile yellow perch (Perca
flavescens) model, Dyble et al. (2011) fed known doses of the toxin to fish orally via diet (i.e.
“toxin-doped” pellets), and determined concentration and distribution within relevant tissues
(i.e. muscle and liver) over time. Consistent with active transport of MCs to (for subsequent
detoxification in) hepatocytes, higher levels were found in fish livers, and kinetically speaking,
achieved a maximum level in liver cells (8-10 hours following dosing) prior to a subsequent
peak in muscle tissue (12-16 hours post-dosing). Moreover, the concentrations measured
represented orders of magnitude lower levels than those expected if the entire dose was
assimilated. Moreover, roughly equivalent concentrations were observed for two doses used
(5 and 20 μg), suggesting a possible maximum capacity for uptake. Furthermore, studies
showed a rapid increase in the toxin concentration (dependent in magnitude on dose)
following peak levels measured in the fish tissues (after approximately 10 hours), implying a
rather rapid elimination of the toxin by excretion (i.e. urine, feces). These finding support both
rather limited uptake, and rapid elimination of the toxin, however, it should be noted that
these data also correspond to a single dosing of the fish, whereas in aquatic habitats (i.e. during
blooms, or through persistent occurrence of toxic cyanobacteria) it would be expected that
possible grazers (and even other higher trophic levels) would be exposed more continuously
to toxins, such that the effective “window” of time for trophic transfer would be considerably
longer.

As pointed-out, the initial step for trophic transfer (from cyanobacterial cell to grazer) might
be expected to represent, in terms of selectivity, uptake and detoxification/elimination, a rather
distinct process compared to subsequent uptake by higher trophic levels. To understand this
higher-level transfer, therefore, it is necessary to evaluate the role of toxin derived from
primary consumer with respect to secondary (and subsequent) consumers. In a particularly
elegant example, Karjalainen et al. (2005) experimentally demonstrated uptake of NOD by
planktivorous fish larvae (i.e. Northern Pike) and invertebrate (i.e. mysid shrimp, Neomysis
integer) via pre-exposure of relevant zooplankton prey to the toxin both in pure form, and as
cell-free extracts of N. spumigens (as would be representative of the toxin released by decaying
blooms). Prior studies had shown that zooplankton accumulate NOD directly from water
(Karjalainen et al., 2003). In these subsequent studies, equal amounts of NOD (approximately
0.20 ng produced by an individual per 24 h) were detected in fecal pellets of pike larvae -
suggesting diet derived uptake and passage of the toxin - fed zooplankton exposed to both
pure toxin and NOD-containing extracts. Moreover, the authors of the study utilized radiola‐
beled NOD (i.e. 3H-dihydronodularin) to quantify the transfer of the toxin from zooplankton
to planktivores. Indeed, radiolabel was detected in both N. integer and pike larvae fed zoo‐
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plankton, previously exposed to 3H-NOD, with a maximum calculated accumulation of the
toxin at 12 h (0.31 ng/individual) and 48 h (0.47 ng/individual), respectively, for the two species.
Levels of NOD calculated based on these studies, however, were quite low (approximately
0.12% and 0.03%, respectively, for shrimp and fish larvae) compared to the amounts predicted
based on measured ingestion rate and concentration of toxin in zooplankton. These results are,
therefore, generally consistent with a proposed biodilution, rather than biomagnifications, of
this toxin within this food-chain. Furthermore, although ingestion rates were quite different
(i.e. more than 5-fold higher) for fish larvae compared to shrimp, both accumulated rather
similar levels (i.e. concentration per weight or individual) of the toxin. Accordingly, these
studies point to both a difference in the type of potential planktivore vector (i.e. fish versus
invertebrate systems), as well as a likely role of uptake and/or detoxification (and subsequent
elimination) of the toxin in relation to the observed biodilution.

In addition to understanding physiological, cellular and molecular aspects of potential grazers/
predators, uptake and detoxification can also be closely tied to the chemistry of the toxin.
Certainly, among the cyanobacterial toxins, the potential for uptake, and subsequent detoxi‐
fication/elimination, might be expected – due the chemically diverse nature of these com‐
pounds – to vary considerably with this chemical variability. This is most obviously
exemplified by the distinction of so-called “hepatotoxins” (e.g. CYN, MCs) that, as implied by
this classification, and unlike other cyanotoxins (e.g. PSTs, ATX-a, BMAA), are actively
transported via characterized organic anion transporter (OAT) proteins to hepatocytes for
subsequent detoxification/elimination. However, even with toxin families, variability in
uptake and elimination has been reported. For example, in studies on the uptake of MCs, Xie
et al. (2004) compared relative distribution following dosing with two common variants,
namely MC-LR and MC-RR, in phytoplanktivorous silver carp. Interestingly, dietary exposure
to MC-LR and MC-RR (in algal cells) resulted in considerably higher levels of the latter
distributed in various tissues, but rather limited tissue concentration/distribution of the
former, and more toxic, variant (Xie et al., 2004). Moreover, detection of relative amounts of
the two variants in gut and feces specifically supported an apparent barrier to uptake of MC-
LR, compared to the less toxic MC-RR (Xie et al, 2004). It should be pointed-out, however, that
results in this phytoplanktivorous model differ substantially from similar studies in a generally
carnivorous fish model, namely rainbow trout, particularly with respect to apparently rapid
uptake of MC-LR by the latter species, and consequently suggest a role of both consumer
species, and differential species physiology, relative to the potential for uptake (and subse‐
quent trophic transfer). Finally, uptake (and subsequent trophic transfer) may even be
determined, in part, by chemical presentation of the toxin. For example, it has been shown that
in a benthic grazer model, namely the snail, Lymnaea stagnalis, that MCs are more readily taken-
up from ingested cyanobacterial cells compared to dissolved toxin (Lance et al., 2010a).
Furthermore, concurrent studies comparing the fate of MC-LR presented in either dissolved
or cell-bound form (Lance et al., 2010b) suggested that, whereas no toxin from ambient/
dissolved dosings was found covalently bound in tissues, as much as 67% of cell-derived MCs
were accumulated via covalent binding (to targed PPase enzymes) representing a potentially
considerable reservoir of the toxin for subsequent trophic transfer (as discussed further below).
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The potential for trophic transfer is not likely limited to the most studied cyanobacterial
hepatotoxins (i.e. MCs). Although relatively few studies have evaluated their bioaccumula‐
tion, the transfer of the neurotoxic STX/PSTs, for example, has been studied with respect to
its accumulation in marine animals, and specifically in relation to non-cyanobacterially (i.e.
marine dinoflagellate) derived toxin. As a particularly important vector for PSTs, several
filter-feeding  mollusks  are  recognized  to  accumulate  toxin-containing  algal  cells,  and
represent a possible route for both direct exposure (i.e. “shellfish” consumption), as well as
possible  indirect  exposure  to  these  toxins  (i.e.  trophic  transfer  to,  and  consumption  of,
secondary consumers/vectors, e.g. fish). There is, in fact, emerging (albeit currently limit‐
ed) evidence to suggest that these neurotoxins may be transferred, to some extent,  from
filter-feeding invertebrates  to higher trophic  levels.  In particular,  however,  these studies
suggest that biotransformation via metabolism of PSTs – represented, as a group, by as many
as fifty variants (Wiese et al., 2010) - may be a critical consideration. In studies by Kwong
et al. (2006), black sea bream were exposed to green-lipped mussels, previously exposed to
the  PST-producing  dinoflagellate,  Alexandrium  fundyense.  Through  these  studies,  it  was
generally found that relatively little PST was transferred to the fish, and that the toxins were
rapidly  depurated  after  transferring  to  toxin-free  mussels.  Mooreover,  toxin  profiles
suggested  considerable  biotransformation,  and  particularly  conversion  of  C2  to  C1  var‐
iants  (see  2.2.2.  Saxitoxins  and  “Paralytic  Shellfish  Toxins,”  above).  Likewise,  subsequent
studies (Costa et al.,  2010) using white seabream, similarly exposed to PST-contaminated
cockles,  confirmed  the  rather  low  uptake  of  the  toxin,  and  additionally  reported  an
apparently  selective  uptake/elimination  and/or  biotransformation  such that  only  B1  and
dcSTX  were  found  in  fish.  This  conversion  and/or  selective  uptake/elimination  during
trophic  transfer  would  have  clear  implications  for  subsequent  bioavailability  of  this
neurotoxin, and associated health concerns, as there is considerable variability in the toxicity
of the PST congeners. Most generally, these studies point to the importance of the vectors
(e.g. fish versus shellfish) for the toxin.

Before moving on, to consider bioavailability, perhaps the one exception to the observed
pattern of biodilution, which consequently bears discussion, appears to be the trophic transfer
of BMAA. In the limited studies that have investigated BMAA in marine and freshwater food-
webs, it was shown, in fact, that levels of the toxic amino acid were higher for top trophic levels
(e.g. predatory fish) compared to lower trophic levels (e.g. Brand et al., 2010; Jonasson et al.,
2010). In a recent study, for example, Jonasson et al. (2010) examined BMAA within food webs
of the Baltic Sea, and reported a discernible positive correlation between levels of the toxin and
trophic level. It seems likely, though, that the pattern is not quite as simple as classic biomag‐
nification. For example, the Jonasson et al. (2010) and other studies (e.g. Brand et al., 2010) also
suggest particularly high levels for benthic versus pelagic species (of both vertebrates and
invertebrates). These studies also suggest differences in tissue distribution of the toxin with
highest levels of BMAA observed in brain compared to, for example, muscle, and, therefore,
underscore the importance of feeding ecology within food-webs, as well as the likely important
role of subsequent bioavailability (including uptake and metabolism) and tissue distribution
of toxins, in regards to trophic transfer.
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Figure 8. Factors affecting trophic transfer and bioavailabily of cyanobacterial toxins in food webs.

4.2. Bioavailability

Just as selection, chemical availability, uptake and detoxification/elimination would determine
trophic transfer of cyanobacterial toxins through food-webs, these factors are, likewise,
expected to primarily determine the bioavailability of these toxins to human as would be
ostensibly considered – with respect to the current discussion of emerging public health
concerns – the “top predator” in this regard. Although not perhaps, strictly speaking, a
“bioavailability factor” selectivity with respect to human consumption can certainly contribute
to the potential for exposure to food-borne cyanotoxins. In a general sense, several Tiers of
selectivity can dictate the likelihood of exposure (in concert with other bioavailability factors)
to cyanobacterial toxins in food. As mentioned previously, the generally limited consumption
of freshwater fish and shellfish, relative to much more common consumption of fish and other
seafood from marine sources, would be expected – given the recognized abundance of
cyanobacterial toxins in freshwater systems – to, likewise, generally limit the possible exposure
to these toxins. Even within freshwater systems, the relative consumption of fish and shellfish
species from lower trophic (i.e. phytoplanktivorous) levels of food webs would similarly
contribute to the possible exposure. However, as detailed above (3. Evidence for bioaccumulation
of cyanobacterial toxins in aquatic food-webs), there are certainly numerous documented cases of
toxin bioaccumulation by phytoplanktivorous species of freshwater fish and invertebrates (e.g.
snails, bivalves) which are, indeed, consumed by humans. Finally, even with species, and
particularly fish species, selectivity of certain tissues/organs can influence possible exposure
scenarios. Most notably, with respect to this latter tier, the general preference for fish flesh (i.e.
muscle) versus viscera (e.g. toxin-accumulating liver, etc.) has clear implications for the
potential for exposure to these toxins. Selectivity aside, however, the real issue of bioavaila‐
bility is clearly expected to be most closely linked to those biochemical and physiological
processes of digestion (i.e. uptake) and possible detoxification/elimination.

Cyanobacterial toxins, as discussed previously (see 2. Recognized cyanobacterial toxins: chemistry
and toxicology), have been traditionally classified based on their “target” organs. Specifically,
the most commonly studied cyanotoxins have been grouped into those targeting either the
liver/hepatocytes or brain/CNS, respectively, in the case of the so-called “hepatotoxins” (i.e.
MCs, CYN) and “neurotoxins” (i.e. STX/PSTs, ATX-a, BMAA). Based on both evaluation of
toxin distribution (e.g. high levels of MC and CYN in livers of exposed animals), and recog‐
nized manifestations of toxicity (e.g. neurotoxicity of STX/PSTs and ATX-a), following
exposure, effective bioavailability to these organs is largely assumed. In the case of the MCs,
however, active transport of the toxin to hepatocytes has actually been shown to be specifically
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The potential for trophic transfer is not likely limited to the most studied cyanobacterial
hepatotoxins (i.e. MCs). Although relatively few studies have evaluated their bioaccumula‐
tion, the transfer of the neurotoxic STX/PSTs, for example, has been studied with respect to
its accumulation in marine animals, and specifically in relation to non-cyanobacterially (i.e.
marine dinoflagellate) derived toxin. As a particularly important vector for PSTs, several
filter-feeding  mollusks  are  recognized  to  accumulate  toxin-containing  algal  cells,  and
represent a possible route for both direct exposure (i.e. “shellfish” consumption), as well as
possible  indirect  exposure  to  these  toxins  (i.e.  trophic  transfer  to,  and  consumption  of,
secondary consumers/vectors, e.g. fish). There is, in fact, emerging (albeit currently limit‐
ed) evidence to suggest that these neurotoxins may be transferred, to some extent,  from
filter-feeding invertebrates  to higher trophic  levels.  In particular,  however,  these studies
suggest that biotransformation via metabolism of PSTs – represented, as a group, by as many
as fifty variants (Wiese et al., 2010) - may be a critical consideration. In studies by Kwong
et al. (2006), black sea bream were exposed to green-lipped mussels, previously exposed to
the  PST-producing  dinoflagellate,  Alexandrium  fundyense.  Through  these  studies,  it  was
generally found that relatively little PST was transferred to the fish, and that the toxins were
rapidly  depurated  after  transferring  to  toxin-free  mussels.  Mooreover,  toxin  profiles
suggested  considerable  biotransformation,  and  particularly  conversion  of  C2  to  C1  var‐
iants  (see  2.2.2.  Saxitoxins  and  “Paralytic  Shellfish  Toxins,”  above).  Likewise,  subsequent
studies (Costa et al.,  2010) using white seabream, similarly exposed to PST-contaminated
cockles,  confirmed  the  rather  low  uptake  of  the  toxin,  and  additionally  reported  an
apparently  selective  uptake/elimination  and/or  biotransformation  such that  only  B1  and
dcSTX  were  found  in  fish.  This  conversion  and/or  selective  uptake/elimination  during
trophic  transfer  would  have  clear  implications  for  subsequent  bioavailability  of  this
neurotoxin, and associated health concerns, as there is considerable variability in the toxicity
of the PST congeners. Most generally, these studies point to the importance of the vectors
(e.g. fish versus shellfish) for the toxin.

Before moving on, to consider bioavailability, perhaps the one exception to the observed
pattern of biodilution, which consequently bears discussion, appears to be the trophic transfer
of BMAA. In the limited studies that have investigated BMAA in marine and freshwater food-
webs, it was shown, in fact, that levels of the toxic amino acid were higher for top trophic levels
(e.g. predatory fish) compared to lower trophic levels (e.g. Brand et al., 2010; Jonasson et al.,
2010). In a recent study, for example, Jonasson et al. (2010) examined BMAA within food webs
of the Baltic Sea, and reported a discernible positive correlation between levels of the toxin and
trophic level. It seems likely, though, that the pattern is not quite as simple as classic biomag‐
nification. For example, the Jonasson et al. (2010) and other studies (e.g. Brand et al., 2010) also
suggest particularly high levels for benthic versus pelagic species (of both vertebrates and
invertebrates). These studies also suggest differences in tissue distribution of the toxin with
highest levels of BMAA observed in brain compared to, for example, muscle, and, therefore,
underscore the importance of feeding ecology within food-webs, as well as the likely important
role of subsequent bioavailability (including uptake and metabolism) and tissue distribution
of toxins, in regards to trophic transfer.
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Figure 8. Factors affecting trophic transfer and bioavailabily of cyanobacterial toxins in food webs.

4.2. Bioavailability

Just as selection, chemical availability, uptake and detoxification/elimination would determine
trophic transfer of cyanobacterial toxins through food-webs, these factors are, likewise,
expected to primarily determine the bioavailability of these toxins to human as would be
ostensibly considered – with respect to the current discussion of emerging public health
concerns – the “top predator” in this regard. Although not perhaps, strictly speaking, a
“bioavailability factor” selectivity with respect to human consumption can certainly contribute
to the potential for exposure to food-borne cyanotoxins. In a general sense, several Tiers of
selectivity can dictate the likelihood of exposure (in concert with other bioavailability factors)
to cyanobacterial toxins in food. As mentioned previously, the generally limited consumption
of freshwater fish and shellfish, relative to much more common consumption of fish and other
seafood from marine sources, would be expected – given the recognized abundance of
cyanobacterial toxins in freshwater systems – to, likewise, generally limit the possible exposure
to these toxins. Even within freshwater systems, the relative consumption of fish and shellfish
species from lower trophic (i.e. phytoplanktivorous) levels of food webs would similarly
contribute to the possible exposure. However, as detailed above (3. Evidence for bioaccumulation
of cyanobacterial toxins in aquatic food-webs), there are certainly numerous documented cases of
toxin bioaccumulation by phytoplanktivorous species of freshwater fish and invertebrates (e.g.
snails, bivalves) which are, indeed, consumed by humans. Finally, even with species, and
particularly fish species, selectivity of certain tissues/organs can influence possible exposure
scenarios. Most notably, with respect to this latter tier, the general preference for fish flesh (i.e.
muscle) versus viscera (e.g. toxin-accumulating liver, etc.) has clear implications for the
potential for exposure to these toxins. Selectivity aside, however, the real issue of bioavaila‐
bility is clearly expected to be most closely linked to those biochemical and physiological
processes of digestion (i.e. uptake) and possible detoxification/elimination.

Cyanobacterial toxins, as discussed previously (see 2. Recognized cyanobacterial toxins: chemistry
and toxicology), have been traditionally classified based on their “target” organs. Specifically,
the most commonly studied cyanotoxins have been grouped into those targeting either the
liver/hepatocytes or brain/CNS, respectively, in the case of the so-called “hepatotoxins” (i.e.
MCs, CYN) and “neurotoxins” (i.e. STX/PSTs, ATX-a, BMAA). Based on both evaluation of
toxin distribution (e.g. high levels of MC and CYN in livers of exposed animals), and recog‐
nized manifestations of toxicity (e.g. neurotoxicity of STX/PSTs and ATX-a), following
exposure, effective bioavailability to these organs is largely assumed. In the case of the MCs,
however, active transport of the toxin to hepatocytes has actually been shown to be specifically
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facilitated by a family of organic anion transporter polypeptides (OATPs) that are particularly
abundant in these cells (Fischer et al., 2005; Lu et al., 2008; Fischer et al., 2010), and even
suggested to play a role in the selective uptake of certain MC congeners by hepatocytes (Fischer
et al., 2010). That said, OATPs are, in fact, found in other cell types, and it has been also been
suggested, for example, that OATPs in the brain may allow passage of MCs across the blood-
brain barrier (Fischer et al., 2005), and they have, accordingly, been linked to oxidative stress
in neurons, and subsequent effects on short and long term memory, caused by the toxin in a
rat model (Maidana et al., 2006). Although, likewise, considered a hepatotoxin, and found to
accumulate primarily in hepatocytes, the mechanism for CYN is not currently known. On the
other hand, studies of neurotoxic cyanotoxins have demonstrated the apparent ability of STX/
PSTs, ATX-a and BMAA to cross the blood-brain barrier (BBB) as a fundamentally limiting
step for all toxins that affect the CNS. For example, STX - as a representative PST - was detected
through brain tissues (from sacrificed animals), and consequently suggested to cross the BBB,
following both intravenous (Andrinolo et al., 1999) and intraperitoneal (Cervantes Cianca et
al., 2007) in mammalian (i.e. cat, rat) models. In support of the implied passage to - as suggested
by its purported toxicity, and measured presence in the brain - studies of BMAA, dating back
more than twenty years, and well prior to the recent resurgence of interest in this putative
neurotoxin, not only have shown that this unusual amino acid is capable of crossing the BBB,
but that transport might be specifically facilitated by large neutral amino acid carriers at the
blood-brain interface (Smith et al., 1992).

Although the potential for bioavailability of cyanobacterial toxins to target organs is implied
by their patterns of bioaccumulation, and observed toxic effects on certain organ systems, as
well as limited number of in vivo studies, most studies have focused on either exposure to
toxins via water ingestion, or in the case of laboratory studies, have examined fate of the toxin,
following intraperitoneal injection, or related forms of administering the toxin. The actual
bioavailability, with respect to foodborne toxins, is obviously limited by the prior chemical
availability (discussed further below), as determined by release (from food), uptake and
detoxification/elimination, prior to transport to target organs. To-date, however, studies on
uptake and detoxification/elimination of cyanobacterial toxins derived from foods are
essentially non-existent.

Rather, as with other aspects of health concerns regarding cyanobacterial toxins, the very
few studies that have considered bioavailablity of these toxins – and implicitly uptake and
detoxification/elimination as key factors -  have generally relied on data,  and subsequent
inferences,  extrapolated from water-borne cyanotoxins,  including dissolved or algal  cell-
derived toxins. Most notably, several authors have considered World Health Organization
(WHO)  guidelines  regarding  acceptable  concentrations  of  MCs  -  as  the  clearly  most
widespread  cyanobacterial  toxin  family  -  in  water,  and  subsequently  derived  guideline
values  for  total  daily  intake  (TDI)  of  this  toxin.  Values  of  TDI  are  generally  based  on
observed no or lowest observable adverse effect levels (NOAELs and LOAELs, respectively) from
very a very limited number of oral exposure studies in mouse and pig models (Falconer et
al.,  1994;  Fawell  et  al.,  1999).  Accordingly,  acceptable  values  for  lifetime,  one-time  and
occasional TDI have been estimated, respectively, as 0.04, 25 and 0.4 μg per kg body weight
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(Fromme et al., 1999; Ibelings and Chorus, 2007). In a particular thorough treatment, Ibelings
and Chorus (2007) extrapolated this to proposed guideline values that incorporate expo‐
sure via both water and food (and particularly “seafood”). Acknowledging a high variabil‐
ity in the amounts of food consumed, as well as other relevant factors (e.g. body weight),
the guidelines estimated in this way ranged greatly from 6 μg/kg for daily lifetime expo‐
sures to 1900 μg/kg for acute (i.e.  “one-time”) exposures for adults,  with corresponding
lower  values  for  children  (i.e.  0.08-250  μg/kg  body  weight).  That  said,  all  such  values
regarding intake (and,  implicitly,  the  necessary consideration of  subsequent  uptake and
detoxification/elimination)  are,  as  mentioned,  solely  based  on  (very  limited)  estimates
derived from oral exposure to a single toxin in water, and out of necessity, ignore bioavail‐
ability from a more complex “matrix” of animal tissues. Of course, as more information is
obtained with respect to the uptake, and subsequent detoxification/elimination, of toxins
from animal-based diet, it is hoped that a more realistic understanding of the potential for
food-borne exposure will emerge. In particular, a clearer understanding of these toxins in
relation to the dietary matrix, and consequently those factors (e.g. digestion, cellular uptake)
that determine fate is still needed.

Aside from considerations of uptake and subsequent detoxification/elimination, as it relates
to bioavailablity, it has become clear that, in certain cases, the potential (or lack thereof) for
human bioavailability may be considerably affected by chemical availability. This has been
specifically studied, to-date, in two cases: (1) irreversible, covalent binding of MCs to PPases
targets;  and (2)  erroneous  translation and consequent  incorporation of  BMAA into  pro‐
teins. In the latter case, for example, it has been suggested that BMAA, as a non-essential
amino acid, can be potential incorporated (via faulty translation mechanisms) into grow‐
ing protein chains. Specifically, investigating this possibility, Murch et al. (2004) analyzed
BMAA in cyanobacteria, and brains of patients who died of ALS/Parkinsonism dementia
complex (along with cycads and flying foxes from Guam as suggested vectors for the toxin),
both with and without prior acid hydrolysis. Measured levels of BMAA were on the order
of 10- to 240-fold higher following acid hydrolysis, suggesting an apparent release of this
amino acid  from proteins  in  these  samples.  This  finding,  therefore,  not  only  supported
incorporation of BMAA into proteins as a mechanism of toxicity (see 1. Recognized cyanobac‐
terial toxins: chemistry and toxicology, above), as well as possible limitations in the analytical
methodologies applied to this toxin (discussed further below; see Methodologies for evaluat‐
ing cyanobacterial  toxins  in  food-webs),  but  furthermore,  pointed to an “endogenous reser‐
voir” of the toxin. Such a reservoir would specifically provide a means of “slow release,”
of the toxin as possible mechanism for BMAA bioavailability, and would correlate with the
generally late onset of these diseases. It is, of course, implied from these studies that BMAA
bound in proteins in this way would, in fact,  be readily available following peptidolytic
digestion, however, this remains to be confirmed.

As  discussed  earlier  in  the  chapter  (see  1.  Recognized  cyanobacterial  toxins:  chemistry  and
toxicology),  MCs are  known to  bind to  PPases  found ubiquitously  in  cells  of  all  known
organisms. In addition, however, to reversible binding to the active site of PPases, it has
been shown (MacKintosh et al., 1995; Pereira et al., 2012) that the toxin, once in the active
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facilitated by a family of organic anion transporter polypeptides (OATPs) that are particularly
abundant in these cells (Fischer et al., 2005; Lu et al., 2008; Fischer et al., 2010), and even
suggested to play a role in the selective uptake of certain MC congeners by hepatocytes (Fischer
et al., 2010). That said, OATPs are, in fact, found in other cell types, and it has been also been
suggested, for example, that OATPs in the brain may allow passage of MCs across the blood-
brain barrier (Fischer et al., 2005), and they have, accordingly, been linked to oxidative stress
in neurons, and subsequent effects on short and long term memory, caused by the toxin in a
rat model (Maidana et al., 2006). Although, likewise, considered a hepatotoxin, and found to
accumulate primarily in hepatocytes, the mechanism for CYN is not currently known. On the
other hand, studies of neurotoxic cyanotoxins have demonstrated the apparent ability of STX/
PSTs, ATX-a and BMAA to cross the blood-brain barrier (BBB) as a fundamentally limiting
step for all toxins that affect the CNS. For example, STX - as a representative PST - was detected
through brain tissues (from sacrificed animals), and consequently suggested to cross the BBB,
following both intravenous (Andrinolo et al., 1999) and intraperitoneal (Cervantes Cianca et
al., 2007) in mammalian (i.e. cat, rat) models. In support of the implied passage to - as suggested
by its purported toxicity, and measured presence in the brain - studies of BMAA, dating back
more than twenty years, and well prior to the recent resurgence of interest in this putative
neurotoxin, not only have shown that this unusual amino acid is capable of crossing the BBB,
but that transport might be specifically facilitated by large neutral amino acid carriers at the
blood-brain interface (Smith et al., 1992).

Although the potential for bioavailability of cyanobacterial toxins to target organs is implied
by their patterns of bioaccumulation, and observed toxic effects on certain organ systems, as
well as limited number of in vivo studies, most studies have focused on either exposure to
toxins via water ingestion, or in the case of laboratory studies, have examined fate of the toxin,
following intraperitoneal injection, or related forms of administering the toxin. The actual
bioavailability, with respect to foodborne toxins, is obviously limited by the prior chemical
availability (discussed further below), as determined by release (from food), uptake and
detoxification/elimination, prior to transport to target organs. To-date, however, studies on
uptake and detoxification/elimination of cyanobacterial toxins derived from foods are
essentially non-existent.

Rather, as with other aspects of health concerns regarding cyanobacterial toxins, the very
few studies that have considered bioavailablity of these toxins – and implicitly uptake and
detoxification/elimination as key factors -  have generally relied on data,  and subsequent
inferences,  extrapolated from water-borne cyanotoxins,  including dissolved or algal  cell-
derived toxins. Most notably, several authors have considered World Health Organization
(WHO)  guidelines  regarding  acceptable  concentrations  of  MCs  -  as  the  clearly  most
widespread  cyanobacterial  toxin  family  -  in  water,  and  subsequently  derived  guideline
values  for  total  daily  intake  (TDI)  of  this  toxin.  Values  of  TDI  are  generally  based  on
observed no or lowest observable adverse effect levels (NOAELs and LOAELs, respectively) from
very a very limited number of oral exposure studies in mouse and pig models (Falconer et
al.,  1994;  Fawell  et  al.,  1999).  Accordingly,  acceptable  values  for  lifetime,  one-time  and
occasional TDI have been estimated, respectively, as 0.04, 25 and 0.4 μg per kg body weight
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(Fromme et al., 1999; Ibelings and Chorus, 2007). In a particular thorough treatment, Ibelings
and Chorus (2007) extrapolated this to proposed guideline values that incorporate expo‐
sure via both water and food (and particularly “seafood”). Acknowledging a high variabil‐
ity in the amounts of food consumed, as well as other relevant factors (e.g. body weight),
the guidelines estimated in this way ranged greatly from 6 μg/kg for daily lifetime expo‐
sures to 1900 μg/kg for acute (i.e.  “one-time”) exposures for adults,  with corresponding
lower  values  for  children  (i.e.  0.08-250  μg/kg  body  weight).  That  said,  all  such  values
regarding intake (and,  implicitly,  the  necessary consideration of  subsequent  uptake and
detoxification/elimination)  are,  as  mentioned,  solely  based  on  (very  limited)  estimates
derived from oral exposure to a single toxin in water, and out of necessity, ignore bioavail‐
ability from a more complex “matrix” of animal tissues. Of course, as more information is
obtained with respect to the uptake, and subsequent detoxification/elimination, of toxins
from animal-based diet, it is hoped that a more realistic understanding of the potential for
food-borne exposure will emerge. In particular, a clearer understanding of these toxins in
relation to the dietary matrix, and consequently those factors (e.g. digestion, cellular uptake)
that determine fate is still needed.

Aside from considerations of uptake and subsequent detoxification/elimination, as it relates
to bioavailablity, it has become clear that, in certain cases, the potential (or lack thereof) for
human bioavailability may be considerably affected by chemical availability. This has been
specifically studied, to-date, in two cases: (1) irreversible, covalent binding of MCs to PPases
targets;  and (2)  erroneous  translation and consequent  incorporation of  BMAA into  pro‐
teins. In the latter case, for example, it has been suggested that BMAA, as a non-essential
amino acid, can be potential incorporated (via faulty translation mechanisms) into grow‐
ing protein chains. Specifically, investigating this possibility, Murch et al. (2004) analyzed
BMAA in cyanobacteria, and brains of patients who died of ALS/Parkinsonism dementia
complex (along with cycads and flying foxes from Guam as suggested vectors for the toxin),
both with and without prior acid hydrolysis. Measured levels of BMAA were on the order
of 10- to 240-fold higher following acid hydrolysis, suggesting an apparent release of this
amino acid  from proteins  in  these  samples.  This  finding,  therefore,  not  only  supported
incorporation of BMAA into proteins as a mechanism of toxicity (see 1. Recognized cyanobac‐
terial toxins: chemistry and toxicology, above), as well as possible limitations in the analytical
methodologies applied to this toxin (discussed further below; see Methodologies for evaluat‐
ing cyanobacterial  toxins  in  food-webs),  but  furthermore,  pointed to an “endogenous reser‐
voir” of the toxin. Such a reservoir would specifically provide a means of “slow release,”
of the toxin as possible mechanism for BMAA bioavailability, and would correlate with the
generally late onset of these diseases. It is, of course, implied from these studies that BMAA
bound in proteins in this way would, in fact,  be readily available following peptidolytic
digestion, however, this remains to be confirmed.

As  discussed  earlier  in  the  chapter  (see  1.  Recognized  cyanobacterial  toxins:  chemistry  and
toxicology),  MCs are  known to  bind to  PPases  found ubiquitously  in  cells  of  all  known
organisms. In addition, however, to reversible binding to the active site of PPases, it has
been shown (MacKintosh et al., 1995; Pereira et al., 2012) that the toxin, once in the active
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site, will form covalent bonds (via Michael addition) between the Mdha (present in many
MCs)  and  a  cysteine  (Cys273)  found  in  the  active  site  of  Ser/Thr  Type  1/2A  PPases.
Accordingly, it has been suggested that a portion of all Mdha-containing MCs might become
bound in this way (Williams et al., 1997a and 1997b; Yuan et al., 2006; Suchy and Berry,
2012), and indeed, estimates - based on specific analysis of the bound toxin (see 5. Method‐
ologies for analysis of cyanobacterial toxins in the food-web) - suggest a considerable pool of so
bound MCs. In classic studies by Williams et al. (1997a and 1997b), for example, analysis of
bound MC demonstrated that  as  little  as  24% of  MC administered (via i.p.  injection)  to
salmon could be recovered by conventional solvent extraction and analyses, and likewise
that as much as 10,000-fold more of the toxin, measured in Dungeness crab larvae, could be
detected in the presumptively “bound form” compared to the “free form.” More recently,
Hilborn  et  al.  (2007)  measured  both  free  and  bound  MCs  in  dialysis  patients  exposed
(through improperly treated water) to the toxin, and similarly measured significantly higher
levels when total (i.e. free and bound) levels were compared to those of the unbound toxin
(i.e. measured by solvent extraction and conventional detection, e.g. ELISA), and specifical‐
ly that only approximately 8-51% of MCs were measured by the latter method, compared
to the former.

A preponderance of evidence continues to suggest that bound MCs do, indeed, represent a
considerable pool of the toxin, however, very few studies have investigated whether these
bound MCs are, in fact, biologically available. To address this question, Smith et al. (2010)
recently investigated the potential for digestive enzymes to release covalently bound MC
from PPases. Whereas digestive proteases (e.g. trypsin, chymotrypsin, pepsin) were found,
as expected, to effectively hydrolyze a control protein (i.e. angiotensin), they had no effect
on the cyclic peptides (i.e. MC-LR and MC-LY). Furthermore, based on the assumption that
protein-bound MCs could be partially released by these peptidolytic enzymes, the investiga‐
tors synthesized four Cys-containing MC-oligopeptide adducts,  specifically predicted for
hydrolytic digestion of the PPase active site by these enzymes, and subsequently evaluat‐
ed them for toxicity (i.e. inhibition of protein phosphatase). Although inhibition was reduced
(compared to MC-LR alone) to approximately 58% for MC-peptide adducts - composed of
the cyclic MC-LR covalently bound, via cysteine, to predicted tetra- and nonomeric peptide
fragments - this residual biological activity supports the possible bioavailability of potential‐
ly  toxic  bound MCs following protein  hydrolysis  in  the  digestive  system.  Interestingly,
concurrent studies (Zhang et al.,  2010) evaluated the effects of cooking as an alternative
mechanism for release of covalently bound MCs with respect to potential availability of the
toxin.  In  these  studies,  it  was  specifically  found that  levels  of  MC-LR in  carp  (injected
intraperitoneally with the toxin) were significantly higher (approximately 4-fold) in both
muscle  tissue  and  water  following  boiling,  compared  to  lyophilization  and  subsequent
solvent extraction only, and it was suggested that elevated levels were due to release of
covalently bound toxin from these tissues. Although such studies do point to the possible
chemical availability of covalent bound toxins, clearly further studies are needed to fully
elucidate the possible bioavailability of these in relation to human exposure.
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5. Methodologies for evaluating cyanobacterial toxins in the food-web

Techniques for chemical detection and quantitative analysis of cyanobacterial toxins have
evolved alongside recognition of their potential health impacts. The majority of the previously
established analytical methods (e.g. HPLC-UV, LC-MS, ELISA) have, therefore, primarily
focused on the identification of toxin in algal cells and/or dissolved in water, with water (i.e.
contamination of drinking water, recreational exposure) being an established direct route of
exposure. As for these applications, analytical techniques applied to measurement of toxins in
food webs have, likewise, generally focused on two approaches (Sivonen, 2008; Humpage et
al., 2010). The first, and arguably most common - given the complex nature of these biological
matrices (discussed further below) - has included a number of so-called “hyphenated meth‐
ods” in which analytical separation, including liquid chromatography (LC) and capillary
electrophoresis (CE), in particular, are coupled to one or more suitable detection/measurement
technique, including UV absorbance, fluorescent derivatization/detection (FL), mass spec‐
trometry (MS) and electrochemical detection. Alternatively, with the relatively recent com‐
mercial availability of enzyme-linked immunosorbent assay (ELISA) kits for several
cyanobacterial toxins, as well as growing understanding of the toxicology of these metabolites
- and thus development of several biochemical techniques (e.g. protein phosphatase inhibition
assays for MCs) - these bioanalytical techniques have been also applied to the evaluation of
cyanobacterial toxin in relation to food-webs and bioaccumulation (e.g. Lance et al., 2006; Berry
and Lind, 2010; Berry et al., 2011; Berry et al., 2012). However, unlike detection of several non-
cyanobacterial, marine algal toxins as contaminants of fish and seafood for which there are
validated analytical techniques, there are presently no validated methods for evaluating
cyanobacterial toxins in biological matrices.

Both of the aforementioned approaches present potential limitations, but generally speaking,
it would be argued that the two consequently complement one another. In particular, ELISA-
based methods have been somewhat criticized (Metcalf et al., 2000; Mountfort et al., 2005) as
being potentially susceptible to non-targeted molecules (i.e. matrix components) in samples
that may immunologically cross-react with antibodies, or alternatively not being able to
distinguish more toxic variants among co-occurring congeners within toxin groups. As
antibodies used in ELISAs are typically generated in relation to a particular representative
variant of these toxins, relying on chemical similarity and cross-reactivity to detect other
variants, they do not enable co-occurring congeners to be distinguished from total toxin
concentrations. This latter limitation is perhaps best exemplified by the ELISA-based analysis
of MCs. Although commercially available ELISAs for MCs exploit the generally conserved
Adda moiety found in most variants (Fig. 2), MC variants lacking (or containing modified
versions of) Adda have been reported (Namikoshi et al., 1990 and 1992; Sivonen et al., 1992;
Oksanen et al., 2004), and would be missed in these analyses leading to some degree of “false
negatives,” or at least possible underestimation of MC content. Alternatively, studies have
shown that improper use of ELISA kits – as well as factors such as organic solvents, salinity
and pH - can contribute to the potential for false positives (Metcalf et al., 2005). Additionally,
it is recognized that toxicity of MCs varies with congener, and therefore the inability to
distinguish particular variants, with respect to this relative toxicity, does not enable what is
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site, will form covalent bonds (via Michael addition) between the Mdha (present in many
MCs)  and  a  cysteine  (Cys273)  found  in  the  active  site  of  Ser/Thr  Type  1/2A  PPases.
Accordingly, it has been suggested that a portion of all Mdha-containing MCs might become
bound in this way (Williams et al., 1997a and 1997b; Yuan et al., 2006; Suchy and Berry,
2012), and indeed, estimates - based on specific analysis of the bound toxin (see 5. Method‐
ologies for analysis of cyanobacterial toxins in the food-web) - suggest a considerable pool of so
bound MCs. In classic studies by Williams et al. (1997a and 1997b), for example, analysis of
bound MC demonstrated that  as  little  as  24% of  MC administered (via i.p.  injection)  to
salmon could be recovered by conventional solvent extraction and analyses, and likewise
that as much as 10,000-fold more of the toxin, measured in Dungeness crab larvae, could be
detected in the presumptively “bound form” compared to the “free form.” More recently,
Hilborn  et  al.  (2007)  measured  both  free  and  bound  MCs  in  dialysis  patients  exposed
(through improperly treated water) to the toxin, and similarly measured significantly higher
levels when total (i.e. free and bound) levels were compared to those of the unbound toxin
(i.e. measured by solvent extraction and conventional detection, e.g. ELISA), and specifical‐
ly that only approximately 8-51% of MCs were measured by the latter method, compared
to the former.

A preponderance of evidence continues to suggest that bound MCs do, indeed, represent a
considerable pool of the toxin, however, very few studies have investigated whether these
bound MCs are, in fact, biologically available. To address this question, Smith et al. (2010)
recently investigated the potential for digestive enzymes to release covalently bound MC
from PPases. Whereas digestive proteases (e.g. trypsin, chymotrypsin, pepsin) were found,
as expected, to effectively hydrolyze a control protein (i.e. angiotensin), they had no effect
on the cyclic peptides (i.e. MC-LR and MC-LY). Furthermore, based on the assumption that
protein-bound MCs could be partially released by these peptidolytic enzymes, the investiga‐
tors synthesized four Cys-containing MC-oligopeptide adducts,  specifically predicted for
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5. Methodologies for evaluating cyanobacterial toxins in the food-web
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that may immunologically cross-react with antibodies, or alternatively not being able to
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essentially a proxy of “total MC” to be evaluated in terms of actual relevance to toxicity
(Mountfort et al., 2005). As an alternative, enzyme assays - and particularly the various PPase
inhibition assays developed for MCs (Mountfort et al., 2005) – are, in fact, capable of assessing
cyanobacterial toxins based on relevant biological activity. However, such assays are typically
not as sensitive as, for example, ELISA, and likewise may be susceptible to matrix components,
as well as being unable to chemically distinguish particular toxin variants. That said, sensitivity
of methods such as ELISA are generally higher than for most other methods, and moreover,
although coupling analytical separation to detection (e.g. LC-MS) may enable identification of
particular chemical variants, this is only applicable to those variant which are specifically
targeted. In other words, even though LC coupled to tandem mass spectrometry (MS/MS) can,
for example, selectively detect several common MC variants based on characteristic molecular
ions, and subsequent “daughter ions,” without prior knowledge of the optimal parameters
(i.e. parent/daughter ions, ionization energy, etc.) - and/or availability of suitable analytical
standards - to use for other for other less common (or perhaps yet uncharacterized) variants,
and their metabolic products, these would be generally missed by such an approach (Mount‐
fort et al., 2005). Accordingly, a strategy which incorporates both approaches and their relative
benefits (i.e. highly sensitive detection of “total” MC by ELISA, target-based bioassay and
selective analytical separation and detection of individual MC variants) might be expect to
provide the most comprehensive toxin profile.

In general, the obvious challenge posed in adapting analytical techniques, originally devel‐
oped for water (and, to a lesser extent, algal) samples, to bioaccumulation in food webs is the
relatively more complex matrix of biological specimens (i.e. animal tissues). Other components
of these biological matrices can interfere with analyses by specifically requiring a higher degree
of selectivity (to discern the analyte from other components of the matrix), and as well as
leading to suppression of the detection response (e.g. suppression of ionization in MS). To
some extent, these challenges are inherently addressed when coupling detection to optimized
analytical separation (e.g. LC-MS) that essentially isolates components (e.g. as chromato‐
graphic peaks based on retention time, etc.), but has also been generally supplemented by
sample preparation steps prior to analysis. In particular, sample preparation steps have
included selective extraction (e.g. Metcalf et al., 2002; Msagati et al., 2006), solid-phase
extraction (SPE; e.g. James et al., 1998; Metcalf et al., 2002; McElhiney and Lawton, 2005; Scott
et al., 2009) and other so-called “clean-up steps” to remove these potential interfering chemical
species. Of course, in the case of less stable toxins (e.g. ATX-a; discussed below), extensive
sample work-up can chemically jeopardize the analyte leading to underestimation or even
complete non-detection of these compounds; generally speaking though, most approaches
require some degree of sample preparation prior to analysis, particularly when dealing with
complex bio-matrices.

One of the particular challenges of a biological matrix is due to the lack of specificity of certain
detection methods. For example, although none of the recognized cyanobacterial toxins
discussed have a particularly specific chromophore, as to enable unambiguous detection,
HPLC coupled to UV spectrophotometric detection has been successfully used – specifically
based on shortwave UV detection and established chromatographic retention time, and in

Current Topics in Public Health558

conjunction with analytical standards – to detect and measure several cyanobacterial toxins in
water samples (e.g. Harada et al., 1994; Gugger et al., 2005; McElhiney and Lawton, 2005; Berry
and Lind, 2010). However, in more complex bio-matrices, this lack of a distinguishing UV
chromophore, and potential for co-eluting non-targeted components of the matrix generally
limit this approach. Similarly, although fluorescence derivatization – and subsequent fluores‐
cence detection coupled to chromatography or other analytical separation techniques (e.g. CE)
- has been used as a highly sensitive means of detection/measurement of cyanobacterial toxins
(e.g. Harada et al., 1997; James et al., 1998), the derivatization chemistry frequently employed
in these approaches exploit common functional groups (e.g. amines, carboxylic acids, dienes).
As such, non-toxin analytes (e.g. peptides) present in biological matrices can be coincidentally
derivatized and, by co-elution and/or simply poor resolution, interfere with identification of
the analyte of interest. Possible overlap in analytical response is not limited to these analytical
separation/detection techniques, and indeed, it has been suggested that for ELISA, antibody
cross-reactivity with chemically related components of the matrix might, likewise, lead to non-
selective detection, and erroneous results in analyses.

Even in the case of highly selective detection techniques, interference due to the bio-matrix
can arise. This is particularly seen with quantitative analyses based on mass spectrometry,
including LC-MS, and particularly the most commonly used (at present) method of electro‐
spray ionization (LC-ESI-MS). Components of the sample matrix, including inorganic (e.g. pH,
salts/ions) and organic (e.g. proteins and other biomolecules) components, can both interfere
with ionization; the former can directly interfere with ionization, whereas the latter can
indirectly effect ionization of the analyte, particularly through competitive ionization. In the
case of MCs, for example, it has been shown that dissolved organic carbon, pH and ionic
strength can suppress signal in LC-MS with the latter being the most significant (Li et al.,
2010). More notably in relation to the present discussion, Karlsson et al. (2005) investigated the
effect of a biological matrix with respect to the LC-MS detection of MCs and NOD in biological
tissues, including aquatic invertebrates (i.e. Blue Mussels, Mytilus edulis), fish (i.e. Rainbow
Trout, Onchorhyncus mykiss) and waterfowl (i.e. Common Eider, Somateria mollissima). In these
studies, it was found that ion signal varied from 16-134% of the expected signal (from spiked
toxin), suggesting a good deal of both ionization suppression and enhancement, which varied
with toxin variant (i.e. six MC variants and NOD) and biological matrix. In related studies,
investigating the use of an MC oxidation product (discussed below) for LC-MS analysis, Ott
and Carmichael (2006) reported losses in signal strength of more than 41% for this analyte.
More recently, Li et al. (2012) examined the effects of ionization suppression with respect to
quantitative analysis of BMAA, as well as its non-toxic isomer, 2,4,-diaminobutyric acid (DAB),
by LC-MS/MS. Although considerable matrix effects were observed for DAB, there appeared
to be no contribution to the BMAA signal. Notably, however, this optimized method was used
to suggest that BMAA was not seemingly present in several cyanobacterial samples evaluated,
and to support the growing indication that this putative toxin is not as widespread as previ‐
ously suggested. Indeed, although matrix effects represent an analytical challenge, the effects
of signal suppression (e.g. ion suppression) can generally be addressed by various strategies,
including the use of appropriate internal standards and techniques of standard addition to assess
the extent of this effect on quantitation.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

559



essentially a proxy of “total MC” to be evaluated in terms of actual relevance to toxicity
(Mountfort et al., 2005). As an alternative, enzyme assays - and particularly the various PPase
inhibition assays developed for MCs (Mountfort et al., 2005) – are, in fact, capable of assessing
cyanobacterial toxins based on relevant biological activity. However, such assays are typically
not as sensitive as, for example, ELISA, and likewise may be susceptible to matrix components,
as well as being unable to chemically distinguish particular toxin variants. That said, sensitivity
of methods such as ELISA are generally higher than for most other methods, and moreover,
although coupling analytical separation to detection (e.g. LC-MS) may enable identification of
particular chemical variants, this is only applicable to those variant which are specifically
targeted. In other words, even though LC coupled to tandem mass spectrometry (MS/MS) can,
for example, selectively detect several common MC variants based on characteristic molecular
ions, and subsequent “daughter ions,” without prior knowledge of the optimal parameters
(i.e. parent/daughter ions, ionization energy, etc.) - and/or availability of suitable analytical
standards - to use for other for other less common (or perhaps yet uncharacterized) variants,
and their metabolic products, these would be generally missed by such an approach (Mount‐
fort et al., 2005). Accordingly, a strategy which incorporates both approaches and their relative
benefits (i.e. highly sensitive detection of “total” MC by ELISA, target-based bioassay and
selective analytical separation and detection of individual MC variants) might be expect to
provide the most comprehensive toxin profile.

In general, the obvious challenge posed in adapting analytical techniques, originally devel‐
oped for water (and, to a lesser extent, algal) samples, to bioaccumulation in food webs is the
relatively more complex matrix of biological specimens (i.e. animal tissues). Other components
of these biological matrices can interfere with analyses by specifically requiring a higher degree
of selectivity (to discern the analyte from other components of the matrix), and as well as
leading to suppression of the detection response (e.g. suppression of ionization in MS). To
some extent, these challenges are inherently addressed when coupling detection to optimized
analytical separation (e.g. LC-MS) that essentially isolates components (e.g. as chromato‐
graphic peaks based on retention time, etc.), but has also been generally supplemented by
sample preparation steps prior to analysis. In particular, sample preparation steps have
included selective extraction (e.g. Metcalf et al., 2002; Msagati et al., 2006), solid-phase
extraction (SPE; e.g. James et al., 1998; Metcalf et al., 2002; McElhiney and Lawton, 2005; Scott
et al., 2009) and other so-called “clean-up steps” to remove these potential interfering chemical
species. Of course, in the case of less stable toxins (e.g. ATX-a; discussed below), extensive
sample work-up can chemically jeopardize the analyte leading to underestimation or even
complete non-detection of these compounds; generally speaking though, most approaches
require some degree of sample preparation prior to analysis, particularly when dealing with
complex bio-matrices.

One of the particular challenges of a biological matrix is due to the lack of specificity of certain
detection methods. For example, although none of the recognized cyanobacterial toxins
discussed have a particularly specific chromophore, as to enable unambiguous detection,
HPLC coupled to UV spectrophotometric detection has been successfully used – specifically
based on shortwave UV detection and established chromatographic retention time, and in

Current Topics in Public Health558

conjunction with analytical standards – to detect and measure several cyanobacterial toxins in
water samples (e.g. Harada et al., 1994; Gugger et al., 2005; McElhiney and Lawton, 2005; Berry
and Lind, 2010). However, in more complex bio-matrices, this lack of a distinguishing UV
chromophore, and potential for co-eluting non-targeted components of the matrix generally
limit this approach. Similarly, although fluorescence derivatization – and subsequent fluores‐
cence detection coupled to chromatography or other analytical separation techniques (e.g. CE)
- has been used as a highly sensitive means of detection/measurement of cyanobacterial toxins
(e.g. Harada et al., 1997; James et al., 1998), the derivatization chemistry frequently employed
in these approaches exploit common functional groups (e.g. amines, carboxylic acids, dienes).
As such, non-toxin analytes (e.g. peptides) present in biological matrices can be coincidentally
derivatized and, by co-elution and/or simply poor resolution, interfere with identification of
the analyte of interest. Possible overlap in analytical response is not limited to these analytical
separation/detection techniques, and indeed, it has been suggested that for ELISA, antibody
cross-reactivity with chemically related components of the matrix might, likewise, lead to non-
selective detection, and erroneous results in analyses.

Even in the case of highly selective detection techniques, interference due to the bio-matrix
can arise. This is particularly seen with quantitative analyses based on mass spectrometry,
including LC-MS, and particularly the most commonly used (at present) method of electro‐
spray ionization (LC-ESI-MS). Components of the sample matrix, including inorganic (e.g. pH,
salts/ions) and organic (e.g. proteins and other biomolecules) components, can both interfere
with ionization; the former can directly interfere with ionization, whereas the latter can
indirectly effect ionization of the analyte, particularly through competitive ionization. In the
case of MCs, for example, it has been shown that dissolved organic carbon, pH and ionic
strength can suppress signal in LC-MS with the latter being the most significant (Li et al.,
2010). More notably in relation to the present discussion, Karlsson et al. (2005) investigated the
effect of a biological matrix with respect to the LC-MS detection of MCs and NOD in biological
tissues, including aquatic invertebrates (i.e. Blue Mussels, Mytilus edulis), fish (i.e. Rainbow
Trout, Onchorhyncus mykiss) and waterfowl (i.e. Common Eider, Somateria mollissima). In these
studies, it was found that ion signal varied from 16-134% of the expected signal (from spiked
toxin), suggesting a good deal of both ionization suppression and enhancement, which varied
with toxin variant (i.e. six MC variants and NOD) and biological matrix. In related studies,
investigating the use of an MC oxidation product (discussed below) for LC-MS analysis, Ott
and Carmichael (2006) reported losses in signal strength of more than 41% for this analyte.
More recently, Li et al. (2012) examined the effects of ionization suppression with respect to
quantitative analysis of BMAA, as well as its non-toxic isomer, 2,4,-diaminobutyric acid (DAB),
by LC-MS/MS. Although considerable matrix effects were observed for DAB, there appeared
to be no contribution to the BMAA signal. Notably, however, this optimized method was used
to suggest that BMAA was not seemingly present in several cyanobacterial samples evaluated,
and to support the growing indication that this putative toxin is not as widespread as previ‐
ously suggested. Indeed, although matrix effects represent an analytical challenge, the effects
of signal suppression (e.g. ion suppression) can generally be addressed by various strategies,
including the use of appropriate internal standards and techniques of standard addition to assess
the extent of this effect on quantitation.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

559



Limitations Advantages

Biochemical Methods

ELISA Cost (~$400-500/plate)
No chemical information, e.g.
identification of chemical variants
No toxicity information

Highly sensitive (< ppb)
Rapid/analyze multiple samples at
once
Easy/little training required
Relatively inexpensive
instrumentation (i.e plate readers)

“Target-Based”
e.g. PPase inhibition

No chemical information, e.g.
identification of chemical variants
Somewhat lower sensitivity
Low selectivity, e.g. false positives

Provides toxicity information
Relatively inexpensive (reagents)
Rapid/analyze multiple samples at
once
Easy/little training required
Relatively inexpensive
instrumentation (i.e plate readers)

Instrumental Analysis
(i.e. analytical separation/detection)

HPLC/CE-UV Low sensitivity
Low selectivity, e.g. false positives
Requires training
Limited chemical information, e.g.
can’t identify unknown variants
Moderately expensive
instrumentation
Relatively slow/can’t analyze
multiple samples at once
Requires sample clean-up

Provides some chemical information,
e.g. can identify chemical variants (if
standards available)
Analysis can be automated

HPLC/CE-FL Requires derivatization
Somewhat low selectivity, e.g. false
positives
Requires training
Limited chemical information, e.g.
can’t identify unknowns
Moderately expensive
instrumentation
Relatively slow/can’t analyze
multiple samples at once
Requires sample clean-up

Highly sensitive
Provides some chemical information,
e.g. can identify chemical variants (if
standards available)
Analysis can be automated

HPLC/CE-MS Requires training
Expensive instrumentation
Relatively slow/can’t analyze
multiple samples at once
Requires (some) sample clean-up

Provides chemical information, e.g.
can identify chemical variants (if
standards available), possible
information regarding unknowns
Analysis can be automated

Table 2. Limitations and advantages of different analytical techniques used for detection/measurement of
cyanobacterial toxins.
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Aside from issues specifically related to the complex biological matrices encountered in food
webs, some of the same general challenges associated with quantitative analysis of cyanobac‐
terial toxins in water are, likewise, associated with analysis of bioaccumulation. A common
consideration, in this regard, includes a requirement of selectively to detect, and discern,
isomers and chemically related congeners. Indeed, this is exemplified by all of the recognized
cyanobacterial toxins. For example, both PSTs and the MCs belong to rather large families of
chemically related, but structurally distinct, variants – specifically represented, at present, by
as many as fifty, and more than ninety, reported variants, respectively - with equally variable
toxicity for each. In both cases, especially toxic and common variants (i.e. STX and MC-LR) are
most frequently considered as a proxies for these toxin families, however, it is known that
several other congeners from these groups can, in fact, potentially contribute to toxicity, and
moreover, due to differential uptake and bioavailability hold, likewise, variable potential with
respect to bioaccumulation. This presents, as discussed above, a clear limitation to ELISA-
based analyses of the MCs that is unable to distinguish specific contributions of individual
congeners. Likewise, although LC-MS and related methods, which employ analytical separa‐
tion prior to detection, are able (if sufficiently optimized) to chromatographically resolve/
separate congeners, the requirement for established molecular ionization and fragmentation
parameters to detect these variants (by mass spectrometry) limits which variants will, and will
not, be detected. Although considerably less complex, on the other hand, both CYN and ATX-
a, likewise, have structurally related congeners and/or structural isomers, including for
homoATX-a and 7-epiCYN, respectively, that are found alongside the “primary” toxins. In
both of these cases, the congeners are also associated with toxicity, and evaluation of their
contribution with respect to food-borne toxins needs to be included. On the other hand,
although only BMAA (among several structural isomers) has been reported as potentially
toxic, it has been suggested that natural occurrence of numerous possible isomeric congeners,
all sharing the same molecular mass (Fig. 9), may greatly confound mass spectrometric analysis
of this toxic amino acid (Banack et al., 2010), and specifically it has been suggested that, due
to this, the once considered widespread occurrence of this neurotoxin may, in fact, be consid‐
erably over-estimated (Jiang et al., 2012; Li et al., 2012).

Although many of the cyanotoxins are generally considered chemically quite stable, and thus
persistent in the environment, stability has, likewise, been suggested to limit quantitative
analysis in some cases - and particularly ATX-a as perhaps the most chemically labile of the
known toxins from cyanobacteria. Indeed, ATX-a has an estimated (Stevens and Krieger,
1991) half-life of only about 1-2 days – or even as low as 4-10 hours - in solutions emulating
relevant biological conditions, including sunlight (i.e. photolysis) and pH (i.e. acidification).
Degradation products, moreover, are generally not considered toxic (Stevens and Krieger,
1991). This instability poses obvious challenges, and particularly the potential for this toxin
being underestimated or even missed in chemical analyses, and may, in fact, contribute to the
absence of any reports on its bioaccumulation in food webs. Accordingly, it is generally
advised that appropriate precautions regarding sample collection, transport and storage be
taken to minimize recognized factors (i.e. light exposure, pH), and methods have been
developed to increase speed of analysis (e.g. Smith and Lewis, 1987), to minimize this factor
in assessing the possible role of ATX-a in relation to food-borne health concerns.
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Figure 9. Isomers of the toxic amino acid, BMAA, suggested to potentially confound MS analysis.

As we learn more about the fate of cyanobacterial toxins in food webs, it is becoming increas‐
ingly recognized that at least two of the recognized cyanotoxins, namely MCs and BMAA, may
present specific analytical challenges due to their specific chemical toxicology. As previously
discussed (see 4.2 Bioavailability), in addition to reversible binding of the MCs to “targeted”
PPases, covalent and thus effectively irreversible binding of these toxins, specifically via Mdha
(Fig. 10), may lead to considerable underestimation of the total MC content as quantitative
chemical analyses based on solvent extraction, and subsequent detection of the non-bound
molecule, would generally miss these bound-forms of the toxin. Indeed, it has been estimated
that more than 75% of MC-LR (as representative Mdha-containing variant) in exposed fish,
and as much as 99.9% in exposed invertebrates (e.g. mussels), is effectively “tied up” by
covalent, irreversible binding (Williams et al., 1997a and 1997b). Similarly, as also discussed
previously, one of the proposed mechanisms of toxicity for BMAA is erroneous incorporation
into proteins, leading to aberrant protein aggregates which are hallmarks of neurodegenera‐
tive disease (e.g. ALS, Alzheimers’ Disease) linked to this toxic amino acid. Accordingly, this
bound pool of the amino acid would not be immediately available to subsequent analyses
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relying solely on solvent extraction from the biological matrix. Considering this, several recent
developments have focused on analytical strategies for including these “bound-forms” of the
toxins in the overall assessment of their contribution to food-web bioaccumulation.

Figure 10. Lemieux oxidation of MC-LR, and detection of product (MMPB) as a surrogate for total MCs.

Perhaps the most elegant of these has been the development of the so-called “MMPB method,”
based on detection of the Adda oxidative cleavage product, 3-methyl-4-methoxy-phenylbu‐
tanoic acid (MMPB), as a proxy for total (i.e. bound and unbound) microcystins. As stated
previously, Adda is both a key component of the MCs with respect to their toxicity, and is,
indeed, conserved in the vast majority of variants (Fig. 2). Taking advantage of this conserved
moiety, Sano et al. (1992) developed an analytical technique, specifically based on Lemieux
oxidation that utilizes permanganate/periodate oxidation to cleave MMPB from the pendant
Adda of microcystins (Fig. 10). This analyte can be subsequently quantified by several
techniques, including GC-MS (Sano et al., 1992; Williams et al., 1997a and Williams et al.,
1997b; Suchy and Berry, 2012) and LC-MS (e.g. Ott and Carmichael, 2006; Yuan et al., 2006).
As Adda is distal to the Mdha, and site of covalent linkage to the PPase active site, the liberated
MMPB can be used as a proxy – with no otherwise known naturally occurring counterpart –
for both bound and free MCs. In fact, when subsequently applied to a range of fish and
invertebrates, it became clear both that a the vast majority of MCs in exposed animals are not
detected by analytical methods based on solvent extraction of the free toxin (suggesting a
considerable loss of the exposure dose), and that significantly more of the toxin were detectable
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Figure 9. Isomers of the toxic amino acid, BMAA, suggested to potentially confound MS analysis.
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by the MMPB method (suggesting covalent binding as a likely “sink” for this lost toxin).
Williams et al. (1997a and 1997b) most famously applied this method to the analysis of
experimentally (i.e. intraperitoneally) exposed salmon, as well as samples of Dungeness crab
larvae and mussels (Mytilus edulis). In these studies it was found, for example, that while nearly
100% of exposure dose (from Microcystis cells) could be recovered by the MMPB method, only
approximately 0.1% of MC of the expected levels were detected by MeOH extraction coupled
to a PPase inhibition assay (Williams et al., 1997a). Likewise, for i.p.-exposed salmon, approx‐
imately 34% recovery of MC by Lemieux oxidation, specifically coupled to GC-MS, was
reported, compared to approximately 8% recovery for MeOH extraction and PPase inhibition
assay, and similarly more than 10,000-fold higher MC was detected by the MMPB method
compared to extraction/PPase inhibition in populations of crab larvae (Williams et al., 1997b).
More recently, the modified MMPB method (i.e. SPME-GC-MS detection of MMPB) was
applied to evaluation of MCs in several fish species, including those consumed by humans,
from various freshwater lake systems, and it was similarly found that this approach measured
significantly higher levels of the toxin (5- to 40-fold higher) than those detected by ELISA
(Suchy and Berry, 2012). Since initial development of the technique, the MMPB has been further
refined to include improvements in the sample preparation steps, including SPE (Ott and
Carmichael, 2006) and solid-phase microextraction (SPME; Suchy and Berry, 2012), as well as
subsequent detection methods (e.g. LC-MS, and LC-MS/MS, versus GC-MS; Ott and Carmi‐
chael, 2006; Yuan et al., 2006; Neffling et al., 2010), and it has been applied to a range of matrices
including assessment of human exposure (e.g. Yuan et al., 2006). Accordingly, the MMPB
method represents a tremendous advancement to both our understanding of trophic transfer/
bioavailability of this toxin, as well as our ability to assess its role in food webs and bioaccu‐
mulation with respect to public health.

Similar to the covalent binding of MCs to PPase targets, the possible incorporation of BMAA
into proteins, and consequent potential for underestimation, has been addressed in recent –
albeit much fewer - studies. Incorporation of BMAA into proteins, with respect to both
analytical challenges, and its possible role in bioavailability and trophic transfer of the toxin,
was first reported by Murch et al. (2004). In this study, acid hydrolysis (i.e. 24 h boiling in 6 M
HCl) – to digest proteins, and release BMAA - coupled to subsequent HPLC-FL analysis
measured levels of the toxin in cycad flours exceeding those previously measured, following
simple solvent extraction (i.e. presumptively unbound BMAA), by as much as 90-fold. In the
same study, BMAA in brain tissues from patients who had died of Alzheimer’s Disease were,
likewise, analyzed following acid digestion, and similarly showed levels of the toxin that were
60- to 130-fold great than those measured following solvent extraction (i.e. “free BMAA” only).
The presence of this bound pool of BMAA in proteins was accordingly suggested to represent
a previously unrecognized reservoir of the toxin available for both trophic transfer (i.e.
following proteolytic enzyme digestion), and as a slowly released form of the toxin with respect
to the recurrent damage and “latency period” observed in the onset of these neurodegenerative
diseases (Murch et al., 2004). Moreover, these results point to a limitation in the prior analytical
approach, and specifically a likely underestimation of the toxin in food webs. Accordingly,
subsequent studies (Rosen and Hellenäs, 2008; Baptista et al., 2011; Cervantes Cianca et al.,
2012) have undertaken development and validation – as well as application - of various
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analytical techniques (e.g. HPLC-FL, LC-MS/MS and CE-UV) that incorporate acid hydrolysis
a means of characterizing “total BMAA” content. As these methods are validated, they will no
doubt provide a key tool for evaluating both the ecology (e.g. trophic transfer within food-
webs) and toxicology of this cyanobacterial metabolite, and clarify its possible role in human
health.

6. Other cyanobacterial toxins and their bioaccumulation

A rather limited number of secondary metabolites produced by cyanobacteria – as discussed
throughout this chapter (i.e. MCs, CYN, STX/PSTs, ATX-a and BMAA) – are generally
considered, specifically based on association with documented intoxication events, as “toxins.”
However, the blue-green algae are, in fact, widely recognized to produce a myriad of biolog‐
ically active metabolites (Gerwick et al., 2001; Tan, 2007; Tan, 2010). Rather than toxins though,
the majority of these chemically diverse, bioactive compounds have been identified as part of
“drug discovery” efforts (Tan, 2007). That said, many of the biological systems used to prospect
for potential pharmaceuticals – most notably perhaps including cytotoxicity as a means of
identifying anticancer drugs – could clearly be extended to include those compounds (i.e.
“cytotoxins”) which may have negative impacts on human health, as toxins, rather than, or in
addition to, their intended therapeutic targets. Indeed, it has been argued (e.g. Berry et al.,
2008) that many (or perhaps even most) of the bioactive secondary metabolites from cyano‐
bacteria – including several investigated as drug leads - are likely produced as allelelochemi‐
cals, serving a role as chemical agents for deterrence, specifically through their “toxicity,”
toward other organisms.

Although limited to no literature exists, due to the nature of their discovery (as drug candi‐
dates), on either the potential for either toxicity or bioaccumulation of these many previously
identified bioactive metabolites, indirect evidence suggests that as-of-yet unidentified
metabolites do, indeed, contribute to toxicity of the cyanobacteria. Specifically, several studies
(e.g. Pietsch et al., 2001; Kurmayer and Jüttner, 2009) have compared relative toxicity of pure
cyanobacterial toxins to crude extracts, and consistently found higher degrees of biological
activity for the latter suggesting an additive or even synergistic role of congeners in these
mixtures, including both chemically related (i.e. variants within a toxin family) and/or
potentially unrelated, and likely uncharacterized, metabolites. These finding, therefore,
generally point to the higher toxicity of metabolic mixtures, and specifically suggest the
possibility of unknown toxins which might be relevant to bioaccumulation – and, thus,
consequent health concerns - within food-webs. Identification of these additional toxic
metabolites will, therefore, be essential to a holistic understanding of the health effects of
cyanobacterial toxins, including their potential contribution to food-borne toxicity.

Due, perhaps in part, to the nature of the biological assays used (e.g. cytotoxicity assays,
enzyme inhibition assays) that rely on water-solubility of test compounds, the majority of the
bioactive metabolites identified from blue-green algae as potential drug candidates have
typically focused on rather water-soluble or polar compounds, and particularly the diverse
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non-ribosomal peptides (NRPs) characteristic of the cyanobacteria (Welker and Von Döhren,
2006). Indeed, a few such NRPs have, in fact, been identified alongside recognized toxins,
specifically based on potential relevance to chemical ecology. A particularly notable example
is the identification of several chemically related, and apparently quite widespread, peptides
– isolated, alongside MCs, from Microcystis - as protease inhibitors (e.g. microviridin J,
aeruginosin) with demonstrated ability to serve as feeding deterrents to the zooplankton,
Daphnia (Harada et al., 1993; Martin et al., 1993; Okino et al., 1993; Tsukamoto et al., 1993;
Rohrlack et al., 2004; von Elert et al., 2005). As for MCs, very recent studies suggest a genotype
x genotype interaction between toxin and grazer, and consequent development of tolerance
to these protease inhibitors (Schwarzenberger et al., 2012; von Elert et al., 2012). Accordingly,
these latter findings would open up the door to possible bioaccumulation, and possible human
exposure, although to-date there have not been any studies to investigate this aspect within
freshwater food-webs.

In marine environments, a particularly salient example is lyngbyatoxin, and severally chemi‐
cally related cyclic peptides (e.g. aplysiatoxin, debromoaplysiatoxin), isolated from marine
species of the genus, Lyngbya, a well known producer of several known cyanobacterial toxins
(i.e. MCs, CYN, STX/PSTs). Although these former peptide toxins, specifically acting as
activators of protein kinase C, have been associated with direct human exposure (i.e. derma‐
totoxins) – as well as being investigated with respect to possible pharmacological potential –
the toxins, found in filamentous cyanobacteria in marine shallows, have also been reported to
be incidentally grazed by marine animals, including invertebrates – and particularly various
species of gastropods that accumulate the toxin (Capper et al., 2005) - and vertebrates, most
notably including sea turtles (Yasumoto et al., 1998; Arthur et al., 2008). Given the recognized
toxicity to mammals (e.g. Ito et al., 2002), it is suggested that possible bioaccumulation, and
subsequent consumption, could represent a route of human exposure and toxicity. In fact, as
one of the few examples of acute toxicosis possibly associated with foodborne cyanotoxins,
the presence of these toxins in turtle meat has been linked (Yasumoto et al., 1998) to several
cases of human intoxication in the South Pacific and Madagascar (Hashimoto et al., 1967;
Champetier et al., 1998) specifically characterized by ulceration of mucosal membranes, as well
as apparent neurotoxic effects. It is also worth noting that these toxins have been hypothesized
(Arthur et al., 2008) to explain chronic health effects – and specifically promotion of tumors
associated with fibropapillomatosis – in exposed turtles, and these results, therefore, under‐
score the largely unstudied, possible contribution of these toxins to similar human health
concerns associated with long-term, food-borne exposure.

Although the vast majority of bioactive secondary metabolites identified have, for reasons
stated  above,  particularly  included  a  number  of  peptides  and  other  hydrophilic  com‐
pounds, the cyanobacteria are known to produce a variety of lipophilic metabolites as well.
In support of a possible role of these metabolites in relation to food webs, when evaluat‐
ing the effects  of  toxic  metabolites  from the recognized toxigenic cyanobacterial  species,
Planktothrix  rubescens,  Kurmayer  and  Jüttner  (1999)  observed  that  lipophilic  extraction
reduced feeding deterrence of the cyanobacterial  cells with respect to zooplankton graz‐
ers, and pointed to an uncharacterized lipophilic metabolite in this species. In more recent
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studies,  Berry  et  al.  (2009)  evaluated  non-polar  extracts  of  the  CYN-producing  species,
Aphanizomenon ovalisporum  and Cylindrospermopsis  raciborskii,  specifically using the zebra‐
fish embryo model, and identified apparent lipophilic toxins, chemically unrelated to CYN
or other water-soluble toxins produced by these species. It is not, therefore, surprising that
considerable research in this area has identified numerous lipophilic metabolites ranging
from alkaloids to lipopeptides (Orjala et al., 1995; Wu et al., 2000; Li et al., 2001; Edwards
et al., 2004) to fatty acids (e.g. polyunsaturated fatty acid [PUFAs], Reinikainen et al., 2001)
and seemingly simple hydrocarbons (Jaja-Chimedza et al., 2012).

Although much of the chemistry behind these observations remains to be characterized, one
particularly well-studied group of lipophilic metabolites is a diverse family of indole alkaloids
produced by members of the relatively widespread, but otherwise understudied, Stigonema‐
taceae (e.g. Raveh and Carmeli, 2007; Mo et al., 2010; Kim et al., 2012; and many more).
Although this chemically diverse, and taxonomically restricted, group of metabolites have
been generally identified based on antimicrobial activity (e.g. Raveh and Carmeli, 2007; Mo et
al., 2012), and in fact, have been linked to possible allelopathy (i.e. inhibition of photosynthetic
microbial competitors) in their natural environment, several biological activities supporting
animal toxicity have also been reported (e.g. inhibition of RNA polymerase; Doan et al.,
2001). This finding, and their seemingly widespread occurrence, raises the question as to
whether these quite lipophilic metabolites may contribution to toxicity within food webs,
including perhaps human health concerns.

Similarly, considerable work over the past 15 years or more has identified a diversity of
lipopeptides, particularly isolated from the widespread marine cyanobacterial species,
Lyngbya majuscula (Orjala et al., 1995; Orjala et al., 1996; Li et al., 2001; Nogle et al., 2001;
Edwards et al., 2004; Choi et al., 2010) and others (e.g. Anabaena; Kaya et al., 2002). Although
bioactivity associated with these metabolites runs the gamut from inhibition of specific
enzymes to cytotoxicity in mammalian cells to toxicity in a range of organisms (e.g. antifungal,
molluscicidal, ichthyotoxicity), potent neurotoxicity has, in particular, been associated with a
number of these (e.g. Li et al., 2001; Nogle et al., 2001; Edwards et al., 2004; Choi et al., 2010).
However, although a wealth of information regarding toxicity has emerged alongside their
chemical discovery, essentially no insight as to possible bioaccumulation – despite the global
abundance of these taxa, e.g. Lyngbya, in marine and freshwater habitats – currently exists.

More recently – following-up on prior studies (Berry et al., 2009; as discussed briefly above) –
an apparently widespread group of toxic, lipophilic metabolites have been identified from
several species of otherwise toxigenic cyanobacteria. Utilizing the zebrafish (Danio rerio)
embryo as a vertebrate model of so-called developmental toxicity, and specifically as a means
of bioassay-guided fractionation, Jaja-Chimedza et al. (2012), in very recent studies, identified a
family of isotactic polymethoxy-1-alkenes (PMAs) from Aphanizomenon ovalisporum, specifi‐
cally as lipophilic inhibitors of developmental pathways in this model system. Both this
species, and the genus (i.e. Aphanizomenon), more generally, are recognized producers of CYN
(genus/species; e.g. Preussel et al., 2006), as well as the neurotoxic STX/PSTs and ATX-a
(species; e.g. Mahmood and Carmichael, 1986 and Ballot et al, 2010, respectively). The
identification of PMAs as lipophilic metabolites in this species, including CYN-producing
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strains (Berry et al., 2009), suggests that they may contribute to the overall toxicity of this widely
distributed species, as well as - given the highly lipid-soluble nature of these compounds - the
potential for their bioaccumulation, and even biomagnfication, within food-webs. Moreover,
prior studies have identified the same or similar PMAs from a wide range of cyanobacteria
(e.g. Mynderse and Moore, 1979; Mori et al., 1991), although previous studies did not originally
link their presence to potential toxicity (but rather identified them based on chemical charac‐
terization), and subsequent studies (Jaja-Chimedza et al., forthcoming), using the same
toxicity, have identified them in otherwise recognized toxigenic species (e.g. C. raciborkskii, M.
aeruginosa). These emerging findings suggest that this group of metabolites may be wide‐
spread, and further underscore the potential role in food-derived toxicity. In fact, identification
of closely related metabolites in marine sponges (Rama and Faulkner, 2002) has been attributed
to a cyanobacterial biosynthetic origin/source (likely via filter-feeding of algal cells), and
further support the potential for their uptake and accumulation in higher trophic levels. To-
date, however, studies on their bioaccumulation (beyond this example) in food-webs remains
to be addressed.

7. Implications for ecosystem health

Finally, although beyond the scope of this chapter (and volume), it is worthwhile to consider
– before concluding our discussion with respect to public health implications of cyanobacterial
toxins in food webs – the apparent contribution of cyanobacterial toxins in food webs with
respect to animal and ecosystem health. Obviously, understanding the impacts of these toxins
on animal health with respect to ecosystems is essential to understanding the potential for
trophic transfer of these toxins. Moreover, insights regarding the potential for human health
concerns of food-borne toxins – especially as contaminants of shared food-webs - can be often
studied indirectly, and to some extent extrapolated, by understanding the role of these toxins
in non-human animals. Indeed, with regards to the toxicity of cyanobacterial metabolites, the
first reported case of intoxication by a cyanobacterial bloom was made based on animal health,
and specifically reported livestock poisonings associated with pond scums (later identified as
cyanobacteria) in a so-called “poisonous lake,” famously detailed in the pioneering works by
George Francis in the late 19th century (Francis, 1878).

Given that current evidence generally suggests limited trophic transfer of most of the known
cyanobacterial toxins, and consequent restriction of foodborne cyanobacterial toxins to lower
trophic levels in food-webs, it is not surprising that toxicity to animals has particularly focused
on those vertebrate (i.e. fish) and invertebrates which are exposed either directly (through
phytoplanktivory), or through “single vector” (e.g. zooplanktivory), transfer. For example, the
previously discussed studies of Karjalainen et al. (2005), not only demonstrated that pre-
exposure of zooplankton to cell-free, NOD-containing extracts of N. spumigens – representative
of the toxin released during blooms –resulted in subsequent bioaccumulation of this toxin in
zooplanktivorous, larval fish predators, but also decreased (compared to unexposed controls)
ingestion, growth rate and fecal production of the experimentally fed zooplanktivorous larvae
of Northern Pike (Esox lucius), suggesting a possible toxic effect to these predators without
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direct exposure to the toxin-containing water or algal cells. Interestingly enough, no such
statistically significant effects was observed for larvae fed zooplankton which were pre-
exposed to pure NOD, suggesting a possible contribution of other, currently unknown, toxins
(Karjalainen et al., 2005).

Numerous studies, encompassing essentially all of the other known cyanotoxins, as well as
yet uncharacterized, but apparently toxic, metabolites, likewise, have demonstrated the
potential toxic effects to various aquatic species exposed at this lower end of the trophic scale.
At the level of zooplanktivorous grazers, numerous studies have documented the apparent
toxic effects of, not only MCs (as discussed above), but also other cyanobacterial toxins,
including CYN (Nogueira et al., 2004), STX/PSTs (Filho et al., 2008) and ATX-a (Sieroslawska
et al., 2010) - as well as perhaps other unidentified metabolites (present in extracts) - on Daphnia,
and various other species. Likewise, biochemical and histopathologic analyses of both benthic
grazers, particularly including snail species (Lance et al., 2010), and filter-feeding bivalves
(Puerto et al., 2011; Sabatini et al., 2011), exposed to cell-bound toxins, including MCs and
CYN, as well as unidentified toxic metabolites, demonstrate toxicity – along with apparent
bioaccumulation – corresponding to uptake and transport pathways from the digestive
system. Similarly, toxicity of several cyanobacterial metabolites to fish – and particularly
several, representative phytoplanktivorous species (e.g. carp, tilapia) - exposed to dietary
sources of these toxins has been well documented (e.g. Jos et al., 2005; Osswald et al., 2007; El
Ghazali et al., 2010; Qiao et al., 2012).

On the other hand, relatively fewer studies to-date have clearly documented toxic effects of
subsequent predation on toxin-laden invertebrates (e.g. zooplankton, benthic invertebrates),
or phytoplanktivorous fish. However, the limited studies that have do generally point to the
potential for toxicity – along with toxin transfer – to higher trophic levels. In one particularly
notable study, Qiu et al. (2007) examined – using biochemical and histopathological ap‐
proaches - four trophic levels, comprised of a phytoplanktivorous, omnivorous and carnivo‐
rous fish species in a Chinese lake in relation to a MC-producing bloom. Surprisingly in this
case, the most pronounced histopathological signs of toxicity were observed for carnivorous
fish, whereas the largest biochemical response (i.e. particularly the production of several
antioxidant enzymes/pathway, e.g. superoxide disumutase, catalase, glutathione, glutathione
peroxidase), were measured for phytoplanktivorous species. These results suggest not only
that carnivores can be exposed to cyanobacterial metabolites, and toxic effects via food webs,
but that grazers of cyanobacteria (i.e. phytoplanktivores) may, as such, be specifically adapted
to the direct exposure to these toxins.

The toxic effects of cyanobacterial metabolites on higher trophic levels, aside from fish, in
aquatic food webs remain quite scarce, despite the fact that numerous taxa, including bird
and mammalian  species,  are  recognized  as  frequent  “top  consumers”  in  these  systems.
However, examples are beginning to emerge in the literature. In an especially insightful
example,  Miller  et  al.  (2010)  recently  reported  on  the  apparent  toxic  effects  -  including
several animal deaths among - among southern sea otters,  along the Pacific coast of the
U.S.,  exposed  to  MCs  bioaccumulated  by  bivalves  (i.e.  clams,  mussels  and  oysters)
consumed by these carnivorous predators. Following an unusually high number of sea otters
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phytoplanktivory), or through “single vector” (e.g. zooplanktivory), transfer. For example, the
previously discussed studies of Karjalainen et al. (2005), not only demonstrated that pre-
exposure of zooplankton to cell-free, NOD-containing extracts of N. spumigens – representative
of the toxin released during blooms –resulted in subsequent bioaccumulation of this toxin in
zooplanktivorous, larval fish predators, but also decreased (compared to unexposed controls)
ingestion, growth rate and fecal production of the experimentally fed zooplanktivorous larvae
of Northern Pike (Esox lucius), suggesting a possible toxic effect to these predators without

Current Topics in Public Health568

direct exposure to the toxin-containing water or algal cells. Interestingly enough, no such
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Numerous studies, encompassing essentially all of the other known cyanotoxins, as well as
yet uncharacterized, but apparently toxic, metabolites, likewise, have demonstrated the
potential toxic effects to various aquatic species exposed at this lower end of the trophic scale.
At the level of zooplanktivorous grazers, numerous studies have documented the apparent
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including CYN (Nogueira et al., 2004), STX/PSTs (Filho et al., 2008) and ATX-a (Sieroslawska
et al., 2010) - as well as perhaps other unidentified metabolites (present in extracts) - on Daphnia,
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On the other hand, relatively fewer studies to-date have clearly documented toxic effects of
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or phytoplanktivorous fish. However, the limited studies that have do generally point to the
potential for toxicity – along with toxin transfer – to higher trophic levels. In one particularly
notable study, Qiu et al. (2007) examined – using biochemical and histopathological ap‐
proaches - four trophic levels, comprised of a phytoplanktivorous, omnivorous and carnivo‐
rous fish species in a Chinese lake in relation to a MC-producing bloom. Surprisingly in this
case, the most pronounced histopathological signs of toxicity were observed for carnivorous
fish, whereas the largest biochemical response (i.e. particularly the production of several
antioxidant enzymes/pathway, e.g. superoxide disumutase, catalase, glutathione, glutathione
peroxidase), were measured for phytoplanktivorous species. These results suggest not only
that carnivores can be exposed to cyanobacterial metabolites, and toxic effects via food webs,
but that grazers of cyanobacteria (i.e. phytoplanktivores) may, as such, be specifically adapted
to the direct exposure to these toxins.

The toxic effects of cyanobacterial metabolites on higher trophic levels, aside from fish, in
aquatic food webs remain quite scarce, despite the fact that numerous taxa, including bird
and mammalian  species,  are  recognized  as  frequent  “top  consumers”  in  these  systems.
However, examples are beginning to emerge in the literature. In an especially insightful
example,  Miller  et  al.  (2010)  recently  reported  on  the  apparent  toxic  effects  -  including
several animal deaths among - among southern sea otters,  along the Pacific coast of the
U.S.,  exposed  to  MCs  bioaccumulated  by  bivalves  (i.e.  clams,  mussels  and  oysters)
consumed by these carnivorous predators. Following an unusually high number of sea otters

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

569



deaths in the Monterey Bay, and surrounding coastal areas, particularly during the period
of 2005-2008, necropsy on these stranded animals was performed. Based on the detection
of relatively high levels (up to 348 ppb) of several variants of microcystins, including MC-
RR,  -LR  and  -desmethyl  LR,  in  livers  of  sea  otters,  along  with  gross  and  microscopic
pathological  indications  -  particularly  in  livers  of  the  animals  -  consistent  with  MC
intoxication,  it  was  concluded  that  animals  had,  indeed,  died  from  exposure  to  this
cyanobacterial  toxin.  The source of  the toxin was ultimately traced to outflow from the
nearby Pinto Lake into the marine waters of Monterey Bay, and subsequent bioaccumula‐
tion of the toxin by mollusks, consumed by sea otters, in the Bay. Characterized as a “super-
bloom” of cyanobacteria, levels of MC in Pinto Lake, during this time, were measured as
high as 2,100 ppm (more than six orders of magnitude higher than the WHO limit of 1
ppb), and use of Solid Phase Adsorption Toxin Tracking (SPATT) samples enabled tracking
of the toxin from the lake toward the Bay. Subsequent laboratory studies confirmed the
bioaccumulation of MC - at levels as high 1,324 ppb - by various bivalve (i.e. clam, mussel,
oyster) species that make up a primary component of the sea otters’ diet. Indeed, this case
is  particularly  revealing  as  it  not  only  supports  hypothesis  that  higher  trophic  levels  –
including mammalian carnivores - can, in fact, be exposed to toxic (and even lethal) levels
of cyanobacterial toxins through food-webs, but also that toxins can transfer not only within
ecocystems,  but  between  (in  this  case,  freshwater  and  marine)  systems.  Moroever,  al‐
though levels of MCs, in this case, were exceptionally high, this study further provides –
through quantificationof  the  toxin  in  (livers  of)  exposed  animals  –  a  first  estimation  of
relevant (i.e. lethal) exposure doses for mammalian consumers in relation to environmen‐
tal concentration both in water, and vectors (i.e. bioaccumulation in bivalves) of the toxin.

8. Conclusions

Cyanobacteria are prolific producers of toxic, and otherwise biologically (i.e. pharmacologi‐
cally) active, metabolites. Although ubiquitous in the environment, the cyanobacteria are
arguably most conspicuous, and generally more abundant, in aquatic systems, particularly in
association with so-called “harmful algal blooms.” As such, exposure to several cyanobacterial
toxins through contamination of drinking water, and related routes, has been clearly linked to
both acute toxicoses, including human and animal mortalities, as well as being increasingly
tied to several long-term health effects (e.g. cancer, neurodegenerative disease). Consequently,
waterborne cyanotoxins are widely acknowledged as a global health concern.

Given this particularly widespread occurrence of the “blue-green algae” in marine and
freshwater ecosystems, it is not, therefore, surprising, that bioaccumulation of nearly all of the
“recognized” cyanobacterial toxins within relevant species of aquatic food webs has been
reported. In light of the enormous human reliance on the world’s oceans and freshwater
systems, particularly as a source of food (i.e. fish, seafood), as well as culminating evidence to
suggest that global climate change is fueling an apparently rapid increase in cyanobacterial
abundance, bloom frequency and perhaps even toxigenicity in aquatic systems, cyanobacterial
toxins in food webs, likewise, represent a clearly important human health issue.
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As an emerging concern, however, clearly more questions than answers remain, at present,
regarding the potential role of cyanobacterial toxins in food webs, particularly in terms of
possible  human  and  environmental  health  concerns.  Although  a  preponderance  of  evi‐
dence indicates that diverse taxa of aquatic animal species do, in fact, accumulate cyanotox‐
ins,  the  biochemical,  physiological  and ecological  processes  that  control  trophic  transfer
within food-webs remains to be clarified. Likewise, although trophic transfer of the largely
water-soluble  “known” cyanobacterial  toxins  appears  to  follow a  pattern of  biodilution,
rather  than  biomagnification  to  top  consumers,  a  growing  number  cases  indicate  that
species,  known  to  be  consumed  as  part  of  human  diets,  do  bioaccumulate  significant
quantities of these toxins,  yet the potential  implications for human health remains to be
elucidated. This, it is argued is due, in part, to the lack of information regarding bioavaila‐
bility,  as  well  as  limitations  and challenges  in  current  analytical  methodologies  used to
assess this contribution.

Although the scientific evidence that does exist strongly suggests a potential (and, in fact,
high probability) for human exposure to, and consequent health concerns associated with,
food-borne  cyanobacterial  toxins,  the  implications  with  respect  to  public  health  policy
remains almost entirely to be addressed. Indeed, while our scientific understanding of the
bioaccumulation  of  cyanobacterial  toxins  in  relation  to  human health  currently  remains
rather  limited -  particularly relative to many other environmental  health concerns –  the
public health implications, including relevance to policy makers and stakeholders, lags even
more so. And, in fact, it is asserted that it is many of the same gaps in knowledge that limit
our scientific understanding which, likewise, limit public health policy with regards to food-
borne cyanotoxins, and thus addressing these gaps will be critical in this regard. First, and
perhaps  foremost,  is  the  preeminent  need  to  understand  the  toxicology  of  food-borne
cyanotoxins, including both laboratory and (currently non-existent) epidemiological studies
to elucidate what (if any) health effects exist, and which groups are most likely affected.
Similarly, clarifying the actual health effects, including relevant doses, mechanisms of action,
bioavailability,  etc.,  will  be  fudnamental  to  developing  effective  regulatory  guidelines.
Although, as described above, attempts have been made (e.g. Ibelings and Chorus, 2007)
to  extrapolate  current  (albeit  limited)  toxicological  knowledge in  this  regard to  possible
acceptable levels for food-borne cyanotoxins, these are based entirely on data from water-
borne toxins, and are not likely to be accurate in terms of exposure through food. Further‐
more, even the provisional guidelines that exist for cyanobacterial toxins in water are only
recommendations, and policy will not only need to clarify acceptable levels, but also address
monitoring and enforcement of these guidelines.  As such, improvements, validation and
standardization of methods for chemical analysis of cyanobacterial toxins – toward effective
monitoring and enforcement - in food will be key. Continued investigations in these areas
will, therefore be of the crucial toward developing a comprehensive picture of this emerging
public health concern.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

571



deaths in the Monterey Bay, and surrounding coastal areas, particularly during the period
of 2005-2008, necropsy on these stranded animals was performed. Based on the detection
of relatively high levels (up to 348 ppb) of several variants of microcystins, including MC-
RR,  -LR  and  -desmethyl  LR,  in  livers  of  sea  otters,  along  with  gross  and  microscopic
pathological  indications  -  particularly  in  livers  of  the  animals  -  consistent  with  MC
intoxication,  it  was  concluded  that  animals  had,  indeed,  died  from  exposure  to  this
cyanobacterial  toxin.  The source of  the toxin was ultimately traced to outflow from the
nearby Pinto Lake into the marine waters of Monterey Bay, and subsequent bioaccumula‐
tion of the toxin by mollusks, consumed by sea otters, in the Bay. Characterized as a “super-
bloom” of cyanobacteria, levels of MC in Pinto Lake, during this time, were measured as
high as 2,100 ppm (more than six orders of magnitude higher than the WHO limit of 1
ppb), and use of Solid Phase Adsorption Toxin Tracking (SPATT) samples enabled tracking
of the toxin from the lake toward the Bay. Subsequent laboratory studies confirmed the
bioaccumulation of MC - at levels as high 1,324 ppb - by various bivalve (i.e. clam, mussel,
oyster) species that make up a primary component of the sea otters’ diet. Indeed, this case
is  particularly  revealing  as  it  not  only  supports  hypothesis  that  higher  trophic  levels  –
including mammalian carnivores - can, in fact, be exposed to toxic (and even lethal) levels
of cyanobacterial toxins through food-webs, but also that toxins can transfer not only within
ecocystems,  but  between  (in  this  case,  freshwater  and  marine)  systems.  Moroever,  al‐
though levels of MCs, in this case, were exceptionally high, this study further provides –
through quantificationof  the  toxin  in  (livers  of)  exposed  animals  –  a  first  estimation  of
relevant (i.e. lethal) exposure doses for mammalian consumers in relation to environmen‐
tal concentration both in water, and vectors (i.e. bioaccumulation in bivalves) of the toxin.

8. Conclusions

Cyanobacteria are prolific producers of toxic, and otherwise biologically (i.e. pharmacologi‐
cally) active, metabolites. Although ubiquitous in the environment, the cyanobacteria are
arguably most conspicuous, and generally more abundant, in aquatic systems, particularly in
association with so-called “harmful algal blooms.” As such, exposure to several cyanobacterial
toxins through contamination of drinking water, and related routes, has been clearly linked to
both acute toxicoses, including human and animal mortalities, as well as being increasingly
tied to several long-term health effects (e.g. cancer, neurodegenerative disease). Consequently,
waterborne cyanotoxins are widely acknowledged as a global health concern.

Given this particularly widespread occurrence of the “blue-green algae” in marine and
freshwater ecosystems, it is not, therefore, surprising, that bioaccumulation of nearly all of the
“recognized” cyanobacterial toxins within relevant species of aquatic food webs has been
reported. In light of the enormous human reliance on the world’s oceans and freshwater
systems, particularly as a source of food (i.e. fish, seafood), as well as culminating evidence to
suggest that global climate change is fueling an apparently rapid increase in cyanobacterial
abundance, bloom frequency and perhaps even toxigenicity in aquatic systems, cyanobacterial
toxins in food webs, likewise, represent a clearly important human health issue.

Current Topics in Public Health570

As an emerging concern, however, clearly more questions than answers remain, at present,
regarding the potential role of cyanobacterial toxins in food webs, particularly in terms of
possible  human  and  environmental  health  concerns.  Although  a  preponderance  of  evi‐
dence indicates that diverse taxa of aquatic animal species do, in fact, accumulate cyanotox‐
ins,  the  biochemical,  physiological  and ecological  processes  that  control  trophic  transfer
within food-webs remains to be clarified. Likewise, although trophic transfer of the largely
water-soluble  “known” cyanobacterial  toxins  appears  to  follow a  pattern of  biodilution,
rather  than  biomagnification  to  top  consumers,  a  growing  number  cases  indicate  that
species,  known  to  be  consumed  as  part  of  human  diets,  do  bioaccumulate  significant
quantities of these toxins,  yet the potential  implications for human health remains to be
elucidated. This, it is argued is due, in part, to the lack of information regarding bioavaila‐
bility,  as  well  as  limitations  and challenges  in  current  analytical  methodologies  used to
assess this contribution.

Although the scientific evidence that does exist strongly suggests a potential (and, in fact,
high probability) for human exposure to, and consequent health concerns associated with,
food-borne  cyanobacterial  toxins,  the  implications  with  respect  to  public  health  policy
remains almost entirely to be addressed. Indeed, while our scientific understanding of the
bioaccumulation  of  cyanobacterial  toxins  in  relation  to  human health  currently  remains
rather  limited -  particularly relative to many other environmental  health concerns –  the
public health implications, including relevance to policy makers and stakeholders, lags even
more so. And, in fact, it is asserted that it is many of the same gaps in knowledge that limit
our scientific understanding which, likewise, limit public health policy with regards to food-
borne cyanotoxins, and thus addressing these gaps will be critical in this regard. First, and
perhaps  foremost,  is  the  preeminent  need  to  understand  the  toxicology  of  food-borne
cyanotoxins, including both laboratory and (currently non-existent) epidemiological studies
to elucidate what (if any) health effects exist, and which groups are most likely affected.
Similarly, clarifying the actual health effects, including relevant doses, mechanisms of action,
bioavailability,  etc.,  will  be  fudnamental  to  developing  effective  regulatory  guidelines.
Although, as described above, attempts have been made (e.g. Ibelings and Chorus, 2007)
to  extrapolate  current  (albeit  limited)  toxicological  knowledge in  this  regard to  possible
acceptable levels for food-borne cyanotoxins, these are based entirely on data from water-
borne toxins, and are not likely to be accurate in terms of exposure through food. Further‐
more, even the provisional guidelines that exist for cyanobacterial toxins in water are only
recommendations, and policy will not only need to clarify acceptable levels, but also address
monitoring and enforcement of these guidelines.  As such, improvements, validation and
standardization of methods for chemical analysis of cyanobacterial toxins – toward effective
monitoring and enforcement - in food will be key. Continued investigations in these areas
will, therefore be of the crucial toward developing a comprehensive picture of this emerging
public health concern.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

571



Author details

John Berry*

Department of Chemistry and Biochemistry, Florida International University, U.S.A.

References

[1] Andrinolo, D, Michea, L. F, & Lago, N. (1999). Toxic effects, pharmacokinetics and
clearance of saxitoxin, a component of paralytic shellfish poison (PSP) in cats. Toxi‐
con, , 37, 447-464.

[2] Aráoz, R, & Molgó, J. Tandeau de Marsac, N. ((2010). Neurotoxic cyanobacterial tox‐
ins. Toxicon, , 56, 813-828.

[3] Arthur, K, Limpus, C, Balazs, G, Capper, A, Udy, J, Shaw, G, Keuper-bennet, U, &
Bennet, P. (2008). The exposure of green turtles (Chelonia mydas) to tumour promot‐
ing compounds produced by the cyanobacterium Lyngbya majuscula and their poten‐
tial role in the aetiology of fibropapillomatosis. Harmful Algae, , 7, 114-125.

[4] Ballot, A, Fastner, J, Lentz, M, & Weidner, C. (2010). First report of anatoxin-a-pro‐
ducing cyanobacterium Aphanizomenon issatschenkoi in northeastern Germany. Toxi‐
con, , 56, 964-971.

[5] Banack, S. A, Downing, T. G, Spacil, Z, Purdie, E. L, Metcalf, J. S, Downing, S, Ester‐
hulzen, M, Codd, G. A, & Cox, P. A. (2010). Distinguishing the cyanobacterial neuro‐
toxin beta=N-methylamino alanine (BMAA) from its structural isomer 2,4-
diaminobutyric acid (DAB). Toxicon, 56, 868-879., 2(4)

[6] Banker, R. S, Carmeli, O, Hadas, B, Teltsch, R, Porat, R, & Sukenik, A. (1997). Identifi‐
cation of cylindrospermopsin in Aphanizomenon ovalisporum isolated from Lake Kin‐
neret, Israel. Journal of Phycology, , 35, 613-616.

[7] Banker, R. S, Carmeli, S, Werman, M, Teltsch, B, Porat, R, & Sukenik, A. (2001). Uracil
moiety is required for toxicity of the cyanobacterial hepatotoxin cylindrospermopsin.
Journal of Toxicology and Environmental Health, Part A, , 62, 281-288.

[8] Baptista, M. S, Cianca, R. C, Lopes, V. R, Almeida, C. M, & Vasconcelos, V. M. (2011).
Determination of the non protein amino acid β-N-methylamino-L-alanine in estuar‐
ine caynobacteria by capillary electrophoresis. Toxicon, , 58, 410-414.

[9] Bazin, E, Huet, S, & Jarry, G. Le Hegarat, L.; Munday, J. S.; Humpage, A. R. & Fes‐
sard, Cytotoxic and genotoxic effects of cylindrospermopsin in mice treated by gav‐
age or intraperitoneal injection. Environmental Toxicology, 27, 277-284., 2012

Current Topics in Public Health572

[10] Beltran, E. C, & Neilan, B. A. (2000). Geographical separation of the neurotoxin-pro‐
ducing cyanobacterium Anabaena circinalis. Applied Environmental Microbiology, , 66,
4468-4474.

[11] Berry, J. P, Gantar, M, Perez, M. H, Berry, G, & Noriega, F. G. (2008). Cyanobacterial
toxins as allelochemicals with potential applications as algaecides, herbicides and in‐
secticides. Marine Drugs, , 6, 117-146.

[12] Berry, J. P, Gibbs, P. D, Schmale, M. C, & Saker, M. L. (2009). Toxicity of cylindro‐
spermopsin, and other apparent metabolites from Cylindrospermopsis raciborskii and
Aphanizomenon ovalisporum, to the zebrafish (Danio rerio) embryo. Toxicon, , 52,
289-299.

[13] Berry, J. P, & Lind, O. (2010). First evidence of “paralytic shellfish toxins” and cylin‐
drospermopsin in a Mexican freshwater system, Lago Catemaco, and apparent bioac‐
cumulation of the toxins in “tegogolo” snails (Pomacaee patula catemacensis). Toxicon, ,
55, 930-938.

[14] Berry, J. P, Lee, E, Walton, K, Wilson, A. E, & Bernal-brooks, F. (2011). Bioaccumula‐
tion of microcystins by fish associated with a persistent cyanobacterial bloom in Lago
de Patzcuaro (Michoacan, Mexico). Environmental Toxicology and Chemistry, , 30,
1621-1628.

[15] Berry, J. P, Jaja-chimedza, A, Davalos-lind, L, & Lind, O. (2012). Apparent bioaccu‐
mulation of cylindrospermopsin and paralytic shellfish toxins by finfish in Lake Cat‐
emaco (Veracruz, Mexico). Food Additives and Contaminants Part A, , 29, 314-321.

[16] Bourke, A. T. C, Hawes, R. B, Neilson, A, & Stallman, N. D. (1983). An outbreak of
hepato-enteritis (the Palm Island mystery disease) possibly caused by algal intoxica‐
tion. Toxicon, , 3, 45-48.

[17] Brand, L. E, Pablo, J, Compton, A, Hammerschlag, N, & Mash, D. (2010). Cyanobac‐
terial blooms and the occurrence of the neurotoxin beta-N-methylamino-L-alanine
(BMAA) in South Florida aquatic food webs. Harmful Algae, , 9, 620-635.

[18] CallerT. A; Doolin, J. W.; Haney, J. F.; Murby, A. J.; West, K. G.; Farrar, H. E.; Ball, A.;
Harris, B. T. & Stommel, E. W. ((2009). A cluster of amyotrophic lateral sclerosis in
New Hampshire: a possible role for toxic cyanobacteria blooms. Amyotrophic Lateral
Sclerosis, 10 Suppl. , 2, 101-108.

[19] Capper, A, Tibbets, I. R, Neil, O, & Shaw, J. M. G. R. ((2005). The fate of Lyngbya ma‐
juscula toxins in three potential consumers. Journal of Chemical Ecology, , 31, 1595-1606.

[20] Carmichael, W. W, Evans, W. R, Yin, Q. Q, Bell, P, & Mosczydlowski, E. (1997). Evi‐
dence for paralytic shellfish poisons in the freshwater cyanobacterium Lyngbya wollei.
Applied Environmental Microbiology, , 63, 3104-3110.

[21] Carpenter, E. J, & Romans, K. (1991). Major role of the cyanobacterium Trichodesmium
in nutrient cycling in the North-Atlantic Ocean. Science, , 254, 1356-1358.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

573



Author details

John Berry*

Department of Chemistry and Biochemistry, Florida International University, U.S.A.

References

[1] Andrinolo, D, Michea, L. F, & Lago, N. (1999). Toxic effects, pharmacokinetics and
clearance of saxitoxin, a component of paralytic shellfish poison (PSP) in cats. Toxi‐
con, , 37, 447-464.

[2] Aráoz, R, & Molgó, J. Tandeau de Marsac, N. ((2010). Neurotoxic cyanobacterial tox‐
ins. Toxicon, , 56, 813-828.

[3] Arthur, K, Limpus, C, Balazs, G, Capper, A, Udy, J, Shaw, G, Keuper-bennet, U, &
Bennet, P. (2008). The exposure of green turtles (Chelonia mydas) to tumour promot‐
ing compounds produced by the cyanobacterium Lyngbya majuscula and their poten‐
tial role in the aetiology of fibropapillomatosis. Harmful Algae, , 7, 114-125.

[4] Ballot, A, Fastner, J, Lentz, M, & Weidner, C. (2010). First report of anatoxin-a-pro‐
ducing cyanobacterium Aphanizomenon issatschenkoi in northeastern Germany. Toxi‐
con, , 56, 964-971.

[5] Banack, S. A, Downing, T. G, Spacil, Z, Purdie, E. L, Metcalf, J. S, Downing, S, Ester‐
hulzen, M, Codd, G. A, & Cox, P. A. (2010). Distinguishing the cyanobacterial neuro‐
toxin beta=N-methylamino alanine (BMAA) from its structural isomer 2,4-
diaminobutyric acid (DAB). Toxicon, 56, 868-879., 2(4)

[6] Banker, R. S, Carmeli, O, Hadas, B, Teltsch, R, Porat, R, & Sukenik, A. (1997). Identifi‐
cation of cylindrospermopsin in Aphanizomenon ovalisporum isolated from Lake Kin‐
neret, Israel. Journal of Phycology, , 35, 613-616.

[7] Banker, R. S, Carmeli, S, Werman, M, Teltsch, B, Porat, R, & Sukenik, A. (2001). Uracil
moiety is required for toxicity of the cyanobacterial hepatotoxin cylindrospermopsin.
Journal of Toxicology and Environmental Health, Part A, , 62, 281-288.

[8] Baptista, M. S, Cianca, R. C, Lopes, V. R, Almeida, C. M, & Vasconcelos, V. M. (2011).
Determination of the non protein amino acid β-N-methylamino-L-alanine in estuar‐
ine caynobacteria by capillary electrophoresis. Toxicon, , 58, 410-414.

[9] Bazin, E, Huet, S, & Jarry, G. Le Hegarat, L.; Munday, J. S.; Humpage, A. R. & Fes‐
sard, Cytotoxic and genotoxic effects of cylindrospermopsin in mice treated by gav‐
age or intraperitoneal injection. Environmental Toxicology, 27, 277-284., 2012

Current Topics in Public Health572

[10] Beltran, E. C, & Neilan, B. A. (2000). Geographical separation of the neurotoxin-pro‐
ducing cyanobacterium Anabaena circinalis. Applied Environmental Microbiology, , 66,
4468-4474.

[11] Berry, J. P, Gantar, M, Perez, M. H, Berry, G, & Noriega, F. G. (2008). Cyanobacterial
toxins as allelochemicals with potential applications as algaecides, herbicides and in‐
secticides. Marine Drugs, , 6, 117-146.

[12] Berry, J. P, Gibbs, P. D, Schmale, M. C, & Saker, M. L. (2009). Toxicity of cylindro‐
spermopsin, and other apparent metabolites from Cylindrospermopsis raciborskii and
Aphanizomenon ovalisporum, to the zebrafish (Danio rerio) embryo. Toxicon, , 52,
289-299.

[13] Berry, J. P, & Lind, O. (2010). First evidence of “paralytic shellfish toxins” and cylin‐
drospermopsin in a Mexican freshwater system, Lago Catemaco, and apparent bioac‐
cumulation of the toxins in “tegogolo” snails (Pomacaee patula catemacensis). Toxicon, ,
55, 930-938.

[14] Berry, J. P, Lee, E, Walton, K, Wilson, A. E, & Bernal-brooks, F. (2011). Bioaccumula‐
tion of microcystins by fish associated with a persistent cyanobacterial bloom in Lago
de Patzcuaro (Michoacan, Mexico). Environmental Toxicology and Chemistry, , 30,
1621-1628.

[15] Berry, J. P, Jaja-chimedza, A, Davalos-lind, L, & Lind, O. (2012). Apparent bioaccu‐
mulation of cylindrospermopsin and paralytic shellfish toxins by finfish in Lake Cat‐
emaco (Veracruz, Mexico). Food Additives and Contaminants Part A, , 29, 314-321.

[16] Bourke, A. T. C, Hawes, R. B, Neilson, A, & Stallman, N. D. (1983). An outbreak of
hepato-enteritis (the Palm Island mystery disease) possibly caused by algal intoxica‐
tion. Toxicon, , 3, 45-48.

[17] Brand, L. E, Pablo, J, Compton, A, Hammerschlag, N, & Mash, D. (2010). Cyanobac‐
terial blooms and the occurrence of the neurotoxin beta-N-methylamino-L-alanine
(BMAA) in South Florida aquatic food webs. Harmful Algae, , 9, 620-635.

[18] CallerT. A; Doolin, J. W.; Haney, J. F.; Murby, A. J.; West, K. G.; Farrar, H. E.; Ball, A.;
Harris, B. T. & Stommel, E. W. ((2009). A cluster of amyotrophic lateral sclerosis in
New Hampshire: a possible role for toxic cyanobacteria blooms. Amyotrophic Lateral
Sclerosis, 10 Suppl. , 2, 101-108.

[19] Capper, A, Tibbets, I. R, Neil, O, & Shaw, J. M. G. R. ((2005). The fate of Lyngbya ma‐
juscula toxins in three potential consumers. Journal of Chemical Ecology, , 31, 1595-1606.

[20] Carmichael, W. W, Evans, W. R, Yin, Q. Q, Bell, P, & Mosczydlowski, E. (1997). Evi‐
dence for paralytic shellfish poisons in the freshwater cyanobacterium Lyngbya wollei.
Applied Environmental Microbiology, , 63, 3104-3110.

[21] Carpenter, E. J, & Romans, K. (1991). Major role of the cyanobacterium Trichodesmium
in nutrient cycling in the North-Atlantic Ocean. Science, , 254, 1356-1358.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

573



[22] Cervantes CiancaR. C.; Pallares, M. A.; Barbosa, D. R.; Adan, V. L.; J. M. L. Martins;
Gago-Martinez, A. ((2007). Application of precolumn oxidation HPLC method with
fluorescence detection to evaluate saxitoxin levels in discrete brain regions of the
brain. Toxicon, , 49, 89-99.

[23] Cervantes Cianca., R. C.; Baptista, M. S.; Pinto da Silva, L.; Lopes, V. R. & Vasconce‐
los, V. M. ((2012). Reversed-phase HPLC/FD method for the quantitative analysis of
the neurotoxin BMAA (β-N-methylamino-L-alanine) in cyanobacteria. Toxicon, , 59,
379-384.

[24] ChampetierR. G; Ranaivoson, G.; Ravaonindrina, N.; Rakotonjabelo, A. L.; Rasolofo‐
nirina, N.; Roux, J. F. & Yasumoto, T. ((1998). Un probléma de santé publique réé‐
mergent á Madagascar: les intoxications collectives par consommation d’animaux
marins. Arch. Inst. Pasteur Madagascar, , 64, 71-76.

[25] Chen, J, Xie, P, Zhang, D, & Lei, H. (2007). In situ studies on the distribution patterns
and dynamics of microcystins in a biomanipulation fish- bighead carp (Aristichthys
nobilis). Environmental Pollution, , 147, 150-157.

[26] Choi, H, Pereira, A. R, Cao, Z, Shuman, C. F, Engene, N, Byrum, T, Matainaho, T,
Murray, T. F, Mangoni, A, & Gerwick, W. H. (2010). The holamides, structurally in‐
triguing neurotoxic lipopeptides from Papua New Guinea marine cyanobacteria.
Journal of Natural Products, , 73, 1411-1421.

[27] Costa, P. R, Lage, S, Barata, M, & Pousão-ferreira, P. (2011). Uptake, transformation,
and elimination kinetics of paralytic shellfish toxins in white seabream (Diplodus sar‐
gus). Marine Biology, , 158, 2805-2811.

[28] Cox, P. A, Banack, S. A, & Murch, S. J. (2003). Biomagnification of cyanobacterial
neurotoxins and neurodegenerative disease among the Chamorro people of Guam.
Proceedings of the National Academy of Sciences U.S.A., , 100, 13380-13383.

[29] Cox, P. A, Banack, S. A, Murch, S. J, Rasmussen, U, Tien, G, Bidigaire, R. R, & Met‐
calf, J. S. (2005). Diverse taxa of cyanobacteria produce beta-N-methylamino-L-ala‐
nine, a neurotoxic amino acid. Proceedings of the National Academy of Sciences U.S.A., ,
102, 5074-5078.

[30] Cox, P. A, Richer, R, Metcalf, J. S, Banack, S. A, Codd, G. A, & Bradley, W. G. (2009).
Cyanobacteria and BMAA exposure from desert dust: a possible link to sporadic ALS
among Gulf War veterans. Amyotrophic Lateral Sclerosis, 10 Suppl. , 2, 109-117.

[31] Craig, M, Luu, H. A, Mccready, T. L, Williams, D, Andersen, R. J, & Holmes, C. F.
(1997). Molecular mechanisms underlying the interaction of motuporin and micro‐
cystins with type-1 and type-2A protein phosphatases. Biochemical and Cellular Biolo‐
gy, , 74, 569-578.

[32] Cucchiaroni, M. L, Viscomi, M. T, Bernardi, G, Molinari, M, Guatteo, E, & Mercuri,
N. B. (2010). Metabotropic glutamate receptor 1 mediates electrophysiological and

Current Topics in Public Health574

toxic actions of the cycad derivative beta-N-methylamino-L-alanine on substantia ni‐
gra pars compacta dopinergic neurons. The Journal of Neuroscience, , 30, 5176-5188.

[33] Davis, T. W, & Gobler, C. J. (2011). Grazing by mesozooplankton and microzoolank‐
ton on toxic and non-toxic strains of Microcystis in the Transquaking River, a tributa‐
ry of Chesapeake Bay. Journal of Plankton Research, 33, 415-430.

[34] Doan, N. T, Stewart, P. R, & Smith, G. D. (2001). Inhibition of bacterial RNA polymer‐
ase by the cyanobacterial metabolites 12-epi-hapalindole E isonitrile and calothrixin
A. FEMS Microbiology Letters, , 196, 135-139.

[35] Dyble, J, Gossiaux, D, Landrum, P, Kashian, D. R, & Pothoven, S. (2011). A kinetic
study of accumulation and elimination of microcystin-LR in Yellow Perch (Perca fla‐
vescens) tissue and implications for human fish consumption. Marine Drugs, , 9,
2553-2571.

[36] Edwards, D. J, Marquez, B. L, Nogle, L. M, Mcphail, K, Goeger, D. E, Roberts, M. A,
& Gerwick, W. H. (2004). Structure and biosynthesis of the jamaicamides, new mixed
polyketide-peptide neurotoxins from the marine cyanobacterium Lyngbya majuscula.
Chemical Biology, , 11, 817-833.

[37] El Ghazali, I, Sagrane, S, & Carvalho, A. P. Ouahid, Y; Del Campo, F. F.; Vasconcelos,
V & Oudra, B. ((2010). Effects of mirocystin profile of a cyanobacterial bloom on
growth and toxin accumulation in common carp Cyprinus carpio larvae. Journal of Fish
Biology, , 76, 1415-1430.

[38] Etheridge, S. M. (2010). Paralytic shellfish poisoning: seafood safety and human
health perspectives. Toxicon, , 56, 108-122.

[39] Eriksson, J, Jonasson, S, Papaefthimiou, D, Rasmussen, U, & Bergman, B. (2009). Im‐
proving deriviatization efficiency of BMAA utilizing AccQ-taq in a complex cyano‐
bacterial matrix. Amino Acids, , 36, 43-48.

[40] Falconer, I. R, Burch, M. D, Steffensen, D. A, Choice, M, & Coverdale, O. R. (1994).
Toxicity of the blue-green alga (cyanobacterium) Microcystis aeruginosa in drinking
water to growing pigs, as an animal model for human injury and risk assessment.
Environmental Toxicology and Water Quality, , 9, 131-139.

[41] FAO Fisheries and Aquaculture Department ((2010). The state of world fisheries and
aquaculture 2010United Nations Food and Agriculture Organization, Rome, 2010.

[42] Fawell, J. K, Mitchell, R. E, Everett, D. J, & Hill, R. E. (1999). The toxicity of cyanobac‐
terial toxins in the mouse. I: Microcystin-LR. Human and Experimental Toxicology, , 18,
162-167.

[43] Ferrao-filho, A. S, & Kozlowsky-suzuki, B. (2011). Cyanotoxins: bioaccumulation and
effects on aquatic organisms. Marine Drugs, , 9, 2729-2772.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

575



[22] Cervantes CiancaR. C.; Pallares, M. A.; Barbosa, D. R.; Adan, V. L.; J. M. L. Martins;
Gago-Martinez, A. ((2007). Application of precolumn oxidation HPLC method with
fluorescence detection to evaluate saxitoxin levels in discrete brain regions of the
brain. Toxicon, , 49, 89-99.

[23] Cervantes Cianca., R. C.; Baptista, M. S.; Pinto da Silva, L.; Lopes, V. R. & Vasconce‐
los, V. M. ((2012). Reversed-phase HPLC/FD method for the quantitative analysis of
the neurotoxin BMAA (β-N-methylamino-L-alanine) in cyanobacteria. Toxicon, , 59,
379-384.

[24] ChampetierR. G; Ranaivoson, G.; Ravaonindrina, N.; Rakotonjabelo, A. L.; Rasolofo‐
nirina, N.; Roux, J. F. & Yasumoto, T. ((1998). Un probléma de santé publique réé‐
mergent á Madagascar: les intoxications collectives par consommation d’animaux
marins. Arch. Inst. Pasteur Madagascar, , 64, 71-76.

[25] Chen, J, Xie, P, Zhang, D, & Lei, H. (2007). In situ studies on the distribution patterns
and dynamics of microcystins in a biomanipulation fish- bighead carp (Aristichthys
nobilis). Environmental Pollution, , 147, 150-157.

[26] Choi, H, Pereira, A. R, Cao, Z, Shuman, C. F, Engene, N, Byrum, T, Matainaho, T,
Murray, T. F, Mangoni, A, & Gerwick, W. H. (2010). The holamides, structurally in‐
triguing neurotoxic lipopeptides from Papua New Guinea marine cyanobacteria.
Journal of Natural Products, , 73, 1411-1421.

[27] Costa, P. R, Lage, S, Barata, M, & Pousão-ferreira, P. (2011). Uptake, transformation,
and elimination kinetics of paralytic shellfish toxins in white seabream (Diplodus sar‐
gus). Marine Biology, , 158, 2805-2811.

[28] Cox, P. A, Banack, S. A, & Murch, S. J. (2003). Biomagnification of cyanobacterial
neurotoxins and neurodegenerative disease among the Chamorro people of Guam.
Proceedings of the National Academy of Sciences U.S.A., , 100, 13380-13383.

[29] Cox, P. A, Banack, S. A, Murch, S. J, Rasmussen, U, Tien, G, Bidigaire, R. R, & Met‐
calf, J. S. (2005). Diverse taxa of cyanobacteria produce beta-N-methylamino-L-ala‐
nine, a neurotoxic amino acid. Proceedings of the National Academy of Sciences U.S.A., ,
102, 5074-5078.

[30] Cox, P. A, Richer, R, Metcalf, J. S, Banack, S. A, Codd, G. A, & Bradley, W. G. (2009).
Cyanobacteria and BMAA exposure from desert dust: a possible link to sporadic ALS
among Gulf War veterans. Amyotrophic Lateral Sclerosis, 10 Suppl. , 2, 109-117.

[31] Craig, M, Luu, H. A, Mccready, T. L, Williams, D, Andersen, R. J, & Holmes, C. F.
(1997). Molecular mechanisms underlying the interaction of motuporin and micro‐
cystins with type-1 and type-2A protein phosphatases. Biochemical and Cellular Biolo‐
gy, , 74, 569-578.

[32] Cucchiaroni, M. L, Viscomi, M. T, Bernardi, G, Molinari, M, Guatteo, E, & Mercuri,
N. B. (2010). Metabotropic glutamate receptor 1 mediates electrophysiological and

Current Topics in Public Health574

toxic actions of the cycad derivative beta-N-methylamino-L-alanine on substantia ni‐
gra pars compacta dopinergic neurons. The Journal of Neuroscience, , 30, 5176-5188.

[33] Davis, T. W, & Gobler, C. J. (2011). Grazing by mesozooplankton and microzoolank‐
ton on toxic and non-toxic strains of Microcystis in the Transquaking River, a tributa‐
ry of Chesapeake Bay. Journal of Plankton Research, 33, 415-430.

[34] Doan, N. T, Stewart, P. R, & Smith, G. D. (2001). Inhibition of bacterial RNA polymer‐
ase by the cyanobacterial metabolites 12-epi-hapalindole E isonitrile and calothrixin
A. FEMS Microbiology Letters, , 196, 135-139.

[35] Dyble, J, Gossiaux, D, Landrum, P, Kashian, D. R, & Pothoven, S. (2011). A kinetic
study of accumulation and elimination of microcystin-LR in Yellow Perch (Perca fla‐
vescens) tissue and implications for human fish consumption. Marine Drugs, , 9,
2553-2571.

[36] Edwards, D. J, Marquez, B. L, Nogle, L. M, Mcphail, K, Goeger, D. E, Roberts, M. A,
& Gerwick, W. H. (2004). Structure and biosynthesis of the jamaicamides, new mixed
polyketide-peptide neurotoxins from the marine cyanobacterium Lyngbya majuscula.
Chemical Biology, , 11, 817-833.

[37] El Ghazali, I, Sagrane, S, & Carvalho, A. P. Ouahid, Y; Del Campo, F. F.; Vasconcelos,
V & Oudra, B. ((2010). Effects of mirocystin profile of a cyanobacterial bloom on
growth and toxin accumulation in common carp Cyprinus carpio larvae. Journal of Fish
Biology, , 76, 1415-1430.

[38] Etheridge, S. M. (2010). Paralytic shellfish poisoning: seafood safety and human
health perspectives. Toxicon, , 56, 108-122.

[39] Eriksson, J, Jonasson, S, Papaefthimiou, D, Rasmussen, U, & Bergman, B. (2009). Im‐
proving deriviatization efficiency of BMAA utilizing AccQ-taq in a complex cyano‐
bacterial matrix. Amino Acids, , 36, 43-48.

[40] Falconer, I. R, Burch, M. D, Steffensen, D. A, Choice, M, & Coverdale, O. R. (1994).
Toxicity of the blue-green alga (cyanobacterium) Microcystis aeruginosa in drinking
water to growing pigs, as an animal model for human injury and risk assessment.
Environmental Toxicology and Water Quality, , 9, 131-139.

[41] FAO Fisheries and Aquaculture Department ((2010). The state of world fisheries and
aquaculture 2010United Nations Food and Agriculture Organization, Rome, 2010.

[42] Fawell, J. K, Mitchell, R. E, Everett, D. J, & Hill, R. E. (1999). The toxicity of cyanobac‐
terial toxins in the mouse. I: Microcystin-LR. Human and Experimental Toxicology, , 18,
162-167.

[43] Ferrao-filho, A. S, & Kozlowsky-suzuki, B. (2011). Cyanotoxins: bioaccumulation and
effects on aquatic organisms. Marine Drugs, , 9, 2729-2772.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

575



[44] Filho, A. S. da Costa, S. M.; Ribeiro, M. G. & Azevedo, S. M. ((2008). Effects of a saxi‐
toxin-producer strain of Cylindrospermopsis raciborskii (cyanobacteria) on the swim‐
ming movements of cladocerans. Environmental Toxicology, , 23, 161-168.

[45] Fischer, W. J, Altheimer, S, Cattori, V, Meier, P. J, Dietrich, D. R, & Hagenbuch, B.
(2005). Organic anion transporting polypeptides in liver and brain mediate uptake of
microcystin. Toxicology and Applied Pharmacology, , 203, 257-263.

[46] Fischer, A, Hoeger, S. J, Stemmer, K, Feurstein, D. J, Knobeloch, D, Nussler, A, & Die‐
trich, D. R. (2010). The role of organic anion transporting polypeptides (OATP/
SLCOs) in the toxicity of different microcystin congeners in vitro: a comparison of
primary human hepatocytes and OATP-transfected HEK293 cells. Toxicology and Ap‐
plied Pharmacology, , 245, 9-20.

[47] Francis, G. (1878). Poisonous Australian lake. Nature, , 18, 11-12.

[48] Fromme, H, Kohler, A, Krause, R, & Fuhrling, D. (2000). Occurrence of cyanobacteri‐
al toxins- microcystins and anatoxin-a- in Berlin water bodies with implications to
human health and regulations. Environmental Toxicology, , 15, 120-130.

[49] Froscio, S. M, Humpage, A. R, Burcham, P. C, & Falconer, I. R. (2001). Cell-free pro‐
tein sysnthesis inhibition assay for cyanobacterial toxin cylindrospermopsin. Environ‐
mental Toxicology, , 16, 408-412.

[50] Funari, E, & Testai, E. (2008). Human health risk assessment related to cyanotoxins
exposure. Critical Reviews in Toxicology, , 38, 97-135.

[51] Gerwick, W. H, Tan, L. T, & Sitachitta, N. (2001). Nitrogen-containing metabolites
from marine cyanobacteria. The Alkaloids: Chemistry and Biology, , 57, 75-184.

[52] Griffiths, D. J, & Saker, M. L. (2003). The Palm Island Mystery Disease 20 years on: a
review of research on the cyanotoxin cylindrospermopsin. Environmental Toxicology, ,
18, 78-93.

[53] Gulledge, B. M, Aggen, J. B, Eng, H, Sweimeh, K, & Chamberlin, A. R. (2003). Micro‐
cystin analogues comprised of only Adda and a single additional amino acid retain
moderate activity as PP2A inhibitors. Biorganic and Medicinal Chemistry Letters, 13,
2907-2911., 1.

[54] Gugger, M, Lenoir, S, Berger, C, Ledreux, A, Druart, J. C, Humbert, J. F, Guette, C, &
Bernard, C. (2005). First report in a river in France of the benthic cyanobacterium
Phormidium favosum producing anatoxin-a associated with dog neurotoxicosis. Toxi‐
con, , 45, 919-928.

[55] Harada, K. I, Ohtani, I, Iwamoto, K, Suzuki, M, Watanabe, M. F, Watanabe, M, & Ter‐
ao, K. (1994). Isolation of cylindrospermopsin from a cyanobacterium Umezakia na‐
tans and its screening method. Toxicon, , 32, 73-84.

[56] Harada, K, Oshikata, M, Shimada, T, Nagata, A, Ishikawa, N, Suzuki, M, Kondo, F,
Shimizu, M, & Yamada, S. (1997). High-performance liquid chromatographic separa‐

Current Topics in Public Health576

tion of microcystins derivatized with a highly fluorescent dienophile. Natural Tox‐
ins, , 5, 201-207.

[57] Hashimoto, Y, Ko-nosu, S, & Yasumoto, T. (1967). Epidemiological research of pois‐
oining caused by sea turtles in Okinawa.

[58] Hawkins, P. R, Runnegar, M. T. C, Jackson, A. R. B, & Falconer, I. R. (1985). Severe
hepatotoxicity caused by the tropical cyanobacterium Cylindrospermopsis raciborskii
isolated from a domestic water supply reservoir. Applied and Environmental Microbiol‐
ogy, , 50, 1291-1295.

[59] Heintzelman, G, Fang, W, Keen, K, Wallace, S. P, & Weinreb, G. A. S. M. ((2001). Ster‐
eoselective total synthesis of the cyanobacterial hepatotoxin 7-epicylindrospermop‐
sin: revision of the stereochemistry of cylindrospermopsin. Journal of the American
Chemical Society, , 123, 8851-8853.

[60] Hilborn, E. D, Carmichael, W. W, Soares, R. M, Yuan, M, Servaites, J. C, Barton, H. A,
& Azevedo, S. M. (2007). Serologic evaluation of human microcystin exposure. Envi‐
ronmental Toxicology, , 22, 459-463.

[61] Holcombe, G. W, Benoit, D. A, Leonard, E. N, & Mckim, J. M. (1976). Long-term ef‐
fects of lead exposure on three generations of Brook Trout (Salvenius fontinalis). Jour‐
nal of Fisheries Research Board of Canada, , 33, 1731-1741.

[62] Humpage, A. R, Rositano, J, Bretag, A. H, Brown, R, Baker, P. D, Nicholson, B. C, &
Steffensen, D. A. (1994). Paralytic shellfish poisons from Australian cyanobacterial
blooms. Australian Journal of Marine and Freshwater Research, , 45, 761-771.

[63] Humpage, A. R, & Falconer, I. R. (2003). Oral toxicity of the cyanobacterial toxin cy‐
lindrospermopsin in male Swiss albino mice: determination of no observed adverse
effect level for deriving drinking water guideline value. Environmental Toxicology, ,
18, 94-103.

[64] Humpage, A. R, Fontaine, F, Froscio, S, Burcham, P, & Falconer, I. R. (2005). Cylin‐
drospermopsin genotoxicity and cytotoxicity: role of cytochrome and oxidative
stress. Journal of Toxicology and Environmental Health A, 68, 739-753., 450.

[65] Humpage, A. R, Magalhaes, V. F, & Froscio, S. M. (2010). Comparison of analytical
tools and biological assays for detection of paralytic shellfish poisoning toxins. Ana‐
lytical and Bioanalytical Chemistry, , 397, 1655-1671.

[66] Ibelings, B. W, Bruning, K, De Jonge, J, Wolfstein, K, Pires, L. M, Postma, J, & Burger,
T. (2005). Distribution of microcystins in a lake foodweb: no evidence for biomagnifi‐
cation. Microbial Ecology, , 49, 487-500.

[67] Ibelings, B. W, & Chorus, I. (2007). Accumulation of cyanobacterial toxins in freshwa‐
ter “seafood” and its consequences for public health: a review. Environmental Pollu‐
tion, , 150, 177-192.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

577



[44] Filho, A. S. da Costa, S. M.; Ribeiro, M. G. & Azevedo, S. M. ((2008). Effects of a saxi‐
toxin-producer strain of Cylindrospermopsis raciborskii (cyanobacteria) on the swim‐
ming movements of cladocerans. Environmental Toxicology, , 23, 161-168.

[45] Fischer, W. J, Altheimer, S, Cattori, V, Meier, P. J, Dietrich, D. R, & Hagenbuch, B.
(2005). Organic anion transporting polypeptides in liver and brain mediate uptake of
microcystin. Toxicology and Applied Pharmacology, , 203, 257-263.

[46] Fischer, A, Hoeger, S. J, Stemmer, K, Feurstein, D. J, Knobeloch, D, Nussler, A, & Die‐
trich, D. R. (2010). The role of organic anion transporting polypeptides (OATP/
SLCOs) in the toxicity of different microcystin congeners in vitro: a comparison of
primary human hepatocytes and OATP-transfected HEK293 cells. Toxicology and Ap‐
plied Pharmacology, , 245, 9-20.

[47] Francis, G. (1878). Poisonous Australian lake. Nature, , 18, 11-12.

[48] Fromme, H, Kohler, A, Krause, R, & Fuhrling, D. (2000). Occurrence of cyanobacteri‐
al toxins- microcystins and anatoxin-a- in Berlin water bodies with implications to
human health and regulations. Environmental Toxicology, , 15, 120-130.

[49] Froscio, S. M, Humpage, A. R, Burcham, P. C, & Falconer, I. R. (2001). Cell-free pro‐
tein sysnthesis inhibition assay for cyanobacterial toxin cylindrospermopsin. Environ‐
mental Toxicology, , 16, 408-412.

[50] Funari, E, & Testai, E. (2008). Human health risk assessment related to cyanotoxins
exposure. Critical Reviews in Toxicology, , 38, 97-135.

[51] Gerwick, W. H, Tan, L. T, & Sitachitta, N. (2001). Nitrogen-containing metabolites
from marine cyanobacteria. The Alkaloids: Chemistry and Biology, , 57, 75-184.

[52] Griffiths, D. J, & Saker, M. L. (2003). The Palm Island Mystery Disease 20 years on: a
review of research on the cyanotoxin cylindrospermopsin. Environmental Toxicology, ,
18, 78-93.

[53] Gulledge, B. M, Aggen, J. B, Eng, H, Sweimeh, K, & Chamberlin, A. R. (2003). Micro‐
cystin analogues comprised of only Adda and a single additional amino acid retain
moderate activity as PP2A inhibitors. Biorganic and Medicinal Chemistry Letters, 13,
2907-2911., 1.

[54] Gugger, M, Lenoir, S, Berger, C, Ledreux, A, Druart, J. C, Humbert, J. F, Guette, C, &
Bernard, C. (2005). First report in a river in France of the benthic cyanobacterium
Phormidium favosum producing anatoxin-a associated with dog neurotoxicosis. Toxi‐
con, , 45, 919-928.

[55] Harada, K. I, Ohtani, I, Iwamoto, K, Suzuki, M, Watanabe, M. F, Watanabe, M, & Ter‐
ao, K. (1994). Isolation of cylindrospermopsin from a cyanobacterium Umezakia na‐
tans and its screening method. Toxicon, , 32, 73-84.

[56] Harada, K, Oshikata, M, Shimada, T, Nagata, A, Ishikawa, N, Suzuki, M, Kondo, F,
Shimizu, M, & Yamada, S. (1997). High-performance liquid chromatographic separa‐

Current Topics in Public Health576

tion of microcystins derivatized with a highly fluorescent dienophile. Natural Tox‐
ins, , 5, 201-207.

[57] Hashimoto, Y, Ko-nosu, S, & Yasumoto, T. (1967). Epidemiological research of pois‐
oining caused by sea turtles in Okinawa.

[58] Hawkins, P. R, Runnegar, M. T. C, Jackson, A. R. B, & Falconer, I. R. (1985). Severe
hepatotoxicity caused by the tropical cyanobacterium Cylindrospermopsis raciborskii
isolated from a domestic water supply reservoir. Applied and Environmental Microbiol‐
ogy, , 50, 1291-1295.

[59] Heintzelman, G, Fang, W, Keen, K, Wallace, S. P, & Weinreb, G. A. S. M. ((2001). Ster‐
eoselective total synthesis of the cyanobacterial hepatotoxin 7-epicylindrospermop‐
sin: revision of the stereochemistry of cylindrospermopsin. Journal of the American
Chemical Society, , 123, 8851-8853.

[60] Hilborn, E. D, Carmichael, W. W, Soares, R. M, Yuan, M, Servaites, J. C, Barton, H. A,
& Azevedo, S. M. (2007). Serologic evaluation of human microcystin exposure. Envi‐
ronmental Toxicology, , 22, 459-463.

[61] Holcombe, G. W, Benoit, D. A, Leonard, E. N, & Mckim, J. M. (1976). Long-term ef‐
fects of lead exposure on three generations of Brook Trout (Salvenius fontinalis). Jour‐
nal of Fisheries Research Board of Canada, , 33, 1731-1741.

[62] Humpage, A. R, Rositano, J, Bretag, A. H, Brown, R, Baker, P. D, Nicholson, B. C, &
Steffensen, D. A. (1994). Paralytic shellfish poisons from Australian cyanobacterial
blooms. Australian Journal of Marine and Freshwater Research, , 45, 761-771.

[63] Humpage, A. R, & Falconer, I. R. (2003). Oral toxicity of the cyanobacterial toxin cy‐
lindrospermopsin in male Swiss albino mice: determination of no observed adverse
effect level for deriving drinking water guideline value. Environmental Toxicology, ,
18, 94-103.

[64] Humpage, A. R, Fontaine, F, Froscio, S, Burcham, P, & Falconer, I. R. (2005). Cylin‐
drospermopsin genotoxicity and cytotoxicity: role of cytochrome and oxidative
stress. Journal of Toxicology and Environmental Health A, 68, 739-753., 450.

[65] Humpage, A. R, Magalhaes, V. F, & Froscio, S. M. (2010). Comparison of analytical
tools and biological assays for detection of paralytic shellfish poisoning toxins. Ana‐
lytical and Bioanalytical Chemistry, , 397, 1655-1671.

[66] Ibelings, B. W, Bruning, K, De Jonge, J, Wolfstein, K, Pires, L. M, Postma, J, & Burger,
T. (2005). Distribution of microcystins in a lake foodweb: no evidence for biomagnifi‐
cation. Microbial Ecology, , 49, 487-500.

[67] Ibelings, B. W, & Chorus, I. (2007). Accumulation of cyanobacterial toxins in freshwa‐
ter “seafood” and its consequences for public health: a review. Environmental Pollu‐
tion, , 150, 177-192.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

577



[68] Jackim, E, & Gentile, J. (1968). Toxins of a blue-green alga: similarity to saxitoxin. Sci‐
ence, , 162, 915-916.

[69] Jaja-chimedza, A, Gantar, M, Gibbs, P. D. L, Schmale, M. C, & Berry, J. P. (2012). Pol‐
ymethoxy-1-alkenes from Aphanizomenon ovalisporum inhibit vertebrate development
in the zebrafish (Danio rerio) embryo model. Marine Drugs, , 10, 2322-2336.

[70] James, K. J, Furey, A, Sherlock, I. R, Stack, M. A, Twohig, M, Caudwell, F. B, & Skul‐
berg, O. M. (1998). Sensitive determination of anatoxin-a, homoanatoxin-a and their
degradation products by liquid chromatography with fluorometric detection. Journal
of Chromatography, , 798, 147-157.

[71] Jiang, L, Aigret, B, De Borggraeve, W. M, Spacil, Z, & Ilag, L. L. MS method for the
identification of BMAA from its isomers in biological samples. Analytical and Bioana‐
lytical Chemistry, , 403, 1719-1730.

[72] Jonasson, S, Eriksson, J, Berntzon, L, Spacil, Z, Ilag, L. L, Ronnevi, L. O, Rasmussen,
U, & Bergman, B. (2010). Transfer of a cyanobacterial neurotoxin within a temperate
aquatic ecosytem suggests a pathway for human exposure. Proceedings of the National
Academy of Science U. S. A., , 107, 9252-9257.

[73] Jos, A, Pichardo, S, Prieto, A, Repetto, G, Vazquez, C. M, Moreno, I, & Camean, A. M.
(2005). Toxic cyanobacterial cells containing microcystins induce oxidative stress in
exposed tilapia fish (Oreochromis sp.) under laboratory conditions. Aquatic Toxicolo‐
gy, , 72, 261-271.

[74] Karjalainen, M, Reinkainen, M, Lindvall, F, Spoof, L, & Meriluoto, J. A. (2003). Up‐
take and accumulation of dissolved, radiolabeled nodularin in Baltic Sea zooplank‐
ton. Environmental Toxicology, , 18, 52-60.

[75] Karjalainen, M, Reinikainen, M, Spoof, L, Meriluoto, J. A, Sivonen, K, & Viitasalo, M.
(2005). Trophic transfer of cyanobacterial toxins from zooplankton to planktivores:
consequences for pike larvae and mysid shrimps. Environmental Toxicology, , 20,
354-362.

[76] Karlsson, K. M, Spoof, L. E, & Meriluoto, J. A. (2005). Quantitative LC-ESI-MS analy‐
ses of microcystins and nodularin-R in animal tissue- matrix effects and method vali‐
dation. Environmental Toxicology, , 20, 381-390.

[77] Kaya, K, & Mahakhant, A. Keovara, L; Sano, T.; Kubo, T. & Takagi, H. ((2002). Spiroi‐
desin, a novel lipopeptide from the cyanobacterium Anabaena spiroides that inhibits
cell growth of the cyanobacterium Microcystis aeruginosa. Journal of Natural Products, ,
65, 920-921.

[78] Kim, H, Lantvit, D, Hwang, C. H, Kroll, D. J, Swanson, S. M, Franzblau, S. G, & Orja‐
la, J. (2012). Indole alkaloids from two cultured cyanobacteria, Westiellopsis sp. and
Fischerella muscicola. Bioorganic and Medicinal Chemistry, , 20, 5290-5295.

Current Topics in Public Health578

[79] Kinnear, S. (2010). Cylindrospermopsin: a decade of progress on bioaccumulation re‐
search. Marine Drugs, , 8, 542-564.

[80] Kittler, K, Schreiner, M, Krumbein, A, Manzei, S, Matthias, K, Sascha, R, & Maul, R.
(2012). Uptake of the cyanobacterial toxin cylindrospermopsin in Brassica vegetables.
Food Chemistry, , 133, 875-879.

[81] Kozlowsky-suzuki, B, Wilson, A. E, & Ferrao-filho, A. (2012). Biomagnification or bi‐
odilution of microcystins in aquatic food-webs? Meta-analyses of laboratory and
field studies. Harmful Algae, , 18, 47-55.

[82] Kurmayer, R, & Jüttner, F. (1999). Strategies for co-existence of zooplankton with the
toxic cyanobacterium Planktothrix rubescens in Lake Zürich. Journal of Plankton Re‐
search, , 21, 659-683.

[83] Kwong, R. W. M, Wang, W, Lam, X, & Yu, P. K. S. P. K. N. ((2006). The uptake, distri‐
bution and elimination of paralytic shellfish toxins in mussels and fish exposed to
toxic dinoflagellates. Aquatic Toxicology, , 80, 82-91.

[84] Lagos, N, Onodera, H, Zagatto, P. A, Andrinolo, D, Azevedo, M. F. Q, & Oshima, Y.
(1999). The first evidence of paralytic shellfish toxins in the freshwater cyanobacteri‐
um Cylindrospermopsis raciborskii isolated from Brazil. Toxicon, , 37, 1359-1373.

[85] Lance, E, Neffling, M. R, Gerard, C, Meriluto, J, & Bormans, M. (2010a). Accumula‐
tion of free and covalently bound microcystins in tissues of Lymnaea stagnalis follow‐
ing toxic cyanobacteria or dissolved microcystin-LR exposure. Environmental
Pollution, , 158, 674-680.

[86] Lance, E, Josso, C, Dietrich, D, Ernst, B, Paty, C, Senger, F, Bormans, M, & Gerard, C.
and microcystin distribution in Lymnaea stagnalis following toxic cyanobacterial or
dissolved microcysti-LR exposure. Aquatic Toxicology, , 98, 211-220.

[87] Landsberg, J. H, Hall, S, Johannessen, J. N, White, K. D, Conrad, S. M, Abbott, J. P,
Flewelling, L. J, Richardson, R. W, Dickey, R. W, Jester, E. L, Etheridge, S. M, Deeds,
J. R, Van Dolah, F. M, Leighfield, T. A, Zou, Y, Beaudry, C. G, Benner, R. A, Rogers,
P. L, Scott, P. S, Kawabata, K, Wolny, J. L, & Steidinger, K. A. (2006). Saxitoxin puffer
fish poisoning in the United States, with the first report of Pyrodinium bahamense as
the putative toxin source. Environmental Health Perspectives, , 114, 1502-1507.

[88] Lemaire, V, Brusciotti, S, Van Gremberghe, I, Vyverman, W, Vanoverbeke, J, & De
Meester, L. (2012). Genotype x genotype interactions between the toxic cyanobacteri‐
um Microcystis and its grazer, the waterflea Daphnia. Evolutionary Applications, , 5,
168-182.

[89] Li, A, Fan, H, Ma, F, Mccarron, P, Thomas, K, Tan, X, & Quilliam, M. A. (2012). Eluci‐
dation of matrix effects and performance of solid-phase extraction for LC-MS/MS
analysis of β-N-methylamino-L-alanine (BMAA) and diaminobutyric acid (DAB)
neurotoxins in cyanobacteria. Analyst, 137, 1210-1219., 2(4)

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

579



[68] Jackim, E, & Gentile, J. (1968). Toxins of a blue-green alga: similarity to saxitoxin. Sci‐
ence, , 162, 915-916.

[69] Jaja-chimedza, A, Gantar, M, Gibbs, P. D. L, Schmale, M. C, & Berry, J. P. (2012). Pol‐
ymethoxy-1-alkenes from Aphanizomenon ovalisporum inhibit vertebrate development
in the zebrafish (Danio rerio) embryo model. Marine Drugs, , 10, 2322-2336.

[70] James, K. J, Furey, A, Sherlock, I. R, Stack, M. A, Twohig, M, Caudwell, F. B, & Skul‐
berg, O. M. (1998). Sensitive determination of anatoxin-a, homoanatoxin-a and their
degradation products by liquid chromatography with fluorometric detection. Journal
of Chromatography, , 798, 147-157.

[71] Jiang, L, Aigret, B, De Borggraeve, W. M, Spacil, Z, & Ilag, L. L. MS method for the
identification of BMAA from its isomers in biological samples. Analytical and Bioana‐
lytical Chemistry, , 403, 1719-1730.

[72] Jonasson, S, Eriksson, J, Berntzon, L, Spacil, Z, Ilag, L. L, Ronnevi, L. O, Rasmussen,
U, & Bergman, B. (2010). Transfer of a cyanobacterial neurotoxin within a temperate
aquatic ecosytem suggests a pathway for human exposure. Proceedings of the National
Academy of Science U. S. A., , 107, 9252-9257.

[73] Jos, A, Pichardo, S, Prieto, A, Repetto, G, Vazquez, C. M, Moreno, I, & Camean, A. M.
(2005). Toxic cyanobacterial cells containing microcystins induce oxidative stress in
exposed tilapia fish (Oreochromis sp.) under laboratory conditions. Aquatic Toxicolo‐
gy, , 72, 261-271.

[74] Karjalainen, M, Reinkainen, M, Lindvall, F, Spoof, L, & Meriluoto, J. A. (2003). Up‐
take and accumulation of dissolved, radiolabeled nodularin in Baltic Sea zooplank‐
ton. Environmental Toxicology, , 18, 52-60.

[75] Karjalainen, M, Reinikainen, M, Spoof, L, Meriluoto, J. A, Sivonen, K, & Viitasalo, M.
(2005). Trophic transfer of cyanobacterial toxins from zooplankton to planktivores:
consequences for pike larvae and mysid shrimps. Environmental Toxicology, , 20,
354-362.

[76] Karlsson, K. M, Spoof, L. E, & Meriluoto, J. A. (2005). Quantitative LC-ESI-MS analy‐
ses of microcystins and nodularin-R in animal tissue- matrix effects and method vali‐
dation. Environmental Toxicology, , 20, 381-390.

[77] Kaya, K, & Mahakhant, A. Keovara, L; Sano, T.; Kubo, T. & Takagi, H. ((2002). Spiroi‐
desin, a novel lipopeptide from the cyanobacterium Anabaena spiroides that inhibits
cell growth of the cyanobacterium Microcystis aeruginosa. Journal of Natural Products, ,
65, 920-921.

[78] Kim, H, Lantvit, D, Hwang, C. H, Kroll, D. J, Swanson, S. M, Franzblau, S. G, & Orja‐
la, J. (2012). Indole alkaloids from two cultured cyanobacteria, Westiellopsis sp. and
Fischerella muscicola. Bioorganic and Medicinal Chemistry, , 20, 5290-5295.

Current Topics in Public Health578

[79] Kinnear, S. (2010). Cylindrospermopsin: a decade of progress on bioaccumulation re‐
search. Marine Drugs, , 8, 542-564.

[80] Kittler, K, Schreiner, M, Krumbein, A, Manzei, S, Matthias, K, Sascha, R, & Maul, R.
(2012). Uptake of the cyanobacterial toxin cylindrospermopsin in Brassica vegetables.
Food Chemistry, , 133, 875-879.

[81] Kozlowsky-suzuki, B, Wilson, A. E, & Ferrao-filho, A. (2012). Biomagnification or bi‐
odilution of microcystins in aquatic food-webs? Meta-analyses of laboratory and
field studies. Harmful Algae, , 18, 47-55.

[82] Kurmayer, R, & Jüttner, F. (1999). Strategies for co-existence of zooplankton with the
toxic cyanobacterium Planktothrix rubescens in Lake Zürich. Journal of Plankton Re‐
search, , 21, 659-683.

[83] Kwong, R. W. M, Wang, W, Lam, X, & Yu, P. K. S. P. K. N. ((2006). The uptake, distri‐
bution and elimination of paralytic shellfish toxins in mussels and fish exposed to
toxic dinoflagellates. Aquatic Toxicology, , 80, 82-91.

[84] Lagos, N, Onodera, H, Zagatto, P. A, Andrinolo, D, Azevedo, M. F. Q, & Oshima, Y.
(1999). The first evidence of paralytic shellfish toxins in the freshwater cyanobacteri‐
um Cylindrospermopsis raciborskii isolated from Brazil. Toxicon, , 37, 1359-1373.

[85] Lance, E, Neffling, M. R, Gerard, C, Meriluto, J, & Bormans, M. (2010a). Accumula‐
tion of free and covalently bound microcystins in tissues of Lymnaea stagnalis follow‐
ing toxic cyanobacteria or dissolved microcystin-LR exposure. Environmental
Pollution, , 158, 674-680.

[86] Lance, E, Josso, C, Dietrich, D, Ernst, B, Paty, C, Senger, F, Bormans, M, & Gerard, C.
and microcystin distribution in Lymnaea stagnalis following toxic cyanobacterial or
dissolved microcysti-LR exposure. Aquatic Toxicology, , 98, 211-220.

[87] Landsberg, J. H, Hall, S, Johannessen, J. N, White, K. D, Conrad, S. M, Abbott, J. P,
Flewelling, L. J, Richardson, R. W, Dickey, R. W, Jester, E. L, Etheridge, S. M, Deeds,
J. R, Van Dolah, F. M, Leighfield, T. A, Zou, Y, Beaudry, C. G, Benner, R. A, Rogers,
P. L, Scott, P. S, Kawabata, K, Wolny, J. L, & Steidinger, K. A. (2006). Saxitoxin puffer
fish poisoning in the United States, with the first report of Pyrodinium bahamense as
the putative toxin source. Environmental Health Perspectives, , 114, 1502-1507.

[88] Lemaire, V, Brusciotti, S, Van Gremberghe, I, Vyverman, W, Vanoverbeke, J, & De
Meester, L. (2012). Genotype x genotype interactions between the toxic cyanobacteri‐
um Microcystis and its grazer, the waterflea Daphnia. Evolutionary Applications, , 5,
168-182.

[89] Li, A, Fan, H, Ma, F, Mccarron, P, Thomas, K, Tan, X, & Quilliam, M. A. (2012). Eluci‐
dation of matrix effects and performance of solid-phase extraction for LC-MS/MS
analysis of β-N-methylamino-L-alanine (BMAA) and diaminobutyric acid (DAB)
neurotoxins in cyanobacteria. Analyst, 137, 1210-1219., 2(4)

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

579



[90] Li, W, Duan, J, Niu, C, Qiang, N, & Mulcahy, D. (2010). Determination of microcys‐
tin-LR in drinking water using UPLC tandem mass spectrometry- matrix effects and
measurement. Journal of Chromatographic Science, , 49, 665-670.

[91] Li, W. I, Berman, F. W, Okino, T, Yokokawa, F, Shioiri, T, Gerwick, W. H, & Murray,
T. F. (2001). Antillatoxin is a marine cyanobacterial toxin that potently activates volt‐
age-gated sodium channels. Proceedings of the National Academy of Sciences U.S.A. , 98,
7599-7604.

[92] Lobner, D, Piana, P. M, Salous, A. K, & Peoples, R. W. (2007). Beta-N-methylamino-
L-alanine enhances neurotoxicity through multiple mechanisms. Neurobiological Dis‐
ease, , 25, 360-366.

[93] Lu, H, Choudhuri, S, Ogura, K, Csanaky, I. L, Lei, X, Cheng, X, Song, P. Z, & Klaas‐
sen, C. D. (2008). Characterization of organic anion transporting polypeptide 1b2-
null mice: essential role in hepatic uptake/toxicity of phalloidin and microcystin-LR.
Toxicological Science, , 103, 35-45.

[94] MacKintoshR. W.; Dalby, K. N.; Campbell, D. G.; Cohen, P. T.; Cohen, P. & MacKin‐
tosh, C. ((1995). The cyanobacterial toxin microcystin binds covalently to cystein-273
on protein phosphatase 1. FEBS Letters, , 371, 236-240.

[95] Mahmood, N. A, & Carmichael, W. W. (1986). Paralytic shellfish poisons produced
by the freshwater cyanobacterium Aphanizomenon flos-aquae). Toxicon, , 24, 175-186.

[96] Maidana, M, Carlis, V, Galhardi, F. G, Yunes, J. S, Geracitano, L. A, Monserrat, J. M,
& Barros, D. M. (2006). Effects of microcystins over short- and long-term memory
and oxidative stress generation in hippocampus of rats. Chemico-Biological Interac‐
tions, , 159, 223-234.

[97] Martin, C, Oberer, L, Ino, T, König, W. A, Busch, M, & Weckesser, J. (1993). Cyano‐
peptolins, new depsipeptides from the cyanobacterium Microcystis sp. PCC 7806.
Journal of Antibiotics (Tokyo), , 46, 1550-1556.

[98] Mcelhiney, J, & Lawton, L. A. (2005). Detection of the cyanobacterial hepatotoxins
microcystins. Toxicology and Applied Pharmacology, , 203, 219-230.

[99] Mejean, A, Peyraud-thomas, C, Kerbrat, A. S, Golubic, S, Pauillac, S, Chinain, M, &
Laurent, D. (2010). First identification of the neurotoxin homoanatoxin-a from mats
of Hydrocoleum lyngbyaceum (marine cyanobacterium) possibly linked to giant clam
poisoning in New Caledonia. Toxicon, , 56, 829-835.

[100] Metcalf, J. S, Hyenstrand, P, Beattie, K. A, & Codd, G. A. (2000). Effects of physio‐
chemical variables and cyanobacterial extracts on the immunoassay of microcystin-
LR by two ELISA kits. Journal of Applied Microbiology, , 89, 532-538.

[101] Metcalf, J. S, Beattie, K. A, Saker, M. L, & Codd, G. A. (2002). Effects of organic sol‐
vents on the high performance liquid chromatographic analysis of the cyanobacterial

Current Topics in Public Health580

toxin cylindrospermopsin, and its recovery from environmental eutrophic waters by
solid-phase extraction. FEMS Microbiology Letters, , 216, 159-164.

[102] Miller, M. A, Kudela, R. M, Mekebri, A, Crane, D, Oates, S. C, Tinker, M. T, Staedler,
M, Miller, W. A, Toy-choutka, S, Dominik, C, Hardin, D, Langlois, G, Murray, M,
Ward, K, & Jessup, D. A. (2010). Evidence for a novel marine harmful algal bloom:
cyanotoxin (microcystin) transfer from land to sea otters. PLoS One, 5, e12576.

[103] Mo, S, Krunic, A, Chlipala, G, & Orjala, J. (2009). Antimicrobial ambiguine isonitriles
from the cyanobacterium Fischerella ambigua. Journal of Natural Products, , 72, 894-899.

[104] Mondo, K, Hammerschlag, N, Basile, M, Pablo, J, Banack, S. A, & Mash, D. C. (2012).
Cyanobacterial neurotoxin beta-N-methylamino-L-alanine (BMAA) in shark fins.
Marine Drugs, , 10, 509-520.

[105] Mori, Y, Kohchi, Y, Suzuki, M, Carmeli, S, Moore, R. E, & Patterson, G. M. L. (1991).
Isotactic polymethoxy 1-alkenes from the blue-green algae. Synthesis and absolute
stereochemistry. Journal of Organic Chemistry, , 56, 631-637.

[106] Mountfort, D. O, Holland, P, & Sprosen, J. (2005). Method for detecting classes of mi‐
crocystins by combination of protein phosphatase inhibition assay and ELISA: com‐
parison with LC-MS. Toxicon, , 45, 199-206.

[107] Msagati, T. A, Siame, B. A, & Shushu, D. D. (2006). Evaluation of methods for the iso‐
lation, detection and quantification of caynobacterial hepatotoxins. Aquatic Toxicolo‐
gy, , 78, 382-397.

[108] Murch, S. J, Cox, P. A, & Banack, S. A. (2004). A mechanism for slow release of bio‐
magnified cyanobacterial neurotoxins and neurodegenerative disease in Guam. Pro‐
ceedings of the National Academy of Science U.S.A., , 101, 12228-12231.

[109] Mynderse, J. S, & Moore, R. E. (1979). Isotactic polymethoxy-1-alkene from the blue-
green alga Tolypothrix conglutinata var. Chlorata. Phytochemistry, , 18, 1181-1183.

[110] Namikoshi, M, Rinehart, K. L, Sakai, R, Sivonen, K, & Carmichael, W. W. (1990).
Structures of three new cyclic hepatotoxins produced by the cyanobacterium (blue-
green alga) Nostoc sp. strain 152. Journal of Organic Chemistry, , 55, 6135-6139.

[111] Namikoshi, M, Rinehart, K. L, Sakai, R, Stotts, R. R, Dahlem, A. M, Beasley, C. R, Car‐
michael, W. W, & Evans, A. M. (1992). Identification of 12 hepatotoxins from Homer
lake bloom of the cyanobacterium Microcystis aeruginosa, Microcystis viridis, and Mi‐
crocystis wesenbergii: nine new microcystins. Journal of Organic Chemistry, , 57, 866-872.

[112] Nakamura, M, Oshima, Y, & Yasumoto, T. (1984). Occurrence of saxitoxin in puffer
fish. Toxicon, , 22, 381-385.

[113] Negri, A. P, Jones, G. J, & Hindmarsh, M. (1995). Sheep mortality associated with pa‐
ralytic shellfish poisons from the cyanobacterium Anabaena circinalis. Toxicon, , 33,
1321-1329.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

581



[90] Li, W, Duan, J, Niu, C, Qiang, N, & Mulcahy, D. (2010). Determination of microcys‐
tin-LR in drinking water using UPLC tandem mass spectrometry- matrix effects and
measurement. Journal of Chromatographic Science, , 49, 665-670.

[91] Li, W. I, Berman, F. W, Okino, T, Yokokawa, F, Shioiri, T, Gerwick, W. H, & Murray,
T. F. (2001). Antillatoxin is a marine cyanobacterial toxin that potently activates volt‐
age-gated sodium channels. Proceedings of the National Academy of Sciences U.S.A. , 98,
7599-7604.

[92] Lobner, D, Piana, P. M, Salous, A. K, & Peoples, R. W. (2007). Beta-N-methylamino-
L-alanine enhances neurotoxicity through multiple mechanisms. Neurobiological Dis‐
ease, , 25, 360-366.

[93] Lu, H, Choudhuri, S, Ogura, K, Csanaky, I. L, Lei, X, Cheng, X, Song, P. Z, & Klaas‐
sen, C. D. (2008). Characterization of organic anion transporting polypeptide 1b2-
null mice: essential role in hepatic uptake/toxicity of phalloidin and microcystin-LR.
Toxicological Science, , 103, 35-45.

[94] MacKintoshR. W.; Dalby, K. N.; Campbell, D. G.; Cohen, P. T.; Cohen, P. & MacKin‐
tosh, C. ((1995). The cyanobacterial toxin microcystin binds covalently to cystein-273
on protein phosphatase 1. FEBS Letters, , 371, 236-240.

[95] Mahmood, N. A, & Carmichael, W. W. (1986). Paralytic shellfish poisons produced
by the freshwater cyanobacterium Aphanizomenon flos-aquae). Toxicon, , 24, 175-186.

[96] Maidana, M, Carlis, V, Galhardi, F. G, Yunes, J. S, Geracitano, L. A, Monserrat, J. M,
& Barros, D. M. (2006). Effects of microcystins over short- and long-term memory
and oxidative stress generation in hippocampus of rats. Chemico-Biological Interac‐
tions, , 159, 223-234.

[97] Martin, C, Oberer, L, Ino, T, König, W. A, Busch, M, & Weckesser, J. (1993). Cyano‐
peptolins, new depsipeptides from the cyanobacterium Microcystis sp. PCC 7806.
Journal of Antibiotics (Tokyo), , 46, 1550-1556.

[98] Mcelhiney, J, & Lawton, L. A. (2005). Detection of the cyanobacterial hepatotoxins
microcystins. Toxicology and Applied Pharmacology, , 203, 219-230.

[99] Mejean, A, Peyraud-thomas, C, Kerbrat, A. S, Golubic, S, Pauillac, S, Chinain, M, &
Laurent, D. (2010). First identification of the neurotoxin homoanatoxin-a from mats
of Hydrocoleum lyngbyaceum (marine cyanobacterium) possibly linked to giant clam
poisoning in New Caledonia. Toxicon, , 56, 829-835.

[100] Metcalf, J. S, Hyenstrand, P, Beattie, K. A, & Codd, G. A. (2000). Effects of physio‐
chemical variables and cyanobacterial extracts on the immunoassay of microcystin-
LR by two ELISA kits. Journal of Applied Microbiology, , 89, 532-538.

[101] Metcalf, J. S, Beattie, K. A, Saker, M. L, & Codd, G. A. (2002). Effects of organic sol‐
vents on the high performance liquid chromatographic analysis of the cyanobacterial

Current Topics in Public Health580

toxin cylindrospermopsin, and its recovery from environmental eutrophic waters by
solid-phase extraction. FEMS Microbiology Letters, , 216, 159-164.

[102] Miller, M. A, Kudela, R. M, Mekebri, A, Crane, D, Oates, S. C, Tinker, M. T, Staedler,
M, Miller, W. A, Toy-choutka, S, Dominik, C, Hardin, D, Langlois, G, Murray, M,
Ward, K, & Jessup, D. A. (2010). Evidence for a novel marine harmful algal bloom:
cyanotoxin (microcystin) transfer from land to sea otters. PLoS One, 5, e12576.

[103] Mo, S, Krunic, A, Chlipala, G, & Orjala, J. (2009). Antimicrobial ambiguine isonitriles
from the cyanobacterium Fischerella ambigua. Journal of Natural Products, , 72, 894-899.

[104] Mondo, K, Hammerschlag, N, Basile, M, Pablo, J, Banack, S. A, & Mash, D. C. (2012).
Cyanobacterial neurotoxin beta-N-methylamino-L-alanine (BMAA) in shark fins.
Marine Drugs, , 10, 509-520.

[105] Mori, Y, Kohchi, Y, Suzuki, M, Carmeli, S, Moore, R. E, & Patterson, G. M. L. (1991).
Isotactic polymethoxy 1-alkenes from the blue-green algae. Synthesis and absolute
stereochemistry. Journal of Organic Chemistry, , 56, 631-637.

[106] Mountfort, D. O, Holland, P, & Sprosen, J. (2005). Method for detecting classes of mi‐
crocystins by combination of protein phosphatase inhibition assay and ELISA: com‐
parison with LC-MS. Toxicon, , 45, 199-206.

[107] Msagati, T. A, Siame, B. A, & Shushu, D. D. (2006). Evaluation of methods for the iso‐
lation, detection and quantification of caynobacterial hepatotoxins. Aquatic Toxicolo‐
gy, , 78, 382-397.

[108] Murch, S. J, Cox, P. A, & Banack, S. A. (2004). A mechanism for slow release of bio‐
magnified cyanobacterial neurotoxins and neurodegenerative disease in Guam. Pro‐
ceedings of the National Academy of Science U.S.A., , 101, 12228-12231.

[109] Mynderse, J. S, & Moore, R. E. (1979). Isotactic polymethoxy-1-alkene from the blue-
green alga Tolypothrix conglutinata var. Chlorata. Phytochemistry, , 18, 1181-1183.

[110] Namikoshi, M, Rinehart, K. L, Sakai, R, Sivonen, K, & Carmichael, W. W. (1990).
Structures of three new cyclic hepatotoxins produced by the cyanobacterium (blue-
green alga) Nostoc sp. strain 152. Journal of Organic Chemistry, , 55, 6135-6139.

[111] Namikoshi, M, Rinehart, K. L, Sakai, R, Stotts, R. R, Dahlem, A. M, Beasley, C. R, Car‐
michael, W. W, & Evans, A. M. (1992). Identification of 12 hepatotoxins from Homer
lake bloom of the cyanobacterium Microcystis aeruginosa, Microcystis viridis, and Mi‐
crocystis wesenbergii: nine new microcystins. Journal of Organic Chemistry, , 57, 866-872.

[112] Nakamura, M, Oshima, Y, & Yasumoto, T. (1984). Occurrence of saxitoxin in puffer
fish. Toxicon, , 22, 381-385.

[113] Negri, A. P, Jones, G. J, & Hindmarsh, M. (1995). Sheep mortality associated with pa‐
ralytic shellfish poisons from the cyanobacterium Anabaena circinalis. Toxicon, , 33,
1321-1329.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

581



[114] Nishiwaki-matsushima, R, Nishiwaki, S, Ohta, T, Yoshizawa, S, Suganuma, M, Hara‐
da, K, Watanabe, M. F, & Fujiki, H. (1991). Structure-function relationships of micro‐
cystins, liver tumor promoters, in interaction with protein phosphatases. Japanese
Journal of Cancer Research, , 82, 993-996.

[115] Nogle, L. M, Okino, T, & Gerwick, W. H. a neurotoxic lipopeptide from the marine
cyanobacterium Lyngbya majuscula. Journal of Natural Products, , 65, 983-985.

[116] Nogueira, I. C, Saker, M. L, Pflugmacher, S, Wiegand, C, & Vasconcelos, V. M. (2004).
Toxicity of the cyanobacterium Cylindrospermopsis raciborskii to Daphnia magna. Envi‐
ronmental Toxicology, , 19, 453-459.

[117] Norris, R. L, Seawright, A. A, Shaw, G. R, Smith, M. J, Chiswell, R. K, & Moore, M. R.
(2001). Distribution of 14C cylindrospermopsin in vivo in the mouse. Environmental
Toxicology, , 16, 498-505.

[118] Ohtani, I, Moore, R. E, & Runnegar, M. T. C. (1992). Cylindrospermopsin: a potent
hepatotoxin from the blue-green alga Cylindrospermopsis raciborskii. Journal of the
American Chemical Society, , 114, 7942-7944.

[119] Okino, T, Murakami, M, Haraguchi, R, Munetata, H, Matsuda, H, & Yamaguchi, K.
and trypsin inhibitors from the blue-gren alga Microcystis aeruginosa. Tetrahedron Let‐
ters, , 34, 8131-8134.

[120] Oksanen, I, Jokela, J, Fewer, D. P, Wahlsten, M, Rikkinen, J, & Sivonen, K. (2004). Dis‐
covery of rare and highly toxic microcystins from lichen-associated cyanobacterium
Nostoc sp strain IO-102-I. Applied and Environmental Microbiology, , 70, 5756-5763.

[121] Orjala, J, Nagle, D. G, Hsu, V, & Gerwick, W. H. (1995). Antillatoxin: an exceptionally
ichthyotoxic cyclic lipopeptide from the tropical cyanobacterium Lyngbya majuscula.
Journal of the American Chemical Society, , 117, 8281-8282.

[122] Osborne, N. J, & Shaw, G. R. (2008). Dermatitis associated with exposure to a marine
cyanobacterum during recreational water exposure. BMC Dermatology, 8, 5.

[123] Osswald, J, Rellan, S, Carvalho, A. P, Gago, A, & Vasconcelos, V. (2007). Acute effects
of an anatoxin-a producing cyanobacterium on juvenile fish- Cyprinus carpio. Toxi‐
con, , 49, 693-698.

[124] Osswald, J. A, Vasconcelos, V, & Guilhermino, L. (2011). Experimental determination
of bioconcentration factors for anatoxin-a in juvenile rainbow trout (Oncorhynchus
mykiss). Proceedings of the International Academy of Ecology and Environmental Sciences,
1, 77-86.

[125] Osswald, J, Rellan, S, Gago, A, & Vasconcelos, V. (2008). Uptake and depuration of
anatoxin-a by the mussel Mytilus galloprovincialis under laboratory conditions. Che‐
mosphere, , 72, 1235-1241.

Current Topics in Public Health582

[126] Ott, J. L, & Carmichael, W. W. MS method development for the analysis of hepato‐
toxic cyclic peptide microcystin in animal tissues. Toxicon, , 47, 734-741.

[127] Pablo, J, Banack, S. A, Cox, P. A, Johnson, T. E, Papapetropoulos, S, Bradley, W. G,
Buck, A, & Mash, D. C. (2009). Cyanobacterial neurotoxin BMAA in ALS and Alz‐
heimer’s disease. Acta Neurological Scandinavica, , 120, 216-225.

[128] Paerl, H, & Huisman, J. (2009). Climate change: a catalyst for global expansion of
harmful cyanobacterial blooms. Environmental Microbiology Reports, , 1, 27-37.

[129] Pereira, P, Dias, E, Franca, S, Pereira, E, Carolino, M, & Vasconcelos, V. (2004). Accu‐
mulation and depuration of cyanobacterial paralytic shellfish toxins by the freshwa‐
ter mussel Anodonta cygnea. Aquatic Toxicology, , 68, 339-350.

[130] Pereira, S. R, Vasconcelos, V. M, & Antunes, A. (2012). Computational study of the
covalent bonding of microcystins to cystein residues- a reaction involved in the in‐
hibition of the PPP family of protein phosphatases. FEBS Journal, in press.

[131] Peuthert, A, Chakrabarti, S, & Pflugmacher, S. (2007). Uptake of microcystins-LR
and-LF (cyanobacterial toxins) in seedlings of several important agricultural plant
species and the correlation with cellular damage (lipid peroxidation). Environmental
Toxicology, , 22, 436-442.

[132] Pflugmacher, S, Wiegand, C, Beattie, K. A, Krause, E, Steinberg, C. E, & Codd, G. A.
(2001). Uptake, effects, and metabolism of cyanobacterial toxins in the emergent reed
plant Phragmites australis, Environmental Toxicology and Chemistry, , 20, 846-852.

[133] Pietsch, C, Wiegand, C, Ame, M. V, Nicklisch, A, Wunderlin, D, & Pflugmacher, S.
(2001). The effects of cyanobacterial crude extract on different aquatic organisms: evi‐
dence for cyanobacterial toxin modulating factors. Environmental Toxicology, , 16,
535-542.

[134] Pomati, F, Sacchi, S, Rossetti, C, Giovannardi, S, Onodera, H, Oshima, Y, & Neilan, B.
A. (2000). The freshwater cyanobacterium Planktothrix sp. FP1: molecular identifica‐
tion and detection of paralytic shellfish poisoning toxins. Journal of Phycology, , 36,
553-562.

[135] Preu, K, Stüken, A, Wiedner, C, Chorus, I, & Fastner, J. (2006). First report on cylin‐
drospermopsin producing Aphanizomenon flos-aquae (Cyanobacteria) isolated from
two German Lakes. Toxicon, , 47, 156-162.

[136] Proksh, P, Edrada, R. A, & Ebel, R. (2002). Drugs from the seas- current status and
microbiological implications. Applied Microbiology and Technology, , 59, 125-134.

[137] Puerto, M, Campos, A, Prieto, A, & Camean, A. da Almeida, A. M.; Coelho, A. V. &
Vasconcelos, Differential protein expression in two bivalve species: Mytilus gallopro‐
vincalis and Corbicula fluminea, exposed to Cylindrospermopsis raciborskii cells. Aquatic
Toxicology, 101, 109-116., 2011

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

583



[114] Nishiwaki-matsushima, R, Nishiwaki, S, Ohta, T, Yoshizawa, S, Suganuma, M, Hara‐
da, K, Watanabe, M. F, & Fujiki, H. (1991). Structure-function relationships of micro‐
cystins, liver tumor promoters, in interaction with protein phosphatases. Japanese
Journal of Cancer Research, , 82, 993-996.

[115] Nogle, L. M, Okino, T, & Gerwick, W. H. a neurotoxic lipopeptide from the marine
cyanobacterium Lyngbya majuscula. Journal of Natural Products, , 65, 983-985.

[116] Nogueira, I. C, Saker, M. L, Pflugmacher, S, Wiegand, C, & Vasconcelos, V. M. (2004).
Toxicity of the cyanobacterium Cylindrospermopsis raciborskii to Daphnia magna. Envi‐
ronmental Toxicology, , 19, 453-459.

[117] Norris, R. L, Seawright, A. A, Shaw, G. R, Smith, M. J, Chiswell, R. K, & Moore, M. R.
(2001). Distribution of 14C cylindrospermopsin in vivo in the mouse. Environmental
Toxicology, , 16, 498-505.

[118] Ohtani, I, Moore, R. E, & Runnegar, M. T. C. (1992). Cylindrospermopsin: a potent
hepatotoxin from the blue-green alga Cylindrospermopsis raciborskii. Journal of the
American Chemical Society, , 114, 7942-7944.

[119] Okino, T, Murakami, M, Haraguchi, R, Munetata, H, Matsuda, H, & Yamaguchi, K.
and trypsin inhibitors from the blue-gren alga Microcystis aeruginosa. Tetrahedron Let‐
ters, , 34, 8131-8134.

[120] Oksanen, I, Jokela, J, Fewer, D. P, Wahlsten, M, Rikkinen, J, & Sivonen, K. (2004). Dis‐
covery of rare and highly toxic microcystins from lichen-associated cyanobacterium
Nostoc sp strain IO-102-I. Applied and Environmental Microbiology, , 70, 5756-5763.

[121] Orjala, J, Nagle, D. G, Hsu, V, & Gerwick, W. H. (1995). Antillatoxin: an exceptionally
ichthyotoxic cyclic lipopeptide from the tropical cyanobacterium Lyngbya majuscula.
Journal of the American Chemical Society, , 117, 8281-8282.

[122] Osborne, N. J, & Shaw, G. R. (2008). Dermatitis associated with exposure to a marine
cyanobacterum during recreational water exposure. BMC Dermatology, 8, 5.

[123] Osswald, J, Rellan, S, Carvalho, A. P, Gago, A, & Vasconcelos, V. (2007). Acute effects
of an anatoxin-a producing cyanobacterium on juvenile fish- Cyprinus carpio. Toxi‐
con, , 49, 693-698.

[124] Osswald, J. A, Vasconcelos, V, & Guilhermino, L. (2011). Experimental determination
of bioconcentration factors for anatoxin-a in juvenile rainbow trout (Oncorhynchus
mykiss). Proceedings of the International Academy of Ecology and Environmental Sciences,
1, 77-86.

[125] Osswald, J, Rellan, S, Gago, A, & Vasconcelos, V. (2008). Uptake and depuration of
anatoxin-a by the mussel Mytilus galloprovincialis under laboratory conditions. Che‐
mosphere, , 72, 1235-1241.

Current Topics in Public Health582

[126] Ott, J. L, & Carmichael, W. W. MS method development for the analysis of hepato‐
toxic cyclic peptide microcystin in animal tissues. Toxicon, , 47, 734-741.

[127] Pablo, J, Banack, S. A, Cox, P. A, Johnson, T. E, Papapetropoulos, S, Bradley, W. G,
Buck, A, & Mash, D. C. (2009). Cyanobacterial neurotoxin BMAA in ALS and Alz‐
heimer’s disease. Acta Neurological Scandinavica, , 120, 216-225.

[128] Paerl, H, & Huisman, J. (2009). Climate change: a catalyst for global expansion of
harmful cyanobacterial blooms. Environmental Microbiology Reports, , 1, 27-37.

[129] Pereira, P, Dias, E, Franca, S, Pereira, E, Carolino, M, & Vasconcelos, V. (2004). Accu‐
mulation and depuration of cyanobacterial paralytic shellfish toxins by the freshwa‐
ter mussel Anodonta cygnea. Aquatic Toxicology, , 68, 339-350.

[130] Pereira, S. R, Vasconcelos, V. M, & Antunes, A. (2012). Computational study of the
covalent bonding of microcystins to cystein residues- a reaction involved in the in‐
hibition of the PPP family of protein phosphatases. FEBS Journal, in press.

[131] Peuthert, A, Chakrabarti, S, & Pflugmacher, S. (2007). Uptake of microcystins-LR
and-LF (cyanobacterial toxins) in seedlings of several important agricultural plant
species and the correlation with cellular damage (lipid peroxidation). Environmental
Toxicology, , 22, 436-442.

[132] Pflugmacher, S, Wiegand, C, Beattie, K. A, Krause, E, Steinberg, C. E, & Codd, G. A.
(2001). Uptake, effects, and metabolism of cyanobacterial toxins in the emergent reed
plant Phragmites australis, Environmental Toxicology and Chemistry, , 20, 846-852.

[133] Pietsch, C, Wiegand, C, Ame, M. V, Nicklisch, A, Wunderlin, D, & Pflugmacher, S.
(2001). The effects of cyanobacterial crude extract on different aquatic organisms: evi‐
dence for cyanobacterial toxin modulating factors. Environmental Toxicology, , 16,
535-542.

[134] Pomati, F, Sacchi, S, Rossetti, C, Giovannardi, S, Onodera, H, Oshima, Y, & Neilan, B.
A. (2000). The freshwater cyanobacterium Planktothrix sp. FP1: molecular identifica‐
tion and detection of paralytic shellfish poisoning toxins. Journal of Phycology, , 36,
553-562.

[135] Preu, K, Stüken, A, Wiedner, C, Chorus, I, & Fastner, J. (2006). First report on cylin‐
drospermopsin producing Aphanizomenon flos-aquae (Cyanobacteria) isolated from
two German Lakes. Toxicon, , 47, 156-162.

[136] Proksh, P, Edrada, R. A, & Ebel, R. (2002). Drugs from the seas- current status and
microbiological implications. Applied Microbiology and Technology, , 59, 125-134.

[137] Puerto, M, Campos, A, Prieto, A, & Camean, A. da Almeida, A. M.; Coelho, A. V. &
Vasconcelos, Differential protein expression in two bivalve species: Mytilus gallopro‐
vincalis and Corbicula fluminea, exposed to Cylindrospermopsis raciborskii cells. Aquatic
Toxicology, 101, 109-116., 2011

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

583



[138] Qiao, Q, Liang, H, & Zhang, X. (2012). Effect of cyanobacteria on immune function of
crucian carp (Carassius auratus) via chronic exposure in diet. Chemosphere, in press.

[139] Qiu, T, Xie, P, Ke, Z, & Guo, L. (2007). In situ studies on physiological and biochemi‐
cal respones in four fishes with different trophic levels to toxic cyanobacterial blooms
in a large Chinese lake. Toxicon, , 50, 365-376.

[140] Rama, R. M, & Faulkner, D. J. (2002). Isotactic polymethoxydienes from the Philip‐
pines sponge Myriastra clavosa. Journal of Natural Products, , 65, 1201-1203.

[141] Rao, P. V, Gupta, N, Bhaskar, A. S, & Jayaraj, R. (2002). Toxins and bioactive com‐
pounds from cyanobacteria and their implications on human health. Journal of Envi‐
ronmental Biology, , 23, 215-224.

[142] Rao, S. D, Banack, S. A, Cox, P. A, & Weiss, J. H. (2006). BMAA selectively injures
motor neurons via AMPA/kainite receptor activation. Experimental Neurology, , 201,
244-252.

[143] Raveh, A, & Carmeli, S. (2007). Antimicrobial ambigues from the cyanobacterium Fi‐
scherella sp. collected in Israel. Journal of Natural Product, , 70, 196-201.

[144] Reinikainen, M, Meriluoto, J. A. O, Spoof, L, & Harada, K. (2001). The toxicities of a
polyunsaturated fatty acid and a microcystin to Daphnia magna. Environmental Toxi‐
cology, , 16, 444-448.

[145] Ricciardi, A, & Bourget, E. (1998). Weight-to-weight conversion factors for marine
benthic macroinvertebrates. Marine Ecology Progress Series, , 163, 245-251.

[146] Rogers, E. H, Zehr, R. D, Gage, M. I, Humpage, A. R, Falconer, I. R, Marr, M, &
Chernoff, N. (2007). The cyanobacterial toxin, cylindrospermopsin, induces fetal tox‐
icity in the mouse after exposure late in gestation. Toxicon, , 49, 855-864.

[147] Rohrlack, T, Dittman, E, Börner, T, & Christoffersen, K. (2001). Effects of cell-bound
microcystins on survival and feeding of Daphnia spp. Applied and Environmental Mi‐
crobiology, , 67, 3523-3529.

[148] Rohrlack, T, Christoffersen, K, Kaebernick, M, & Neilan, B. A. (2004). Cyanobacterial
protease inhibitor microviridin J causes lethal molting disruption in Daphnia pulicaria.
Applied Environmental Microbiology, , 70, 5047-5050.

[149] Rosen, J, & Hellenäs, K. E. Determination of the neurotoxin BMAA (beta-N-methyla‐
mino-L-alanine) in cycad seed and cyanobacteria by LC-MS/MS (liquid chromatogra‐
phy tandem mass spectrometry). Analyst, , 133, 1785-1789.

[150] Runnegar, M. T. C, Kong, S. M, Zhong, Y. Z, Ge, J. L, & Lu, S. C. (1994). The role of
glutathione in the toxicity of a novel cyanobacterial alkaloid cylindrospermopsin in
cultured rat hepatocytes. Biochemistry and Biophysics Research Communication, , 201,
235-241.

Current Topics in Public Health584

[151] Runnegar, M. T. C, Kong, C. M, Zhong, Y. Z, & Lu, S. (1995). Inhbition of reduced
glutathione synthesis by cyanobacterial alkaloid cylindrospermopsin in cultured rat
hepatocytes. Biochemical Pharmacology, , 49, 219-225.

[152] Sabitini, S. E, Brena, B. M, & Luquet, C. M. San Julian, M.; Pirez, M. & Carmen Rios
de Molina, M. D. ((2011). Microcystin accumulation and antioxidant responses in the
freshwater clam Diplodon chilensis patagonicus upon subchronic exposure to toxic Mi‐
crocystis aeruginosa. Ecotoxicology and Environmental Safety, , 74, 1188-1194.

[153] Saker, M. L, & Eaglesham, G. K. (1999). The accumulation of cylindrospermopsin
from the cyanobacterium Cylindrospermopsis raciborskii in tissues of the Redclaw cray‐
fish (Cherax quadricarinatus). Toxicon, , 37, 1065-1077.

[154] Sano, T, Nohara, K, Shiraishi, F, & Kaya, K. (1992). A method for micro-determina‐
tion of total microcystin content in waterblooms of cyanobacteria (blue-green algae).
International Journal of Environmental Analytical Chemistry, , 49, 163-170.

[155] Schwarzenberger, A, Kuster, C. J, & Von Elert, E. (2012). Molecular mechanisms of
tolerance to cyanobacterial protease inhibitors revealed by clonal differences in Daph‐
nia magna. Molecular Ecology, in press.

[156] Scott, P. M, Niedzwladek, B, Rawn, D. F, & Lau, B. P. (2009). Liquid chromatographic
determination of the cyanobacterial toxin beta-n-methylamino-L-alanine in algae
food supplements, freshwater fish, and bottled water. Journal of Food Protection, , 72,
1769-1773.

[157] Seifert, M. (2007). The ecological effects of the cyanobacterial toxin cylindrospermop‐
sin. Dissertation, The University of Queensland, Brisbane, Australia.

[158] Shaw, G. R, Seawright, A. A, Moore, M. R, & Lam, P. K. S. (2000). Cylindrospermop‐
sin, a cyanobacterial alkaloid: evaluation of its toxicological activity. Therapeutic Drug
Monitoring, , 22, 89-92.

[159] Shen, X, Lam, P. K. S, Shaw, G. R, & Wikramsinghe, W. (2002). Genotoxicity investi‐
gation of a cyanobacterial toxin, cylindrospermopsin. Toxicon, , 40, 1499-1501.

[160] Sieroslawska, A, Rymuszka, A, Kalinowska, R, Skowronski, T, Bownik, A, & Pawlik-
skowronska, B. (2010). Toxicity of cyanobacterial bloom in the eutrophic dam reser‐
voir (Southeast Poland). Environmental and Toxicological Chemistry, , 29, 556-560.

[161] Simmons, T. L, Coates, R. C, Clark, B. R, Engene, N, Gonzalez, D, Esquenazi, E, Cor‐
restein, P. C, & Gerwick, W. H. (2008). Biosynthetic origin of natural products isolat‐
ed from marine microorganism-invertebrate assemblages. Proceedings of the National
Academy of Sciences, , 105, 4587-4594.

[162] Sivonen, K, Namikoshi, M, Evans, W. R, Fardig, M, Carmichael, W. W, & Rinehart,
K. L. (1992). Three new microcystins, cyclic heptapeptide hepatotoxins, from Nostoc
sp. strain 152. Chemical Research in Toxicology, , 5, 464-469.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

585



[138] Qiao, Q, Liang, H, & Zhang, X. (2012). Effect of cyanobacteria on immune function of
crucian carp (Carassius auratus) via chronic exposure in diet. Chemosphere, in press.

[139] Qiu, T, Xie, P, Ke, Z, & Guo, L. (2007). In situ studies on physiological and biochemi‐
cal respones in four fishes with different trophic levels to toxic cyanobacterial blooms
in a large Chinese lake. Toxicon, , 50, 365-376.

[140] Rama, R. M, & Faulkner, D. J. (2002). Isotactic polymethoxydienes from the Philip‐
pines sponge Myriastra clavosa. Journal of Natural Products, , 65, 1201-1203.

[141] Rao, P. V, Gupta, N, Bhaskar, A. S, & Jayaraj, R. (2002). Toxins and bioactive com‐
pounds from cyanobacteria and their implications on human health. Journal of Envi‐
ronmental Biology, , 23, 215-224.

[142] Rao, S. D, Banack, S. A, Cox, P. A, & Weiss, J. H. (2006). BMAA selectively injures
motor neurons via AMPA/kainite receptor activation. Experimental Neurology, , 201,
244-252.

[143] Raveh, A, & Carmeli, S. (2007). Antimicrobial ambigues from the cyanobacterium Fi‐
scherella sp. collected in Israel. Journal of Natural Product, , 70, 196-201.

[144] Reinikainen, M, Meriluoto, J. A. O, Spoof, L, & Harada, K. (2001). The toxicities of a
polyunsaturated fatty acid and a microcystin to Daphnia magna. Environmental Toxi‐
cology, , 16, 444-448.

[145] Ricciardi, A, & Bourget, E. (1998). Weight-to-weight conversion factors for marine
benthic macroinvertebrates. Marine Ecology Progress Series, , 163, 245-251.

[146] Rogers, E. H, Zehr, R. D, Gage, M. I, Humpage, A. R, Falconer, I. R, Marr, M, &
Chernoff, N. (2007). The cyanobacterial toxin, cylindrospermopsin, induces fetal tox‐
icity in the mouse after exposure late in gestation. Toxicon, , 49, 855-864.

[147] Rohrlack, T, Dittman, E, Börner, T, & Christoffersen, K. (2001). Effects of cell-bound
microcystins on survival and feeding of Daphnia spp. Applied and Environmental Mi‐
crobiology, , 67, 3523-3529.

[148] Rohrlack, T, Christoffersen, K, Kaebernick, M, & Neilan, B. A. (2004). Cyanobacterial
protease inhibitor microviridin J causes lethal molting disruption in Daphnia pulicaria.
Applied Environmental Microbiology, , 70, 5047-5050.

[149] Rosen, J, & Hellenäs, K. E. Determination of the neurotoxin BMAA (beta-N-methyla‐
mino-L-alanine) in cycad seed and cyanobacteria by LC-MS/MS (liquid chromatogra‐
phy tandem mass spectrometry). Analyst, , 133, 1785-1789.

[150] Runnegar, M. T. C, Kong, S. M, Zhong, Y. Z, Ge, J. L, & Lu, S. C. (1994). The role of
glutathione in the toxicity of a novel cyanobacterial alkaloid cylindrospermopsin in
cultured rat hepatocytes. Biochemistry and Biophysics Research Communication, , 201,
235-241.

Current Topics in Public Health584

[151] Runnegar, M. T. C, Kong, C. M, Zhong, Y. Z, & Lu, S. (1995). Inhbition of reduced
glutathione synthesis by cyanobacterial alkaloid cylindrospermopsin in cultured rat
hepatocytes. Biochemical Pharmacology, , 49, 219-225.

[152] Sabitini, S. E, Brena, B. M, & Luquet, C. M. San Julian, M.; Pirez, M. & Carmen Rios
de Molina, M. D. ((2011). Microcystin accumulation and antioxidant responses in the
freshwater clam Diplodon chilensis patagonicus upon subchronic exposure to toxic Mi‐
crocystis aeruginosa. Ecotoxicology and Environmental Safety, , 74, 1188-1194.

[153] Saker, M. L, & Eaglesham, G. K. (1999). The accumulation of cylindrospermopsin
from the cyanobacterium Cylindrospermopsis raciborskii in tissues of the Redclaw cray‐
fish (Cherax quadricarinatus). Toxicon, , 37, 1065-1077.

[154] Sano, T, Nohara, K, Shiraishi, F, & Kaya, K. (1992). A method for micro-determina‐
tion of total microcystin content in waterblooms of cyanobacteria (blue-green algae).
International Journal of Environmental Analytical Chemistry, , 49, 163-170.

[155] Schwarzenberger, A, Kuster, C. J, & Von Elert, E. (2012). Molecular mechanisms of
tolerance to cyanobacterial protease inhibitors revealed by clonal differences in Daph‐
nia magna. Molecular Ecology, in press.

[156] Scott, P. M, Niedzwladek, B, Rawn, D. F, & Lau, B. P. (2009). Liquid chromatographic
determination of the cyanobacterial toxin beta-n-methylamino-L-alanine in algae
food supplements, freshwater fish, and bottled water. Journal of Food Protection, , 72,
1769-1773.

[157] Seifert, M. (2007). The ecological effects of the cyanobacterial toxin cylindrospermop‐
sin. Dissertation, The University of Queensland, Brisbane, Australia.

[158] Shaw, G. R, Seawright, A. A, Moore, M. R, & Lam, P. K. S. (2000). Cylindrospermop‐
sin, a cyanobacterial alkaloid: evaluation of its toxicological activity. Therapeutic Drug
Monitoring, , 22, 89-92.

[159] Shen, X, Lam, P. K. S, Shaw, G. R, & Wikramsinghe, W. (2002). Genotoxicity investi‐
gation of a cyanobacterial toxin, cylindrospermopsin. Toxicon, , 40, 1499-1501.

[160] Sieroslawska, A, Rymuszka, A, Kalinowska, R, Skowronski, T, Bownik, A, & Pawlik-
skowronska, B. (2010). Toxicity of cyanobacterial bloom in the eutrophic dam reser‐
voir (Southeast Poland). Environmental and Toxicological Chemistry, , 29, 556-560.

[161] Simmons, T. L, Coates, R. C, Clark, B. R, Engene, N, Gonzalez, D, Esquenazi, E, Cor‐
restein, P. C, & Gerwick, W. H. (2008). Biosynthetic origin of natural products isolat‐
ed from marine microorganism-invertebrate assemblages. Proceedings of the National
Academy of Sciences, , 105, 4587-4594.

[162] Sivonen, K, Namikoshi, M, Evans, W. R, Fardig, M, Carmichael, W. W, & Rinehart,
K. L. (1992). Three new microcystins, cyclic heptapeptide hepatotoxins, from Nostoc
sp. strain 152. Chemical Research in Toxicology, , 5, 464-469.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

585



[163] Sivonen, K. (2008). Emerging high throughput analyses of cyanobacterial toxins and
toxic cyanobacteria. Advances in Experimental Medicine and Biology, , 619, 539-557.

[164] Smith, F. M, Wood, S. A, Van Ginkel, R, Broady, P. A, & Gaw, S. (2011). First report
of saxitoxin production by a species of the freshwater benthic cyanobacterium, Scyto‐
nema. Toxicon, , 57, 566-573.

[165] Smith, J. L, Schulz, K. L, Zimba, P. V, & Boyer, G. L. (2010). Possible mechanism for
the foodweb transfer of covalently bound microcystins. Ecotoxicology and Environmen‐
tal Safety, , 73, 757-761.

[166] Smith, Q. R, Nagura, H, Takada, Y, & Duncan, M. W. (1992). Facilitated transport of
the neurotoxin, beta-N-methylamino-L-alanine, across the blood brain barrier. Jour‐
nal of Neurochemistry, , 58, 1330-1337.

[167] Smith, R. A, & Lewis, D. (1987). A rapid analysis of water for anatoxin a, the unstable
toxic alkaloid from Anabaena flos-aquae, the stable non-toxic alkaloids left after biore‐
duction and a related amine which may be nature’s precursor to anatoxin a. Veterina‐
ry and Human Toxicology, , 29, 153-154.

[168] Spencer, P. S, Nunn, P. B, Hugon, J, Ludolph, A. C, Ross, S. M, Roy, D. N, & Robert‐
son, R. C. (1987). Guam amyotrophic lateral sclerosis-parkinsonism-dementia linked
to a plant excitant neurotoxin. Science, , 237, 517-522.

[169] SpoofL; Berg, K. A.; Rapala, J.; Lahti, K.; Lepistö, L.; Metcalf, J. S.; Codd, G. A. & Mer‐
iluoto, J. ((2006). First observation of cylindrospermopsin in Anabaena lapponica isolat‐
ed from the boreal environment (Finland). Environmental Toxicology, 21, 552-560.

[170] Staton, P. C, & Bristow, D. R. (1997). The dietary excitotoxins beta-N-methylamino-L-
alanine and beta-N-oxalylamino-L-alanin induce necrotic and apoptotic-like cell
death of rat cerebellar granule cells. Journal of Neurochemistry, , 69, 1508-1518.

[171] Stevens, D. K, & Krieger, R. I. (1991). Stability studies on the cyanobacterial nicotinic
alkaloid anatoxin-a. Toxicon, , 29, 167-179.

[172] Stevens, M, Peigneur, S, & Tytgat, J. (2011). Neurotoxins and their binding areas on
voltage-gated sodium channels. Frontiers in Pharmacology, 2, 71.

[173] Stewart, I, Webb, P. M, Schluter, P. J, & Shaw, G. R. (2006). Recreational and occupa‐
tional field exposure to freshwater cyanobacteria- a review of anecdotal and case re‐
ports, epidemiological studies and the challenges for epidemiologic assessment.
Environmental Health, 5, 6.

[174] Suchy, P, & Berry, J. (2012). Detection of total microcystin in fish tissues based on le‐
mieux oxidation and recovery of 2-methyl-3-methoxy-4-phenylbutanoic acid
(MMPB) by solid-phase microextraction gas chromatography-mass spectrometry
(SPME-GC/MS). International Journal of Environmental Analytical Chemistry, , 92,
1443-1456.

Current Topics in Public Health586

[175] Sukenik, A, Reisner, M, Carmeli, S, & Werman, M. (2006). Oral toxicity of the cyano‐
bacterial toxin cylindrospermopsin in mice: long-term exposure to low doses. Envi‐
ronmental Toxicology, , 21, 575-582.

[176] Tan, L. T. (2007). Bioactive natural products from marine cyanobacteria for drug dis‐
covery. Phytochemistry, , 68, 954-979.

[177] Tan, L. T. (2010). Filamentous tropical marine cyanobacteria: a rich source of natural
products for anticancer drug discovery. Journal of Applied Phycology, , 22, 659-676.

[178] Terao, K, Ohmori, S, Igarashi, K, Ohtani, I, Watanabe, M. F, Harada, K. I, Ito, E, &
Watanabe, M. (1994). Electron microscopic studies on experimental poisoning in
mice induced by cylindrospermopsin isolated from blue-green alga Uzmekia natans.
Toxicon, , 32, 833-843.

[179] Ting, C. S, Rocap, G, King, J, & Chisholm, S. W. (2002). Cyanobacterial photosynthe‐
sis in the oceans: the origins and significance of divergent light-harvesting strategies.
Trends in Microbiology, , 10, 134-142.

[180] Tsukamoto, S, Painuly, P, Young, K. A, Yang, X, Shimizu, Y, & Cornell, L. a novel cell
differentiation-promoting depsipeptide from Microcystis aeruginosa Journal of the
American Chemical Society, , 115(15-1840), 11046-11047.

[181] Ueno, Y, Nagata, S, Tsutsumi, T, Hasegawa, A, Watanabe, M. F, Park, H, Chen, D,
Chen, G. -C, & Yu, G. S.-Z. ((1996). Detection of microcystsins, a blue-green algal
hepatotoxin, in drinking water sampled in Haimen and Fusui, endemic areas of pri‐
mary liver cancer in China, by highly sensitive immunoassay. Carcinogenesis, , 17,
1317-1321.

[182] Van Dolah, F. M. (2000). Marine algal toxins: origins, health effects, and their in‐
creased occurrence. Environmental Health Perspectives, , 108, 133-141.

[183] Vega, A, & Bell, E. A. (1967). amino-β-methylaminopropionic acid, a new amino acid
from seeds of Cycas circinalis. Phytochemistry, , 6, 759-762.

[184] Von Elert, E, Oberer, L, Merkel, P, Huhn, T, & Blom, J. F. (2005). Cyanopeptolin 954,
a chlorine-containing chymotrypsin inhibitor of Microcystis aeruginosa NIVA Cya 43.
Journal of Natural Products, , 68, 1324-1327.

[185] Von Elert, E, & Zitt, A. Schwarzenberger ((2012). Inducible tolerance to dietary pro‐
tease inhibitors in Daphnia magna. Journal of Experimental Biology, , 215, 2051-2059.

[186] Xie, L, Xie, P, Ozawa, K, Honma, T, Yokoyama, A, & Park, H. D. (2004). Dynamics of
microcystins-LR and-RR in the phytoplanktivorous silver carp in a sub-chronic toxic‐
ity experiment. Environmental Pollution, , 127, 431-439.

[187] Welker, M, & Von Döhren, H. (2006). Cyanobacterial peptides- nature’s own combi‐
natorial biosynthesis. FEMS Microbiology Reviews, , 30, 530-563.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

587



[163] Sivonen, K. (2008). Emerging high throughput analyses of cyanobacterial toxins and
toxic cyanobacteria. Advances in Experimental Medicine and Biology, , 619, 539-557.

[164] Smith, F. M, Wood, S. A, Van Ginkel, R, Broady, P. A, & Gaw, S. (2011). First report
of saxitoxin production by a species of the freshwater benthic cyanobacterium, Scyto‐
nema. Toxicon, , 57, 566-573.

[165] Smith, J. L, Schulz, K. L, Zimba, P. V, & Boyer, G. L. (2010). Possible mechanism for
the foodweb transfer of covalently bound microcystins. Ecotoxicology and Environmen‐
tal Safety, , 73, 757-761.

[166] Smith, Q. R, Nagura, H, Takada, Y, & Duncan, M. W. (1992). Facilitated transport of
the neurotoxin, beta-N-methylamino-L-alanine, across the blood brain barrier. Jour‐
nal of Neurochemistry, , 58, 1330-1337.

[167] Smith, R. A, & Lewis, D. (1987). A rapid analysis of water for anatoxin a, the unstable
toxic alkaloid from Anabaena flos-aquae, the stable non-toxic alkaloids left after biore‐
duction and a related amine which may be nature’s precursor to anatoxin a. Veterina‐
ry and Human Toxicology, , 29, 153-154.

[168] Spencer, P. S, Nunn, P. B, Hugon, J, Ludolph, A. C, Ross, S. M, Roy, D. N, & Robert‐
son, R. C. (1987). Guam amyotrophic lateral sclerosis-parkinsonism-dementia linked
to a plant excitant neurotoxin. Science, , 237, 517-522.

[169] SpoofL; Berg, K. A.; Rapala, J.; Lahti, K.; Lepistö, L.; Metcalf, J. S.; Codd, G. A. & Mer‐
iluoto, J. ((2006). First observation of cylindrospermopsin in Anabaena lapponica isolat‐
ed from the boreal environment (Finland). Environmental Toxicology, 21, 552-560.

[170] Staton, P. C, & Bristow, D. R. (1997). The dietary excitotoxins beta-N-methylamino-L-
alanine and beta-N-oxalylamino-L-alanin induce necrotic and apoptotic-like cell
death of rat cerebellar granule cells. Journal of Neurochemistry, , 69, 1508-1518.

[171] Stevens, D. K, & Krieger, R. I. (1991). Stability studies on the cyanobacterial nicotinic
alkaloid anatoxin-a. Toxicon, , 29, 167-179.

[172] Stevens, M, Peigneur, S, & Tytgat, J. (2011). Neurotoxins and their binding areas on
voltage-gated sodium channels. Frontiers in Pharmacology, 2, 71.

[173] Stewart, I, Webb, P. M, Schluter, P. J, & Shaw, G. R. (2006). Recreational and occupa‐
tional field exposure to freshwater cyanobacteria- a review of anecdotal and case re‐
ports, epidemiological studies and the challenges for epidemiologic assessment.
Environmental Health, 5, 6.

[174] Suchy, P, & Berry, J. (2012). Detection of total microcystin in fish tissues based on le‐
mieux oxidation and recovery of 2-methyl-3-methoxy-4-phenylbutanoic acid
(MMPB) by solid-phase microextraction gas chromatography-mass spectrometry
(SPME-GC/MS). International Journal of Environmental Analytical Chemistry, , 92,
1443-1456.

Current Topics in Public Health586

[175] Sukenik, A, Reisner, M, Carmeli, S, & Werman, M. (2006). Oral toxicity of the cyano‐
bacterial toxin cylindrospermopsin in mice: long-term exposure to low doses. Envi‐
ronmental Toxicology, , 21, 575-582.

[176] Tan, L. T. (2007). Bioactive natural products from marine cyanobacteria for drug dis‐
covery. Phytochemistry, , 68, 954-979.

[177] Tan, L. T. (2010). Filamentous tropical marine cyanobacteria: a rich source of natural
products for anticancer drug discovery. Journal of Applied Phycology, , 22, 659-676.

[178] Terao, K, Ohmori, S, Igarashi, K, Ohtani, I, Watanabe, M. F, Harada, K. I, Ito, E, &
Watanabe, M. (1994). Electron microscopic studies on experimental poisoning in
mice induced by cylindrospermopsin isolated from blue-green alga Uzmekia natans.
Toxicon, , 32, 833-843.

[179] Ting, C. S, Rocap, G, King, J, & Chisholm, S. W. (2002). Cyanobacterial photosynthe‐
sis in the oceans: the origins and significance of divergent light-harvesting strategies.
Trends in Microbiology, , 10, 134-142.

[180] Tsukamoto, S, Painuly, P, Young, K. A, Yang, X, Shimizu, Y, & Cornell, L. a novel cell
differentiation-promoting depsipeptide from Microcystis aeruginosa Journal of the
American Chemical Society, , 115(15-1840), 11046-11047.

[181] Ueno, Y, Nagata, S, Tsutsumi, T, Hasegawa, A, Watanabe, M. F, Park, H, Chen, D,
Chen, G. -C, & Yu, G. S.-Z. ((1996). Detection of microcystsins, a blue-green algal
hepatotoxin, in drinking water sampled in Haimen and Fusui, endemic areas of pri‐
mary liver cancer in China, by highly sensitive immunoassay. Carcinogenesis, , 17,
1317-1321.

[182] Van Dolah, F. M. (2000). Marine algal toxins: origins, health effects, and their in‐
creased occurrence. Environmental Health Perspectives, , 108, 133-141.

[183] Vega, A, & Bell, E. A. (1967). amino-β-methylaminopropionic acid, a new amino acid
from seeds of Cycas circinalis. Phytochemistry, , 6, 759-762.

[184] Von Elert, E, Oberer, L, Merkel, P, Huhn, T, & Blom, J. F. (2005). Cyanopeptolin 954,
a chlorine-containing chymotrypsin inhibitor of Microcystis aeruginosa NIVA Cya 43.
Journal of Natural Products, , 68, 1324-1327.

[185] Von Elert, E, & Zitt, A. Schwarzenberger ((2012). Inducible tolerance to dietary pro‐
tease inhibitors in Daphnia magna. Journal of Experimental Biology, , 215, 2051-2059.

[186] Xie, L, Xie, P, Ozawa, K, Honma, T, Yokoyama, A, & Park, H. D. (2004). Dynamics of
microcystins-LR and-RR in the phytoplanktivorous silver carp in a sub-chronic toxic‐
ity experiment. Environmental Pollution, , 127, 431-439.

[187] Welker, M, & Von Döhren, H. (2006). Cyanobacterial peptides- nature’s own combi‐
natorial biosynthesis. FEMS Microbiology Reviews, , 30, 530-563.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

587



[188] White, S. H, Duivenvoorden, L. J, Fabbro, L. D, & Eaglesham, G. K. (2006). Influence
of intracellular toxin concentrations on cylindrospermopsin bioaccumulation in a
freshwater gastropod (Melanoides tuberculata). Toxicon, , 47, 497-509.

[189] White, S. H, Duivenvoorden, L. J, Fabbro, L. D, & Eaglesham, G. K. (2007). Mortality
and toxin bioaccumulation in Bufo marinus following exposure to Cylindrospermopsis
raciborskii cell extracts and live cultures. Environmental Pollution, , 147, 158-167.

[190] Williams, D. E, Dawe, S. C, Kent, M. L, Andersen, R. J, Craig, M, & Holmes, C. F. and
clearance of microcystins from salt water mussels, Mytilus edulis, and in vivo evi‐
dence for covalently bound microcystins in mussel tissues. Toxicon, , 35, 1617-1625.

[191] Williams, D. E, & Craig, M. McCready; Dawe, S. C.; Kent, M. L.; Holmes, C. F. & An‐
dersen, R. J. ((1997b). Evidence for covalently bound form of microcystin-LR in sal‐
mon liver and Dungeness crab larvae. Chemical Research in Toxicology, , 10, 463-469.

[192] Wilson, A. E, Sarnelle, O, Neilan, B. A, Salmon, T. P, Gehringer, M. M, & Hay, M. E.
(2005). Genetic variation of the bloom-forming cyanobacterium Microcystis aeruginosa
within and among lakes: implications for harmful algal blooms. Applied and Environ‐
mental Microbiology, , 71, 6126-6133.

[193] Wilson, A. E, Wilson, W. A, & Hay, M. E. (2006). Interspecific variation in growth
and morphology of the bloom-forming cyanobacterium Microcystis aeruginosa. Ap‐
plied and Environmental Microbiology, , 72, 7386-7389.

[194] Wu, M, Okino, T, Nogle, L. M, Marquez, B. L, Williamson, R. T, Sitachitta, N, Ber‐
man, F. W, Murray, T. F, Mcgough, K, Jacobs, R, Colsen, K, Asano, T, Yokokawa, F,
Shioiri, T, & Gerwick, W. H. (2000). Structure, synthesis, and biological properties of
Kalkitoxin, a novel neurotoxin from the marine cyanobacterium Lyngbya majuscula.
Journal of the American Chemical Society, , 122, 12041-12042.

[195] Yasumoto, T. (1998). Fish poisonings due to toxins due to microalgal origins in the
Pacific. Toxicon, , 36, 1515-1518.

[196] Yu, S. Z. ((1995). Primary prevention of hepatocellular carcinoma. Journal of Gastroen‐
terology and Hepatology, , 10, 674-682.

[197] Yu, S, Zhao, N, & Zi, X. (2001). The relationship between cyanotoxin (microcystin,
MC) in pond-ditch water and primary liver cancer in China. Zhonghua Zhong Liu Za
Zhi, , 23, 96-99.

[198] Yuan, M, Carmichael, W. W, & Hilborn, E. D. (2006). Microcystin analysis in human
sera and liver from human fatalities in Caruaru, Brazil 1996. Toxicon, , 48, 627-640.

[199] Zhang, D, Xie, P, & Chen, J. (2010). Effects of temperature on the stability of micro‐
cystins in muscle of fish and its consequences for food safety. Bulletin of Environmen‐
tal Contamination and Toxicology, , 84, 202-207.

Current Topics in Public Health588

[200] Zurawell, R. W, Chen, H, Burke, J. M, & Prepas, E. E. (2005). Hepatotoxic cyanobacte‐
ria: a review of the biological importance of microcystins in freshwater environ‐
ments. Journal of Toxicology and Environmental Health B Critical Reviews, , 8, 1-37.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

589



[188] White, S. H, Duivenvoorden, L. J, Fabbro, L. D, & Eaglesham, G. K. (2006). Influence
of intracellular toxin concentrations on cylindrospermopsin bioaccumulation in a
freshwater gastropod (Melanoides tuberculata). Toxicon, , 47, 497-509.

[189] White, S. H, Duivenvoorden, L. J, Fabbro, L. D, & Eaglesham, G. K. (2007). Mortality
and toxin bioaccumulation in Bufo marinus following exposure to Cylindrospermopsis
raciborskii cell extracts and live cultures. Environmental Pollution, , 147, 158-167.

[190] Williams, D. E, Dawe, S. C, Kent, M. L, Andersen, R. J, Craig, M, & Holmes, C. F. and
clearance of microcystins from salt water mussels, Mytilus edulis, and in vivo evi‐
dence for covalently bound microcystins in mussel tissues. Toxicon, , 35, 1617-1625.

[191] Williams, D. E, & Craig, M. McCready; Dawe, S. C.; Kent, M. L.; Holmes, C. F. & An‐
dersen, R. J. ((1997b). Evidence for covalently bound form of microcystin-LR in sal‐
mon liver and Dungeness crab larvae. Chemical Research in Toxicology, , 10, 463-469.

[192] Wilson, A. E, Sarnelle, O, Neilan, B. A, Salmon, T. P, Gehringer, M. M, & Hay, M. E.
(2005). Genetic variation of the bloom-forming cyanobacterium Microcystis aeruginosa
within and among lakes: implications for harmful algal blooms. Applied and Environ‐
mental Microbiology, , 71, 6126-6133.

[193] Wilson, A. E, Wilson, W. A, & Hay, M. E. (2006). Interspecific variation in growth
and morphology of the bloom-forming cyanobacterium Microcystis aeruginosa. Ap‐
plied and Environmental Microbiology, , 72, 7386-7389.

[194] Wu, M, Okino, T, Nogle, L. M, Marquez, B. L, Williamson, R. T, Sitachitta, N, Ber‐
man, F. W, Murray, T. F, Mcgough, K, Jacobs, R, Colsen, K, Asano, T, Yokokawa, F,
Shioiri, T, & Gerwick, W. H. (2000). Structure, synthesis, and biological properties of
Kalkitoxin, a novel neurotoxin from the marine cyanobacterium Lyngbya majuscula.
Journal of the American Chemical Society, , 122, 12041-12042.

[195] Yasumoto, T. (1998). Fish poisonings due to toxins due to microalgal origins in the
Pacific. Toxicon, , 36, 1515-1518.

[196] Yu, S. Z. ((1995). Primary prevention of hepatocellular carcinoma. Journal of Gastroen‐
terology and Hepatology, , 10, 674-682.

[197] Yu, S, Zhao, N, & Zi, X. (2001). The relationship between cyanotoxin (microcystin,
MC) in pond-ditch water and primary liver cancer in China. Zhonghua Zhong Liu Za
Zhi, , 23, 96-99.

[198] Yuan, M, Carmichael, W. W, & Hilborn, E. D. (2006). Microcystin analysis in human
sera and liver from human fatalities in Caruaru, Brazil 1996. Toxicon, , 48, 627-640.

[199] Zhang, D, Xie, P, & Chen, J. (2010). Effects of temperature on the stability of micro‐
cystins in muscle of fish and its consequences for food safety. Bulletin of Environmen‐
tal Contamination and Toxicology, , 84, 202-207.

Current Topics in Public Health588

[200] Zurawell, R. W, Chen, H, Burke, J. M, & Prepas, E. E. (2005). Hepatotoxic cyanobacte‐
ria: a review of the biological importance of microcystins in freshwater environ‐
ments. Journal of Toxicology and Environmental Health B Critical Reviews, , 8, 1-37.

Cyanobacterial Toxins in Food-Webs: Implications for Human and Environmental Health
http://dx.doi.org/10.5772/55111

589



Section 7

Pharmacoepidemiology and
Pharmacosurveillance in Public Health



Section 7

Pharmacoepidemiology and
Pharmacosurveillance in Public Health



Chapter 25

Epidemiology of Patients Diagnosed with Prescription
and Non-Prescription Drug Overdose at the Riyadh
Security Forces Hospital Between January 2007 and
December 2011

Naser Al-Jaser, M. Cli. Epi and Niyi Awofeso

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/52879

1. Introduction

There is global concern concerning the higher rate of drug overdose morbidity and mortali‐
ty, particularly from opioid medicines.[1] Drug overdose is one of the leading causes of
death in many countries.[2] In the US, prescription drug mortality rate is higher than the
death rate from illicit drugs, and drug overdose mortality currently exceeds mortality from
motor vehicle accidents.[3] Moreover, there has been a tenfold increase in painkiller pre‐
scriptions in the US over the past 15 years.[4] In Saudi Arabia, there has been a significant
increase in the use of prescription drugs compared with the previous decade, as the Minis‐
try of Health stated in its 2009 annual report.[5] A number of studies have been conducted
that investigate the epidemiology of drug overdose in Saudi Arabia. However, most of these
studies were conducted in the late twentieth century.[6,7]

The purpose of this research is to investigate prescription and non-prescription overdose
cases admitted to the emergency department of the Security Forces Hospital, Riyadh, from
2007 to 2011. The study sought to identify demographic characteristics of patients who were
admitted to the emergency department with drug overdose, including age, gender, income
and occupation.

The findings of this study have a number of implications for the Security Forces Hospital
and drug overdoses in Saudi Arabia, particularly for elderly patients who take Warfarin
continuously. Further, it appears that parents leave their medications unsecured and unpro‐

© 2013 Al-Jaser et al.; licensee InTech. This is an open access article distributed under the terms of the
Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited.
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tected from children; thus, preventive and awareness programs are needed to address these
issues.

2. Literature review

An Adverse Drug Event (ADE) is defined as an injury resulting from medical intervention
related to a drug.[8] It is considered a major problem in medicine because it results in hospi‐
tal admissions. ADEs include harm caused by the drug, such as adverse drug reactions and
overdoses, and harm resulting from using the drug, such as dose reductions and discontinu‐
ation of drug therapies.[9] Previous studies have found that ADEs account for 3.9–6.2 per
cent of hospital admissions. Further, drug overdoses account for a higher hospital admission
rate of ADEs.[10,11]

Drug overdose can be defined as intentionally or unintentionally administering a higher
dose of prescription or non-prescription drugs than recommended.[12] Drug overdose is
considered a major health problem, particularly in developed countries. In the United States
(US), the Centers for Disease Control and Prevention (CDC) recently reported that fatal
overdoses from opiate painkillers currently exceed those from cocaine and heroin combined.
[12] The rate of prescription drug use is increasing globally.[13] In Saudi Arabia, there has
been a significant increase in prescription drug use since 2000 compared with the previous
decades; however, there is a dearth of information relating to drug use and overdoses.[5]

In many Asian countries, drug overdose mortality is considered a major problem. For exam‐
ple, a study in northern Thailand which investigated the overdose mortality rate of injecting
drug users between 1999 and 2002 found a death rate of 8.97 per 1,000 people among 861
drug users who were Human Immunodeficiency Virus (HIV)-negative.[14] A study in Xi‐
chang City, China, found a heroin overdose mortality rate of 4.7 per 100 people among 379
people who injected drugs during 2002 to 2003.[15] Further, in a review conducted in sever‐
al central Asian countries, emergency medical services stated that there were 21 drug over‐
dose deaths in Tajikistan and 57 in Kyrgyzstan in 2006.[1]

Many European countries also consider drug overdose a major concern, and it is consid‐
ered one  of  the  leading  causes  of  death.  The  average  mortality  rate  is  21  deaths  per  1
million people aged 15–64.[16] Drug overdose in Europeans aged 15–39 accounted for 4
per  cent  of  all  deaths.  Males  were  at  a  greater  risk  than  females  in  all  countries,  with
males accounting for  81 per cent  of  all  drug-related deaths reported in European coun‐
tries.  The  male  to  female  ratio  varied  across  countries,  with  the  lowest  rate  in  Poland
(4:1) and the highest rate in Romania (31:1). The most common drugs used in almost all
countries were opioids,  which accounted for 90 per cent of drugs used in five countries
and 80–90 per cent in 12 countries.[16]

Drug overdose is also considered a major public health threat in the US. There, the drug
overdose mortality rate among adults increased from 4 per 100,000 people in 1999 to 8.8 per
100,000 in 2006. Moreover, deaths from drug overdose increased from 11,155 in 1999 to
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22,448 in 2005, which can be attributed mainly to prescription drugs rather than illicit drugs.
[3] Drug overdose is the second leading cause of death among all unintentional deaths in the
US. The most common drugs that caused death by overdose were heroin, cocaine and pain‐
killers. The use of prescription medicines has increased, thus contributing to the death rate.
[4] According to the CDC, from 2005 to 2007, prescription drugs such as benzodiazepine, an‐
ti-depressants and opioid medicines were found in 79 per cent (2,165 cases) of all substance
overdoses.[17]

In Australia, there appears to be a lower risk of drug overdose than in other countries. For
instance, the rate of death from opioids was 101.9 per 1 million people in 1999 and 31.3
deaths per 1 million in 2004.[18] Moreover, in 2005, the Illicit Drug Reporting System distrib‐
uted a survey among intravenous drug users and found that 46 per cent had experienced an
overdose.[18] It was also found that 357 deaths were caused by opioid overdose and 40 per
cent of deaths occurred in New South Wales. Males accounted for 75 per cent of overdose
deaths, and those aged 25–34 were most at risk, accounting for 40 per cent of deaths.[19] Re‐
cently released Australian prisoners are at significantly increased risks of illicit drug over‐
dose and deaths.[20]

In Saudi Arabia, studies have noted an increase in drug overdoses in localised cohorts over
the past several decades. However, there are no significant statistics for drug overdose mor‐
bidity and mortality in Saudi Arabia as a whole.[6,21] Several studies have been undertaken
in Saudi Arabia to investigate the drug overdose in hospitals. Moazzam’s and Aljahdali’s
studies found that paracetamol accounted for 24.1 per cent of 170 drug overdose cases and
30 per cent of 79 cases, respectively.[21,22] Ahmed’s study found that mefenamic acid ac‐
counted for 20 per cent of 50 cases investigated.[6] The rate of death amongst drug overdose
was investigated in some studies in Saudi Arabia. Ahmed stated that there was one death
among 106 drug overdoses admitted between 1992 and 1994.[6] Elfawal investigated 249
deaths from substance overdose between 1990 and 1997, and found 20 per cent of cases re‐
lated to medically prescribed drugs.[7] Aljahdali and Ahmed found females accounted for a
higher percentage of drug overdose cases.[6,22] Moazzam and Elfawal found males were
represented in a higher percentage of cases.[7,21]

Drug overdoses could result from non-prescription substances such as herbal medicines.[23]
The problem with herbal remedies relates to limited control and regulation among stores
that provide them.[24] Many people believe that herbal substances are harmless and that it
is safe to administer excessive amounts because they come from natural sources.[25] Al‐
though the rate of usage has increased, fewer than half of patients consult their physicians
before administrating herbal remedies.[26] Further, the accurate dosage of herbal medicines
is variable, and there are no guidelines to determine correct dosage.[25]

Drug overdoses could result from administering illicit drugs such as heroin and hashish.
[27,28] As Saudi Arabia is a strict Islamic country, and Islam prohibits the use of illicit drugs,
overdose cases involving illicit drugs are rare.[22] However, according to a world drug re‐
port, Saudi Arabia is considered a major market of phenethylline (Captagon) in the Middle
East. The Saudi government confiscated more than 10 million pills in one seizure in 2010.
However, the prevalence of amphetamines in Saudi Arabia is low compared with other
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western countries: in 2006, the prevalence of amphetamines in Saudi Arabia was 0.4 per
100,000 people, whereas in Australia and the US, the prevalence was 2.7 and 1.5 per 100,000
people respectively. Further, the prevalence of opioids and cannabis was 0.06 and 0.3 per
100,000 respectively in Saudi Arabia, 0.4 and 10.6 per 100,000 respectively in Australia and
5.9 and 13.7 per 100,000 respectively in the US. Therefore, the prevalence of opioids and can‐
nabis are markedly lower in Saudi Arabia than in Australia and the US.[13]

Suicide is one of the major motivations and outcomes of intentional drug overdose.[29] Sui‐
cide accounts for 2 per cent of all deaths in the world. In 2005, there were about 800,000
deaths from suicide, and about 56 million deaths globally.[30] Drugs cause 11 per cent of
suicides in Australia.[30] A study found that suicide is a greater risk among people who had
a history of drug overdoses compared with people who did not.[31] Another study found a
positive correlation between suicide and drug overdose.[32] Moreover, research has found
that committing suicide by administering drugs is common among adolescents.[33] One
study found suicide was associated with both prescription and non-prescription drugs, with
a strong association between opiates and suicide, and opioid users were 14 times more like‐
ly to attempt suicide compared with non-opioid users.[34]

The excessive availability of medicines in households is due to the relative affordability of
drugs, which can be bought from a range of places including markets, internet pharmacies
and cosmetic stores. For instance, patients can purchase prescription drugs from an internet
pharmacy without a prescription.[35] One survey investigated how easy it was for adoles‐
cents to acquire prescription medications. The question asked was ‘which is easiest for
someone your age to buy: cigarettes, beer, marijuana or prescription drugs without prescrip‐
tion?’ Nineteen per cent of respondents said it was easier to buy prescription drugs com‐
pared to 13 per cent in the previous year.[36]

Two main factors contribute to the excessive availability of medicines: physicians and pa‐
tients. Physicians appear to prescribe more medicines than in the past. For example, there
was a 300 per cent increase in the prescription of painkillers in the US in 1999.[35,37] Ac‐
cording to the National Institute on Drug Abuse (NIDA), the number of potentially addic‐
tive drug prescriptions for pain rose to 200 million in 2011.[38] There is also an association
between patient death and physicians who frequently prescribe painkillers. Dhalla publish‐
ed a study in Ontario in 2011 that investigated the opioid prescription rate in family physi‐
cians and their relation to opioid-related deaths. He found that 20 per cent of physicians
have a prescription rate that is 55 times higher than the 20 per cent of physicians who pre‐
scribed the lowest. The top 20 per cent of physicians were responsible for 64 per cent of pa‐
tient deaths caused by painkillers.[39] In addition, many people falsely reporting symptoms
in order to obtain a prescription and this is defined as drug seeking behaviour. The most
drugs associated with drug seeking behaviour are benzodiazepine and opioids.[40]

Alcoholism is considered a major risk factor for intentional overdoses. Several studies state
that the risk of drug overdose from prescription medicines is higher among people who
drink alcohol.[41-43] A study by Li in 2011 investigated trends of paracetamol overdose in
US emergency departments from 1993 to 2007 using data from physicians’ diagnoses codes
and cause of injury codes. The author found those who drank alcohol were 5.48 times more
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likely to overdose compared to people who did not drink alcohol, and the p-values were
statistically significant.[41]

A study published by Wazaify in 2005 examined OTC drugs and prescription drug overdo‐
ses for three months, as well as the potential risk factors. The study investigated 247 over‐
dose cases, excluding alcohol intoxication and spiked drinks. He found alcohol was a major
risk factor for overdoses of both OTC and prescription drugs, and that alcohol contributed
more to OTC drug overdoses (32.2 per cent) than prescription drugs combined with OTC
drugs (24.7 per cent).[42] Moreover, the prescription drug overdose death rate increased
with alcohol consumption. West Virginia found 32.9 per cent of overdose deaths were asso‐
ciated with alcohol consumption.[43] Another study on paracetamol overdose found more
than one-third of drug overdoses were associated with alcohol consumption at the time of
overdose, and it was slightly higher in males (12 per cent) than females (11 per cent).[44] In
addition, people who consumed alcohol could overdose on lower doses of paracetamol
compared with those who did not consume alcohol.[45] Paulozzi conducted a study on
methadone overdose and found that the concentration of methadone was lower when alco‐
hol was involved.[28] Mixing drugs with alcohol is therefore considered a risk factor for
drug overdose.[46]

Violence involving sex and family could also be associated to intentional drug overdose.
[33,47] A study by Budnitz investigated the pattern of acetaminophen overdoses in the
emergency department from two components of the National Electronic Injury Surveillance
System. Of the 2,717 annual acetaminophen overdose cases, 69.8 per cent were related to
self-directed violence. Further, females had a greater rate of self-directed violence (27.2 per
100,000) compared with males (14.4 per 100,000).[33] Violence and strife have also contribut‐
ed to the increased rate of illicit drug use in the US.[47]

Drug overdoses can be associated with people who take drugs for recreational purposes.
According to the Centers for Disease Control and Prevention (CDC), opioids are involved in
more overdose deaths than heroin and cocaine combined, and they are often associated with
recreational use.[4] Further, several studies found that recreational use contributed to many
of the drug overdoses presenting to emergency departments. For example, a study found
that 15.4 per cent of 500 overdose cases presented to emergency departments resulted from
recreational use.[48] Further, a survey of 975 students found that 16 per cent abused medi‐
cine for recreational purposes.[49]

Buykx found that many people overdose on drugs after they experience interpersonal con‐
flicts.[31] Britton’s 2010 study investigated the risk factors of non-fatal overdoses over 12
months. The author recruited 2,966 participants and found that 23.5 per cent of all overdose
cases had experienced sexual abuse. Moreover, victims of sexual abuse were 2.02 times more
likely to overdose, and the result was statistically significant.[50] Other forms of physical
abuse were also addressed in the study: 33.4 per cent of all overdose cases had experienced
physical abuse, and they were 1.91 times more likely to overdose, which was statistically
significant.[50]
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Suicide is one of the major motivations and outcomes of intentional drug overdose.[29] Sui‐
cide accounts for 2 per cent of all deaths in the world. In 2005, there were about 800,000
deaths from suicide, and about 56 million deaths globally.[30] Drugs cause 11 per cent of
suicides in Australia.[30] A study found that suicide is a greater risk among people who had
a history of drug overdoses compared with people who did not.[31] Another study found a
positive correlation between suicide and drug overdose.[32] Moreover, research has found
that committing suicide by administering drugs is common among adolescents.[33] One
study found suicide was associated with both prescription and non-prescription drugs, with
a strong association between opiates and suicide, and opioid users were 14 times more like‐
ly to attempt suicide compared with non-opioid users.[34]

The excessive availability of medicines in households is due to the relative affordability of
drugs, which can be bought from a range of places including markets, internet pharmacies
and cosmetic stores. For instance, patients can purchase prescription drugs from an internet
pharmacy without a prescription.[35] One survey investigated how easy it was for adoles‐
cents to acquire prescription medications. The question asked was ‘which is easiest for
someone your age to buy: cigarettes, beer, marijuana or prescription drugs without prescrip‐
tion?’ Nineteen per cent of respondents said it was easier to buy prescription drugs com‐
pared to 13 per cent in the previous year.[36]

Two main factors contribute to the excessive availability of medicines: physicians and pa‐
tients. Physicians appear to prescribe more medicines than in the past. For example, there
was a 300 per cent increase in the prescription of painkillers in the US in 1999.[35,37] Ac‐
cording to the National Institute on Drug Abuse (NIDA), the number of potentially addic‐
tive drug prescriptions for pain rose to 200 million in 2011.[38] There is also an association
between patient death and physicians who frequently prescribe painkillers. Dhalla publish‐
ed a study in Ontario in 2011 that investigated the opioid prescription rate in family physi‐
cians and their relation to opioid-related deaths. He found that 20 per cent of physicians
have a prescription rate that is 55 times higher than the 20 per cent of physicians who pre‐
scribed the lowest. The top 20 per cent of physicians were responsible for 64 per cent of pa‐
tient deaths caused by painkillers.[39] In addition, many people falsely reporting symptoms
in order to obtain a prescription and this is defined as drug seeking behaviour. The most
drugs associated with drug seeking behaviour are benzodiazepine and opioids.[40]

Alcoholism is considered a major risk factor for intentional overdoses. Several studies state
that the risk of drug overdose from prescription medicines is higher among people who
drink alcohol.[41-43] A study by Li in 2011 investigated trends of paracetamol overdose in
US emergency departments from 1993 to 2007 using data from physicians’ diagnoses codes
and cause of injury codes. The author found those who drank alcohol were 5.48 times more
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likely to overdose compared to people who did not drink alcohol, and the p-values were
statistically significant.[41]

A study published by Wazaify in 2005 examined OTC drugs and prescription drug overdo‐
ses for three months, as well as the potential risk factors. The study investigated 247 over‐
dose cases, excluding alcohol intoxication and spiked drinks. He found alcohol was a major
risk factor for overdoses of both OTC and prescription drugs, and that alcohol contributed
more to OTC drug overdoses (32.2 per cent) than prescription drugs combined with OTC
drugs (24.7 per cent).[42] Moreover, the prescription drug overdose death rate increased
with alcohol consumption. West Virginia found 32.9 per cent of overdose deaths were asso‐
ciated with alcohol consumption.[43] Another study on paracetamol overdose found more
than one-third of drug overdoses were associated with alcohol consumption at the time of
overdose, and it was slightly higher in males (12 per cent) than females (11 per cent).[44] In
addition, people who consumed alcohol could overdose on lower doses of paracetamol
compared with those who did not consume alcohol.[45] Paulozzi conducted a study on
methadone overdose and found that the concentration of methadone was lower when alco‐
hol was involved.[28] Mixing drugs with alcohol is therefore considered a risk factor for
drug overdose.[46]

Violence involving sex and family could also be associated to intentional drug overdose.
[33,47] A study by Budnitz investigated the pattern of acetaminophen overdoses in the
emergency department from two components of the National Electronic Injury Surveillance
System. Of the 2,717 annual acetaminophen overdose cases, 69.8 per cent were related to
self-directed violence. Further, females had a greater rate of self-directed violence (27.2 per
100,000) compared with males (14.4 per 100,000).[33] Violence and strife have also contribut‐
ed to the increased rate of illicit drug use in the US.[47]

Drug overdoses can be associated with people who take drugs for recreational purposes.
According to the Centers for Disease Control and Prevention (CDC), opioids are involved in
more overdose deaths than heroin and cocaine combined, and they are often associated with
recreational use.[4] Further, several studies found that recreational use contributed to many
of the drug overdoses presenting to emergency departments. For example, a study found
that 15.4 per cent of 500 overdose cases presented to emergency departments resulted from
recreational use.[48] Further, a survey of 975 students found that 16 per cent abused medi‐
cine for recreational purposes.[49]

Buykx found that many people overdose on drugs after they experience interpersonal con‐
flicts.[31] Britton’s 2010 study investigated the risk factors of non-fatal overdoses over 12
months. The author recruited 2,966 participants and found that 23.5 per cent of all overdose
cases had experienced sexual abuse. Moreover, victims of sexual abuse were 2.02 times more
likely to overdose, and the result was statistically significant.[50] Other forms of physical
abuse were also addressed in the study: 33.4 per cent of all overdose cases had experienced
physical abuse, and they were 1.91 times more likely to overdose, which was statistically
significant.[50]
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The level of a medicine’s purity could lead to a drug overdose, particularly for people using
non-prescription medicines. Previous studies have found the fluctuation of heroin purity
contributed to the overdose rate.[51] Moreover, in a survey of healthcare providers that
asked about risk factors for opioid overdose, approximately 90 per cent mentioned the fluc‐
tuation of opioid purity.[52] Of 855 heroin users, 29 per cent split the tablets in half when the
purity was unknown.[53] In addition, a study stated that many heroin users believed that
purity fluctuation contributed to drug overdose.[54] Conversely, several studies on heroin
(e.g. Toprak and Risser) found no association between drug overdose and purity.[55,56]

Other factors that contribute to intentional drug overdose include psychiatric illness, marital
problems and family size.[6] Ahmed found that psychiatric illness was a greater risk among
males than females, and it was a risk factor in 10 of the 50 cases he investigated. Further, five
cases had experienced marital problems.[6] Family size could be a major factor in drug over‐
dose. Large families are common in Saudi culture. A 2011 study by Bani found that 43 per
cent of participants had six to eight family members.[57] A study by TNS Middle East of
demographic characteristics in Saudi Arabia in 2006 found that 40 per cent of Saudi families
are considered large, with six or more members.[58] Aljahdali found that large family size
was a risk factor in drug overdoses: 59 per cent of the 79 cases in his study had more than
five family members This could indicate that because large families have more children, pa‐
rental supervision amongst the children is lowered, potentially increasing the chance of the
unsupervised ingestion of drugs.[22]

A previous drug overdose might also be a risk factor for another drug overdose, as many
studies have attested.[59],[60],[46] For example, Kinner’s study in 2012 investigated the risk
factors of non-fatal overdoses among illicit drug users, recruiting 2,515 illicit drug users in
Vancouver, Canada. The author found an association between drug overdoses and previous
drug experiences; people with previous overdoses were four times more likely to overdose
compared with people who had no previous experience.[59] This finding is similar to that of
a study by Hall in 2008, which investigated the pattern of unintentional drug overdose
caused by prescription drugs, recruiting 295 participants. The author found that people who
had experienced a previous overdose had a 30.2 per cent chance of overdose compared with
14.4 per cent of people who had not.[60] In addition, a New York study that investigated the
risk factors of heroin users found that participants who had overdosed were 28 times more
likely to overdose than those who had not experienced a previous overdose.[46] In contrast,
some previous studies found no associations between drug overdose and previous overdose
experience.[59]

Doctor shopping is considered the most common method of obtaining prescription drugs
for legal and illegal use.[61-64] It is defined as patients visiting several doctors to obtain pre‐
scription medicines without medical need, and it is considered one of the major mechanisms
of diversion.[35] Several studies have found that doctor shopping contributes to drug over‐
dose. For example, the author Hall found that doctor shopping contributed to 21.4 per cent
of 259 overdose cases.[65] Further, it found that 19 per cent of participants who overdosed
acquired their medicines through doctor shopping.[49] Moreover, doctor shopping is attrib‐
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uted to a higher rate of drug overdose death.[65,66] Several studies have stated that control‐
ling doctor shopping would assist in preventing drug overdoses.[35,67]

The consumption of prescription drugs, especially opioids, has increased due to their eu‐
phoric  and  energising  effects.[4]  For  example,  methamphetamine  and  alprazolam  users
tend  to  redose  every  three-to-eight  hours  to  maintain  the  euphoric  effect.[46]  Further,
drug users tend to abuse cocaine to feel euphoric and increase a feeling of sexual desira‐
bility.[68] Some medicines do not enhance euphoria until  taken in higher doses.  For ex‐
ample, drug users take higher doses of benzodiazepine to experience the euphoria effect.
[24] Many fatal overdoses occur when larger doses of medicines have been taken to ach‐
ieve the euphoric effect.[37]

Long-term therapy could be related to overdoses, especially in patients suffering from
chronic pain. Further, such patients have easy access to painkillers in the home, which in‐
creases the chance of a fatal overdose.[69] Previously, long-term therapy was restricted to
cancer patients; however, currently, it is commonly used for chronic pain in non-cancer pa‐
tients. Unfortunately, the latter have been associated with higher overdose rates.[70] One of
the reasons for drug overdose in chronic patients is inadequate pain management.[69,70]
The critical issue with chronic pain is pain management, and inadequate pain management
could lead to increased doses of painkillers and consequently, an increased rate of drug
overdoses.[71]

Calculating the dose is an important factor, and miscalculated doses could lead to uninten‐
tional overdoses.[72] Many parents have difficulty measuring and calculating the appropri‐
ate dose of paracetamol for their children.[73] One survey asked 100 caregivers if they were
able to determine the appropriate dose for their children; only 30 per cent were able to do
so.[73] Hixson conducted a study in 2010 to compare the ability of parents to calculate the
appropriate dose of acetaminophen using product information leaflets or the Parental Anal‐
gesia Slide. Participants were divided into two groups, and a questionnaire was distributed
to each group. The author found that caregivers using the Parental Analgesia Slide had few‐
er dosing errors than caregivers using product information leaflets, but the difference was
not statistically significant.[74] Limited literacy and numeracy skills are also associated with
poor clinical outcomes and overdoses. Many people with limited numeracy skills are con‐
fused with dosing instructions and warning labels. Moreover, people could be confused
with the information on the labels of prescription medicines.[75]

Mental states could be a major risk factor of drug overdose, as patients with mental dis‐
orders  and drug addictions  are  more  vulnerable.[76]  For  example,  Hasin’s  study found
that 15–20 per cent of patients with mental disorders overdosed on drugs at least once in
their  lives,  and  patients  with  depressive  disorders  were  3.7  times  more  likely  to  over‐
dose.[76] Fischer’s study found that people with mental  problems were 1.51 times more
likely to overdose than people without mental problems, but this result was not statisti‐
cally significant.[77]

Children are considered at greater risk of drug overdose for several reasons. Inappropriate
storage and disposal of medicines can contribute to this risk.[78] For example, according to
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the CDC and Prevention, one of the main causes of drug overdose reported to emergency
departments is the unsupervised ingestion of OTC and prescription medicines. Further, the
CDC stated that of the 72,000 overdose cases presented to emergency departments in 2004,
more than 26,000 were caused by OTC drugs.[79] Additionally, Li’s study found that chil‐
dren under the age of five accounted for a higher percentage of drug overdose cases in
emergency departments,[41] while another study which investigated 3,034 overdose cases
among children found 97 per cent of the cases resulted from the unsupervised ingestion of
drugs.[80]

Older age is associated with a higher drug overdose rate for several reasons. First, elderly
people aged 65 years and over tend to have more medical problems; thus, they may take
many medicines that might interact with each other and cause an overdose.[79] Second,
many elderly people live independently and might find it difficult to calculate the correct
dose. In addition, they may not recognise the symptoms of drug overdose when it occurs.
[81] Suicide attempts are common among elderly people by taking an excessive amount of a
drug. Several factors contribute to suicide attempts, such as old age, failing physical and
mental health, reduced income and social support.[82]

Maintaining a dose is an important factor in preventing intentional overdoses among chron‐
ic patients.[83,84] When medicines such as Warfarin have a narrow therapeutic index, it is
critical to adjust the appropriate dose.[83] Physicians prefer not to dispense Warfarin be‐
cause of the uncertainty of patient compliance with monitoring, dietary implications and the
fear of haemorrhagic complications.[85] The initial dose is challengeable, which could result
in bleeding, and many patients might overdose at the beginning because they might have
Warfarin sensitivity or a poor metabolism, thus requiring reduced dose. The maintenance of
the dose depends on several factors, such as weight, diet, disease state and concomitant use
of other medications, as well as genetic factors.[84] Genetic variability is considered a major
factor in determining Warfarin overdose. There are two genes which are cytochrome P450,
family 2, subfamily C, polypeptide 9 (CYP2C9), and vitamin K epoxide reductase complex,
subunit 1 (VKORC1) contributing significantly to the variability among patients in dose re‐
quirements for Warfarin.[84],[86]

Misunderstanding and misreading the abbreviation of prescriptions can lead to medication
errors and overdoses. One report demonstrated that a woman had a severe digoxin over‐
dose because her nurse misread the pharmacist’s instructions. The pharmacist had used the
abbreviation (=), which was unclear because the pen had trailed ink.[87] Maged conducted a
study in Saudi Arabia in 2010 to investigate medication errors in prescription medicines. Of
the 529 dosing errors, the author found that 46 per cent caused overdoses. The two main er‐
rors were the route and frequency of the medicines.[88] Further, many parents have difficul‐
ty understanding the instructions to administer appropriate doses for their children. A
study in 2008 examined caregivers’ understandings of the age indication of OTC drugs and
cough medications. Of the 182 participants whose misunderstood dose instruction, the au‐
thor found that more than 80 per cent had given medicine to their infants when they should
have consulted a physician first.[75]
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Many people believe that using excessive amounts of OTC medicines is safe and effective.
Some people believe that if a medicine is OTC, it is safe to consume in large quantities.[33],
[44] For example, paracetamol is considered a safe medication. However, it has a narrow
therapeutic index, so the dangerous dose is close to the recommended dose, and an exces‐
sive dose could lead to liver toxicity.[33] Simkin’s study found that 20 per cent of the 60 par‐
ticipants did not know the dose that could cause death, and 15 per cent believed that 100
tablets or more would cause death.[44] Advertising and media could contribute to the exces‐
sive amounts of OTC drugs administered; for example, advertisements could suggest that
the consumption of large amounts is effective before seeing a doctor.[89] Wazaify claims
that there is aggressive marketing and advertising for OTC medicines.[42]

There is a higher risk of drug-related deaths among recently released prisoners,[20,90] who
are associated with overdoses in the first few weeks after release.[90,91] Many studies state
that the leading cause of death for recently released prisoners is accidental drug overdose.
[92] For example, a study found that recently released prisoners have an overdose rate that
is 12 times higher than the general population.[91] In addition, another study found that the
overdose mortality rate is three-to-eight times higher in the first two weeks after release
compared to the subsequent 10 weeks.[20] The reasons for higher overdose rates are not un‐
derstood; however, previous studies have suggested that possible reasons include poor
housing, unemployment, psychosocial problems and barriers to health care.[93-95]

Another major factor related to the increase in drug overdose rates is the lack of education,
which includes the education of healthcare providers, miscalculation of doses, and limited
literacy and numeracy.[35,45,67] Manchikant states that many healthcare providers, such as
physicians and pharmacists, do not have adequate education regarding drug misuse.[35] In
2012, Taylor investigated the pattern of acetaminophen overdose in the military and found
that a lack of education was a risk factor.[45] The CDC stated that the majority of healthcare
providers have the minimum education background regarding prescription drug misuse,
and they could prescribe addictive medicines without being aware of the risks involved.[67]
Wallace demonstrated that physicians have limited knowledge in detecting, investigating
and managing acetaminophen overdoses. Further, Wallace’s study proved that the manage‐
ment of overdoses improved when physicians had more knowledge. A management flow‐
chart for paracetamol poisoning was introduced to help physicians treat overdose cases.[96]

Income could be a major factor in drug overdose. People with low incomes could have low‐
er education and numeracy levels compared to those with higher incomes. This is supported
by Lokker’s study of parental misinterpretations of OTC medication labels, which found
that 42 per cent of parents who misinterpreted the labels had an income of less than $20,000
per annum.[75] Further, people with low incomes had more motivation to misuse prescrip‐
tion medicines compared to those with higher incomes.[97] In addition, low-income people
were six times more likely to overdose on prescription painkillers, and a US study found
that low-income people accounted for 45 per cent of prescription overdose deaths.[37] The
CDC also noted that low-income people are at a greater risk of drug overdose.[67]

In contrast, Yu’s study in 2005 investigated drug misuse admissions to the emergency de‐
partment in a large metropolitan teaching hospital in Taipei, Taiwan. The author found that
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In contrast, Yu’s study in 2005 investigated drug misuse admissions to the emergency de‐
partment in a large metropolitan teaching hospital in Taipei, Taiwan. The author found that
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those on high-incomes were more likely to misuse drugs than low and medium income peo‐
ple, and the result was statistically significant.[98] Another study by Hall, which examined
the pattern of unintentional drug overdoses, categorised participants’ incomes into four
quartiles. He found that the higher-quartile income had a greater risk of drug overdose (24.7
per 100,000 people) than the other quartiles. Further, doctor shopping is related to the high‐
er quartile; 58 per cent of doctor shoppers were represented by the higher-quartile income.
[60] Paulozzi’s study also categorised income into four quartiles and found that the higher-
quartile income was at a greater risk of death from methadone overdose (29.9 per cent) and
other opioid analgesics (33.1 per cent).[28]

Adverse Drug Reaction (ADR) consider as the fifth leading cause of death and illness in the
developed world with direct medical costs estimated to be US$30–130 billion annually in the
US and claiming 100,000-218,000 lives annually.[99] Despite this, health-related associations
estimate that 95 per cent of all ADRs in Canada and the US are not reported.[100] Many
drugs have caused adverse drug reactions after there have been proved, and this were at‐
tributed to the drug safety issue. For example in Canada, 3–4 per cent of drugs approved
will eventually be withdrawn from the market because of safety issues, Faster approval of
new drugs has the potential to produce more safety problems once drugs are on the market.
Many agencies have launched post marketing surveillance and pharmacosurveillance sys‐
tems, and these are aimed to generate safety signals for marketed drugs.[101]

Identifying patterns of drug overdose will help to implement evidence-based policies. In
a study in the UK on the effects of the withdrawal of Distalgesic (a prescription-only an‐
algesic compound) from the market, the author found an 84 per cent reduction in inten‐
tional drug overdoses presenting to emergency departments in hospitals compared with
the three years before the drug was withdrawn. Further,  there was a marked reduction
in tablet  sales  after  the medicine was withdrawn,  from 40 million in 2005 to 500,000 in
2006.  Thus,  identifying drugs that  are commonly involved in overdoses will  help in re‐
ducing the overdose rate.[102]

3. Methodology

An emergency department visit for drug overdose was the primary outcome measure, in‐
cluding unintentional and intentional overdoses. Drug overdoses are identified by physi‐
cians in the emergency department using the terms overdose, poisoning and drug relayed
problem. Secondary measures include the patient’s age, gender, interior personal occupa‐
tion, Length of Stay (LOS) in the emergency department, patient type, drug level, previous
admission, previous overdose and measurement outcome.

In this research, participants are categorised into three groups. First, interior personnel are
identified as people who work in the Ministry of Interior. The second group is interior per‐
sonnel relatives, where each employee has the right to have his family treated in the hospi‐
tal. The third group is called exceptional people; many people do not belong to the Ministry
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of Interior, but they seek treatment in the hospital because they have acquired an exception‐
al letter, as they require special health intervention.

Overdose cases obtained in the study are divided according to prescription and non- pre‐
scription drugs in order to test the hypothesis of the study. Moreover, the number of medi‐
cines involved in the cases is addressed and the drugs are categorised into three groups:
single, double and triple. In addition, drug level is addressed in the study and it is standar‐
dised to moderate or severe according to the level of drug in the body. The LOS of patients
was determined by calculating the period between the time of admission and the time of
discharge from the emergency department, or the time when admitted to the inpatient man‐
agement is included in the study and all cases are divided into two categories: discharged
from the emergency department and admitted to the inpatient department.

Descriptive statistics such as frequencies and cross-tabulations were obtained to describe the
various motives reported by the sample. All drugs involved in overdoses were obtained, as
well as their frequency, to identify the medicine that accounted for the highest percentage.
Further, the medicines used in overdoses were tabulated according to their medical indica‐
tion of use and then each medicine was categorised according to their medical indication
group. Fisher and chi-square tests were conducted to test the differences between categori‐
cal variables. As the chi-square prefers two-by-two tables and each cell must have at least
five cells, the patients’ type needed to be re-categorised into two groups: interior and non-
interior. Although the patients’ type was allocated to two groups, one of the cells had less
than five, so a Fisher exact test was used.

The data was obtained from medical records, which raises the issue of confidentiality. How‐
ever, the anonymity of participants will be protected, and only de-identified data was ac‐
cessed. A letter was obtained from the hospital to ensure the anonymity of the research. The
data was obtained only from files that were considered essential for the research. No patient
was contacted as part of this study. Each participant will have a unique three-digit code. The
data collection complies with the National Health and Medical Research Council’s National
Statement on Ethical Conduct in Human Research. Further, the study has been approved by
the Security Forces Hospital’s Research Committee. In addition, the UWA’s Human Re‐
search Ethics Committee has approved this study.

4. Results

4.1. Demographic characteristics

One hundred and forty drug overdose cases were admitted to the emergency department of
the Riyadh Security Forces Hospital between 1 January 2007 and 31 December 2011. Table 1
describes the demographic characteristics of patients associated with drug overdose, and the
findings are discussed below. Females accounted for 57.90 per cent of cases and males ac‐
counted for 42.10 per cent. In this study, there is a variety in age distribution, with patients
aged between 11 months and 86 years. The patients’ ages were divided into seven groups:
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interior. Although the patients’ type was allocated to two groups, one of the cells had less
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The data was obtained from medical records, which raises the issue of confidentiality. How‐
ever, the anonymity of participants will be protected, and only de-identified data was ac‐
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data was obtained only from files that were considered essential for the research. No patient
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data collection complies with the National Health and Medical Research Council’s National
Statement on Ethical Conduct in Human Research. Further, the study has been approved by
the Security Forces Hospital’s Research Committee. In addition, the UWA’s Human Re‐
search Ethics Committee has approved this study.

4. Results

4.1. Demographic characteristics

One hundred and forty drug overdose cases were admitted to the emergency department of
the Riyadh Security Forces Hospital between 1 January 2007 and 31 December 2011. Table 1
describes the demographic characteristics of patients associated with drug overdose, and the
findings are discussed below. Females accounted for 57.90 per cent of cases and males ac‐
counted for 42.10 per cent. In this study, there is a variety in age distribution, with patients
aged between 11 months and 86 years. The patients’ ages were divided into seven groups:
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(0.01–1.12), (2.00–9.12), (10.00–19.12), (20.00–29.12), (30.00–44.12), (45.00–59.12) and (over 60
years). This study demonstrates that groups (2.00–9.12 years) and (over 60 years) accounted
for the highest percentage of drug overdose cases (22.9 per cent).

Characteristics Number Per cent

Gender:

Male 59 42.1

Female 81 57.9

Age groups:

0.01–1.12 years 8 5.7

2.00–9.12 years 32 22.9

10.00–19.12 years 9 6.4

20.00–29.12 years 25 17.9

30.00–44.12 years 19 13.6

45.00–59.12 years 15 10.7

Over 60 years 32 22.9

Type:

Interior Personnel 30 21.4

Relatives 105 75.0

Exceptional people 5 3.60

Income groups:

Less than 22,000 USD 37 27.4

22,001–45,000USD 69 51.1

45,001–67,001USD 18 13.3

More than 67,001 USD 11 8.1

Table 1. Socio-demographic characteristics of drug overdose cases.

The interior personnel relatives group accounted for the highest percentage of cases (n=105,
75 per cent), and interior personnel and exceptional people accounted for 21.4 and 3.60 per
cent respectively. Income was divided into four groups that were represented by United
State Dollar (USD) per annum: (less than 22,000 USD), (22,001–45,000USD), 3 (45,001–
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67,001USD) and (more than 67,001 USD). The study showed that (22,001–45,000USD) group
represents the highest percentage of participants.

According to Table 2, 96.4 per cent of all drug overdose cases reported to the emergency
department between January 2007 and December 2011 were caused by prescription medi‐
cines.  Previous  overdoses  were  addressed  in  the  study,  and  only  eight  patients  were
found to have previous overdose experiences. Further, the study found that 53.6 per cent
of cases were associated with previous admission, and patients with one previous admis‐
sion represented 20 per cent of all participants who had been admitted previously. In the
study, some patients used more than one drug to overdose. It found that 91.4 per cent of
patients were taking one drug, while double and triple drugs accounted for 7.9 per cent
and 0.7 per cent respectively. In addition, 67.5 per cent of the cases were found to have
moderate drug levels, while severe drug levels accounted for 26.4 per cent of cases.

LOS  groups  were  categorised  into  the  following:  (less  than  five  hours),  (5.01–10.01
hours),  (10.01–15.00 hours),  (15.01–20.00 hours),  (20.01–35.00 hours)  and (over 40 hours).
It found that 50.0 per cent of all cases reported to the emergency department stayed for
less  than five  hours,  and these  cases  were  either  discharged or  transferred to  the  inpa‐
tient admission department. The study found that 106 drug overdose cases were referred
to the inpatient admission department.

Interior  relatives  accounted for  75  per  cent  of  all  overdose  cases  in  the  study.  It  found
that 28.6 per cent of the cases were aged 2–9.12 years. Further, 54 per cent of the partici‐
pants’  income was between (22,001–45,000USD) per annum. Eight cases were associated
with previous overdose cases, and seven of them were relatives. Moreover, 49.5 per cent
of cases stayed in the emergency department for less than five hours. Further, there were
34 discharged cases in the study, 28 of which were relative cases.

The outcome of a drug overdose is statistically different between patients’ type (one-sid‐
ed p-value = 0.007). It found that the inpatient admission department accounted for 93.3
per  cent  for  all  interior  personnel  cases,  while  non-interior  people  who  were  relatives
and exceptional people accounted for 78 per cent of the cases, and the difference of out‐
come management among patient type is significant. By using the Fisher exact test,  pre‐
vious  admission  is  statistically  relevant  to  patient  type  (one-sided  p-value  =  0.033).  It
found that  70 and 50.1  per  cent  of  interior  and non interior  cases were associated with
previous admission; thus, the difference is significant. The difference between drug level
and outcome management was tested using a chi-square test, and a significant difference
was found. It found that 72.6 per cent of moderate-level cases were admitted to the inpa‐
tient  department  and 91.9  per  cent  of  severe-level  cases  were  admitted to  the  inpatient
department. The management outcome from admission is statistically relevant to the lev‐
el of drug (one-sided p-value = 0.008). The difference between gender and patients’ type
was  tested  using  the  Fisher  exact  test;  thus,  gender  is  statistically  relevant  to  patients’
type (one-sided p-value = 0.000).
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study, some patients used more than one drug to overdose. It found that 91.4 per cent of
patients were taking one drug, while double and triple drugs accounted for 7.9 per cent
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pants’  income was between (22,001–45,000USD) per annum. Eight cases were associated
with previous overdose cases, and seven of them were relatives. Moreover, 49.5 per cent
of cases stayed in the emergency department for less than five hours. Further, there were
34 discharged cases in the study, 28 of which were relative cases.
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ed p-value = 0.007). It found that the inpatient admission department accounted for 93.3
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was found. It found that 72.6 per cent of moderate-level cases were admitted to the inpa‐
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Characteristics Number Per cent

Previous overdose:

Yes 8 5.7

No 132 94.3

Previous admission:

Yes 75 53.6

No 65 46.4

Number of previous admissions:

0 65 46.4

1 28 20.0

2 21 15.0

3 8 5.7

4 6 4.3

5 4 2.9

7 and more 8 5.6

Drug kind:

Prescription 135 96.4

Non-prescription 5 3.6

Drug combination:

Single drug 128 91.4

Double drugs 11 7.9

Triple drugs 1 0.7

Drug level:

Moderate 95 67.9

Severe 37 26.4

LOS groups:

Less than five hours 70 50.0

5.01–10.01 hours 24 17.1

10.01–15.00 hours 12 8.6

15.01–20.00 hours 13 9.3

20.01–35.00 hours 10 7.1

Over 40 hours 11 7.9

Outcome management:

Discharge 34 24.3

Inpatient admission 106 75.7

Table 2. Characteristics of drug overdose cases

4.2. Drug overdose percentages and rates

The means of LOS age and income per annum of patients in the emergency department are
addressed, and it was found that the average LOS was around 11 hours, average age was 33
years and four months, and average income was around 35,951 USD.
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The number of drug overdose cases was calculated for each year of the study. The annual
number of emergency admissions was requested from the medical records department to
identify the rate of drug overdose cases among all emergency cases. All results are shown in
Table 3. According to the results, the rate of drug overdose reduced between 2007 and 2011.

Year Number of cases Number of emergency cases Rate

2007 33 9576 3.45 per 1,000

2008 30 9131 3.26 per 1,000

2009 26 8707 2.99 per 1,000

2010 26 8209 3.17 per 1,000

2011 25 7883 3.17 per 1,000

Table 3. Number and rate of drug overdose for each year in the study

Most patients overdosed on one drug. Fifty-eight prescription and non-prescription medi‐
cines were included in the study. These medicines were categorised in terms of medical in‐
dication purpose. Seven drug categories were found in the study, and each one involved
more than seven cases. Further, anti-coagulants and analgesics accounted for 35.3 per cent of
drug overdose cases. These categories were investigated in terms of age groups. The find‐
ings show that 55 per cent of anti-coagulant overdose cases occurred in patients aged over
60 years, while 41 per cent of analgesic overdose cases occurred in patients aged 20–30
years. According to the findings, Warfarin accounted for the highest percentage of drug
overdoses. Warfarin accounted for 85 per cent of overdoses in patients aged over 50 years,
while two cases occurred in children and middle-aged people respectively. Further, people
in lower and middle-income groups accounted for 85.7 per cent of anti-coagulant cases.

The results show that four patients from age (20.00–29.12 years), had a previous overdose,
and this age group represented 50 per cent of patients associated with previous overdoses.
Moreover, two patients overdosed on OTC medicines twice, and one patient overdosed
twice on Warfarin. Two deaths occurred from drug overdoses: one death was a patient who
overdosed on paracetamol twice, and the other was attributed to amphetamine. In addition,
there were 18 overdose cases aged from 15 to 25 years. It found that analgesics and antipsy‐
chotics accounted for 38.8 and 22.2 per cent of the cases respectively. Cholesterol-lowering
and diabetic medicines were involved in two cases and antihistamine and antiepileptic
drugs were involved in one case each.

As the hospital belongs to the Ministry of Interior, it is important to identify the occupations
that are more involved in drug overdoses. There were 30 interior personnel cases, and elev‐
en positions represented all interior personnel drug overdose cases. The system of occupa‐
tion in the Ministry of Interior has two major categories: officer and non-officer. Non-officer
personnel presented at a higher rate in drug overdoses than non-officer personnel. In this
study, five of 30 cases belong to officers and the rest belong to non-officers.
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Characteristics Number Per cent
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more than seven cases. Further, anti-coagulants and analgesics accounted for 35.3 per cent of
drug overdose cases. These categories were investigated in terms of age groups. The find‐
ings show that 55 per cent of anti-coagulant overdose cases occurred in patients aged over
60 years, while 41 per cent of analgesic overdose cases occurred in patients aged 20–30
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The results show that four patients from age (20.00–29.12 years), had a previous overdose,
and this age group represented 50 per cent of patients associated with previous overdoses.
Moreover, two patients overdosed on OTC medicines twice, and one patient overdosed
twice on Warfarin. Two deaths occurred from drug overdoses: one death was a patient who
overdosed on paracetamol twice, and the other was attributed to amphetamine. In addition,
there were 18 overdose cases aged from 15 to 25 years. It found that analgesics and antipsy‐
chotics accounted for 38.8 and 22.2 per cent of the cases respectively. Cholesterol-lowering
and diabetic medicines were involved in two cases and antihistamine and antiepileptic
drugs were involved in one case each.

As the hospital belongs to the Ministry of Interior, it is important to identify the occupations
that are more involved in drug overdoses. There were 30 interior personnel cases, and elev‐
en positions represented all interior personnel drug overdose cases. The system of occupa‐
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Position name Frequency

Soldier 7

First soldier 5

Captain 4

First Sargent 3

Sargent 2

Staff-Sargent 2

Unknown 2

Colonel 1

Corporal 1

Chief-Sargent 1

Porter 1

Senior-Sargent 1

Table 4. Occupations of interior personnel cases and their frequency

5. Discussion

We found that females accounted for a higher percentage of drug overdose cases than
males, which is similar to findings in previous studies.[6,22,103,104] In contrast, Alfawal’s
study found that males accounted for 88 per cent of the cases.[7] Further, it found that (2.00–
9.12 years) and (over 60 years) patients accounted for the highest percentage, at 22.9 per cent
of cases. Previous studies associated the elderly with a higher percentage of drug overdoses,
and this study had a similar result.[79,82] Further, the CDC found that the highest risk
group of drug overdose among children was amongst those aged two years.[80] This re‐
search reached the same conclusion. Thus, most cases might have occurred unintentionally
because previous studies demonstrated that children and the elderly are at a higher risk of
unintentional overdose.[80]

The finding stated that 75.7 per cent of cases were referred to the inpatients admission de‐
partment. According to the medical records department supervisor, this high percentage is
not because most cases were severe; rather, many cases that were presented and discharged
from the emergency department were missing and did not register to the medical files.
There are two possible reasons for missing drug overdose cases. First, there is a higher load
on emergency physicians; so many diagnostic forms are not fully completed. Second, many
cases present to the emergency department have not been registered in the patients’ medical
records, so some overdose cases may have been missed and not caught by the ICD-9-CM.
This explains why there were only 140 drug overdose cases in the five-year period. A study
conducted in the National Guard Hospital in Riyadh, which is considered larger than the
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Security Force Hospital, found nine drug overdose cases per month,[105] compared to this
study, which found around three cases per month. This is further evidence that there might
be missing cases.

Fifty-eight medicines were involved in the drug overdose cases, and the most common drug
was Warfarin, which caused 29 overdose cases. This finding differs from previous studies
conducted in Saudi Arabia, which found that OTC medicines accounted for a large percent‐
age of drug overdoses. Moazzam’s and Aljahdali’s studies found that paracetamol account‐
ed for 24.1 per cent of 170 drug overdose cases and 30 per cent of 79 cases, respectively.
[21,22]Ahmed’s study found that mefenamic acid accounted for 20 per cent of 50 cases in‐
vestigated.[6] Moreover, Malik’s study found that the most common drugs used were anal‐
gesics and non-steroid anti- inflammatory drugs.[104] AbuMadini’s study found that 80 per
cent of cases were caused by paracetamol,[103] which was the second most common medi‐
cine in this study (12 cases).

According to  the  findings,  children aged 2–9 years  accounted for  22.4  per  cent  of  drug
overdose cases. This might indicate that many parents leave medicines unprotected from
children,  so  children  might  administer  excessive  amounts  of  drugs  accidentally.  Educa‐
tion and awareness campaigns should be conducted to educate people about the risk of
leaving medicines unprotected, as well as how to store their medicines correctly.[1,75,106,
107] Further, leaving medicines unsecured from children can contribute to an increase in
the rate  of  drug overdose.[78,108,109]  According to  the American Association of  Poison
Control  Centers,  in  2009,  prescription and OTC drugs caused more than 30 per  cent  of
children’s death in the US.[110]

Many policy and prevention measures can be implemented to protect children from drug
overdoses, such as child-resistant packaging (CRP), product reformulations and heightened
parental awareness. CRP reduced the drug overdose mortality rate of children by 45 per
cent between 1974 and 1992.[22,80] Medication packaging will not protect children from
overdose, and it becomes ineffective if the medication is not re-secured correctly.[109] Fur‐
ther, packaging has not proved to be effective, as young children have the dexterity to open
these containers.[111] Some prevention programs have been conducted to educate parents
about storing medicine in safe places. The Preventing Overdoses and Treatment Exposures
Task Force (PROTECT) launched a program called ‘Up and Away’, which aims to educate
parents about effectively storing medicines, and it emphasises the need to return medicines
to a safe storage location immediately after every use to prevent children from reaching
them.[109]

Other strategies might be helpful in preventing drug overdoses in children. For example,
the  use  of  adaptors  on  bottles  of  liquid  medication  so  that  the  medication  can  be  ac‐
cessed only with a needleless syringe; parents should not allow children to drink medi‐
cine directly from the bottle; and using unit dose packaging might reduce the amount of
accidental  drug ingestion.  These  strategies  are  highly  recommended for  common medi‐
cines such as OTC drugs.[80]
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As children account for a higher percentage of drug overdose cases, parents’ misunder‐
standing and miscalculation of doses can contribute to a higher percentage of overdoses.
Contributing factors include limited literacy and numeracy, particularly in age indication.
This problem is emphasised in terms of OTC medicines, as no instructions are provided di‐
rectly by healthcare providers.[28,112] Applying simple language instructions and warning
labels in the leaflets of medicines might be helpful in terms of calculating correct doses.[75]
Further, healthcare providers should request that parents with low literacy levels use one
product for all children in the family, which might help to prevent dose miscalculation.[73]

Another major factor contributing to drug overdoses in children is the availability of unused
drugs in homes.[113] The solution for this problem is medication disposal. Campaigns for
the disposal of medications have been used in many countries, which would help to reduce
accidental drug overdoses in children, intentional drug abuse and the accumulation of
drugs by elderly people, as well as protect the physical environment and eliminate waste in
the healthcare system.[113,114] The government of Ireland launched a campaign called Dis‐
pose of Unused Medicines Properly (DUMP), which encouraged the public to return unused
or expired medicines to community pharmacies. The project was launched in 2005, and
9,608 items were returned in the first year and 2,951 kilograms were returned in 2006. The
most common medicine group returned was the nervous system class, which accounted for
26.3 per cent.[115]

A study conducted in  Saudi  Arabia  in  2003 identified the  issue of  unused and expired
medicines  in  Saudi  dwellings.  The  study  recruited  1,641  households  in  22  cities.  The
study found that more than 80 per cent of Saudi families had more than five medicines,
with  an  average  of  more  than  two  medicines  that  were  expired  or  unused.  The  most
common drugs found in the participants’  houses were respiratory drugs (16.8 per cent),
followed by central nervous system (CNS) agents (16.4 per cent) and antibiotics (14.3 per
cent). Of the 2,050 CNS medications, OTC analgesics (including non-steroidal anti-inflam‐
matory agents)  constituted 49.9 per cent  of  the total  (n =  1,023).  Further,  51 per cent  of
all medicines found were not currently used and, of these, 40 per cent were expired. So
medication wastage can provide greater opportunity to access prescription drugs in Sau‐
di Arabia. The study recommended disposal medication campaigns to reduce the danger
of available unused and expired medicines.[116]

According to the results a large number of medicines were involved in drug overdose, and
thus might indicated that many patients have excessive amount of medicines in there dwell‐
ing. One reason might contribute to the excessive amount of medicines is drug seeking be‐
haviour. Warfarin accounted for the highest percentage of drug overdoses. Eighty-five per
cent of all Warfarin overdoses occurred in patients aged over 50 years, while two cases oc‐
curred in children and the middle-aged, respectively. This might indicate that the overdoses
occurred unintentionally. One of major reasons for Warfarin overdoses is that it has a nar‐
row therapeutic index; thus, administrating a larger dose would easily lead to overdoses.
[117] Further, Warfarin is associated with complex pharmacology and inherent risk of out‐
come. As it is used continuously, maintaining the dose is critical to ensure safe and effective
therapy.[117]
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According to the results, females accounted for a higher percentage of drug overdoses. Sev‐
eral factors might contribute to this. First, family conflict was stated as a higher-risk factor of
drug overdoses in women. Aljahdali’s study found that 80 per cent of the 79 overdose cases
investigated were female, and 60 per cent had family conflicts.[22] Further, a study was con‐
ducted in the King Fahd Hospital of the University (KFHU) to investigate cases of deliberate
self-harm presented to the emergency department of the hospital. The study recruited 362
cases, and the female to male ratio was 1.8:1. The study found that 71 per cent of cases were
drug overdoses, of which 50.3 per cent were caused by family problems.[103] Moreover, a
study was conducted in Saudi Arabia in KFHU to investigate non-fatal, deliberate self-harm
cases. There were 55 cases investigated over nine months, and 80 per cent of them were fe‐
male. The most common method used was self-poisoning (drug and chemical). The study
found that family conflict was the main factor, contributing to 50.9 per cent of cases.[118]

The rate of drug overdose for each year of the study period was reduced from 3.45 to 3.17
per 1,000. However, the number of emergency admissions also reduced annually. This result
contrasts with previous studies. For example, Moazzam found an increased rate of drug poi‐
soning in the alQassim region in Saudi Arabia, from 6.6 per 100,000 in 1999 to 10.7 per
100,000.[21] Further, Malik found that the number of drug overdose cases presented in Asir
Center Hospital increased from two cases in 1989 to 22 cases in 1993.[104] This indicates that
there were perhaps more preventive and awareness programs in Saudi Arabia in the previ‐
ous years.

There are several pharmacyosurveillance implications; one of them is collecting data regard‐
ing motivations and causes of drug overdose. According to the finding most of the cases oc‐
curred in elderly and children, so targeting these groups of people would help in reducing
the rate of drug overdose cases.[119] Further, another implication would be the use of Elec‐
tronic prescription. It is defined as a tool for prescribers to electronically prepare and send
an accurate, error-free and understandable prescription directly to a pharmacy. Previous
study found that electronic prescription system reduced medical errors by 55 per cent - from
10.7 to 4.9 per 1000 patient-days.[120] According to the results the rate of drug overdose cas‐
es in the emergency department decreased between 2007 and 2011, and this was attributed
for using electronic prescription system in the hospital.

Drug related problems account for large amount of money in hospital cost. For example, in
US a probability model in 2002 estimated that morbidity and mortality associated with
DRPs account for $76.6 billion in hospital cost. Further, a study conducted in Saudi Arabia
in 2008 found that the estimate cost of one day admission for drug related problem is 666$.
So Implementing preventable measures such as pharmacosurveillance system would be a
cost effective.[105]

Some policies might be implemented to reduce the risk of drug overdose cases. As Warfarin
accounted for the highest percentage of drug overdoses, particularly in elderly people, fur‐
ther dose instruction should be given to elderly patients to ensure they have understood the
instructions correctly.[85] Further, patients acquired Warfarin from hospital; thus, if the
quantity of medicine dispensed is reduced, drug overdose cases might be prevented. In ad‐
dition, children accounted for the highest percentage of drug overdose cases, so policymak‐
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ers should implement awareness courses to educate parents to secure and protect medicines
from children.[80] There was a wide range of medicines involved in drug overdose cases, so
further dose instruction is needed. Moreover, patients must be educated regarding the dan‐
gers of overdosing.

6. Conclusion

Despite religious, cultural and legal deterrents, occasional cases of drug overdoses occur in
the Saudi population.

The main limitations of this study mainly in relate to the quality of data available in pa‐
tients’ medical records, as many files might not be fully documented, and some variables re‐
lated to research are not found in the medical records (e.g. education level). Moreover, as the
income level is identified based on the household occupation, a number of files did not
document the household occupation; thus, some patients’ incomes were not available. The
sample size is considered small, as there are few statistically significant associations between
variables. Thus, the findings relating to associations between variables might not represent
the actual validity of the associations between the independent and outcome variables. In
addition, the data in this study was collected from a single institution, and the patients of
drug overdoses have special characteristics that might not be similar to the general Saudi
population. For example, all people treated in the hospital obtain medicines from the phar‐
macy without any charge. Further, One of the limitations of this study is that it does not
state the reasons for drug overdoses, and it does not identify if overdoses occurred inten‐
tionally or accidentally.

Some significant findings were made, such as Warfarin causing 29 overdose cases, and pa‐
tients aged over 50 accounting for 85 per cent of all Warfarin cases. This finding signifies a
problem with Warfarin in elderly patients, and further research is needed to identify the ma‐
jor cause of this high percentage and to assist in implementing preventive measures to pro‐
tect the elderly from the risk of overdosing. Further, children accounted for a high
percentage of drug overdoses, and the study stated that 66.6 of anti-hypertensive overdoses
were children. Thus, further research should be conducted to identify the reasons why chil‐
dren overdose so they can be protected from drug overdoses.

These findings could help the hospital to implement preventive strategies and policies. As
many cases occur accidentally, education and awareness programs are required regarding
dose instructions and the storage and disposal of medicines. Further, many patients keep ex‐
cessive amounts of medicines in their dwellings, so reducing the amount of medicines pro‐
vided to chronic patients would help to reduce drug overdose cases. Education of
physicians on drug-seeking behaviour of patients is important. Further, special courses in
dose instructions could be implemented for elderly patients, as well as programs that target
parents regarding dose calculations for their children and the safe storage of medicines. In
addition, clinical guidelines for overdose management need to be standardised, and the sur‐
veillance and recording of overdose information should be improved. Lastly, improved edu‐
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cation is required for the public and for health workers in order to prevent drug interactions
that might precipitate overdoses.
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physicians on drug-seeking behaviour of patients is important. Further, special courses in
dose instructions could be implemented for elderly patients, as well as programs that target
parents regarding dose calculations for their children and the safe storage of medicines. In
addition, clinical guidelines for overdose management need to be standardised, and the sur‐
veillance and recording of overdose information should be improved. Lastly, improved edu‐
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cation is required for the public and for health workers in order to prevent drug interactions
that might precipitate overdoses.
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1. Introduction

The term research refers to a class of activities designed to develop or contribute to general‐
izable knowledge. Generalizable knowledge consists of theories, principles or relationships,
or the accumulation of information on which they are based, that can be corroborated by
accepted scientific methods of observation and inference [1]. In the present context "research"
includes both medical and behavioral studies pertaining to human health. Generally "research"
is usually modified by the adjective "biomedical" to indicate that the reference is to health-
related research [1, 2].

Progress in medical care and disease prevention depends upon an understanding of physio‐
logical and pathological processes or epidemiological findings, and requires at some time
research involving human subjects. The collection, analysis and interpretation of information
obtained from research involving human beings contribute significantly to the improvement
of human health [3].

Research involving human subjects includes patient care (clinical research) and that under‐
taken on patients or other subjects, or with data pertaining to them, solely to contribute to
generalizable knowledge (non-clinical biomedical research) [4]. Research is defined as
"clinical" if one or more of its components is designed to be diagnostic, prophylactic or
therapeutic for the individual subject of the research. Invariably, in clinical research, there are
also components designed not to be diagnostic, prophylactic or therapeutic for the subject;
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examples include the administration of placebos and the performance of laboratory tests in
addition to those required to serve the purposes of medical care [5].

Advances in biomedical science and technology, and their application in the practice of
medicine, are provoking some anxiety among the public and confronting society with new
ethical problems. Society is expressing concern about what it fears would be abuses in scientific
investigation and biomedical technology [1, 5]. This is understandable in view of the meth‐
odology of biomedical experimental research. Investigation begins with the construction of
hypotheses and these are then tested in laboratories and with experimental animals. For the
findings to be clinically useful, experiments must be performed on human subjects, and, even
though carefully designed, such research entails some risk to the subjects [6]. This risk is
justified not by any personal benefit to the researcher or the research institution, but rather by
its benefit to the human subjects involved, and its potential contribution to human knowledge,
to the relief of suffering or to the prolongation of life [7].

Society devises measures to protect against possible abuses. The first international code of
ethics for research involving human subjects — the Nuremberg Code — was a response to the
atrocities committed by Nazi research physicians, revealed at the Nuremberg War Crimes
Trials [8]. Thus it was to prevent any repetition by physicians of such attacks on the rights and
welfare of human beings that human-research ethics came into being. The Nuremberg Code,
issued in 1947, laid down the standards for carrying out human experimentation, emphasizing
the subject's voluntary consent. In 1964 the World Medical Association took an important step
further to reassure society: it adopted the Declaration of Helsinki, most recently revised in
1989, which lays down ethical guidelines for research involving human subjects. In 1966 the
United Nations General Assembly adopted the International Covenant on Civil and Political
Rights, which entered into force in 1976, and which states (Article 7): "No one shall be subjected
to torture or to cruel, inhuman or degrading treatment or punishment. In particular, no one shall be
subjected without his free consent to medical or scientific experimentation ". It is through this
statement that society expresses the fundamental, human value that is held to govern all
research involving human subjects — the protection of the rights and welfare of all human
subjects of scientific experimentation.

In the late 1970s, in view of the special circumstances of developing countries in regard to the
applicability of the Nuremberg Code and the Declaration of Helsinki, the Council for Inter‐
national Organizations of Medical Sciences (CIOMS) and the World Health Organization
(WHO) undertook a further examination of these matters, and in 1982 issued Proposed
International Guidelines for Biomedical Research Involving Human Subjects. The purpose of the
Proposed Guidelines was to indicate how the ethical principles that should guide the conduct of
biomedical research involving human subjects, as set forth in the Declaration of Helsinki, could
be effectively applied, particularly in developing countries, given their socioeconomic
circumstances, laws and regulations, and executive and administrative arrangements [9].

Certain areas of research do not receive special mention in the guidelines; they include human
genetic research, embryo and fetal research, and fetal tissue research. These represent research
areas in rapid evolution and in various respects controversial.
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The mere formulation of ethical guidelines for biomedical research involving human subjects
will hardly resolve all the moral doubts that can arise in association with such research, but
the guidelines can at least draw the attention of investigators, sponsors and ethical review
committees to the need to consider carefully the ethical implications of research protocols and
the conduct of research, and thus conduce to high scientific and ethical standards of research.

Given the different perceptions and priority views in the debate over the value and role of
biomedical research, it is believed that the biomedical community must take stock and
recommit its efforts to diseases that have a major effect on the population. This requires a re-
evaluation of funding priorities, open interactions among researchers, and creating a more
effective relations among stakeholders, government, foundations and institutions of higher
learning. There is also the need for a shift in paradigm in biomedical research towards poverty
related diseases and emerging diseases to reduce the 90/10 gap [6, 30].

2. International declarations and guidelines for ethical framework

The first international document on the ethics of research, the Nuremberg Code, was promul‐
gated in 1947 as a consequence of the trial of physicians who had conducted atrocious
experiments on unconsenting prisoners and detainees during the Second World War. The
Code, designed to protect the integrity of the research subject, sets out conditions for the ethical
conduct of research involving human subjects, emphasizing the human subject's "voluntary
consent" to research.

To give the Universal Declaration of Human Rights, adopted by the United Nations General
Assembly in 1948, legal as well as moral force, the General Assembly of the United Nations
adopted in 1966 the International Covenant on Civil and Political Rights, of which Article 7
states " No one shall be subjected to torture or to cruel, inhuman or degrading treatment or punishment.
In particular, no one shall be subjected without his free consent to medical or scientific experimenta‐
tion. "

The Declaration of Helsinki, promulgated in 1964 by the World Medical Association, is the
fundamental document in the field of ethics in biomedical research and has had considerable
influence on the formulation of international, regional and national legislation and codes of
conduct. The Declaration, revised in Tokyo in 1975, in Venice in 1983, and again in Hong Kong
in 1989, is a comprehensive international statement of the ethics of research involving human
subjects. It sets out ethical guidelines for physicians engaged in both clinical and non- clinical
biomedical research, and provides among its rules for informed consent of subjects and ethical
review of the research protocol [10].

The publication in 1982 of Proposed International Guidelines for Biomedical Research Involving
Human Subjects was a logical development of the Declaration of Helsinki. As stated in the
Introduction of that publication, the Guidelines were intended to indicate how the ethical
principles embodied in the Declaration could be effectively applied in developing countries.
The text explained the application of established ethical principles to biomedical research
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involving human subjects and drew attention to new ethical issues arising in the period that
preceded its publication. The present publication, International Ethical Guidelines for Biomedical
Research Involving Human Subjects, supersedes the 1982 Proposed International Guidelines.

CIOMS and WHO have continued to work together to provide ethical guidance for research
involving human subjects. One important outcome of this cooperation has been International
Guidelines for Ethical Review of Epidemiological Studies, published by CIOMS in 1991, intended
to assist investigators and institutions as weIl as regional and national authorities in setting
and maintaining standards for the ethical review of epidemiological studies [10].

2.1. Fundamental ethical principles

All research involving human subjects should be conducted in accordance with three basic
ethical principles, namely respect for persons, beneficence and justice. It is generally agreed
that these principles, which in the abstract have equal moral force, guide the conscientious
preparation of proposals for scientific studies [11]. In varying circumstances they may be
expressed differently and given different moral weight, and their application may lead to
different decisions or courses of action. The present guidelines are directed at the application
of these principles to research involving human subjects.

2.1.1. Respect for persons

Respect for persons incorporates at least two fundamental ethical considerations, namely:

a) respect for autonomy, which requires that those who are capable of deliberation about their
personal choices should be treated with respect for their capacity for self-determination; and
b) protection of persons with impaired or diminished autonomy, which requires that those
who are dependent or vulnerable be afforded security against harm or abuse [12].

2.1.2. Beneficence

Beneficence refers to the ethical obligation to maximize benefits and to minimize harms and
wrongs. This principle gives rise to norms requiring that the risks of research be reasonable in
the light of the expected benefits, that the research design be sound, and that the investigators
be competent both to conduct the research and to safeguard the welfare of the research subjects.
Beneficence further proscribes the deliberate infliction of harm on persons; this aspect of
beneficence is sometimes expressed as a separate principle, non-maleficience (do no harm).

2.1.3. Justice

Justice refers to the ethical obligation to treat each person in accordance with what is morally
right and proper, to give each person what is due to him or her. In the ethics of research
involving human subjects the principle refers primarily to distributive justice, which requires
the equitable distribution of both the burdens and the benefits of participation in research.
Differences in distribution of burdens and benefits are justifiable only if they are based on
morally relevant distinctions between persons; one such distinction is vulnerability [13].
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"Vulnerability" refers to a substantial incapacity to protect one's own interests owing to such
impediments as lack of capability to give informed consent, lack of alternative means of
obtaining medical care or other expensive necessities, or being a junior or subordinate member
of a hierarchical group. Accordingly, special provisions must be made for the protection of the
rights and welfare of vulnerable persons [14].

2.1.4. Research involving human subjects includes the following areas

i. controlled trials of diagnostic, preventive or therapeutic measures in larger groups
of persons, designed to demonstrate a specific generalizable response to these
measures against a background of individual biological variation

ii. studies designed to determine the consequences for individuals and communities of
specific preventive or therapeutic measures; and studies concerning human health-
related behaviour in a variety of circumstances and environmentsstudies of a
physiological, biochemical or pathological process, or of the response to a specific
intervention, whether physical, chemical or psychological- in healthy subjects or
patients;

iii. Research involving human subjects  may employ either  observation or  physical,
chemical or psychological intervention; it may also either generate records or make
use of existing records containing biomedical or other information about individu‐
als who mayor may not be identifiable from the records or information. The use of
such records and the protection of the confidentiality of data obtained from those
records are discussed in International Guidelines for Ethical Review of Epidemiological
Studies [15].

Research involving human subjects also includes research in which environmental factors are
manipulated in a way that could affect incidentally-exposed individuals. Research is defined
in broad terms in order to embrace field studies of pathogenic organisms and toxic chemicals
under investigation for health-related purposes.

Research involving human subjects is to be distinguished from the practice of medicine, public
health and other forms of health care, which is designed to contribute directly to the health of
individuals or communities. Prospective subjects may find it confusing when research and
practice are to be conducted simultaneously, as when research is designed to obtain new
information about the efficacy of a drug or other therapeutic, diagnostic or preventive
modality.

Research involving human subjects need to be conducted only by, or strictly supervised by,
suitably qualified and experienced investigators and in accordance with a protocol that clearly
states: the aim of the research; the reasons for proposing that it involve human subjects; the
nature and degree of any known risks to the subjects; the sources from which it is proposed
to recruit subjects; and the means proposed for ensuring that subjects' consent will be ade‐
quately informed and voluntary. The protocol should be scientifically and ethically appraised
by one or more suitably constituted review bodies, independent of the investigators [16].
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3. Consideration of some important ethical guidelines

3.1. Informed consent human participation in clinical research

3.1.1. Guideline 1: Individual informed consent

For all biomedical research involving human subjects, the investigator must obtain the
informed consent of the prospective subject or, in the case of an individual who is not capable
of giving informed consent, the proxy consent of a properly authorized representative [5, 13].

Informed consent is consent given by a competent individual who has received the necessary
information; who has adequately understood the information; and who, after considering the
information, has arrived at a decision without having been subjected to coercion, undue
influence or inducement, or intimidation.

Informed consent is based on the principle that competent individuals are entitled to choose
freely whether to participate in research. Informed consent protects the individual's freedom
of choice and respects the individual's autonomy [17].

In itself, informed consent is an imperfect safeguard for the individual, and it must always be
complemented by independent ethical review of research proposals. Moreover, many
individuals, including young children, many adults with severe mental or behavioural
disorders, and many persons who are totally unfamiliar with modern medical concepts, are
limited in their capacity to give adequate informed consent [17]. Because their consent could
imply passive and uncomprehending participation, investigators must on no account presume
that consent given by such vulnerable individuals is valid, without the prior approval of an
independent ethical-review body. When an individual is incapable of making an informed
decision whether to participate in research, the investigator must obtain the proxy consent of
the individual's legal guardian or other duly authorized representative [18].

When the research design involves no more than minimal risk- that is, risk that is no more
likely and not greater than that attached to routine medical or psychological examination -and
it is not practicable to obtain informed consent from each subject, the ethical review committee
may waive some or all of the elements of informed consent [19]. Investigators should never
initiate research involving-human subjects without obtaining each subject's informed consent,
unless they have received explicit approval to do so from an ethical review committee.

3.1.2. Guideline 2: Essential information for prospective research subjects

Before requesting an individual's consent to participate in research, the investigator must
provide the individual with the following information, in language that he or she is capable
of understanding:

i. that each individual is invited to participate as a subject in research, and the aims and
methods of the research; -the expected duration of the subject's participation; -the
benefits that might reasonably be expected to result to the subject or to others as an
outcome of the research;
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ii. any foreseeable risks or discomfort to the subject, associated with participation in the
research;

iii. any alternative procedures or courses of treatment that might be as advantageous to
the subject as the procedure or treatment being tested;

iv. the extent to which confidentiality of records in which the subject is identified will
be maintained;

v. the extent of the investigator's responsibility, if any, to provide medical services to
the subject;

vi. that therapy will be provided free of charge for specified types of research-related
injury;

vii. whether the subject or the subject's family or dependants will be compensated for
disability or death resulting from such injury; and

viii. that the individual is free to refuse to participate and will be free to withdraw from
the research at any time without penalty or loss of benefits to which he or she would
otherwise be entitled [20].

3.1.3. Guideline 3: Obligations of investigators regarding informed consent

The investigator has a duty to:

1. communicate to the prospective subject all the information necessary for adequately
informed consent;

2. give the prospective subject full opportunity and encourage- ment to ask questions;

3. exclude the possibility of unjustified deception, undue influence and intimidation;

4. seek consent only after the prospective subject has adequate knowledge of the relevant
facts and of the consequences of participation, and has had sufficient opportunity to
consider whether to participate;

5. as a general rule, obtain from each prospective subject a signed form as evidence of
informed consent; and

6. Renew the informed consent of each subject if there are material changes in the conditions
or procedures of the research [21].

3.1.4. Guideline 4: Inducement to participate

Subjects may be paid for inconvenience and time spent, and should be reimbursed for expenses
incurred, in connection with their participation in research; they may also receive free medical
services. However, the payments should not be so large or the medical services so extensive
as to induce prospective subjects to consent to participate in the research against their better
judgment ("undue inducement"). All payments, reimbursements and medical services to be
provided to research subjects should be approved by an ethical review committee [21].
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3.1.5. Guideline 5: Research involving children

Before undertaking research involving children, the investigator must ensure that:

i. children will not be involved in research that might equally well be carried out with
adults;

ii. the purpose of the research is to obtain knowledge relevant to the health needs of
children;

iii. a parent or legal guardian of each child has given proxy consent;

iv. the consent of each child has been obtained to the extent of the child's capabilities;

v. the child's refusal to participate in research must always be respected unless accord‐
ing to the research protocol the child would receive therapy for which there is no
medically- acceptable alternative;

vi. the risk presented by interventions not intended to benefit the individual child-
subject is low and commensurate with the importance of the knowledge to be gained;
and

vii. interventions that are intended to provide therapeutic benefit are likely to be at least
as advantageous to the individual child-subject as any available alternative [22]..

3.1.6. Guideline 6: Research involving persons with mental or behavioural disorders

Before undertaking research involving individuals who by reason of mental or behavioural
disorders are not capable of giving adequately informed consent, the investigator must ensure
that:

i. such persons will not be subjects of research that might equally well be carried out
on persons in full possession of their mental faculties;

ii. the purpose of the research is to obtain knowledge relevant to the particular health
needs of persons with mental or behavioural disorders;

iii. the consent of each subject has been obtained to the extent of that subject's capabilities,
and a prospective subject's refusal to participate in non-clinical research is always
respected;

iv. in the case of incompetent subjects, informed consent is obtained from the legal
guardian or other duly authorized person;

v. the degree of risk attached to interventions that are not intended to benefit the
individual subject is low and commensurate with the importance of the knowledge
to be gained; and

vi. interventions that are intended to provide therapeutic benefit are likely to be at least
as advantageous to the individual subject as any alternative [23].
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3.1.7. Guideline 7: Research involving prisoners

Prisoners with serious illness or at risk of serious illness should not arbitrarily be denied access
to investigational drugs, vaccines or other agents that show promise of therapeutic or preven‐
tive benefit.

3.1.8. Guideline 8: Research involving subjects in underdeveloped communities

Before undertaking research involving subjects in underdeveloped communities, whether in
developed or developing countries, the investigator must ensure that:

i. persons in underdeveloped communities will not ordinarily be involved in research
that could be carried out reasonably well in developed communities;

ii. the research is responsive to the health needs and the priorities of the community in
which it is to be carried out;

iii. every effort will be made to secure the ethical imperative that the consent of individ‐
ual subjects be informed; and

iv. the proposals for the research have been reviewed and approved by an ethical review
committee that has among its members or consultants persons who are thoroughly
familiar with the customs and traditions of the community [24].

3.1.9. Guideline 9: Informed consent in epidemiological studies

For several types of epidemiological research individual informed consent is either impracti‐
cable or inadvisable. In such cases the ethical review committee should determine whether it
is ethically acceptable to proceed without individual informed consent and whether the
investigator's plans to protect the safety and respect the privacy of research subjects and to
maintain the confidentiality of the data are adequate [25].

3.1.10. Guideline 10: Equitable distribution of burdens and benefits

Individuals or communities to be invited to be subjects of research should be selected in such
a way that the burdens and benefits of the research will be equitably distributed. Special
justification is required for inviting vulnerable individuals and, if they are selected, the means
of protecting their rights and welfare must be particularly strictly applied [26].

3.1.11. Guideline 11: Selection of pregnant or nursing (breastfeeding) women as research subjects

Pregnant or nursing women should in no circumstances be the subjects of non-clinical research
unless the research carries no more than minimal risk to the fetus or nursing infant and the
object of the research is to obtain new knowledge about pregnancy or lactation. As a general
rule, pregnant or nursing women should not be subjects of any clinical trials except such trials
as are designed to protect or advance the health of pregnant or nursing women or fetuses or
nursing infants, and for which women who are not pregnant or nursing would not be suitable
subjects [27].
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3.1.12. Guideline 12: Safeguarding confidentiality

The investigator must establish secure safeguards of the confidentiality of research data.
Subjects should be told of the limits to the investigators' ability to safeguard confidentiality
and of the anticipated consequences of breaches of confidentiality [28].

3.1.13. Guideline 13: Right of subjects to compensation

Research subjects who suffer physical injury as a result of their participation are entitled to
such financial or other assistance as would compensate them equitably for any temporary or
permanent impairment or disability. In the case of death, their dependants are entitled to
material compensation. The right to compensation may not be waived [29]

3.1.14. Guideline 14: Constitution and responsibilities of ethical review committees

All proposals to conduct research involving human subjects must be submitted for review and
approval to one or more independent ethical and scientific review committees. The investiga‐
tor must obtain such approval of the proposal to conduct research before the research is begun.
The provisions for review of research involving human subjects are influenced by political
institutions, the organization of medical practice and research, and the degree of autonomy
accorded to medical investigators. Whatever the circumstances, however, society has a dual
responsibility to ensure that [30]

i. all drugs, devices and vaccines under investigation in human subjects meet adequate
standards of safety; and

ii. the provisions of the Declaration of Helsinki are applied in all biomedical research
involving human subjects.

3.2. Externally sponsored research

3.2.1. Guideline 15: Obligations of sponsoring and host countries

Externally sponsored research entails two ethical obligations:

i. An external sponsoring agency should submit the research protocol to ethical and
scientific review according to the standards of the country of the sponsoring agency,
and the ethical standards applied should be no less exacting than they would be in
the case of research carried out in that country.

ii. After scientific and ethical approval in the country of the sponsoring agency, the
appropriate authorities of the host country, including a national or local ethical
review committee or its equivalent, should satisfy themselves that the proposed
research meets their own ethical requirements.

3.2.2. Definition

The term "externally sponsored research" refers to research undertaken in a host country but
sponsored, financed, and sometimes wholly or partly carried out by an external international
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or national agency, with the collaboration or agreement of the appropriate authorities,
institutions and personnel of the host country.

Ethical and scientific review. Committees in both the country of the sponsoring agency and the
host country have responsibility for conducting both scientific and ethical review, as well as
the authority to withhold approval of research proposals that fail to meet their scientific or
ethical standards. Special responsibilites may be assigned to review committees in the two
countries when a sponsor or investigator in a developed country proposes to carry out research
in a developing country. When the external sponsor is an international agency the research
protocol must be reviewed according to its own independent ethical review procedures and
standards [31].

Committees in the external sponsoring country or international agency have a special respon‐
sibility to determine whether the scientific methods are sound and suitable for the aims of the
research, whether the drugs, vaccines or devices to be studied meet adequate standards of
safety, whether there is sound justification for conducting the research in the host country
rather than in the country of the external sponsoring agency, and that the proposed research
does not in principle violate the ethical standards of the external sponsoring country or
international organization [32].

Committees in the host country have the special responsibility to determine whether the goals
of the research are responsive to the health needs and priorities of the host country. Moreover,
because of their better understanding of the culture in which the research is proposed to be
carried out, they have special responsibility for assuring the equitable selection of subjects and
the acceptability of plans to obtain informed consent, to respect privacy, to maintain confi‐
dentiality, and to offer benefits that will not be considered excessive inducements to consent.

In short, ethical review in the external sponsoring country may be limited to ensuring
compliance with broadly stated ethical standards, on the understanding that ethical review
committees in the host country will have greater competence in reviewing the detailed plans
for compliance in view of their better understanding of the cultural and moral values of the
population in which the research is proposed to be conducted [33].

3.2.3. Research designed to develop therapeutic, diagnostic or preventive products

When externally sponsored research is initiated and financed by an industrial sponsor such
as a pharmaceutical company, it is in the interest of the host country to require that the research
proposal be submitted with the comments of a responsible authority of the initiating country,
such as a health administration, research council, or academy of medicine or science.

Externally sponsored research designed to develop a therapeutic, diagnostic or preventive
product must be responsive to the health needs of the host country. It should be conducted
only in host countries in which the disease or other condition for which the product is indicated
is an important problem. As a general rule, the sponsoring agency should agree in advance of
the research that any product developed through such research will be made reasonably
available to the inhabitants of the host community or country at the completion of successful
testing. Exceptions to this general requirement should be justified and agreed to all concerned
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parties before the research begins. Consideration should be given to whether the sponsoring
agency should agree to maintain in the host country, after the research has been completed,
health services and facilities established for purposes of the study [34].

3.2.4. Obligations of external sponsors

An important secondary objective of externally sponsored collaborative research is to help
develop the host country’s capacity to carry out similar research projects independently,
including their ethical review. Accordingly, external sponsors are expected to employ and, if
necessary, train local individuals to function as investigators, research assistants, or data
managers or in other similar capacities. When indicated, sponsors should also provide facilities
and personnel to make necessary health-care services available to the population from which
research subjects are recruited.[34]. Although sponsors are not obliged to provide health-care
facilities or personnel beyond that which is necessary for the conduct of the research, to do so
is morally praiseworthy. However, sponsors have an obligation to ensure that subjects who
suffer injury as a consequence of research interventions obtain medical treatment free of
charge, and that compensation is provided for death or disability occurring as a consequence
of such injury. Also, sponsors and investigators should refer for health care services subjects
who are found to have diseases unrelated to the research, and should advise prospective
subjects who are rejected as research subjects because they do not meet health criteria for
admission to the investigation to seek medical care. Sponsors are expected to ensure that
research subjects and the communities for which they are recruited are not made worse off as
a result of the research (apart from justifiable risks of research interventions) — for example,
by the diversion of scarce local resources to research activities. Sponsors may disclose to the
proper authorities in the host country information that relates to the health of the country or
community, discovered in the course of a study [35].

External sponsors are expected to provide, as necessary, reasonable amounts of financial,
educational and other assistance to enable the host country to develop its own capacity for
independent ethical review of research proposals and to form independent and competent
scientific and ethical review committees. To avoid conflict of interest, and to assure the
independence of committees, such assistance should not be provided directly to the commit‐
tees; rather funds should be made available to the host-country government or to the host
research-institution [36].

Obligations of sponsors will vary with the circumstances of particular studies and the needs
of host countries. The sponsors’ obligations in particular studies should be clarified before
research is begun. The research protocol should specify what, if any, resources, facilities,
assistance and other goods or services will be made available during and after the research, to
the community from which the subjects are drawn and to the host country.The details of these
arrangements should be agreed by the sponsor, officials of the host country, other interested
parties, and, when relevant, the community from which subjects are to be drawn. The ethical
review committee in the host country should determine whether any or all of these details
should be made a part of the consent process [36].
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4. World medical association declaration of Helsinki

It is the mission of the physician to safeguard the health of the people. His or her knowledge
and conscience are dedicated to the fulfillment of this mission. The Declaration of Geneva of
the World Medical Association binds the physician with the words, "The health of my patient
will be my first consideration," and the International Code of Medical Ethics declares that "A
physician shall act only in the patient's interest when providing medical care which might have
the effect of weakening the physical and mental condition of the patient."

The purpose of biomedical research involving human subjects must be to improve diagnostic,
therapeutic and prophylactic procedures and the understanding of the etiology and patho‐
genesis of disease.

In current medical practice most diagnostic, therapeutic or prophylactic procedures involve
hazards. This applies especially to biomedical research.

Medical progress is based on research which ultimately must rest in part on experimentation
involving human subjects.

In the field of biomedical research a fundamental distinction must be recognized between
medical research in which the aim is essentially diagnostic or therapeutic for a patient, and
medical research, the essential object of which is purely scientific and without implying direct
diagnostic or therapeutic value to the person subjected to the research. Special caution must
be exercised in the conduct of research which may affect the environment, and the welfare of
animals used for research must be respected.

Because it is essential that the results of laboratory experiments be applied to human beings
to further scientific knowledge and to help suffering humanity, the World Medical Association
has prepared the following recommendations as a guide to every physician in biomedical
research involving human subjects. They should be kept under review in the future. It must
be stressed that the standards as drafted are only a guide to physicians all over the world.
Physicians are not relieved from criminal, civil and ethical responsibilities under the laws of
their own countries [37].

4.1. Basic principles

1. Biomedical research involving human subjects must conform to generally accepted
scientific principles and should be based on adequately performed laboratory and animal
experimentation and a thorough knowledge of the scientific literature.

2. The design and performance of each experimental procedure involving human subjects
should be clearly formulated in an experimental protocol which should be transmitted
for consideration, comment and guidance to a specially appointed committee independ‐
ent of the investigator and the sponsor, provided that this independent committee is in
conformity with the laws and regulations of the country in which the research experiment
is performed.
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3. Biomedical research involving human subjects should be conducted only by scientifically
qualified persons and under the supervision of a clinically competent medical person. The
responsibility for the human subject must always rest with a medically qualified person
and never rest on the subject of the research, even though the subject has given his or her
consent.

4. Biomedical research involving human subjects cannot legitimately be carried out unless
the importance of the objective is in proportion to the inherent risk to the subject.

5. Every biomedical research project involving human subjects should be preceded by
careful assessment of predictable risks in comparison with foreseeable benefits to the
subject or to others. Concern for the interests of the subject must always prevail over the
interests of science and society.

6. The right of the research subject to safeguard his or her integrity must always be respected.
Every precaution should be taken to respect the privacy of the subject and to minimize
the impact of the study on the subject's physical and mental integrity and on the person‐
ality of the subject.

7. Physicians should abstain from engaging in research projects involving human subjects
unless they are satisfied that the hazards involved are believed to be predictable. Physi‐
cians should cease any investigation if the hazards are found to outweigh the potential
benefits.

8. In publication of the results of his or her research, the physician is obliged to preserve the
accuracy of the results. Reports of experimentation not in accordance with the principles
laid down in this Declaration should not be accepted for publication.

9. In any research on human beings, each potential subject must be adequately informed of
the aims, methods, anticipated benefits and potential hazards of the study and the
discomfort it may entail. He or she should be informed that he or she is at liberty to abstain
from participation in the study and that he or she is free to withdraw his or her consent
to participation at any time. The physician should then obtain the subject's freely-given
informed consent, preferably in writing.

10. When obtaining informed consent for the research project the physician should be
particularly cautious if the subject is in a dependent relationship to him or her or may
consent under duress. In that case the informed consent should be obtained by a physician
who is not engaged in the investigation and who is completely independent of this official
relationship.

11. In case of legal incompetence, informed consent should be obtained from the legal
guardian in accordance with national legislation. Where physical or mental incapacity
makes it impossible to obtain informed consent, or when the subject is a minor, permission
from the responsible relative replaces that of the subject in accordance with national
legislation. Whenever the minor child is in fact able to give consent, the minor's consent
must be obtained in addition to the consent of the minor's legal guardian.
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12. The research protocol should always contain a statement of the ethical considerations
involved and should indicate that the principles enunciated in the present Declaration are
complied with.

4.2. Medical research combined with professional care (Clinical research)

1. In the treatment of the sick person, the physician must be free to use a new diagnostic and
therapeutic measure, if in his or her judgment it offers hope of saving life, reestablishing
health or alleviating suffering.

2. The potential benefits, hazards and discomfort of a new method should be weighed
against the advantages of the best current diagnostic and therapeutic methods.

3. In any medical study, every patient — including those of a control group, if any — should
be assured of the best proven diagnostic and therapeutic method.

4. The refusal of the patient to participate in a study must never interfere with the physician-
patient relationship.

5. If the physician considers it essential not to obtain informed consent, the specific reasons
for this proposal should be stated in the experimental protocol for transmission to the
independent committee.

6. The physician can combine medical research with professional care, the objective being
the acquisition of new medical knowledge, only to the extent that medical research is
justified by its potential diagnostic or therapeutic value for the patient.

4.3. Non therapeutic research involving human subjects (Non-clinical biomedical research)

1. In the purely scientific application of medical research carried out on a human being, it is
the duty of the physician to remain the protector of the life and health of that person on
whom biomedical research is being carried out.

2. The subjects should be volunteers, either healthy persons or patients for whom the
experimental design is not related to the patient's illness.

3. The investigator or the investigating team should discontinue the research if in his/her or
their judgment it may, if continued, be harmful to the individual.

4. In research on man, the interest of science and society should never take precedence over
considerations related wellbeing of the subject.

5. The phases of clinical trials of vaccines and drugs

5.1. Vaccine development

Phase I refers to the first introduction of a candidate vaccine into a human population for initial
determination of its safety and biological effects, including immunogenicity. This phase may
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include studies of dose and route of administration, and usually involves fewer than 100
volunteers.

Phase II refers to the initial trials examining effectiveness in a limited number of volunteers
(usually between 200 and 500); the focus of this phase is immunogenicity.

Phase III trials are intended for a more complete assessment of safety and effectiveness in the
prevention of disease, involving a larger number of volunteers in a multicentre adequately
controlled study [5].

5.2. Drug development

5.2.1. Phase I

Phase I refers to the first introduction of a drug into humans. Normal volunteer subjects are
usually studied to determine levels of drugs at which toxicity is observed. Such studies are
followed by dose-ranging studies in patients for safety and, in some cases, early evidence of
effectiveness.

5.2.2. Phase II

Phase II investigation consists of controlled clinical trials designed to demonstrate effective‐
ness and relative safety. Normally, these are performed on a limited number of closely
monitored patients.

5.2.3. Phase III

Phase III trials are performed after a reasonable probability of effectiveness of a drug has been
established and are intended to gather additional evidence of effectiveness for specific
indications and more precise definition of drug-related adverse effects. This phase includes
both controlled and uncontrolled studies.

5.2.4. Phase IV

Phase IV trials are conducted after the national drug registration authority has approved a
drug for distribution or marketing. These trials may include research designed to explore a
specific pharmacological effect, to establish the incidence of adverse reactions, or to determine
the effects of long-term administration of a drug. Phase IV trials may also be designed to
evaluate a drug in a population not studied adequately in the premarketing phases (such as
children or the elderly) or to establish a new clinical indication for a drug. Such research is to
be distinguished from marketing research, sales promotion studies, and routine post-market‐
ing surveillance for adverse drug reactions in that these categories ordinarily need not be
reviewed by ethical review committees

In general, Phase I drug trials and Phase I and Phase II vaccine trials should be conducted
according to the articles of the Declaration of Helsinki that refer to non-clinical research.
However, some exceptions can be justified. For example, it is customary and ethically justifi‐
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able to conduct Phase I studies of highly toxic chemotherapies of cancer in patients with cancer,
rather than in normal volunteers as prescribed in the Declaration of Helsinki, Article III.2.
Similarly be ethically it may be ethically justifiable to involve HIV-seropositive individuals as
subjects in Phase II trials of candidate vaccines [37].

Phase II and Phase III drug trials should be conducted according to the articles of the Decla‐
ration of Helsinki that refer to "medical research, combined with professional care (clinical
research)". However, the Declaration does not to provide for controlled clinical trials. Rather,
it assures the freedom of the physician "to use a new diagnostic and therapeutic measure, if in
his or her judgment it offers hope of saving life reestablishing health or alleviating suffering"
(Article II.1 ). Also in regard to Phase II and Phase III drug trials there are customary and
ethically justified exceptions to the requirements of the Declaration of Helsinki. A placebo
given to a control group, for example, cannot be justified by its "potential diagnostic or
therapeutic value for the patient", as Article II.6 prescribes. Many other interventions and
procedures characteristic of late-phase drug development have no possible diagnostic or
therapeutic value for the patients and thus must be justified on other grounds; usually such
justification consists of a reasonable expectation that they carry little or no risk and that t
contribute materially to the achievement of the goals of the research [37].

Phase III trials of vaccines do not use "a new diagnostic and therapeutic measure" that offers
"hope of saving life, reestablishing health or alleviating suffering" (clinical research). Yet
administration of the vaccine is intended to be a benefit to the subject rather than the purely
scientific application of medical research carried out on a being" (non-clinical biomedical
research). Thus, Phase III vaccine-trials do not conform to either of the categories defined in
the Declaration of Helsinki.

6. Advances in biomedical research in 2012

Biomedical research in the United States is a $100 billion enterprise, with approximately 65%
supported by industry, 30% by government (predominately the NIH), and 5% by charities,
foundations, or individual donors. Although total sponsorship tripled between the mid-1990s
and mid-2000s [15], the rate of increase has fallen since 2003 and declined in real (inflation-
adjusted) terms since 2007 [3, 17]. The number of new drugs entering human trials has also
fallen during the past two decades, especially for new molecular entities and entirely new
classes of drugs. In contrast, the number of approvals of medical devices by the Food and Drug
Administration (FDA) has increased steadily each year [23]. Driven by demand, total medical
spending on devices has increased at a rate that is several times that for health services and
twice that for drugs [5, 30].

Since the mid-1990s, the United States has invested approximately 4.5% of its total health
expenditures on biomedical research. In contrast, only 0.1% supports research in health
services, comparative effectiveness, new care models, best practices, and quality, outcome, or
service innovations [37]. This funding will increase to approximately 0.3% from appropriations
in 2010 health legislation.
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Misconceptions regarding the scientific process are common. Research is costly, capital-
intensive, and collaborative. Researchers in both academic and industrial settings require
access to much the same information, samples and tissue, instrumentation, and specialized
technical skills. They also depend on one another as a source of new ideas. It is a paradox,
during this decade of growing scrutiny of ties between academic institutions and companies,
that academic investigators value their nonfinancial company ties (with access to technology
or research materials) more than personal compensation or support of their laboratory [4, 19].
Moreover, the notion that “pure” (basic) and “applied” (clinical) research exist as distinct
activities is belied by their source of sponsorship and the self-reports of how researchers
actually spend their time [27]. Such multimode researchers are more productive, as judged by
the number of publications, impact factor, success at winning peer-reviewed NIH funding,
and number of patents. This reality was cited by a recent U.S. Federal Court opinion over‐
turning the patentability of several genes that predispose women to breast cancer. The court
called for patenting practices that favor openness whenever basic discovery is inhibited [3, 20].

Sponsors have sought to improve their research productivity through the NIH Roadmap
initiative (especially Clinical and Translational Science Awards) by encouraging alliances
between companies and universities, alternative organizational models, and joint investment
in costly facilities, such as imaging or gene sequencing [1, 23]. We reviewed the lessons from
70 such alliances from the mid-1960s through 2000 [5]. Although it is too soon to judge the
success of the most recent models, in the main, earlier ones have not accelerated the pace of
either discovery or clinical application. The sources of difficulty are idiosyncratic, but recurrent
problems are a failure at inception to agree on intellectual-property provisions, excessive
secrecy, and disagreements over research aims. In our view, the most salient reason for failure
is the centralization of authority within large, inherently cautious bureaucracies in govern‐
ment, universities, foundations, and companies. Collectively, such factors inhibit scientists'
creativity by disregarding the pluralism of ideas and the diversity of approaches that are
necessary for innovation. Conversely, the most successful collaborations have found a balance
between external direction and scientists' curiosity. Many of the most experienced observers
from government, industry, and academia concur with this viewpoint [25, 31].

Economic forces are also relevant. In the United States, the gain in life expectancy between
1970 and 1990 added $2.4 trillion per year to the gross domestic product by 2000. Moreover,
biomedical research bolsters employment, economic development, balance of trade, and
exports. Studies from many countries show that investment in new technology of all types is
the primary source of economic growth, especially when such investment is made by the
private sector [2, 35]. In contrast, in areas in which public spending on technology is dominant,
the rates of productivity and growth are lower. The differences are most marked in medical
research [15, 44].

Despite these observations, some federal policymakers express doubt that scientific advance
is a prerequisite for improved health. They favor predictable, low-cost public health measures
and expanded access to basic care during the current decade of austerity [11, 26]. Other
policymakers question whether spending on new devices and high-cost bioengineered drugs
produce commensurate clinical value [7], 39. Such criticism is driven by estimates that new
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technology of marginal benefit (as measured by reduced disease burden or improved longev‐
ity) accounts for one half to two thirds of health care inflation in Western countries [31, 46]
Even the commercial value of biomedical research is questioned by some companies, as is
reflected by their reduced rates of research and development because of unfavorable returns
as compared with marketing [1, 17], or mergers and acquisitions [6].

Other observers assert that social, educational, and macroeconomic factors are more important
than medicine or public health practice in promoting a population's health [20]. They see
technology as a distraction from enlightened social, tax, and regulatory policies. Debate over
the goals has already begun [14, 22].

As a consequence, we believe that steps must be taken to reestablish public confidence in
researchers and clinicians, along with their institutions. Measures are needed that go beyond
those recommended by the Institute of Medicine [3] the Council of Medical Specialty Societies
and the National Institute of Health. These reports emphasize remedies that focus primarily
on competing interests without dealing with the opportunities. We are concerned that the
recommendations overlook the potential for new models to foster productivity[52].

6.1. Seven remedies for consideration

The discontent arising from the current circumstances demands the consideration of sweeping
changes in the way we conduct biomedical research. We believe that seven measures should
be considered to reconcile competing goals. They require recognition of the multilayered
sources of conflict, especially those based on different scientific aims and social values [15].

6.2. Improve data on clinical value

We must develop and apply better objective information about clinical value. This goal implies
a higher standard for adopting new devices (including clinical trials similar to those for drugs)
and better information on the effectiveness of existing drugs and devices, especially data that
are available only from proprietary insurance databases. It is unlikely that provisions for
comparative-effectiveness research in the 2010 health care legislation or the changes proposed
by the FDA for device approval will be sufficient. New incentives are needed for private and
government insurers to disclose clinical data to researchers, along with expanded access to
device registries, easier access to data from Medicare and Medicaid, and development of more
robust analytical techniques for ascertaining clinical value. Moreover, physicians and surgeons
must commit to a new level of objectivity in judging clinical value, while resisting the influence
of commercial potential or personal financial interests [13, 48].

6.3. Change the role of teaching hospitals

The roles of academic health centers and teaching hospitals must be modified to improve their
ability to conduct early-stage (proof-of-concept) clinical trials. Here, entirely new models for
interaction are required, probably involving freestanding independent institutes or autono‐
mous units within academic centers, where patients come specifically for access to such early-
stage studies and where the mutual expectations for investigators, companies, and patients

Contribution of Biomedical Research Ethics in Public Health Advances
http://dx.doi.org/10.5772/53695

643



Misconceptions regarding the scientific process are common. Research is costly, capital-
intensive, and collaborative. Researchers in both academic and industrial settings require
access to much the same information, samples and tissue, instrumentation, and specialized
technical skills. They also depend on one another as a source of new ideas. It is a paradox,
during this decade of growing scrutiny of ties between academic institutions and companies,
that academic investigators value their nonfinancial company ties (with access to technology
or research materials) more than personal compensation or support of their laboratory [4, 19].
Moreover, the notion that “pure” (basic) and “applied” (clinical) research exist as distinct
activities is belied by their source of sponsorship and the self-reports of how researchers
actually spend their time [27]. Such multimode researchers are more productive, as judged by
the number of publications, impact factor, success at winning peer-reviewed NIH funding,
and number of patents. This reality was cited by a recent U.S. Federal Court opinion over‐
turning the patentability of several genes that predispose women to breast cancer. The court
called for patenting practices that favor openness whenever basic discovery is inhibited [3, 20].

Sponsors have sought to improve their research productivity through the NIH Roadmap
initiative (especially Clinical and Translational Science Awards) by encouraging alliances
between companies and universities, alternative organizational models, and joint investment
in costly facilities, such as imaging or gene sequencing [1, 23]. We reviewed the lessons from
70 such alliances from the mid-1960s through 2000 [5]. Although it is too soon to judge the
success of the most recent models, in the main, earlier ones have not accelerated the pace of
either discovery or clinical application. The sources of difficulty are idiosyncratic, but recurrent
problems are a failure at inception to agree on intellectual-property provisions, excessive
secrecy, and disagreements over research aims. In our view, the most salient reason for failure
is the centralization of authority within large, inherently cautious bureaucracies in govern‐
ment, universities, foundations, and companies. Collectively, such factors inhibit scientists'
creativity by disregarding the pluralism of ideas and the diversity of approaches that are
necessary for innovation. Conversely, the most successful collaborations have found a balance
between external direction and scientists' curiosity. Many of the most experienced observers
from government, industry, and academia concur with this viewpoint [25, 31].

Economic forces are also relevant. In the United States, the gain in life expectancy between
1970 and 1990 added $2.4 trillion per year to the gross domestic product by 2000. Moreover,
biomedical research bolsters employment, economic development, balance of trade, and
exports. Studies from many countries show that investment in new technology of all types is
the primary source of economic growth, especially when such investment is made by the
private sector [2, 35]. In contrast, in areas in which public spending on technology is dominant,
the rates of productivity and growth are lower. The differences are most marked in medical
research [15, 44].

Despite these observations, some federal policymakers express doubt that scientific advance
is a prerequisite for improved health. They favor predictable, low-cost public health measures
and expanded access to basic care during the current decade of austerity [11, 26]. Other
policymakers question whether spending on new devices and high-cost bioengineered drugs
produce commensurate clinical value [7], 39. Such criticism is driven by estimates that new

Current Topics in Public Health642

technology of marginal benefit (as measured by reduced disease burden or improved longev‐
ity) accounts for one half to two thirds of health care inflation in Western countries [31, 46]
Even the commercial value of biomedical research is questioned by some companies, as is
reflected by their reduced rates of research and development because of unfavorable returns
as compared with marketing [1, 17], or mergers and acquisitions [6].

Other observers assert that social, educational, and macroeconomic factors are more important
than medicine or public health practice in promoting a population's health [20]. They see
technology as a distraction from enlightened social, tax, and regulatory policies. Debate over
the goals has already begun [14, 22].

As a consequence, we believe that steps must be taken to reestablish public confidence in
researchers and clinicians, along with their institutions. Measures are needed that go beyond
those recommended by the Institute of Medicine [3] the Council of Medical Specialty Societies
and the National Institute of Health. These reports emphasize remedies that focus primarily
on competing interests without dealing with the opportunities. We are concerned that the
recommendations overlook the potential for new models to foster productivity[52].

6.1. Seven remedies for consideration

The discontent arising from the current circumstances demands the consideration of sweeping
changes in the way we conduct biomedical research. We believe that seven measures should
be considered to reconcile competing goals. They require recognition of the multilayered
sources of conflict, especially those based on different scientific aims and social values [15].

6.2. Improve data on clinical value

We must develop and apply better objective information about clinical value. This goal implies
a higher standard for adopting new devices (including clinical trials similar to those for drugs)
and better information on the effectiveness of existing drugs and devices, especially data that
are available only from proprietary insurance databases. It is unlikely that provisions for
comparative-effectiveness research in the 2010 health care legislation or the changes proposed
by the FDA for device approval will be sufficient. New incentives are needed for private and
government insurers to disclose clinical data to researchers, along with expanded access to
device registries, easier access to data from Medicare and Medicaid, and development of more
robust analytical techniques for ascertaining clinical value. Moreover, physicians and surgeons
must commit to a new level of objectivity in judging clinical value, while resisting the influence
of commercial potential or personal financial interests [13, 48].

6.3. Change the role of teaching hospitals

The roles of academic health centers and teaching hospitals must be modified to improve their
ability to conduct early-stage (proof-of-concept) clinical trials. Here, entirely new models for
interaction are required, probably involving freestanding independent institutes or autono‐
mous units within academic centers, where patients come specifically for access to such early-
stage studies and where the mutual expectations for investigators, companies, and patients

Contribution of Biomedical Research Ethics in Public Health Advances
http://dx.doi.org/10.5772/53695

643



are clear and unambiguous. This change will hasten the divergence between institutions that
offer routine care (and that are managed to provide low-cost, reproducible high quality) and
those with capability for scientific innovation (where early-stage investigations occur). Making
these interactions effective and avoiding the shortcomings of past attempts will require new
models of intellectual property, patents, and licensing by moving these aspects farther down
the chain of discovery [5]. Two very different approaches should be tried: creating patent pools
involving multiple companies and universities [19] and a renunciation of patenting in return
for more latitude to conduct high-risk laboratory experimentation and initial clinical trials [26].
It is likely that only some of the 130 academic health centers will choose to undertake such
changes.

6.4. Develop new models for collaboration and financing

In asserting the need for an increase of total spending on biomedical research and the need to
foster the diversity of scientific approaches, consideration should be given to new models of
collaboration and cooperation. Such measures would allow the NIH to concentrate on basic
biomedical science and large, multi-institutional projects, where its scale can be most valuable,
while providing offset to industry's declining investment in research. These models might
include the following [6, 52].

6.5. Create a new class of bonds

States and the federal government might issue bonds to support innovation in biomedical
science and health services, with preference given to high-risk research and diseases important
to public health. Such bonds have long been used to support athletic facilities, airports, and
roads. They provide a mechanism for private investment to meet public needs [18].

6.7. Defer patents to later in the discovery chain

In return for new sources of funding and greater latitude to conduct high-risk research, the
new entities would forgo claims to patents or other intellectual property and place positive
and negative findings immediately in the public domain.

Emphasizing new incentives, creating new entities, and mobilizing additional funding sources
avoid the risk of disrupting productive research relationships currently found in universities,
established research institutes, and the NIH. The measures also allow new laboratories to
attract the best talent, while providing a route to enhance the productivity of research and its
early clinical application [25].

6.8. Establish biomedical innovation trusts

The formation of new nonprofit, public–private partnerships, biomedical innovation trusts,
could enable individuals and corporations to receive immediate federal tax credits for
contributions to support research in high-priority diseases. Such trusts might be administered
by decentralized new foundations or new regional public entities and be directed at particular

Current Topics in Public Health644

diseases, universities, freestanding laboratories, or small companies. Similar tax incentives
have been used historically to preserve land, create parks, and build factories [31, 54].

6.9. Use incentives to promote pluralism

To enhance the diversity of scientific approaches and innovation in its application, preference
in funding might be given to new research institutes or entities, rather than existing universities
or companies.

6.10. Renew professional commitments

All physicians must renew their commitment to professionalism and their duty to their
patients. This will not be easy in an age when commercial values are paramount and the
competition of the marketplace drives personal and institutional financial decisions. Yet,
without such a recommitment, no safeguards will prevent an inexorable loss of trust in our
institutions and us. Professionalism, as interpreted today, means not a return to paternalism,
but objectivity in judgment on behalf of the patient, with open communication and an absence
of bias [37]. It must be translated into action by a blanket proscription of product promotion
in any guise.

6.11. Focus on cost-effective targets

We must recognize that new technology creates value to the general economy and has many
clinical benefits but that it also usually spurs new clinical costs. Observers who are the most
critical of medicine believe we have failed to recognize that historical compromise. In an era
in which many favor public-policy goals to ensure a basic level of care for all citizens and a
reduction in the rate of increase of aggregate health care spending, the technological imperative
will surely be challenged with greater stridency. This requires incentives for researchers to
focus on diseases that are common, cannot currently be prevented or effectively treated, are
expensive, and have a major effect on the patients' health [2, 13]. Such choices among diseases
are onerous but inescapable [47, 60].

6.12. Adopt realistic research goals

We must embrace a new realism about the difficulty of the scientific process and what can (and
cannot) be expected from it. We must not overpromise. Such realism will not be popular with
patient advocacy groups, the press, politicians, benefactors, or company investors. Each of
these groups has a vested interest in overstating their case. Yet to do otherwise runs the risk
of eroding the trust on which so much depends. Paradoxically, a commitment to realism may
itself have a positive effect on the scientific process by reducing the pressure to promote
findings prematurely and by fostering openness [13, 51].

6.13. Redefine the terms of conflict

Finally, we in medicine must recognize that those who have a public health perspective or who
see social and economic factors as paramount will not be sympathetic to increasing the
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avoid the risk of disrupting productive research relationships currently found in universities,
established research institutes, and the NIH. The measures also allow new laboratories to
attract the best talent, while providing a route to enhance the productivity of research and its
early clinical application [25].
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diseases, universities, freestanding laboratories, or small companies. Similar tax incentives
have been used historically to preserve land, create parks, and build factories [31, 54].

6.9. Use incentives to promote pluralism

To enhance the diversity of scientific approaches and innovation in its application, preference
in funding might be given to new research institutes or entities, rather than existing universities
or companies.

6.10. Renew professional commitments

All physicians must renew their commitment to professionalism and their duty to their
patients. This will not be easy in an age when commercial values are paramount and the
competition of the marketplace drives personal and institutional financial decisions. Yet,
without such a recommitment, no safeguards will prevent an inexorable loss of trust in our
institutions and us. Professionalism, as interpreted today, means not a return to paternalism,
but objectivity in judgment on behalf of the patient, with open communication and an absence
of bias [37]. It must be translated into action by a blanket proscription of product promotion
in any guise.

6.11. Focus on cost-effective targets

We must recognize that new technology creates value to the general economy and has many
clinical benefits but that it also usually spurs new clinical costs. Observers who are the most
critical of medicine believe we have failed to recognize that historical compromise. In an era
in which many favor public-policy goals to ensure a basic level of care for all citizens and a
reduction in the rate of increase of aggregate health care spending, the technological imperative
will surely be challenged with greater stridency. This requires incentives for researchers to
focus on diseases that are common, cannot currently be prevented or effectively treated, are
expensive, and have a major effect on the patients' health [2, 13]. Such choices among diseases
are onerous but inescapable [47, 60].

6.12. Adopt realistic research goals

We must embrace a new realism about the difficulty of the scientific process and what can (and
cannot) be expected from it. We must not overpromise. Such realism will not be popular with
patient advocacy groups, the press, politicians, benefactors, or company investors. Each of
these groups has a vested interest in overstating their case. Yet to do otherwise runs the risk
of eroding the trust on which so much depends. Paradoxically, a commitment to realism may
itself have a positive effect on the scientific process by reducing the pressure to promote
findings prematurely and by fostering openness [13, 51].

6.13. Redefine the terms of conflict

Finally, we in medicine must recognize that those who have a public health perspective or who
see social and economic factors as paramount will not be sympathetic to increasing the
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technology-driven momentum of the past 60 years. Inevitably, we face growing conflict over
individual choice, access to the latest drug or device, the true cost of technology over a lifetime,
perceptions of value, and preferences for competition versus regulation. Such tensions have
long been implicit. They are now explicit. Not everyone believes biomedical research is
essential [8].

7. Promotion of biomedical research in Sub Saharan Africa (SSA)

7.1. Setting the policies by SSA and stakeholders to prioritize funding for health research

The African heads of state during this decade have embarked on the need for poverty disease
control supported by health research. In the Abuja Declaration of 2000, the heads of state
pledged their commitments to apply strategies needed to improve on malaria control. They
also called for additional resources to stimulate the development of malaria vaccines appro‐
priate for Africa and to provide similar incentives for other anti-malaria technologies [39-41].
In addition the African Union has set a target of allocating 15% of national budget to the health
sector, and 2% of health budget to finance health research. The AU countries reportedly agreed
to allocate 1% of their countries GDP to research. In its 2008 report, the Global Forum for Health
Research only list Liberia to have surpassed the set goal of allocating 15% of its national budget
to the health sector by 2003; the report listed Burkina Faso, Central African Republic, Gabon,
Gambia, Namibia, Niger and Tanzania to be just over 12%. Before then many of these countries
invested very little in health systems. From this report, few low and middle income countries
collect and report data on investments in health research [42, 53].

Since the 90s, there are only a few institutions enabling developing country scientists to
undertake health research. The situation has since changed significantly, in terms of their
allocations. There are currently a number of government agencies that support research, such
as World Bank, European Union, World Health Organization (WHO), World Health Organi‐
zation/Special Programme for Research and Training in Tropical Diseases (WHO/TDR),
European Developing Countries Clinical Trials Partnership (EDCTP), Kenya Medical Research
Institute (KEMRI), African Malaria Network (AMANET), Drug for neglected Diseases
Initiatives (DNDI), National Institute of Health (NIH), Japanese Internatioanl cooperation
(JICA), Department for International Development (DFID),), United Nation Development
Programme (UNDP), Danish International Development Agency, Dutch Ministry of Foreign
Affairs (DGIS), International Development Research Centre (IDRC), Swiss Development
Cooperation (SDC), Swedish International Development cooperation agency (SIDA), United
State Agency for International Development (USAID) and many other unlisted. Some private
philanthropic support to health has been very beneficial in promoting health and reducing the
10/90 gap in sub-Saharan Africa. These include the Bill and Melinda Gates Foundation, EXXON
Mobil, Rockefeller Foundation, Wellcome Trust, BH Billiton to name but a few. There are other
self financing bodies supporting health research such as the Medical Research Council (MRC)
of UK, National Institute of Health (NIH), GlaxoSmithKline (GSK), Pfizer, Norvatis and the
United States Department of Defence (DOD) [58-60]
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7.2. Major agencies promoting biomedical research and capacity building in Sub-Saharan
Africa (SSA)

7.2.1. European Developing Countries Clinical Trials Partnership (EDCTP)

The European Developing Countries Clinical Trials Partnership (EDCTP) was created in 2003,
as a European response to the global health crisis caused by malaria. HIV/AIDs and tubercu‐
losis, three poverty-related diseases. EDCTP involves 15 members of the European Union, plus
Norway, and Switzerland in partnership with the scientific community and policy makers
from sub-Saharan Afica (SSA). The EDCTP started off with a five-year budget of €200 million;
member states and the private sector were expected to each contribute a similar sum. EDCTP
aims at accelerating the development of new or improved drugs, vaccines and microbicides,
against HIV/AIDs tuberculosis and malaria, with a focus on phases II and III clinical trials in
SSA. In its work, EDCTP supports clinical trials that combine capacity building and network‐
ing, in such a way that the developed human and infrastructure capacity is utilized to conduct
multicenter trials, often spanning different SSA countries [52].

The impressive performance of EDCTP is reflected in is 2008 annual report when 21 projects
were approved for funding, 27 project contracts worth €54 million were signed. The founding
of CANTAM (Central Africa Network of Tuberculosis, HIV/AIDs and Malaria) with EDCTP
support, in a research neglected area of Africa is worth mention www.edctp.org. With regard
to promoting research and capacity building of researchers and research institutions in SSA,
there is no doubt that none compares any closer to WHO/TDR, (the special Programme for
Research and Training on Tropical Diseases) which is an independent global programme of
scientific collaboration that helps to coordinate support of global efforts to combat major
diseases of the poor and the disadvantaged [30].

7.2.2. World Health Organization/special programme for research and training in Tropical Diseases
(WHO/TDR),

WHO/TDR was established in 1975, and therefore preceded by a decade and a half the work
of the Commission on Health Research for Development, whose members included the
founding Director of WHO/TDR. WHO/TDR is soibsired by UNICEF, UNDP, World Bank and
WHO; it also receives funding from other agencies across the globe [61].

At the start WHO/TDR restricted its activities to addressing what were by then major neglected
diseases, namely malaria, bancroftian filariasis, onchocerciasis, leprosy, leishmaniasis, and
African and American trypanosomiasis. Dengue, intestinal helminthes, sexually transmitted
infections and tuberculosis were added later. In its early years WHO/TDR made unequaled
contributions not only to research on these diseases, but also contributed immensely to
capacity building of research leaders in Africa today benefitted from WHO/TDR sponsorship.
WHO/TDR also contributed financially and strategically to the development of many new
tools and strategies against diseases of poverty. http://apps.who.int/tdr/.

7.2.3. The Kenya Medical Research Institute (KEMRI)

KEMRI established in 1979, operates 10 research centres across the country and employs over
200 national researches and another 500 technical staff. KEMRI has an annual budget of nearly
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Cooperation (SDC), Swedish International Development cooperation agency (SIDA), United
State Agency for International Development (USAID) and many other unlisted. Some private
philanthropic support to health has been very beneficial in promoting health and reducing the
10/90 gap in sub-Saharan Africa. These include the Bill and Melinda Gates Foundation, EXXON
Mobil, Rockefeller Foundation, Wellcome Trust, BH Billiton to name but a few. There are other
self financing bodies supporting health research such as the Medical Research Council (MRC)
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United States Department of Defence (DOD) [58-60]
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USD 40 million (of which one-half is Government of Kenya contribution). Several international
research teams contribute another 45% KEMRI carries out national ethics review. Major
achievements of KEMRI include; national policy basis for control of malaria, tuberculosis,
leprosy and leishmaniasis, established surveillance and rapid response systems for major
disease outbreaks, improved diagnostics such as KEMRI Hep-cell kit for Hepatitis, particle
Agglutination (PA) kit for HIV, and HLA tissue typing techniques [42]

KEMRI successfully collaborated with the Government of Japan to establish global training
centres for control of parasitic and infectious diseases. The KEMRI Institute of Tropical
Medicine and Infectious Diseases, founded in collaboration with local Jomo Kenyatta Univer‐
sity of Agriculture and Technology offers training at MSc and PhD levels. KEMRI founded the
African Health Sciences Congress and African Health Journal. www.kemri.org/ (accessed
01/07/12). the progress made by KEMRI since its inception are attributable TO: (i) effective n-
s and s-s collaboration (ii) implementation of innovative planning and initiatives, (iii) focused
local capacity development and (iv) commitment of the national authorities to strengthen
health research and development[23].

7.2.4. African Malaria Network Trust (AMANET)

AMANET has its origins in the African Malaria Vaccine Testing Network (AMVTN) which
was established in 1995 with the primary goal of preparing African malaria research institu‐
tions to participate in malaria vaccine trials, in 2002, AMANET was registered as a Trust in
Tazania and became the Legal successor of AMVTN. This change enabled AMANET to carry
out holistic capacity strengthening of trial sites and Centres, and to take on legal responsibilities
including sponsorship of trials. The change also signaled the network’s commitment and
interest in a wider range of malaria interventions, although malaria vaccine development
would remain its main focus [29].

The mission of ANANET s to promote capacity strengthening and networking of malaria R&D
in Africa, where it has provided institutions with support for essential infrastructure improve‐
ment, short-term training to over one thousand health researchers, and uniquely postgraduate
degree training in preparation for participation in malaria vaccine development AMANET is
funding over 40 projects across SSA, and is well known in Africa for its networks in vaccine
trials, bioethics and the Afro-immunoassay network. AMANET also sponsors several blood
stage malaria vaccine trials across Africa and has hosted the multilateral initiative on Malaria
(MIM) since January 2006 [23]. AMANET Research Ethics capacity strengthens Grant:
supported by the Gates foundation where identification of specific gaps in the ethical review
process followed by a capacity building programme tailor-made for the identified gaps. A total
of 32 ECs have been surveyed in Africa and benefitted from the capacity strengthening sub
grants and training activities (www.amanet-trust.org): The south African Research Training
initiative (SARETI); based at the University of Kwazulu-Natal and Pretoria University in South
Africa, providing training inEthics to African researchers and ERC members.
(www.whsph.up.ac.za/sareti/sareti/sareti.htm): The international Research Ethics Network
for Southern Africa (IRENSA); based at the University of cape Town, running short term
training programmes for mid-career African scientist and embers of Ethics Committees
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(www.irensa.org):The Training and Resources in research Ethics Evaluation (TRREE) for
Africa, which focuses on development or research ethics educational programmes for e-
learning and provision of e-resources [23].

7.2.5. Drugs for Neglected Diseases Initiative (DNDI)

DNDI was established in 2003 is a not-for-profit drug development organization, focused on
improving the health and quality of life of people suffering from neglected diseases. DNDI
was founded by Médicins Sans Frontières (MSF) with five public sector organizations, viz
Kenya Medical Research Institute, Indian Council of Medical Research, Malaysian Ministry of
Health, Oswaldo Cruz Fondation, Institute Pasteur France, and WHO/TDR as observer. DNDi
support covers basic science, as well as preclinical and clinical research, focusing on human
African trypanosomiasis, leishmaniasis, chaga’s disease, and malaria. In 2007 DNDi in
partnership with Sanofi Aventis, completed trial of a combination of Artesunate with Amo‐
diaquine (ASAQ), as a patent free drug against malaria. DNDi is also responsible for the HAT
Platform which addresses Human African Trypanosomiasis (HAT) which is truly a neglected
disease; there is very limited clinical research activity geared to improving its treatment or
diagnosis, and it is endemic only in remote areas. The HAT platform was therefore established
through a partnership of the five most affected countries (the Sudan, Democratic Republic of
Congo, Uganda, Republic of Congo, and Angola) in collaboration with DNDi and the Swiss
Tropical Institute, and other partners to build and strengthen clinical trial capacity including
the search for appropriate diagnostics for HAT. In 2008, the HAT Platform received a US$68.2
million grant from the Bill & Melinda Gates Foundation for this purpose[23].

7.2.6. The Japanese chemical giant Sumitomo Chemical Company

They undertook R&D that led to production of Olyset Nets which incorporate an insecticide
(permethrin) into the actual fibers of the net, and releases it slowly over a number of years.
Olyset nets are guaranteed to last at least five years; they never need retreatment, are tear-
resistant, ash proof, provide maximum ventilation; they inhibit mosquito (Anopheles spp.)
biting, they repel, knockdown and kill mosquitoes. Olyset nets were the first long-lasting
insecticidal net (LLIN) to be submitted and fully registered by the WHO Pesticide Evaluation
Scheme (WHOPES) www.olyset.net/.[23]

In 2003 through a PPP a royalty-free technology transfer was undertaken under which
Sumitomo Chemical Company would further develop Olyset nets, which eventually led to
setting up a factory in Arusha, Tanzania, that was officially launched in early 2008; it aimed
at producing 51 million units during 2009, employing 6000 people in Arusha alone, and
supporting over 20,000 others. The factory in Arusha is now a 50/50 joint venture between
Sumitomo Chemical Company and A to Z textile Mills, a Tanzania company. Another factory
is being set up in Nigeria that will bring global production to more than 60 million nets
annually, www.olyset.net/olysetnet/manurfacturinginafrica/ (accessed 06.07.12).

7.2.7.Medical research council UK

The MRC supports and advances medical research in three main ways: through their research
facilities, by funding research centres in partnership with universities, and by providing
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research grants and career awards to scientists in UK universities and hospitals. Supporting
scientists. Around 5,700 research staff are supported by the MRC, either employed directly in
our institutes and units or funded through grants and fellowships. It spends about £86m on
training awards for postgraduate students and fellows in 2011/12, including those in the MRC’s
own institutes and units[59].

The MRC expects valuable data arising from MRC-funded research to be made available to
the scientific community with as few restrictions as possible so as to maximize the value of the
data for research and for eventual patient and public benefit. Such data must be shared in a
timely and responsible manner.The MRC believes that data sharers should receive full and
appropriate recognition by funders, their academic institutions and new users for promoting
secondary research. New studies that result from this data-sharing should meet the high
standards of all MRC research regarding scientific quality, ethical requirements and value for
money. It should also add recognizable value to the original dataset. Such research is often
most fruitful when it is a collaboration between the new user and the original data creators or
curators, with the responsibilities and rights of all parties agreed at the outset. Data arising
from MRC-funded research must be properly curated throughout its life-cycle and released
with the appropriate high-quality metadata. This is the responsibility of the data custodians,
who are often those individuals or organisations that received MRC funding to create or collect
the data[55].

Research fish (formerly known as MRC e-Val) gathers outputs, outcomes and impacts arising
from MRC-funded research. MRC e-Val is an online survey designed to gather feedback from
MRC-funded researchers about the results of their work. The aim is to compile accurate
information about the outputs of MRC research and to capture impact as it occurs. This
information will then be used to communicate the benefits of MRC funding; support evalua‐
tions of the economic, social and academic impact of MRC research; and provide evidence for
strategy development. Information was sought across the whole MRC portfolio from all MRC
researchers that had held MRC support since 2006 (approximately 3000 principal investigators)
[60]. A full set of responses was submitted for 2541 Awards. This represents 83% of Awards
that were invited to complete MRC e-Val as shown in figure 1.

8. Use of animal in biomedical research

8.1. Using animals in research: Benefits and ethical consideration

In 1780, Jeremy Bentham, an English Philosopher, first initiated the arguments of ethics in the
vicinity of protection and treatment against animal by stating that animals should be treated
equally as humans and they should not be neglected because they can not speak nor express
their emotions [38]. In 1859, Darwin’s theory on evolution placed human and animals on the
same physical and emotional continuum. From late 19th century till now, a number of animal
rights advocates have presented various arguments against animal uses in biomedical
research. Using animals in the discovery of scientific knowledge is not only subject to the
prosperity of mankind but also that of all species on earth:
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The welfare of animals used in research, testing and teaching is affected by a combination of
a number of factors. It is the combined effect of biological factors, environmental factors and
interactions with the researchers that determine the welfare of animals used for research or
teaching purposes [39]. The various factors that affect the welfare of animals used in research
have been outlined in table 1.

Biological factors Environmental factors Interaction with researchers or teachers

Age if the animals Ventilation of the room where the animals

are kept

Nature of handing (gentle or rough; pain or

distress could be caused)

Sex of the animals Room temperature Frequency of research procedures could be

stressful

Reproductive status of the

animals

Relative humidity of the room Duration of manipulations or procedures

(e.g. a class of students using animals in 5-h

practical). The same animals may be used by

more than one class over a certain period of

time

Genetic factors based on

the genotype of the

animals

Diet during breeding and experimentation Management practices such as number tags

castration, dehorning and tail docking

Stress of the animals Water availability for the animals

Physiological/metabolic

state of the animals

Light cycle and quality in the room where the

animals are kept

Noise in the vicinity of the room where the

animals are kept Bedding in the cages

Size of cages and number of animals per cage

Transportation of animal

Table 1. Types of independent factors that may affect welfare of animals used in research or teaching [46].

Figure 1. Representation of 83% of Awards that were invited to complete MRC e-Val [ 51 ]
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One of the strongest grounds of using animals in scientific research is the values of research
toward animals and human beings. In the perspective of human health, many diseases such as
small pox virus that our forefathers significantly suffered from have now been eradicated or
controlled with the aid of biomedical research on animals. The use of animals in research is
prevalent because they share at least 200 common illnesses and diseases with humans [38].
Animals are used in research or experimentation in place of human subjects for various reasons.
Using animals in research affords the scientist to monitor reactions to stimuli and other variables
in complex organs and tissue, while allowing the scientist to minimize environmental varia‐
bles. Animals are used in scientific research to further science in many arenas. They are used
most often in the following cases: Disease Treatment, Prevention, Treatment of Injuries, Basic
Medical Testing, and Medical Diagnosis. Animals in research have made possible many scientific
breakthroughs that  humans benefit  from each day such as  in;  Vaccinations,  Anesthesia,
Antibiotics, Numerous medical treatments for various diseases. Animals provide the scientist
with unique possibilities especially using animals for medical research [39, 40].

When experimenting with new drugs for the treatment of disease it would be virtually
impossible to isolate a human the way an animal can be isolated. All mammals share the same
systems, there are variants but they are far outweighed by the likeness that humans and
animals share. There are just certain testing that can not be accomplished without the use of
live organs and tissue. There is no way to duplicate a complex disease in a culture, nor to enable
a computer to completely analyze the effects of drugs on a system. Animals play a vital role
in medical research [40-42].

8.1.2. Some facts about animal biomedical research

85 % of the animals used in research are rodents - rats and mice that have been bred for labora‐
tory use. Most laboratory tests on animals are simple single type tests - change in diet, draw‐
ing a simple blood sample, administering a drug, Animals are given anesthetics if a procedure
is going to be invasive in any way. Dogs, cats and non-human primates account for only 3 out
of 1000 subjects in experimentation. Humans are still the largest group that is used for re‐
search and experimentation and beats out all other lab animals when it comes to testing [44].

A criterion which all scientists must follow is known as the three R’s. The three R’s in research
refer to the following: Refinement, Reduction, and Replacement. Refinement of testing must
be arranged so that animal distress is minimal. The scientist must reduce the number of animals
used in the experimentation whenever possible and if possible, replace animals with other
adequate research methods. There are animal restrictions in place to insure that animals are
not used when not necessary[45]. When there are other viable models to conduct research those
methods supposed to be used instead of using an animal subject. Only the minimal number
of animals is to be used as subjects in an experiment or research project. Unnecessary research
and experimentation is considered unethical and use of animals is not supported. The use of
animals in research is heavily regulated[46]. The care is mandated through regulatory
guidelines and there are heavy damages and fines assessed when these regulations are not
followed. The regulations dictate how the animals will be housed and treated to include
veterinary care, pain management and other measures to make sure the animals do not suffer
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throughout the course of the experiment. The scientist needs to get permission from an ethical
committee, which have a full description of the project, before starting any research on animals,
to ensure for minimum of suffer among the animals [47-49].

8.1.2.1. Replacement

Animals should be replaced in experiments by less sentient alternatives such as invertebrates
or in vitro methods whenever possible.

8.1.2.2. Refinement

If animal experiments can not be avoided protocols should be refined to minimize any adverse
effects for each individual animal. Appropriate anaesthesia and analgesia should be used for
any surgical intervention. Humane endpoints should be used whenever possible. Staff should
be well trained, and housing should be of a high standard with appropriate environmental
enrichment. Animals should be protected from pathogens[50, 51].

8.1.2.3. Reduction

The number of animals should be reduced to the minimum consistent with achieving the scientific
objectives of the study, recognizing that important biological effects may be missed if too few
animals are used. Alternatively, methods should be found to obtain more information from each
experiment, thus speeding up the pace of research. This can be achieved by careful control of
variation and by appropriate experimental design and statistical analysis [52]..

The use of animals in medical research remains essential. However, in accordance with the
law, scientists must avoid using animals wherever possible. If applying for funding for studies
involving animals, researchers must give sound scientific reasons for using them and explain
why there are no realistic alternatives [52, 55] Around 30 per cent of the research we fund
involves animals. Some of the key players involved in one way or another in promoting the
implementation of the 3 Rs and the dissemination of information about alternatives to animals
in research and teaching are illustrated in table 2.

Organization Web site address

European centre for the Validation of Alternative

Methods (ECVAM)

http://ecvam.jrc.it/index.htm(Accessed on 04 June 2009).

Interagency Coordinating Committee on Validation of

Alternative methods (ICCVAM) in the USA

http://iccvam.niehs.nih.gov/(Accessed on 04 June 2009).

National interagency Center for the Evaluation of

Alternative Toxicological methods (NICEATM) which

provides support to the ICCVAM

http://ntp.niehs.nih.gov/ntpweb/index.cfm?objectid

=7182FF48-BDB7-CEBA-F8980E5DD01A1E2D (accessed on

04 June 2009)

Norwegian Reference Centre for laboratory Animal

Science and Alternatives that maintains the NORINA

database containing guidelines on use of animals in
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Organization Web site address

research as well as audiovisual aids and other teaching

materials.

Alternative to Animal Testing Web Site (Alweb)

developed by the John

Hopkins Centre for Alternatives to Animal Use

Htt://www.altweb.org (accessed on 04 June 2009)

InterNICHE which promotes humane use of animals in

education

www.interniche.org (accessed on o4 June, 2009)

The Netherlands Centre for Alternatives to Animal Use www.nca-nl.org (accessed on 04 June 2009)

Australian and New Zealand Council for the Care of

Animals in Research and teaching (ANZCCART)

anzccart@adelaide.edu.au (Accessed on 04 June 2009).

Table 2. some organizations involved in promoting implementation of the 3Rs [53].

9. Conclusion

Ethical consideration in biomedical research has created a great impact in improving clinical
trial research initiatives in both low income economies and industrialized nations. However the
lack of scientific expertise and the slow response of scientists, sponsors to ethical questions
involving some clinical projects has had a negative effect in the promotion of ethics in biomed‐
ical research initiatives. These considerations will require decades of reorientation of our
biomedical research efforts. The failure to resolve ethical conflicts be it politically motivated,
policy-related, or personal (scientist bias), claims of legitimately competing priorities has limited
progress in biomedical research and has encouraged new regulatory constraints in new product
development. The IRBs should therefore build a solid working framework, advance capacity
building strategies and implement a synergy working platform to promote biomedical and
clinical research geared to promote science contribution to human development.

It is also of importance to recognize the contribution of animals used in biomedical research
to the good health of humans as well as animal, as moral agents, human beings should always
make efforts to ensure that animals are treated humanely in research and teaching.

Efforts should be made to uphold the principles of 3Rs, which ensures that researchers should
replace animals with other alternatives whenever possible, and if not possible then the number
of animals used should be reduced to the minimum possible sample size as regards to the
required statistical power, and refine the methodologies in order to minimize any harm that
may be caused by the experimental procedures. It is a welcome idea for the creation of animal
ethics committee, and the development of credible national ethics and legal framework,
capacity building of research on humane treatment of experimental animals and dialogue
among the different stakeholders concerned with the welfare of animal implicated in research.

Special effort have been made to identify some key players in the promotion of biomedical
research and their responsibilities, and all the guidelines indicated in this study are intended
to protect research participants, and uphold the fundamental ethical principles.
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Although there are many action put in place to resolve the 10/90 gap and much has been achieved,
the gap still persist. There is the need for more investments towards strengthening of capaci‐
ties in health research and institutions in sub-saharan Africa to bridge the 10/90 gap.There is also
the need to find better ways of translating health research results conducted within the frame‐
work of fundamental ethical principles into action and policy implementations.
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1. Introduction

The public health ethics look at the moral basis of the health of human as a guiding support
put in place to maximize welfare, and therefore health as a component of welfare [1,2]. This
view frames the core moral challenge of public health as balancing individual liberties with
the advancement of good health outcomes.

An alternative view of public health ethics characterizes the fundamental problematic of public
health ethics differently: what lies at the moral foundation of public health is social justice [2].
While balancing individuals' liberties with promoting social goods is one area of concern, it is
embedded within a broader commitment to secure a sufficient level of health for all and to
narrow unjust inequalities [2, 3]. Another important area of concern is the balancing of this
commitment with the injunction to maximize good aggregate or collective health outcomes.
Public health ethics has therefore a strong moral connection to broader questions of social
justice, poverty, and systematic disadvantage [3,4].

1.1. Historical ethical perspective

Although there have been some manifested concerns about the vulnerability of human subjects
implicated in clinical research for over a century, it was the scandals and tragedies of the Nazi
doctors during the second World War that gave birth to the discipline of bioethics [4, 5]. Other
recent concerns in bioethics are attempting to extend ethical debate beyond the one-to-one
physician-patient relationship, to enter the domain of public health where focused is geared
towards the health of the entire populations. In the Africa setting, these extended concerns are
being driven in part by the persisting iniquities and disparities in the health status of the low
income resource countries and the rich countries, the differences in access to health services,
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unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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the differences in the effort put into solving health problems, whereby the larger health
burdens of the South receive scarce research attention, and the fewer problems of the North
receive most of the attention in what has been termed the 10/90 gap [6, 35]. More attempts
made to redress these inequalities have led to greater research investment and North-South
research collaboration with the aim of solving the major health problems affecting the
population in the poor countries of the South [7, 35].

1.2. The Ethical fundamental principles

Four fundamental principles of ethics have been universally recognized namely; autonomy,
beneficence, non-maleficence and justice. These principles universally deals with the respect
for all other humans as moral equals, making sure that all our actions are intended to achieve
results with less harm, and treating others with fairness and equity [8, 48].

1.2.1. Beneficence and non maleficence

The principle of beneficence and non-maleficence are best considered together as they are like
mirror images of each other. Literally beneficence means doing good and non-maleficence
means avoiding evil or harm [9, 38, 42].

1.2.2. The harm principle

It is likely that no classic philosophical work is cited more often in the public health ethics
literature than John Stuart Mill's essay “On Liberty” [10]. In that essay, Mill defends what has
come to be called the harm principle, in which the only justification for interfering with the
liberty of an individual, against her will, is to prevent harm to others. The harm principle is
relied upon to justify various infectious disease control interventions including quarantine,
isolation, and compulsory treatment. In liberal democracies, the harm principle is often viewed
as the most compelling justification for public health policies that interfere with individual
liberty [10, 19]. For example, a prominent view in the United States is that it was not until the
public became persuaded of the harmful effects of “second hand smoke” that the first signif‐
icant intrusion into smoking practices—the banning of smoking in public places—became
politically possible. Perhaps because of the principle's broad persuasiveness, it is not uncom‐
mon to see appeals made about harm to others in less than obvious contexts [11]. Defenders
of compulsory motorcycle helmet laws, for example, argued that the serious head injuries
sustained by unprotected cyclists diverted emergency room personnel and resources, thus
harming other patients[12, 32]. The harm principle has been interpreted to include credible
threat of significant economic harm to others as well as physical harm. Regarding smoking
policy, various restrictions on the behavior of smokers have been justified by appeal to the
financial burden on the health care system of caring for smoking-related illnesses [13].

As with all such principles, questions remain about its specification. How significant must the
threat of harm be, with regard to both its likelihood and magnitude of effect? Are physical
harms to the health of others to be weighted more than economic harms or other setbacks to
interests? Whether interpreted narrowly or broadly, there are limits to the public health cases
that can plausibly be placed in the harm principle box [14, 15]. Moreover, in the context of
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commitments to social justice and general welfare, and the other justifications described above,
too exclusive a focus on the harm principle can undermine otherwise justifiable government
mandates and regulation. It is undeniable that individuals have much broader and more multi-
dimensional interests than narrowly self-directed physical ones, and in that sense, it is not
unreasonable to have a fairly expansive understanding of “harm” in a public health context
[16-18]. The summary of the fundamental ethical principles and their applications in public
health and biomedical research illustrated by Chilengi [17], is shown in table 1.

PRINCIPLES DESCRIPTION APPLICATION

AUTONOMY Human beings are born as

autonomous agents. This autonomy

gives them the rights to self

determination that must be respected.

Autonomy demands that the wishes of

all persons must be respected and we

do so by asking their opinion or

willingness to get involved or not

Informed Consent

NON-MALEFICENCE Primun non nocere, Latin translation

for first, do no harm. Research must

primarily and actively seek not to do

harm regardless of the extent of

potential good that may arise from the

research.

Evaluate foreseeable risks and

minimize harm

BENEFICENCE While minimizing harm research must

be of benefit to individuals and society

at large. Beneficence is a group of

norms for providing benefits and

balancing benefits against risks and

costs

Maximize benefits

JUSTICE A group of norms for distributing

benefits risks and costs fairly. The

benefits of research must equitably be

shared by those who bore the cost and

risk of the research.

Fair subject selection and fair

distribution of benefits.

Table 1. Summary of fundamental ethical principles and their applications in public health and biomedical research [17].

2. Some challenges related to public health research ethics

There is no standardized method of organizing either the ethics of clinical practice, or the public
health and biomedical research. Although these distinctive concerns are often dealt with under
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commitments to social justice and general welfare, and the other justifications described above,
too exclusive a focus on the harm principle can undermine otherwise justifiable government
mandates and regulation. It is undeniable that individuals have much broader and more multi-
dimensional interests than narrowly self-directed physical ones, and in that sense, it is not
unreasonable to have a fairly expansive understanding of “harm” in a public health context
[16-18]. The summary of the fundamental ethical principles and their applications in public
health and biomedical research illustrated by Chilengi [17], is shown in table 1.

PRINCIPLES DESCRIPTION APPLICATION

AUTONOMY Human beings are born as

autonomous agents. This autonomy

gives them the rights to self

determination that must be respected.

Autonomy demands that the wishes of

all persons must be respected and we

do so by asking their opinion or

willingness to get involved or not

Informed Consent

NON-MALEFICENCE Primun non nocere, Latin translation

for first, do no harm. Research must

primarily and actively seek not to do

harm regardless of the extent of

potential good that may arise from the

research.

Evaluate foreseeable risks and

minimize harm

BENEFICENCE While minimizing harm research must

be of benefit to individuals and society

at large. Beneficence is a group of

norms for providing benefits and

balancing benefits against risks and

costs

Maximize benefits

JUSTICE A group of norms for distributing

benefits risks and costs fairly. The

benefits of research must equitably be

shared by those who bore the cost and

risk of the research.

Fair subject selection and fair

distribution of benefits.

Table 1. Summary of fundamental ethical principles and their applications in public health and biomedical research [17].

2. Some challenges related to public health research ethics

There is no standardized method of organizing either the ethics of clinical practice, or the public
health and biomedical research. Although these distinctive concerns are often dealt with under
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the broader term of bioethics, sometimes bioethics is presented as the equivalent of medical
ethics. Whichever approach is preferred, a key question remains: what distinguishes public
health ethics from medical ethics? The answer lies in the distinctive nature of public health
[23,51].

Public health has four characteristics that provide much of the subject matter for public health
ethics as follows: (1) its promotion involves a particular focus on prevention; (2) it is a public
or collective good; (3) it involves an intrinsic outcome-orientation and (4) its promotion often
entails government action; [11, 24-26].

First, in public health the main point of concern is the population, not individuals. Public health
is, by its very nature, a public, communal good, where the benefits to one person cannot readily
be individuated from those to another, though its burdens and benefits often appear to fall
unevenly on different sub-groups of the population [25]. This raises a particular set of
challenges the public health ethics has to address. Whose health are we concerned about, and
then what sacrifices is it acceptable to ask of individuals in order to achieve it? Is there a
difference between public health and population health? And why is public health a good
worth promoting? [26]. Any answer to these questions has to take into account the fact that
public health measures are often based on the prospect of benefit to individuals, not immedi‐
ately securable benefits [23, 27].

Second, promoting public health involves a high degree of commitment to the prevention of
disease and injury. However, although much of the discussion surrounding public health
focuses primarily on this preventive aspect, public health agencies and services also involve
diagnosing and treating illnesses, with all the attendant clinical services that those activities
require [28, 29].

Achieving good public health results frequently requires government action: many public
health measures are coercive or are otherwise backed by the force of law. Public health is
focused on regulation and public policy, and relies less often on individual actions and
services. In this as in all other areas of official state action, we therefore have to address tensions
among justice, security, and the scope of legal restrictions and regulations [19, 30].

2.1. The rationale of public health programs and policies

Public health draws its fundamental legitimacy from the essential and direct role that health
plays in human flourishing, whether that role is understood ultimately in terms of maximizing
health or promoting health in the context of advancing social justice [31, 38]. This general
justification is sometimes too broad, however, to provide sufficient moral warrant for specific
public health policies and institutions, especially when, as is so often the case, these policies
and institutions are implemented by the state and affect the liberty or privacy of corporate or
individual persons (Beauchamp, 2010). This section puts forward six justifications or reasons
that can be put forward to defend a particular public health institution or policy [32].

Two observations are worth making at the outset. First, public health policies are rarely
defended by only one reason. Usually a mixed set of justifications can be provided. For
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example, tax policies intended to decrease cigarette consumption can be defended both by
appeal to paternalism and by appeal to reducing the harms of second hand smoke to children
in the home and in automobiles[20, 33]. Second, the impact of public health policies is often
not uniform across all the individuals affected by the policy, and thus different justifications
are sometimes put forward specific to these different people. This complexity is unavoidable,
since it results from the nature of public health: The focus of public health is population health,
but populations are rarely internally uniform with regard to all features that are morally
relevant to any particular policy [28, 34-35]. Some people may stand to benefit from the policy
while others may not. Moreover, in line with concerns about democratic legitimacy and state
over-reaching, some members of the population may support the aims of the policy while
others may object [36].

The first four of the justifications for public health policies- overall benefit, collective efficiency/
action, and fairness- speak specifically to the context in which some members of the affected
population are not directly benefited by the policy or object to it [37]. The next two justifications
appeal to the significance of harm, both to others and to oneself. They apply more specifically
to traditional concerns about balancing respect for liberty with advancing health and are more
prevalent in the public health ethics literature than the previous four. In the fifth justification,
the argument is from a relatively uncontroversial Millian harm principle, and in the sixth
justification, from somewhat more tendentious paternalistic principles [12, 38].

2.2. Some benefits of public health

It is difficult to estimate direct benefits of the majority of public health interventions since some
of these interventions target many health problems and many interventions can contribute to
reduce the burden of one health problem. Furtherer, it is known that some of health determi‐
nants like those associated to environment change naturally. At individual level, it is even
more complicated as the efficacy of public health intervention is the absence of a particular
health event that is difficult to justify by the intervention [39, 40].

Generally, we all benefit from having public health interventions, and from having trusted
regulatory agencies such as the Centers for Disease Control and Prevention (CDC) or the Food
and Drug Administration (FDA) make decisions about such interventions and their reach [16,
41]. All things considered, having public health regulation is better than not having it. Having
public health decisions made on the basis of overall statistics and demographic trends is
ultimately better for each one of us, even if particular interventions may not directly benefit
some of us. Thus, the task of public health ethics is not necessarily to justify each particular
intervention directly [16, 41]. Rather, public health interventions in general, as long as they
stay within certain pre-established parameters, can be justified in the same way a market
economy, the institution of private property, or other similarly broad and useful conventions
that involve some coercive action but also enable individuals to access greater benefits can be
justified: when properly regulated and managed, its existence is by and large better than its
absence for everyone [43].
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2.3. The public health policy action strategies

A related justification views health as a public good the pursuit of which is not possible without
ground rules for coordinated action and near-universal participation. The public health is
viewed as having the structure of a coordination or collective efficiency problem. For example,
if one person (or a sufficient critical mass of such persons) decides not to abide by a public
health regulation because the regulation does not directly benefit he or she otherwise objects,
the ramifications will likely be felt by others in her environment and beyond (Daniels, 2008).
Everybody has to participate because, failing their involvement, neither they nor anyone else
can reap the benefit of a healthy society (Crawford, 2008).

The collective efficiency class of arguments relies on claims about the sheer number and
technical complexity of the decisions that need to be made to protect health in the environment
and in the market place, as well as the indivisible character of responses to some health threats
[15, 21, 46].

2.4. Public health community engagement

The communitarian argument relies on the idea that is good for the whole is necessarily good
for its parts [47]. Communitarians view individuals' identities and the meaningfulness of their
lives as indelibly tied to the well-being of their community. Clinical research in a developing
nation to be deemed ethical requires community engagement, so that the research can
contribute to the social value. Thus, on this view, public health interventions are good for
individuals simply because they benefit the community as a whole. It thus encourages a
cooperative way of thinking about public health interventions. Its main shortcoming, however,
is that it assumes too tight a connection between individuals and the communities to which
they belong, thereby incurring the potential for abuses of less privileged individuals within
certain communities in the name of communal well-being [48]. It is unfortunately not always
the case that the interests of individuals and the interests of their communities coincide in this
convenient way. Rather, such interests often come apart, and can come into conflict in ways
that require us to address yet again the questions: how much can we ask of individuals for the
sake of others, of which individuals can we ask sacrifices for the sake of the community, and
why? There is a conceptual distance between what is good for particular individuals, what is
good for all individual members of a community, and what is good for the community [8, 49].
Thus, there can sometimes be direct trade-offs between what is good for the community and
what is good for particular individuals within it. Notwithstanding these difficulties, this is
certainly a strategy worth giving serious consideration as a possible avenue for the justification
of public health interventions, particularly in some contexts where there is a strong sense of
community solidarity [3, 50].

3. Aspect of justice and fairness in public health

Whether social justice is viewed as a side constraint on the beneficence-based foundation of
public health, or as foundational in its own right, there is broad agreement that a commitment
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to improving the health of those who are systematically disadvantaged is as constitutive of
public health as is the commitment to promote health generally (Powers and Faden 2006,
Institute of Medicine's Committee for the Study of the Future of Public Health [50-52].

In this regard, there is an intimate connection between public health and the field of health
and human rights. Many in public health accept that there is a fundamental right to health, as
codified in the United Nations Universal Declaration of Human Rights or otherwise, although
there is less agreement about the justification for such a right or what precisely the right entails
[24]. A key question for public health ethics is on whom the duties generated by a right to
health fall. Since so many of these duties require collective action. The governments are obvious
candidates, but so, too, are other social institutions in the private sector as well as those global
in structure that bear on the right to health [8, 35]. A failure on the part of these institutions to
ensure the social conditions necessary to achieve a sufficient level of health is an injustice that
on the view of many violates a basic human right. Note that as a basic human right, the claims
of the right to health are not in any fundamental respect restricted to national borders but
rather fall on the human community [9].

When inequalities in health exist between socially dominant and socially disadvantaged
groups, they are all the more important because they occur in conjunction with other disparities
in well-being and compound them [1, 15]. Reducing such inequalities are specific priorities in
the public health goals of national and international institutions.

One of the most difficult challenges for public health ethics emerges when moral function
conflicts with the injunction to improve, if not maximize, aggregate or collective health
outcomes [39]. Although the health of the world's most desperately poor can in many cases be
improved by extremely cost-efficient interventions like basic childhood immunizations and
vitamin supplementation, reducing other unjust inequalities in health can consume significant
resources.

Another challenge in social justice for public health ethics emerges when the health needs of
systematically disadvantaged groups conflict with other dimensions of well-being as well as
with considerations of collective efficiency. Targeting a public health program to poor and
minority communities can sometimes both serve social justice concerns and be efficient if, for
example, the health problem the intervention targets occurs disproportionately in these groups
[7, 42]. At the same time, however, if the health problem is itself associated with stigma or
shame, targeting the poor and minorities may reinforce existing invidious stereotypes, thereby
undermining another critical concern of social justice, equality of social respect. In such cases,
public health authorities must decide whether a commitment to social justice requires
foregoing an efficient, targeted program in favor of a relatively inefficient, universal program
that also may produce less improvement in health for the disadvantaged group (thus failing
to narrow unjust inequalities) in order to avoid exacerbating existing disrespectful social
attitudes [19].

Some formal methods, including most notably cost-utility analysis, rely on what are referred
to as summary health measures in which mortality and diverse morbidities are combined in
a single metric such as a quality-adjusted or disability-adjusted life year. These measures, and
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the formal methods that employ them, sometimes rely on assessments of what may be only
vague individual preferences for trade-offs between different states of health or different kinds
of benefits. Moreover, they make morally problematic assumptions including, for example,
whether to differentially value years saved in different stages of life and about how to disvalue
specific disabilities [34]. Depending on how these and other assumptions are determined and
specified, summary health measures have been criticized as being ageist or not ageist enough,
as discriminating unfairly against people with disabilities, as failing to capture the moral
uniqueness of life-saving, as treating as commensurable qualitatively different losses and
benefits, and as failing to take adequate account of the claims of those who are most disad‐
vantaged [14, 50].

3.1. Burden distributions in ethical research

Another appeal that can be used to defend certain public health interventions that impose
unequal burdens on different members of a population relies on considerations of fairness.
The basic premise of this line or argument would be that burdens have to be roughly equivalent
for everyone [23]. The same could be said for certain public health “burdens,” understood as
both the burdens of disease and disability and the burdens of public health interventions.
Based on considerations such as a particular group's likelihood to contract a certain disease,
and their overall health status, other parts of the population can legitimately be asked to
“contribute,” as it were, in order to make the distribution of disease burdens more equitable
[9, 50]. For example, part of the rationale for requiring child immunization prior to enrollment
in school is that this is a way to ensure that low-income children, who are generally less healthy
than other children, have access to the needed vaccines [44]. Another example of public health
interventions that appear to be guided by this justification is rubella vaccination of children
for the sake of pregnant women and their fetuses [50]. This reasoning can help explain why
individuals are sometimes asked to bear public health burdens that do not directly benefit
them. However, the question of how far we can go in redistributing health-related burdens
will likely continue to plague any proponent of this justificatory strategy. Moreover, questions
about the plausibility of viewing health-related burdens as subject to distribution in this
manner may also arise [6, 17].

3.2. Paternalism

Paternalism is classically understood as interfering with the liberty of action of a person,
against his/her will, to protect or promote his/her welfare is as controversial as the harm
principle is uncontroversial (Dworkin 2005). Few public health interventions are justified
exclusively or even primarily on unmediated, classic paternalistic grounds, although many
more public health programs may have paternalistic effects. By contrast, other classes of
arguments that are sometimes described as paternalistic, including soft paternalism, weak
paternalism, and libertarian paternalism, are evoked more frequently [19, 21].

Soft and weak paternalism are usually interpreted as interchangeable, though they have
sometimes been taken to denote different concepts [14, 46]. A common interpretation defines
this kind of paternalism as interferences with choices that are compromised with regard to
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voluntariness or autonomy. Though a person might voice or hold a preference different from
the one that is sought for him, his preference is not entitled to robust respect if it is formed
under conditions that significantly compromise its autonomy or voluntariness, such as
cognitive disability or immaturity and, in very limited cases, ignorance or false beliefs [20].
Adaptive preferences are also considered compromised with regards to autonomy: sometimes,
individuals modify their preferences in order to be able to adapt to difficult, unjust, or
undesirable circumstances [32]. Such preferences also do not have the same standing as
preferences formed under normal conditions and are therefore viewed as subject to interfer‐
ence [32].

Libertarian paternalism defends interventions by planners (such as public health authorities)
in the environmental architecture in which individuals decide and act in order to make it easier
for people to behave in ways that are in their best interests (including their health), provided
two conditions are satisfied [5, 31]. First, individuals are steered by these interventions in ways
that make them better off, as judged by themselves. Thus, in libertarian paternalism there is
no attempt to contravene the will of individuals, in contrast to what some hold to be a necessary
feature of paternalism. Second, the interventions must not overly burden individuals who
want to exercise their freedom in ways that run counter to welfare. In this sense, libertarian
paternalism claims to be liberty-preserving, hence libertarian.

A key conceptual question about paternalism is whether the interference with individual
liberty must be against the person's will [3]. If this feature is a necessary condition of pater‐
nalism, then libertarian paternalism is inappropriately titled. From the standpoint of public
health ethics, however, whether libertarian paternalism is appropriately titled is less important
than the moral issues it raises and how it is justified [1, 52].

3.3. Mutual benefit

Finally, there is a more pragmatic reason to attend to public health in the developing world.
Beyond claims of justice, morality, and common decency, we live in a world where mobility
and interaction within and across countries is very high. Diseases such as SARS, H1N1, and
drug-resistant TB, as well as less headline-grabbing ailments such as cholera and malaria, are
not neatly contained within one national boundary. Citizens of all countries would benefit
from improving public health in the developing world. Contributing to the availability and
improvement of medical, sanitary, and other health-related resources for those who live in
poverty and deprivation is ultimately good for us all, whether we are in the habit of traveling
around the world or not [7]. There is also the need for understanding the emerging diseases
and those poverty related diseases that is of major economic concerns [36, 52].

4. Research for low income ecomomies

Medical research is sometimes undertaken in the low income economies in order to further
the understanding and treatment of diseases, not primarily for the benefit of those in the
developing world, but rather for the benefit of citizens of the developed world. In such cases,
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specific disabilities [34]. Depending on how these and other assumptions are determined and
specified, summary health measures have been criticized as being ageist or not ageist enough,
as discriminating unfairly against people with disabilities, as failing to capture the moral
uniqueness of life-saving, as treating as commensurable qualitatively different losses and
benefits, and as failing to take adequate account of the claims of those who are most disad‐
vantaged [14, 50].

3.1. Burden distributions in ethical research

Another appeal that can be used to defend certain public health interventions that impose
unequal burdens on different members of a population relies on considerations of fairness.
The basic premise of this line or argument would be that burdens have to be roughly equivalent
for everyone [23]. The same could be said for certain public health “burdens,” understood as
both the burdens of disease and disability and the burdens of public health interventions.
Based on considerations such as a particular group's likelihood to contract a certain disease,
and their overall health status, other parts of the population can legitimately be asked to
“contribute,” as it were, in order to make the distribution of disease burdens more equitable
[9, 50]. For example, part of the rationale for requiring child immunization prior to enrollment
in school is that this is a way to ensure that low-income children, who are generally less healthy
than other children, have access to the needed vaccines [44]. Another example of public health
interventions that appear to be guided by this justification is rubella vaccination of children
for the sake of pregnant women and their fetuses [50]. This reasoning can help explain why
individuals are sometimes asked to bear public health burdens that do not directly benefit
them. However, the question of how far we can go in redistributing health-related burdens
will likely continue to plague any proponent of this justificatory strategy. Moreover, questions
about the plausibility of viewing health-related burdens as subject to distribution in this
manner may also arise [6, 17].

3.2. Paternalism

Paternalism is classically understood as interfering with the liberty of action of a person,
against his/her will, to protect or promote his/her welfare is as controversial as the harm
principle is uncontroversial (Dworkin 2005). Few public health interventions are justified
exclusively or even primarily on unmediated, classic paternalistic grounds, although many
more public health programs may have paternalistic effects. By contrast, other classes of
arguments that are sometimes described as paternalistic, including soft paternalism, weak
paternalism, and libertarian paternalism, are evoked more frequently [19, 21].

Soft and weak paternalism are usually interpreted as interchangeable, though they have
sometimes been taken to denote different concepts [14, 46]. A common interpretation defines
this kind of paternalism as interferences with choices that are compromised with regard to
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voluntariness or autonomy. Though a person might voice or hold a preference different from
the one that is sought for him, his preference is not entitled to robust respect if it is formed
under conditions that significantly compromise its autonomy or voluntariness, such as
cognitive disability or immaturity and, in very limited cases, ignorance or false beliefs [20].
Adaptive preferences are also considered compromised with regards to autonomy: sometimes,
individuals modify their preferences in order to be able to adapt to difficult, unjust, or
undesirable circumstances [32]. Such preferences also do not have the same standing as
preferences formed under normal conditions and are therefore viewed as subject to interfer‐
ence [32].

Libertarian paternalism defends interventions by planners (such as public health authorities)
in the environmental architecture in which individuals decide and act in order to make it easier
for people to behave in ways that are in their best interests (including their health), provided
two conditions are satisfied [5, 31]. First, individuals are steered by these interventions in ways
that make them better off, as judged by themselves. Thus, in libertarian paternalism there is
no attempt to contravene the will of individuals, in contrast to what some hold to be a necessary
feature of paternalism. Second, the interventions must not overly burden individuals who
want to exercise their freedom in ways that run counter to welfare. In this sense, libertarian
paternalism claims to be liberty-preserving, hence libertarian.

A key conceptual question about paternalism is whether the interference with individual
liberty must be against the person's will [3]. If this feature is a necessary condition of pater‐
nalism, then libertarian paternalism is inappropriately titled. From the standpoint of public
health ethics, however, whether libertarian paternalism is appropriately titled is less important
than the moral issues it raises and how it is justified [1, 52].

3.3. Mutual benefit

Finally, there is a more pragmatic reason to attend to public health in the developing world.
Beyond claims of justice, morality, and common decency, we live in a world where mobility
and interaction within and across countries is very high. Diseases such as SARS, H1N1, and
drug-resistant TB, as well as less headline-grabbing ailments such as cholera and malaria, are
not neatly contained within one national boundary. Citizens of all countries would benefit
from improving public health in the developing world. Contributing to the availability and
improvement of medical, sanitary, and other health-related resources for those who live in
poverty and deprivation is ultimately good for us all, whether we are in the habit of traveling
around the world or not [7]. There is also the need for understanding the emerging diseases
and those poverty related diseases that is of major economic concerns [36, 52].

4. Research for low income ecomomies

Medical research is sometimes undertaken in the low income economies in order to further
the understanding and treatment of diseases, not primarily for the benefit of those in the
developing world, but rather for the benefit of citizens of the developed world. In such cases,
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participants and their communities might well claim that they are entitled to share in the
benefits of the research [9, 16]. However, compensation to participants and their communities
is often non-existent or not nearly in line with the potential benefits their participation will
bring to those fortunate enough to have been born in a different geographical location [6, 36].
Note that this is a different issue from the question of whether researchers working on
indigenous diseases in the developing world have a duty to provide medical care or other
ancillary services to their research subjects [5, 21].This is less a question of justice as of research
ethics more generally.

4.1. Uneven research focus

Much medical research is focused on diseases that affect less than 10% of the world's popula‐
tion, while millions die every year from diseases that potentially could be prevented or more
easily treated if only enough research and other medical resources were devoted to them [1,
20]. Given the sheer numbers of people who needlessly die every day from such neglected but
widespread diseases, and given that the developed world clearly has the resources to change
that state of affairs, justice claims arguably also arise in this context [22, 35].

4.2. The legal compensatory claims

Many poor, underdeveloped countries that are massively underserved when it comes to public
health resources continue to suffer from the direct and indirect effects of historical, unjust
harms perpetrated by many of the world's wealthiest countries such as colonialism, war,
occupation, and other forms of violent economic exploitation [36, 43]. In many cases, harms
are more recent or are continuing, for example the diamond wars in Sierra Leone and other
African countries as well as the more general on-going exploitation of local natural resources.
Both the historical effects and the persistent effects of such violence and exploitation on public
health in those countries ground additional justice-based claims against the wealthy nations
to reduce the profound inequalities in health that exist between the world's poor and advan‐
taged people [8, 26].

4.2.1. The role of the ethics committee

There are many synonymous for committees that review and approve biomedical research
protocols to safeguard the dignity, rights, safety and well being of actual or potential research
participants (WHO, 2000; Tedlock, 1983).Terminologies such as Independent Ethics Commit‐
tee (IEC), Institutional Review Boards (IRB), Institutional Ethics Committee (IEC), National
Ethics Committee (NEC) and Ethics Review Boards (ERB) are interchangeably used. The two
WHO guidelines have addressed in details the description of what ERB are, or are intended
to be, recommended compositions, what ethical review entails, how they should operate, reach
decisions and communicate those decisions. Other publications have provided ethical
framework for evaluating whether proposed research is ethical (CIOMS, 2008, Emmanuel et
al., 2000; Amdur and Elizabeth, 2002. It is important therefore to look at the different roles of
stakeholders in ethical research.
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Responsibilities of the participants

The greatest role of ERB is to ensure that research that is conducted among the communities
is ethical. Also important to this obligation is to ensure that in its basic setup, composition,
operations and follow up activities are such that the mandate of protecting research partici‐
pants is carried out effectively.

Research and legal liability

Legal liability claims against health professionals were traditionally confined to those who
engaged in clinical practice. However, in recent years an increasing number of civil claims
have emerged in the health research realm. In this regard, three trends have emerged: (1) the
types of legal claims have diversified; (2) the number and types of defendants named in such
lawsuits have increased beyond researchers; and (3) class action lawsuits are increasingly
being lodged on behalf of groups of research subjects (Mello et al., 2003). While the over‐
whelming number of research-related lawsuits has arisen in affluent countries, the filing of
multi-jurisdictional lawsuits against drug maker, Pfizer, in relation to its Trovan drug trial in
Nigeria illustrates that developing countries are also becoming battlegrounds from lawsuits
against those involved in research. This work outlines the liability risks of researchers, host
institutions, research ethics committees, consulting bioethicists, and research sponsors
through a review of sample cases involving these parties.

There exist a number of liabilities in the ethical conduct of research involving all the stake‐
holder that can be outline as follows:

Research liability

This involves civil claims against researchers which in the early days centered around the
notion of informed consent If we consider the case of Wess versus Solomon (1989), the heirs
of a subject who died while a volunteer in a non therapeutic study successfully sued the
investigator and his university-affiliated hospital. The judge found the principal investigator
and hospital, through its research ethics committee responsible for not disclosing a rare fatal
complication caused by fluorescent dye and not adequately screening the subject who suffered
from undisclosed hypertropic cardiomyopathy.

Research ethics committee liability

Research ethics committee (RECs) or Institutional Review Boards (IRBs), are responsible for
assessing human research protocols for conformity to ethical principles (Zlotnik Shaul, 2002).
RECs liability has been recognized as far back as in the 70s, when the US National Commission
for the protection of Human Subjects of Biomedical and Behavioral research published a report
captioned Report and Recommendation: Institutional Review Board (NCPHSBBR, 1978).The
principles state that one who undertakes to protect others must act responsibly. IRB members
could be liable if they did not exercise reasonable care in carrying out their review. This may
occur if their approval led to a research activity and injuries that would not have occurred if
a reasonable person, confronted with the same information would have placed conditions on
the research that would have prevented the injury. Therefore an injured can possibly press
charges for negligence by the IRB members in assessing the risks and benefits of proposed
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research, or in approving consent procedures not necessarily likely to assure legally effective
consent.

4.2.2. Institutional liability

Institutional liability arises from the Common Law doctrine of vicarious liability, which holds
superiors accountable for the wrongs of their subordinates (Amir, 2009). Amir JA. Research
and Legal Liability. Acta Tropica, 2009;112S:S71-S75).An illustrated case is that in the US of
Berman versus Fred Hutshinson cancer centre (2002) where the husband of a research
participant (Hamilton) died in a chemotherapy trail brought filed a law suit against the Fred
Hutchinson Cancer Centre alleging that his wife’s consent to participate in the study was not
informed because the institution failed to disclosed the following:

That the researchers had no idea whether the relevant drugs would have any protective effect
against organ damage; Hamilton would not receive the planned dosage of the drug if she were
unable to ingest the oral version of the drug; seven prior protocol participants had died, one
of whom had suffered serious organ damage; and there were alternative treatments that were
less risky and were reporting a significantly higher cure rate. In summary Berman argued that
his diseased wife did not give informed consent to participate in the trial as she was not
informed that an experimental drug to prevent lethal side effects of chemotherapy was not
available was not available in the intravenous form. After trying to swallow the pills, the
participant vomited the pills and died. The trial court handling the case ruled that the Fred
Hutchinson Cancer Research Centre’s failure to disclose the unavailability of the intravenous
form of the drug invalidated Hamilton’s consent to participate in the trial.

Bioethicist liability

The bioethicist liability case can be exemplified in the Robertson case where the plaintiffs’
alleged that the consulting bioethicist in the matter was careless, negligent and reckless for the
following: failing to exercise reasonable care under all of the circumstance, in accordance with
the accepted bioethical practice; failing to follow and abide by by the guidelines set forth by
various governmental agencies and acting negligently.

Sponsor laibility

The most high profile lawsuit filed against a study sponsor are those lodged against the US
pharmaceutical firm, Pfizer, y the Nigerian plaintiffs and authorities. The lawsuits arose from
a 1996 drug study conducted by Pfizer in the Northern State of Kano during a meningitis
epidemic. In the US case of Abdullahi versus Pfizer Inc (2003), the plaintiffs, parents of the
child participants in the trial, alleged the use of the drug TROVAN on children with meningitis
was done without the parental informed consent and resulted in nearly a dozen dying, and
others being left with brain damage, paralysis and slurred speech. In January 2009, the US
Court of Appeals for the Second Circuit in New York overturned a lower court’s finding that
the cases brought by the plaintiffs could not be heard in the United States (Perlroth, 2009). In
April 2009, Pfizer reportedly settled the case for $75 million (Howden, 2009).However, the
settlement of the US case did not affect other pending cases against Pfizer in Nigeria such as
the $7 billion case lodged by the Nigeria Federal Government in June 2007 and a $2 billion case
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lodged by the Kano State Government (Sturcke, 2007).The Pfizer case is significant for various
reasons. To begin with, it illustrates that research participants in the developing countries are
gaining increasing awareness of their rights and are prepared to act accordingly. The second
point is that research conducted by US sponsors of research in developing countries is
actionable against those sponsors in the US. Thirdly, research liability lawsuits may also be
brought by government authorities, even though they were not the affected parties. Lastly,
liability suits may be filed concurrently in different countries and a judgment or settlement in
one country does not affect pending cases elsewhere. Some countries require sponsors and
investigators to obtain insurance coverage for trial participants for trial-related injuries as a
prerequisite to trial commencement. The Pfizer case demonstrates that it is important for
sponsors and investigators to have insurance cover clinical drug testing trials.

There exist other potential areas of law suit given the increase in multi-country, multi-national
collaborations. Potential lawsuits are emerging from legal issue with material transfer
agreement, data sharing agreement and intellectual property rights. The use and storage of
biological materials/samples, particularly those exported for storage and analysis to institu‐
tions in sponsor countries for use such as to determine biomarkers that confer protective
immunity where capacity to conduct such analysis is not available in host countries in the
developing countries. Solutions to solving such potential problems involve signing contractual
agreements, memoranda of understanding such as data sharing agreement (DSA), Material
Transfer Agreement (MTA), entered into between the disputing parties. Such agreements
should be negotiated between all relevant stakeholders before any clinical research can
commence, and that a dispute resolution mechanism are jurisdictional issues are prospectively
determined in the case of any foreseeable dispute.

4.3. Contribution of International Research Integrity (IRI) in public health research
promotion

National Science Foundation NSF implementation of Section 7009 of the America Creating
Opportunities to Meaningfully Promote Excellence in Technology, Education, and Science
(COMPETES) Act requires that the Authorized Organizational Representative complete a
certification at the time of proposal submission that the institution has a plan to provide
appropriate training and oversight in the responsible and ethical conduct of research to
undergraduates, graduate students, and postdoctoral researchers who will be supported by
NSF to conduct research. Additional information on NSF’s responsible conduct of research
(RCR) policy is available in the Award and Administration Guide, Chapter IV.B [46]. While
training plans are not required to be included in proposals submitted to NSF, institutions are
advised that they are subject to review upon request.

With the increasing globalization of science and engineering research and education, and the
associated issues related to the responsible conduct of research within a global context, NSF
recognizes that projects involving international partners may present special risks and
challenges. Maintaining high standards of ethical and scientific integrity helps to maintain
public trust in the research enterprise. An increasing number of authors have pointed to the
importance of mentoring and education in relation to the responsible conduct of science in
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training plans are not required to be included in proposals submitted to NSF, institutions are
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preventing transgressions of scientific integrity. Just like in clinical research and biomedicine,
epidemiologists and other public health researchers have the responsibility to exhibit and
foster the very highest standards of scientific integrity [46]

The following resources are provided to assist in developing training and oversight plans for
the responsible and ethical conduct of research in an international context and to understand
the codes of conduct in other countries. NSF does not provide content or endorse these sites’
content, but provides them as possible resources.

4.4. National institute of health in public health research clinical excellence

The National Institute for Health and Clinical Excellence (NICE) is a special health authority
of the English National Health Service (NHS), serving both English NHS and the Welsh NHS.
It was set up as the National Institute for Clinical Excellence in 1999, and on 1 April 2005 joined
with the Health Development Agency to become the new National Institute for Health and
Clinical Excellence (still abbreviated as NICE). NICE carries out assessments of the most
appropriate treatment regimes for different diseases. This must take into account both desired
medical outcomes (i.e. the best possible result for the patient) and also economic arguments
regarding differing treatments. NICE have set up several National Collaborating Centres
bringing together expertise from the royal medical colleges, professional bodies and patient/
carer organizations which draw up the guidelines [47]. The centres are the National Collabo‐
rating Centre for Cancer, the National Clinical Guidelines Centre for Acute and Chronic
Conditions, the National Collaborating Centre for Women and Children´s Health, and the
National Collaborating Centre for Mental Health. The National Collaborating Centre then
appoints a Guideline Development Group whose job it is to work on the development of the
clinical guideline. This group consists of medical professionals, representatives of patient and
carer groups and technical experts. They work together to assess the evidence for the guideline
topic (e.g. clinical trials of competing products) before preparing a draft guideline. There are
then two consultation periods in which stakeholder organizations are able to comment on the
draft guideline. After the second consultation period, an independent Guideline Review Panel
reviews the guideline and stakeholder comments and ensures that these comments have been
taken into account. The Guideline Development Group then finalizes the recommendations
and the National Collaboration Centre produces the final guideline. This is submitted to NICE
who then formally approve the guideline and issues this guidance to the NHS [47].

4.5. Institute of tropical medicine and hygiene in public health research ethics

The London School of Hygiene and Tropical Medicine is an institution promoting research in
public health through the introduction of research training courses which aim at equipping
students with skills needed to appreciate and analyze public health problems in developing
countries, and to design and evaluate actions to improve public health. The course considers
issues of global health, development and the provision of health services from a multidisci‐
plinary perspective. All the public health students are expected to have a substantial experience
of planning or implementation of public health programmes, of teaching or research, in
developing countries. Graduates from this course work in global health, health service
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management, in health programmes in developing countries, in international and national
NGOs, and in research. In addition to MSc Public Health in Developing Countries. By the end
of the course students should be able to: demonstrate knowledge and understanding of theory
and practice in the core public health disciplines (epidemiology, statistics, social sciences,
health policy and health economics; demonstrate specialized knowledge and skills in other
areas relevant to public health from a wide range of options (e.g., primary health care, medical
anthropology, epidemiology and control of malaria, and population studies); apply these skills
to identify and assess public health problems in developing countries and evaluate actions
designed to improve public health; formulate public health strategies and approaches to public
health problems appropriate to a given culture and environment; and apply appropriate
research skills for evaluation and use of research findings.

4.6. World Health Organization (WHO) in public health research ethics

Health ethics has been an integral part of the activities of many units and departments at WHO
for many years and is addressed not only within the Department of Ethics and Social Deter‐
minants (ESD) and throughout the organization. ESD works collaboratively with staff from all
departments and the regional offices to identify, design, and carry out projects addressing the
ethics of health care, public health, and biomedical science. This encompasses projects that
originate in the department and those on which it provides advice and assistance to activities
located in other clusters and in regional offices. In October 2002, the World Health Organiza‐
tion launched its Ethics and Health Initiative to provide a focal point for the examination of
the ethical issues raised by activities throughout the organization, including the regional and
country offices, and to develop activities regarding a wide range of global bioethics topics,
from organ and tissue transplantation to developments in genomics, and from research with
human beings to fair access to health services.

Work in ethics and health is now carried out by the Department of Ethics and Social Determi‐
nants in the Innovation, Information, Research and Evidence cluster at headquarters. This
department is involved in a wide range of ethics activities, both on its own initiative and in
response to the needs of other parts of WHO. The specific projects, many of which link different
departments and involve experts from outside the organization, evolve in response to changes
in the field.

4.7. NEPAD in promoting public health research in Africa

The New Partnership for Africa’s Development (NEPAD) is a socio-economic development
programme of the African Union (AU) whose express objective is to stimulate Africa’s
development by bridging existing gaps in Infrastructure (Energy, Water and Sanitation,
Transport and ICT); Agriculture and Food Security; Human Resource Development, especially
Health/Education, Youth and Training, Social Affairs; Science, Technology and Innovation;
Trade, Industry/Market Access and Private Sector Development; Environment/Climate
Change and Tourism; Governance/Public Administration, Peace and Security; Capacity

The Role of Ethics in Public Health Clinical Research
http://dx.doi.org/10.5772/52478

675



preventing transgressions of scientific integrity. Just like in clinical research and biomedicine,
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Development, and Gender Development. The implementation of these programmes is based
on the AU/NEPAD principles of African leadership and the ownership of the continent’s
development agenda and process, as well as a commitment to good political, economic and
corporate governance. African leaders have explicitly recognized that socio-economic trans‐
formation of the continent cannot be achieved without increased investments in science,
technology, and innovation. To that end, the leaders have initiated a number of concrete actions
geared towards promoting the continent’s scientific and technological development. The
actions include the creation of the African Ministerial Council on Science and Technology
(AMCOST) and its subsidiary bodies -- the NEPAD Office of Science and Technology, and the
AU Commission for Human Development, Science and Technology. These institutions have
collectively developed a comprehensive strategy and action plan -- Africa’s Science and
Technology Consolidated Plan of Action -- adopted at the second African Ministerial Confer‐
ence on Science and Technology in Dakar, Senegal, in September 2005. The main goals of
Africa’s Science and Technology Consolidated Plan of Action (CPA) are to strengthen Africa’s
capacities to develop, harness and apply science, technology, and innovation to achieve
millennium development goals (MDGs), as well as mobilizing the continent’s expertise and
institutions to contribute to the global pool of science and technological innovations. Key to
these goals is the promotion of transnational Research and Development (R&D) programmes

4.7.1. Technological trends and Innovation systems in public health delivery in Africa

There is need for a common and shared understanding of what can be done in order to tap
science, technology and innovation tools to address Africa’s current huge burden of disease.
First, African countries and institutions have to show the qualities of leadership necessary for
generating and utilizing technology and innovations in health in order to address diseases that
are peculiar to this continent. It is evident that many of these diseases are not being addressed
by the global scientific community for reasons which need no enumerating here. This can only
be Africa’s responsibility. Secondly, Africa needs to position itself strategically with regard to
shaping and driving a new research and innovation agenda necessary for disease treatment
and diagnosis. Today, the continent does not have access to relevant health innovation tools
that are widely available around the world. Worse still, Africa is not a key player in the public
health research and innovation enterprises. Inequality in science, technology and health
innovation capacity in Africa is evident in the extent of the disease burden in many countries.
Consequently, the current global funding arrangements for public health, including for global
pandemics like HIV/AIDS and neglected diseases, must go beyond merely treating the
symptoms through the provision of treatment but should also focus on building requisite
health research and development [53] infrastructure on the continent. Thirdly, new continental
initiatives must focus on shifting the apparent successes in health innovations to product
development and product delivery. It is evident that while promising innovations have been
developed in Africa and/or for Africa’s specific diseases, not many investments are taking place
in product development and product delivery. It is therefore important to address this
shortcoming in the context of the Africa health strategies for NEPAD and the AU.
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Finally, Africa must take advantage of the wide pool of scientific knowledge and technology
tools available globally. This means that, on the one hand, individual countries and continental
institutions must invest in technology prospecting in order to exploit existing and relevant
health technologies and products. On the other hand, Africa must invest in setting up or
transforming research institutions that are not only knowledge-based but also oriented
towards product development. There is an immediate need to strengthen African institutions,
especially universities and schools of medicine, by increasing funding and revising the
curricula. Thus the issue of how science, technology and innovation can alleviate Africa’s
burden of disease.

4.7.2. Ethics in European Union research

Public attitudes towards science and technology are overwhelmingly positive. The confidence
generated by messages such as 'scientifically tested' or 'scientifically proven' is testament to
society's support of scientific endeavour. It also highlights the social responsibility that
accompanies research. As science advances and evolves, and the relationship between science
and society gets better explanations, new challenges are created for the scientific community.
Nowadays, there are more scientists than ever before. On a regular basis, exciting research
opportunities spring into existence. Grant driven projects and non funded projects are larger,
more complex, and more expensive. The role that science plays in our lives continues to gain
more significance and recognition in importance, and society, in turn, has a stake in science.
Consequently, the relationship between science and society continues to change and intensify
in the pursuit of progress [54].

Excellence in science means addressing ethical concerns - to improve the quality of the science
itself, but also to highlight the importance of its outcomes to the wider community. The EU's
commitment to ethics in research is reflected in explicit requirements, and more specifically in
the evaluation of project proposals. Ethics may be context-dependent, but any research team's
approach to ethical matters is taken as an indication of the honesty and the clarity of its
proposal. While there are rarely clear-cut answers when it comes to ethics, some areas are
excluded from EU funding by definition. These are human cloning for reproductive purposes,
altering the genetic heritage of human beings, and creating human embryos only to conduct
research or obtain stem cells [54].

5. Conclusion

The population of low income economies are highly vulnerable in medical research. The
fundamental ethical principles need to have its place in the global public health research
sectors. With the increase research in finding new investigational products, developing new
disease diagnostics techniques puts the human population into a vulnerable position vis a vis
participation into clinical research trials. It is therefore imperative for the public health sector
to place more emphasis in the implementation of research that is ethical. By so doing the
fundamental principle of morality, autonomy and respect for others, beneficence, non-
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to place more emphasis in the implementation of research that is ethical. By so doing the
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maleficence and justice shall be practicable and sustainable as within the universal declaration
of Helsinki. The public health sector in both developing and developed nations has a duty to
set up a working platform that may reduce the 10/90 gap that has remained static in the sub-
Saharan Africa. Medical research should be undertaken in the low income economies in order
to further the understanding and treatment of poverty related diseases, primarily for the
benefit of those in the developing world, not rather for the benefit of citizens of the developed
world. Ethics is therefore a non negotiable principle and policy in Public Health Clinical
Research practice. It is also evident with increasing clinical research that there shall be more
potential legal issues. This calls for more scrutiny in the institutions that be in regulating the
ethical framework in the conduct of human research. Those implicate in research should ensure
that they are fully versed with their legal rights and obligations associated with the research
they are engaged in, and also in tuned with the import and export regulations relevant to
biological material transfer, data sharing as the shortcoming of these regulation are potential
points for legal liability.
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1. Introduction

Mental illness is a growing public health concern and has been estimated to impact up to
450 million people across the globe [1]. In countries with particularly high prevalence rates,
more than a third of the population will meet the criteria for some form of mental illness
during their lifetime [2]. Mood and anxiety disorders tend to have the highest prevalence
rates and it has been projected that major depressive disorder will be the second leading dis‐
ease burden worldwide by 2020 [3]. Mental illness often has chronic effects that can last a
life-time and negatively impacts individuals’ quality of life at home, work, school, and in so‐
cial settings [4].

The identification of specific factors that improve or worsen one's mental health is beneficial
when aiming to understand onset and course of illness and also for preventing declines in
mental health that may sequentially lead to clinical-level cases. Recognizing the key contrib‐
utors to mental health is a crucial step in enhancing the efficiency of health promotion initia‐
tives. Social capital has been identified as an upstream determinant of mental health and
may be particularly beneficial when taking a population health approach. Social capital re‐
fers to the material, informational and affective resources to which individuals and, poten‐
tially, groups have access through their social connections [5]. It has been proposed that
high levels of social capital result in improved mental well-being in both individuals and
communities and that enhancing the social resources of groups may allow for improvement
in overall population mental health.

To determine social factors that contribute to mental health and to identify who is at greatest
risk, there is a need to understand how social capital may help or hinder mental well-being
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and to examine how predictive factors vary between groups. This chapter will begin by de‐
scribing the development of social capital, the debates that exist within the current social
capital literature, and the ways in which social capital may be connected to health related
outcomes. Next, the current literature will be examined in greater detail through the con‐
duction of a systematic search of recently published studies. Findings of these studies, limi‐
tations in the current literature and suggestions for future research directions will be
outlined. Lastly, public health implications and support for incorporating social capital into
population-based mental health promotion programs will be discussed.

2. The development of social capital

Social capital is most often associated with concepts such as trust, norms, power, relation‐
ships, and networks and although it is relatively new to health and social sciences research
as a whole, its separate components have been studied for centuries [6]. At the basis of social
capital is the notion that people invest in social relations with expected returns [7]. While
theorists tend to agree upon this underlying understanding, the specific definitions and
measurements used in the social capital literature are often disputed [7]. In fact, discrepan‐
cies in the definition have existed since the very first attempts to define social capital begin‐
ning in the late 1980s and early 1990s. Bourdieu, Coleman, and Putnam are often referred to
as early theorists of social capital, and their approaches have influenced the ways in which
social capital is viewed in the field of health sciences today [7,8]. Bourdieu was interested in
the distribution of social capital within society and explained that like economic or cultural
capital, social capital was unequally distributed among individuals and groups [7,8]. Cole‐
man’s approach to social capital was similar to Bourdieu’s in that they both emphasized the
importance of examining social networks. Rather than considering structural measures of
social networks, as Bourdieu and Coleman suggested, Putnam focused on relational factors
including norms of trust and reciprocity [7]. Despite advances in social capital, there has
tended to be a divide between those who follow approaches that are more in line with Put‐
nam’s work and those who support Bourdieu or Coleman’s definitions of social capital.
These approaches have led to two somewhat divergent dimensions of social capital. The
first dimension can be labelled ‘communitarian’, and the second ‘network’.

2.1. Debates within the literature

2.1.1. Communitarian versus network approaches to social capital

A central debate within social capital research is whether social capital is a communitarian-
or network-driven phenomenon. Communitarian approaches to social capital typically in‐
clude psychosocial or cognitive constructs (e.g.,perceptions of trust or cohesion) as well as
indicators of community participation [8]. Putnam's definition, which focuses on communi‐
ty-level communitarian social capital, has been the most dominant in health sciences to date.
In his definition, social capital encompasses five main principles: (1) ‘community networks’;
the number and density of voluntary, state, and personal networks, (2) ‘civic engagement’;
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the amount of participation in civic networks, (3)‘local civic identity’; the degree to which
there is a sense of belonging, solidarity, and equality between community members, (4)‘reci‐
procity and cooperation norms’; the degree to which there is a sense of obligation to help
others, as well as feelings that others will reciprocate in the future, and (5) ‘community
trust’; the degree of trust held by individuals within the network [6,10]. Although communi‐
ty networks are included in this definition, Putnam and others who follow a communitarian
approach typically focus on the latter four components. A network approach, as represented
in the work of Bourdieu, defines social capital as resources that are accessed within social
networks for the benefit of individuals or groups [11]. Network approaches to social capital
measure directly how and to whom individuals are connected within their social structures
by investigating the size, range, and diversity of individuals’ social connections, and the re‐
sources potentially available within those networks. Although researchers typically adhere
to one or the other of these two approaches, some recent studies have sought to compare
communitarian and network measures within their work to understand better the potential
mechanisms linking social capital to health [5,12]. An approach that includes the incorpora‐
tion of both communitarian and network dimensions of analysis in studies of social capital
is supported throughout this chapter. A more comprehensive approach to social capital will
provide researchers and health professionals with a greater understanding of how cognitive,
participatory, and network-related elements may work together to influence health out‐
comes. Understanding the range of social capital processes that may influence health is chal‐
lenging if social capital dimensions are examined separately.

Critiques of the communitarian approach

Although the communitarian approach to social  capital  is  the most  visible  in  health re‐
search today, researchers have expressed several concerns about its prominence. First, the
predominance  of  communitarian  approaches  in  public  health  research  has  been  largely
due to the ways in which social  capital  was initially translated and cited in the field of
public  health  [8].  Early  leading  papers  on  social  capital  focused  on  communitarian  as‐
pects of social capital,  which has resulted in less attention to actual network dimensions
[8]. Furthermore, network measures have appeared only recently in the social capital liter‐
ature,  whereas  cognitive  measures  of  trust  and  perceived  cohesion  appeared  early  on.
Ease of measurement may be a second factor contributing to the uptake of the communi‐
tarian approach. The inclusion of network measures in research centred on social capital
may give a more complete picture of the association of social  capital  and mental  health
outcomes than currently found in the literature.

Second, communitarian measures have often been labelled as proxy, or indirect, measures of
social capital since they do not directly assess a person's or group's access to resources [5].
Hence, the communitarian approach has often been criticized for measuring concepts that
more closely relate to theories of social cohesion than social capital [7,11]. For example, per‐
ceptions of trust may be more suited to measure social cohesion than an individual’s general
access to resources. Network measures may be advantageous in deciphering the types of re‐
sources accessible to individuals and groups within social networks.
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the amount of participation in civic networks, (3)‘local civic identity’; the degree to which
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mechanisms linking social capital to health [5,12]. An approach that includes the incorpora‐
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is supported throughout this chapter. A more comprehensive approach to social capital will
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due to the ways in which social  capital  was initially translated and cited in the field of
public  health  [8].  Early  leading  papers  on  social  capital  focused  on  communitarian  as‐
pects of social capital,  which has resulted in less attention to actual network dimensions
[8]. Furthermore, network measures have appeared only recently in the social capital liter‐
ature,  whereas  cognitive  measures  of  trust  and  perceived  cohesion  appeared  early  on.
Ease of measurement may be a second factor contributing to the uptake of the communi‐
tarian approach. The inclusion of network measures in research centred on social capital
may give a more complete picture of the association of social  capital  and mental  health
outcomes than currently found in the literature.

Second, communitarian measures have often been labelled as proxy, or indirect, measures of
social capital since they do not directly assess a person's or group's access to resources [5].
Hence, the communitarian approach has often been criticized for measuring concepts that
more closely relate to theories of social cohesion than social capital [7,11]. For example, per‐
ceptions of trust may be more suited to measure social cohesion than an individual’s general
access to resources. Network measures may be advantageous in deciphering the types of re‐
sources accessible to individuals and groups within social networks.
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A third critique of the communitarian approach lies in its supposed inability to address is‐
sues of inequality and power [8]. Other forms of capital (i.e., economic and human) have
historically addressed these issues and it seems appropriate that social capital should do the
same. Although social capital has been criticized for falling short in this regard, it may not
be the concept itself that is ill suited to address distributions and inequalities in social capital
within and between societies, but the communitarian measures that are often used. Network
measures may offer clearer insights into inequality due in part to the measure's capacity to
compare and contrast the types of resources accessed by certain individuals and groups.

2.1.2. Dimensions and levels of social capital

Debates within the social capital literature also concern the levels and dimensions of analy‐
sis. Dimensions of social capital include the aforementioned approaches of psychosocial,
participation, and network. In terms of the levels of analysis, researchers sometimes differ in
their opinions as to whether social capital should be measured with individual- or ecologi‐
cal-level measures. Table 1 provides examples of common individual- and ecological-level
measures of social capital according to each dimension. At an ecological level, social capital
measures are meant to reflect group and neighbourhood levels of connectivity [6, 14]. Eco‐
logical measures capture elements of the community that are often not measurable through
individual-level data [13] and are often derived from aggregating individual-level measures.
It has been suggested that aggregate data is a proxy measure of exogenous characteristics
and more direct measures of neighbourhoods must be created to address this issue [15].
Multilevel studies are increasingly used to assess associations between social capital and
health outcomes, and have the benefit of being able to disentangle individual- and neigh‐
bourhood-level characteristics [14].

Dimension
Level

Individual Ecological (area)

Cognitive/Psychosocial Trust, Perceptions Community trust, Social cohesion

Participation Participation Area participation

Network Ego networks Network structures

Table 1. Dimensions and levels of analysis in social capital.

Another debate that has arisen from social capital research has been whether social capital is
a concept that should be assessed generally or within certain environments, such as within
neighbourhoods. General social capital would represent an individual’s general levels of
trust towards others, their overall participation in associations, and resources obtained from
their entire social networks. Others postulate that although social capital may be measured
generally, it can also be assessed in more specific contextual environments [16]. For instance,
examining social capital both inside and outside individual’s neighbourhoods allows for
identifying where people are accessing valued resources [12]. Knowledge of whether the
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benefits of social capital for health arise from network sources within or outside the neigh‐
bourhood may be important for research and health promotion purposes. Neighbourhood
social capital may be measured at an individual-level and is most commonly measured
through self-report. With regards to each dimension of social capital, psychosocial measures
assess perceived neighbourhood cohesion or trust in neighbours; participation measures
would assess involvement in neighbourhood associations; and network measures would ex‐
amine resources accessed within the neighbourhood. Both general- and neighbourhood-spe‐
cific measures of social capital are being included in health research to gain a more well-
rounded understanding of how and where individuals access their resources.

3. General overview: Social capital and health

3.1. Mechanisms linking social capital to health

Research on social capital has examined a range of health outcomes which have included
health-related behaviours, as well as physical and mental illnesses. Social capital may influ‐
ence health outcomes within neighbourhoods through mechanisms that include: (1) rapid
promotion and diffusion of health information, (2) ensuring that health behaviours and
norms are adopted, and (3) minimizing opportunities for negative health behaviours [17].
These mechanisms more closely relate to the communitarian rather than the network ap‐
proach to social capital due to their focus on norms and social cohesion. Several broad areas
of physical health are associated with social capital in the communitarian sense, and include
mortality and life expectancy, self-rated health, cardiovascular disease, cancer, obesity, dia‐
betes, and infectious disease [18].

High levels of social capital at group, neighbourhood, and network levels has been shown to
provide individuals with increased resources in terms of finance, care, and transportation
which in turn is found to benefit overall health [19]. The measurement of individual re‐
source access via social connections, along with the emotional support received from these
connections, are said to reinforce physical and mental health [19]. For example, those with
large social networks may have greater access to social support, which in turn leads to better
health [16]. Furthermore, those who have access to network members leading healthy life‐
styles may turn to these connections for information which may in turn reinforce positive
health behaviours [16]. Researchers have highlighted the benefits of network capital by re‐
lating those to the potential positive health benefits that may result from a person’s or a
group’s greater access to informational, material, and socially supportive types of resources.
Health-related outcomes that have been shown associated with network components of so‐
cial capital include self-rated health and obesity [5,12,20]. Thus, research indicates important
associations between social capital and health outcomes using both communitarian and net‐
work measures. As research moves forward, it is important to understand how both dimen‐
sions may work together to influence health outcomes.
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3.2. Social capital and mental health

A general search of the social capital and mental health literature show that studies of de‐
pression occupy a central part of the literature. The high prevalence rates of depression and
the ease of measuring depression through short questionnaires likely contribute in part to
prominence of research on depression and social capital. Most studies of social capital and
depression have used communitarian measures of social capital, such as trust and participa‐
tion. Several studies have shown individual-level generalized trust to be inversely related to
depressive symptoms [13,21-25]. In studies measuring perceived neighbourhood trust, high‐
er trust in neighbours has also been shown to be a protective factor of depression [22,25].
Studies using indicators of community participation and volunteer work to measure social
capital have not shown social capital to be related to depression [22]. While individual-level
studies have lent some support for the relationship between depression and social capital,
the measures of social capital used in these studies are problematic since they tend to in‐
clude only communitarian measures such as trust and participation.

Less research has examined social capital and mental health using formal social network da‐
ta. Analyses that have examined social networks and depression have shown that individu‐
als who report being socially isolated within their social networks are more likely to have
depression than those who report more network ties [22,25-28]. Using a resource generator
to measure access to specific types of resources within individual’s neighbourhoods, re‐
searchers did not find any association of social capital with depression over a six-month pe‐
riod [25]. Another study found that women with core neighbourhood ties reported fewer
depressive symptoms when compared to women with both neighbourhood and non-neigh‐
bourhood core ties, demonstrating the importance of examining neighbourhood connectivi‐
ty and mental health [29]. One research group [30] conducted a particularly comprehensive
study which investigated the spread of depression through social networks. Individuals
with several core ties and those who were located centrally within their networks had lower
rates of depression [30]. It was found that depressive symptoms do spread within social net‐
works and individuals with depression are more likely to have close ties that also suffer
from depression [30]. In fact, having close ties with depression doubled the probability that
the respondent will develop depressive symptoms themselves [30]. Initial findings thus
demonstrate that both network and communitarian components of social capital may be as‐
sociated with depressive symptoms, and such relationships require further exploration.

Further research on social capital and other forms of mental illness, including major depres‐
sion, is needed. On an international level, anxiety disorders typically have even higher prev‐
alence rates than mood disorders with lifetime estimates of approximately 16.6% [31-32].
Anxiety disorders include generalized anxiety, post-traumatic stress, specific phobias, obses‐
sive-compulsive, panic, and social anxiety disorders [32]. Almost half of those diagnosed
with depression are also diagnosed with an anxiety disorder [31]. Yet, research studies ex‐
amining social capital as a potential determinant of anxiety disorders (and other forms of
mental illness) are largely understudied. Again, research has tended to focus on communi‐
tarian dimensions when examining anxiety. Initial studies suggest inverse associations be‐
tween psychosocial dimensions of social capital with anxiety symptoms and post-traumatic
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stress disorder [33-35]. When network and participation items were measured together in
one scale, “structural” social capital was also shown to be negatively associated with anxiety
symptoms [34]. More research is needed that examines formal network data in relation to
various mental illnesses.

4. Systematic review of literature

4.1. Rationale and objectives

Earlier reviews of social capital and mental health have shown inconsistent results in the as‐
sociation between social capital and mental health [6]. Inconsistencies in the measures of so‐
cial capital make it difficult to compare studies and to draw common conclusions from the
literature. To summarize recent findings on social capital and mental health, we performed
a systematic literature review. Compiling and comparing results allows for researchers and
health professionals to determine which dimensions of social capital may be most important
when examining important mental health outcomes. Gaps within the literature may also be
discovered through this process. The main research questions underlying our review were
(1) how has social capital been measured in recent studies of social capital and mental health
(e.g., psychosocial, participation, or network measures)?; (2) what are the main findings
from these studies?

4.2. Methods

Search Procedure. The literature review search was conducted in PubMed; a database that
includes access to various health-related articles and journals. Search terms included “so‐
cial capital AND mental health”, “social capital AND mental illness”, “social capital AND
depression”,  “social  capital  AND  depressive  symptoms”,  “social  capital  AND  anxiety”,
and “social capital AND schizophrenia”. Search criteria specified that terms were includ‐
ed in the titles of research papers and that articles were published within the last 5 years.
After abstracts were gathered, studies that did not in fact examine direct associations be‐
tween social  capital  and depressive  symptoms,  and articles  that  were  not  obtainable  in
English were excluded.

4.3. Results

Search Results. PubMed yielded 31 articles. The majority of articles (n = 16) were derived
from the “social capital AND mental health” search. No articles were found with “social
capital AND mental illness” or “social capital AND anxiety” searches. The search “social
capital  AND depression” yielded 10 articles,  “social capital  AND depressive symptoms”
resulted in 4 articles found, and “social  capital  AND schizophrenia” generated 1 article.
Of these articles, 3 were not available in English and 7 did not look at direct associations
between social capital and mental health. The final article count included in analyses was
21 [16,21-22,25,33-49].
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Table Information. Table 2 includes summary information for each of the 21 studies. In‐
formation obtained from each study included:  citation number,  country of  study,  study
design, sample, measures of social capital, dimension/s of social capital measured, mental
health  outcome,  dimension/s  of  social  capital  associated with  outcome,  and main study
findings. In order to compare the findings of studies measuring similar dimensions of so‐
cial  capital,  “dimension of  analysis” and “social  capital  dimensions associated with out‐
come” categories were created. Dimensions of analysis include psychosocial, participation,
and network dimensions discussed previously. In many instances, researchers did not use
these terms, but may have used ‘cognitive’ instead of ‘psychosocial’, or ‘structural’ instead
of ‘participation’. In these cases, we re-classified the terms to correspond with one of our
defined dimensions (ie.  ‘cognitive’  became ‘psychosocial’).  Terms used in the “measures
of social capital” and “ study findings” were consistent with those used in the original re‐
search articles.

Descriptive Results. Studies took place in 11 countries across the globe. Most studies meas‐
ured social capital and mental health outcomes in the general adult population. However,
three studies examined social capital and mental health in adolescents, and three examined
associations in older adults. Although several studies were cross-sectional in design, seven
were longitudinal or prospective cohort studies. The majority of studies examined depres‐
sion or depressive symptoms as a mental health outcome (n = 15). Other mental health out‐
comes examined included anxiety (n = 2), post-traumatic stress disorder (PTSD) (n = 2),
schizophrenia (n = 1), psychological distress (n = 1), and self-rated mental health (n = 4). Var‐
ious social capital measures were used in study analyses. Consistent with previous litera‐
ture, psychosocial (n= 17) and participation (n= 9) dimensions were most frequently
measured in conjunction with mental health.

Social Capital and Mental Health Findings

Psychosocial dimensions and mental health. Eleven studies examining the direct associa‐
tion between psychosocial dimensions of social capital and depression or depressive symp‐
toms found that social capital was inversely associated with symptoms. Similar inverse
associations were found for studies that included PTSD, anxiety, self-rated poor mental
health, and psychological distress as mental health outcomes (N = 7).

Participation dimensions and mental health. Studies reported mixed results when examin‐
ing direct associations between participation dimensions and mental health outcomes. Of
the 3 studies examining participation in relation to depression or depressive symptoms,
none found participation in local contexts to be associated with decreased risk of experienc‐
ing depressive symptoms. On the other hand, participation was associated with self-rated
mental health status in three additional studies.

Network dimensions and mental health. Results of studies examining network dimensions
of social capital in association with mental health outcomes were inconsistent. Two of the
four studies found network capital to be inversely associated with depressive symptoms.
Network dimensions were not examined in relation to other mental health outcomes.
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Study Country of

Study

Study Design Sample Social Capital

(constructs measured)

Social

Capital

Dimension

Measured*

Mental

Health

Outcome

(measure)

Dimension

Associated

with

Outcome?*

Main Findings

16. USA Cross-

sectional,

multilevel

N=497,

adults.

Structural Network

Capital (reach, range and

diversity; Resource

Network Capital

(embedded

employment,

transportation, and

educational resources)

N Depressive

symptoms

(CESD-7)

N = yes Network density (B = -.54),

voluntary organization

integration (B = -. 34), access

to mainstream individuals (B

= -. 13) and access to

transportation resources (B =

-.48) associated with

decreased symptoms.

Network social capital was

mediator between

neighbourhood

disadvantage and

symptoms.

21. Sweden Cross-sectional N=7757,

students aged

13-18.

Psychosocial (general

trust) and

Neighbourhood social

capital (neighbourhood

cohesion, reciprocity,

safety and cleanliness)

PS Depression

(Depression

self-rating

scale, DSRS)

PS = yes Neighbourhood social

capital (B = -.10) and general

social trust (B = -.20)

negatively associated with

depression.

22. USA Prospective

study

N=724,

adults.

Cognitive (trust in

neighbours, sense of

belonging, mutual aid);

Structural (volunteer

work, community

participation)

PS & P Major

depression

(CIDI-SF)

PS = yes

P = no

Those with neighbourhood

trust less likely to develop

major depression during

follow-up (OR=0.43). After

excluding participants with

depression at baseline,

associations became non-

significant. Structural

dimensions not associated

with depression.

25. England Longitudinal,

six-month

prospective

cohort study

N=158,

adults.

Network resources

(Resource Generator-UK:

access to 27 resources

and skills)

N Depression

(HAD-D)

N = no Social capital not

independently associated

with depression.

33. England Cross-sectional

survey,

multilevel

N=232,

adults.

Community social capital

(SA-SCAT), structural

(know individuals

holding certain job titles,

participation) and

cognitive (ie. trust).

PS, N, & P Post-traumatic

stress as

indicator of

disaster

mental health

(PTSD

PS = yes

P&N = no

High cognitive social capital

negatively associated with

posttraumatic stress (B=-.

36). Structural social capital

not directly associated with

PTSD.
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design, sample, measures of social capital, dimension/s of social capital measured, mental
health  outcome,  dimension/s  of  social  capital  associated with  outcome,  and main study
findings. In order to compare the findings of studies measuring similar dimensions of so‐
cial  capital,  “dimension of  analysis” and “social  capital  dimensions associated with out‐
come” categories were created. Dimensions of analysis include psychosocial, participation,
and network dimensions discussed previously. In many instances, researchers did not use
these terms, but may have used ‘cognitive’ instead of ‘psychosocial’, or ‘structural’ instead
of ‘participation’. In these cases, we re-classified the terms to correspond with one of our
defined dimensions (ie.  ‘cognitive’  became ‘psychosocial’).  Terms used in the “measures
of social capital” and “ study findings” were consistent with those used in the original re‐
search articles.

Descriptive Results. Studies took place in 11 countries across the globe. Most studies meas‐
ured social capital and mental health outcomes in the general adult population. However,
three studies examined social capital and mental health in adolescents, and three examined
associations in older adults. Although several studies were cross-sectional in design, seven
were longitudinal or prospective cohort studies. The majority of studies examined depres‐
sion or depressive symptoms as a mental health outcome (n = 15). Other mental health out‐
comes examined included anxiety (n = 2), post-traumatic stress disorder (PTSD) (n = 2),
schizophrenia (n = 1), psychological distress (n = 1), and self-rated mental health (n = 4). Var‐
ious social capital measures were used in study analyses. Consistent with previous litera‐
ture, psychosocial (n= 17) and participation (n= 9) dimensions were most frequently
measured in conjunction with mental health.

Social Capital and Mental Health Findings

Psychosocial dimensions and mental health. Eleven studies examining the direct associa‐
tion between psychosocial dimensions of social capital and depression or depressive symp‐
toms found that social capital was inversely associated with symptoms. Similar inverse
associations were found for studies that included PTSD, anxiety, self-rated poor mental
health, and psychological distress as mental health outcomes (N = 7).

Participation dimensions and mental health. Studies reported mixed results when examin‐
ing direct associations between participation dimensions and mental health outcomes. Of
the 3 studies examining participation in relation to depression or depressive symptoms,
none found participation in local contexts to be associated with decreased risk of experienc‐
ing depressive symptoms. On the other hand, participation was associated with self-rated
mental health status in three additional studies.

Network dimensions and mental health. Results of studies examining network dimensions
of social capital in association with mental health outcomes were inconsistent. Two of the
four studies found network capital to be inversely associated with depressive symptoms.
Network dimensions were not examined in relation to other mental health outcomes.

Current Topics in Public Health692

Study Country of

Study

Study Design Sample Social Capital

(constructs measured)

Social

Capital

Dimension

Measured*

Mental

Health

Outcome

(measure)

Dimension

Associated

with

Outcome?*

Main Findings

16. USA Cross-

sectional,

multilevel

N=497,

adults.

Structural Network

Capital (reach, range and

diversity; Resource

Network Capital

(embedded

employment,

transportation, and

educational resources)

N Depressive

symptoms

(CESD-7)

N = yes Network density (B = -.54),

voluntary organization

integration (B = -. 34), access

to mainstream individuals (B

= -. 13) and access to

transportation resources (B =

-.48) associated with

decreased symptoms.

Network social capital was

mediator between

neighbourhood

disadvantage and

symptoms.

21. Sweden Cross-sectional N=7757,

students aged

13-18.

Psychosocial (general

trust) and

Neighbourhood social

capital (neighbourhood

cohesion, reciprocity,

safety and cleanliness)

PS Depression

(Depression

self-rating

scale, DSRS)

PS = yes Neighbourhood social

capital (B = -.10) and general

social trust (B = -.20)

negatively associated with

depression.

22. USA Prospective

study

N=724,

adults.

Cognitive (trust in

neighbours, sense of

belonging, mutual aid);

Structural (volunteer

work, community

participation)

PS & P Major

depression

(CIDI-SF)

PS = yes

P = no

Those with neighbourhood

trust less likely to develop

major depression during

follow-up (OR=0.43). After

excluding participants with

depression at baseline,

associations became non-

significant. Structural

dimensions not associated

with depression.

25. England Longitudinal,

six-month

prospective

cohort study

N=158,

adults.

Network resources

(Resource Generator-UK:

access to 27 resources

and skills)

N Depression

(HAD-D)

N = no Social capital not

independently associated

with depression.

33. England Cross-sectional

survey,

multilevel

N=232,

adults.

Community social capital

(SA-SCAT), structural

(know individuals

holding certain job titles,

participation) and

cognitive (ie. trust).

PS, N, & P Post-traumatic

stress as

indicator of

disaster

mental health

(PTSD

PS = yes

P&N = no

High cognitive social capital

negatively associated with

posttraumatic stress (B=-.

36). Structural social capital

not directly associated with

PTSD.
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Checklist –

Civilian

version).

34. England Cross-sectional N=232,

adults.

Cognitive (trust, mutual

help, reciprocity)

Structural (community

linkages) (SA-SCAT-15

item questionnaire)

PS & N PTSD (PTSD

Checklist

Civilian

Version),

anxiety and

depression

(Hopkins

Symptom

Checklist-25)

PS = yes

(mental

health)

P&N = yes

(anxiety)

Cognitive social capital

negatively associated with

PTSD (B=-.28), anxiety (B=-.

13) and depression (B=-.26),

and structural social capital

was positively associated

with anxiety (B=.13).

35. USA Cross-sectional N=205, adult

women.

Trust (neighbourhood

trust, trust in people)

Volunteering

PS & P Depressive

symptoms

(Items from

PHQ9, K10,

CIDI-SF),

anxiety

symptoms

(CIDI-SF, K10)

PS&P = yes Social capital negatively

associated with depression

(B=-.41) and anxiety (B=-.41).

Social capital mediated the

association between

acculturation and

depression and anxiety

symptoms.

36. Mexico Longitudinal N=2611,

adults ages

65-74.

Social capital (groups

and networks, trust and

solidarity, collective

action and cooperation,

information and

communication, social

cohesion and inclusion,

empowerment and

political action)

PS, N & P Depressive

symptoms

(Geriatric

Depression

Scale).

Incidence

assessed at 11-

month follow-

up.

PS&P&N = yes Higher social capital at

baseline associated with

lower incidence rates of

depressive symptoms in

women only (OR=.73).

37. Ireland Cross-sectional

survey

N=5992,

adults.

Trust PS Self-reported

mental health

PS = yes Those from rural areas more

likely to report high trust

and poorer mental health.

38. Finland Cross-sectional N=1102,

adults ages

65 and older.

Cognitive social capital

(social support, trust,

help from neighbours)

PS Self-reported

depression

(CIDI-SF) and

Psychological

distress

(General

Health

Questionnaire)

PS = yes Cognitive social capital

(difficult access to help from

neighbours) associated with

depression. Not having

people to count on, lack of

concern from others, and

mistrust towards others

associated with

psychological distress.

39. Sweden,

Finland

Cross-sectional N=6838,

adults aged

Psychosocial (trust in

friends and neighbours);

PS & N Depression

(Geriatric

PS = yes

N = yes

Low structural capital,

measured by infrequent
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65, 70, 75,

and 80.

structural (frequency of

social contact with

friends and neighbours)

Depression

Scale-4)

contact with friends

(OR=1.53) and neighbours

(OR=1.33) associated with

depression. Mistrust

between friends (OR = 2.01),

but not neighbours,

associated with increased

symptoms.

40. Japan National cross-

sectional

survey,

multilevel

N=5956,

adults.

Cognitive (trust);

structural (membership

in sports, recreation,

hobby or cultural

groups).

PS & P Self-reported

mental health

(SF-36).

PS = yes

P = yes

Social capital associated

with mental health at

individual and ecological

levels. Cognitive (B= 9.56)

and structural social capital

(B=8.72) at the ecological

level associated with better

self-rated mental health.

41. South

Korea

Cross-sectional

survey,

multilevel

N=5934,

adults.

Participation (individual-

level participation in

organizations); cognitive

social capital(individual-

level perceived

helpfulness); contextual

social capital (derived

from individual

measures)

PS & P Mental health

(self-rated 8-

item scale).

PS = yes

P = yes

Organizational participation

(B=0.151) and cognitive

social capital (B=.237)

positively associated with

mental health. Contextual

level of social capital not

associated.

42. USA Cross-

sectional,

survey

N=155,

adults.

Religious social capital

(religious

involvement/use of

spiritual leader for

personal problems);

group

participation(membershi

p in various groups);

social trust(general trust,

trust in other homeless,

trust in service providers,

trust in community

leaders); bridging social

capital(close ties

different to themselves)

PS, N & P Depression

(CESD)

PS = yes

P = no

N = no

P&PS=yes

Higher religious social

capital (B = - .21) and higher

trust (B = -.18) negatively

associated with symptoms.

Bridging social capital and

group participation not

associated.

43. Germany Cross-

sectional,

online survey

N=328,

adults.

Perceived social capital

at work (Social Capital in

Organizations Scale:

PS Depressive

symptoms

(German

PS = yes Lower levels of perceived

workplace social capital

Mental Health and Social Capital: Social Capital as a Promising Initiative to…
http://dx.doi.org/10.5772/53501

695



Checklist –

Civilian

version).

34. England Cross-sectional N=232,

adults.

Cognitive (trust, mutual

help, reciprocity)

Structural (community

linkages) (SA-SCAT-15

item questionnaire)

PS & N PTSD (PTSD

Checklist

Civilian

Version),

anxiety and

depression

(Hopkins

Symptom

Checklist-25)

PS = yes

(mental

health)

P&N = yes

(anxiety)

Cognitive social capital

negatively associated with

PTSD (B=-.28), anxiety (B=-.

13) and depression (B=-.26),

and structural social capital

was positively associated

with anxiety (B=.13).

35. USA Cross-sectional N=205, adult

women.

Trust (neighbourhood

trust, trust in people)

Volunteering

PS & P Depressive

symptoms

(Items from

PHQ9, K10,

CIDI-SF),

anxiety

symptoms

(CIDI-SF, K10)

PS&P = yes Social capital negatively

associated with depression

(B=-.41) and anxiety (B=-.41).

Social capital mediated the

association between

acculturation and

depression and anxiety

symptoms.

36. Mexico Longitudinal N=2611,

adults ages

65-74.

Social capital (groups

and networks, trust and

solidarity, collective

action and cooperation,

information and

communication, social

cohesion and inclusion,

empowerment and

political action)

PS, N & P Depressive

symptoms

(Geriatric

Depression

Scale).

Incidence

assessed at 11-

month follow-

up.

PS&P&N = yes Higher social capital at

baseline associated with

lower incidence rates of

depressive symptoms in

women only (OR=.73).

37. Ireland Cross-sectional

survey

N=5992,

adults.

Trust PS Self-reported

mental health

PS = yes Those from rural areas more

likely to report high trust

and poorer mental health.

38. Finland Cross-sectional N=1102,

adults ages

65 and older.

Cognitive social capital

(social support, trust,

help from neighbours)

PS Self-reported

depression

(CIDI-SF) and

Psychological

distress

(General

Health

Questionnaire)

PS = yes Cognitive social capital

(difficult access to help from

neighbours) associated with

depression. Not having

people to count on, lack of

concern from others, and

mistrust towards others

associated with

psychological distress.

39. Sweden,

Finland

Cross-sectional N=6838,

adults aged

Psychosocial (trust in

friends and neighbours);

PS & N Depression

(Geriatric

PS = yes

N = yes

Low structural capital,

measured by infrequent
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65, 70, 75,

and 80.

structural (frequency of

social contact with

friends and neighbours)

Depression

Scale-4)

contact with friends

(OR=1.53) and neighbours

(OR=1.33) associated with

depression. Mistrust

between friends (OR = 2.01),

but not neighbours,

associated with increased

symptoms.

40. Japan National cross-

sectional

survey,

multilevel

N=5956,

adults.

Cognitive (trust);

structural (membership

in sports, recreation,

hobby or cultural

groups).

PS & P Self-reported

mental health

(SF-36).

PS = yes

P = yes

Social capital associated

with mental health at

individual and ecological

levels. Cognitive (B= 9.56)

and structural social capital

(B=8.72) at the ecological

level associated with better

self-rated mental health.

41. South

Korea

Cross-sectional

survey,

multilevel

N=5934,

adults.

Participation (individual-

level participation in

organizations); cognitive

social capital(individual-

level perceived

helpfulness); contextual

social capital (derived

from individual

measures)

PS & P Mental health

(self-rated 8-

item scale).

PS = yes

P = yes

Organizational participation

(B=0.151) and cognitive

social capital (B=.237)

positively associated with

mental health. Contextual

level of social capital not

associated.

42. USA Cross-

sectional,

survey

N=155,

adults.

Religious social capital

(religious

involvement/use of

spiritual leader for

personal problems);

group

participation(membershi

p in various groups);

social trust(general trust,

trust in other homeless,

trust in service providers,

trust in community

leaders); bridging social

capital(close ties

different to themselves)

PS, N & P Depression

(CESD)

PS = yes

P = no

N = no

P&PS=yes

Higher religious social

capital (B = - .21) and higher

trust (B = -.18) negatively

associated with symptoms.

Bridging social capital and

group participation not

associated.

43. Germany Cross-

sectional,

online survey

N=328,

adults.

Perceived social capital

at work (Social Capital in

Organizations Scale:

PS Depressive

symptoms

(German

PS = yes Lower levels of perceived

workplace social capital
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cohesion, trust, values,

and support)

version of

World Health

Organization

Five-Item Well-

Being Index)

associated with depressive

symptoms (OR=.76)

44. England Cross-

sectional,

survey

N=16459,

adults.

Neighbourhood-level

social capital (social

cohesion, trust and

social disorganization)

PS Incidence of

schizophrenia

(ICD-10 F20).

Incidence

estimated

using local

data.

PS = yes Association between social

cohesion and trust and

schizophrenia was u-shaped.

Compared with

neighbourhoods with

medial levels of social

cohesion and trust,

incidence rates significantly

higher in neighbourhoods

with low (IRR 2.0) and high

(IRR 2.5) cohesion and trust.

45. Finland Prospective

cohort study,

multilevel

N=33577,

adults.

Workplace social capital

(trust, norms, cohesion

between other

employees and

employer)

PS Depression

(self-reported

physician-

diagnosed and

recorded

antidepressant

prescriptions)

PS = yes Odds for depression 20-50%

higher for employees with

low compared to high social

capital. Aggregate-level

social capital not associated

with subsequent depression.

46. Finland Longitudinal

cohort study

N=25763,

adults.

Vertical social capital

(trust and reciprocity

between employee and

employer); horizontal

social capital (trust,

reciprocity and norms

among coworkers)

PS Depression

(self-reported

physician-

diagnosed and

recorded

antidepressant

prescriptions)

PS = yes Odds for new physician-

diagnosed depression and

antidepressant treatment

were 30-50% higher for

employees with low

compared to high vertical

and horizontal workplace

social capital.

47. England Longitudinal,

multistage

N=15770,

adolescents.

Community social capital

(parental involvement at

school, sociability,

involvement in activities

outside the home)

P Mental health

(General

Health

Questionnaire-

12)

P = yes Adolescent sociability

associated with decreased

psychological distress only in

boys (OR=.64).

48. South

Africa

Cross-sectional N=16800

adults ages

15 and over.

Neighbourhood-level

social capital

(aggregated: support

and reciprocity,

association activity,

collective norms, safety);

PS & P Depressive

symptoms

(CESD-10)

PS = yes

P = no

Compared to those with

high neighbourhood-level

social capital, those with

moderate (B = 0.82) and low

(B=0.89) social capital more

likely to report symptoms.

Compared to those with
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Individual-level trust and

civic participation

high trust, moderate trust

associated with increased

symptoms (B=0.83). No

associations found for

participation.

49. China Longitudinal N=5164,

adolescents

and their

parents.

Family social capital

(frequency have dinner

with parents, home

alone, go out with

unfamiliar friends,

parents check

homework); Community

social capital (perceived

safety, neighbourhood

ties, neighbourhood

cohesion)

PS Depressive

symptoms

(CESD)

PS = yes Higher community social

capital associated with

lower levels of adolescent

depressive symptoms (B=-.

97). Family social capital

mediated effects of

contextual factors on

adolescent depressive

symptoms. Female

adolescents reported more

depressive symptoms as

result of lower availability of

family social capital.

*PS = psychosocial, P = participation, N = network.

Table 2. Search findings of social capital and mental health literature. Studies published within last 5 years.

Composite social capital and mental health.  Five studies used scale or composite scores
which included two or  more  dimensions  of  social  capital.  When measures  of  participa‐
tion and network dimensions of social  capital  were assessed together,  social  capital  was
found to  be  positively  associated with  anxiety  symptoms.  On the  other  hand,  these  di‐
mensions  were  not  associated  with  post-traumatic  stress  disorder  or  depressive  symp‐
toms.  Psychosocial  and participation dimensions were also used as  composite  measures
of social capital (N = 2). The fusion of both dimensions is consistent with a communitari‐
an approach to social  capital.  Both studies found communitarian social  capital  to be in‐
versely  associated  with  depressive  symptoms.  Communitarian  dimensions  were  also
inversely associated with anxiety symptoms. Lastly,  when all  three dimensions of  social
capital were included as a social capital composite score, social capital was negatively as‐
sociated with depressive symptoms in older adults.

4.4. Discussion

In  this  literature  review,  the  diverse  measurement  of  social  capital  in  recent  studies  of
mental health and social capital was investigated, and key findings of these studies were
highlighted.  The first  objective of  this  review was to examine how social  capital  is  cur‐
rently  being  measured  in  the  mental  health  literature.  Studies  of  communitarian  social
capital  were dominant.  Psychosocial  dimensions of  social  capital  were included in most
studies,  and  participation  dimensions  were  second-most  common.  Network  measures
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cohesion, trust, values,

and support)

version of

World Health

Organization

Five-Item Well-

Being Index)

associated with depressive

symptoms (OR=.76)

44. England Cross-

sectional,

survey

N=16459,

adults.

Neighbourhood-level

social capital (social

cohesion, trust and

social disorganization)

PS Incidence of

schizophrenia

(ICD-10 F20).

Incidence

estimated

using local

data.

PS = yes Association between social

cohesion and trust and

schizophrenia was u-shaped.

Compared with

neighbourhoods with

medial levels of social

cohesion and trust,

incidence rates significantly

higher in neighbourhoods

with low (IRR 2.0) and high

(IRR 2.5) cohesion and trust.

45. Finland Prospective

cohort study,

multilevel

N=33577,

adults.

Workplace social capital

(trust, norms, cohesion

between other

employees and

employer)

PS Depression

(self-reported

physician-

diagnosed and

recorded

antidepressant

prescriptions)

PS = yes Odds for depression 20-50%

higher for employees with

low compared to high social

capital. Aggregate-level

social capital not associated

with subsequent depression.

46. Finland Longitudinal

cohort study

N=25763,

adults.

Vertical social capital

(trust and reciprocity

between employee and

employer); horizontal

social capital (trust,

reciprocity and norms

among coworkers)

PS Depression

(self-reported

physician-

diagnosed and

recorded

antidepressant

prescriptions)

PS = yes Odds for new physician-

diagnosed depression and

antidepressant treatment

were 30-50% higher for

employees with low

compared to high vertical

and horizontal workplace

social capital.

47. England Longitudinal,

multistage

N=15770,

adolescents.

Community social capital

(parental involvement at

school, sociability,

involvement in activities

outside the home)

P Mental health

(General

Health

Questionnaire-

12)

P = yes Adolescent sociability

associated with decreased

psychological distress only in

boys (OR=.64).

48. South

Africa

Cross-sectional N=16800

adults ages

15 and over.

Neighbourhood-level

social capital

(aggregated: support

and reciprocity,

association activity,

collective norms, safety);

PS & P Depressive

symptoms

(CESD-10)

PS = yes

P = no

Compared to those with

high neighbourhood-level

social capital, those with

moderate (B = 0.82) and low

(B=0.89) social capital more

likely to report symptoms.

Compared to those with
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Individual-level trust and

civic participation

high trust, moderate trust

associated with increased

symptoms (B=0.83). No

associations found for

participation.

49. China Longitudinal N=5164,

adolescents

and their

parents.

Family social capital

(frequency have dinner

with parents, home

alone, go out with

unfamiliar friends,

parents check

homework); Community

social capital (perceived

safety, neighbourhood

ties, neighbourhood

cohesion)

PS Depressive

symptoms

(CESD)

PS = yes Higher community social

capital associated with

lower levels of adolescent

depressive symptoms (B=-.

97). Family social capital

mediated effects of

contextual factors on

adolescent depressive

symptoms. Female

adolescents reported more

depressive symptoms as

result of lower availability of

family social capital.

*PS = psychosocial, P = participation, N = network.

Table 2. Search findings of social capital and mental health literature. Studies published within last 5 years.

Composite social capital and mental health.  Five studies used scale or composite scores
which included two or  more  dimensions  of  social  capital.  When measures  of  participa‐
tion and network dimensions of social  capital  were assessed together,  social  capital  was
found to  be  positively  associated with  anxiety  symptoms.  On the  other  hand,  these  di‐
mensions  were  not  associated  with  post-traumatic  stress  disorder  or  depressive  symp‐
toms.  Psychosocial  and participation dimensions were also used as  composite  measures
of social capital (N = 2). The fusion of both dimensions is consistent with a communitari‐
an approach to social  capital.  Both studies found communitarian social  capital  to be in‐
versely  associated  with  depressive  symptoms.  Communitarian  dimensions  were  also
inversely associated with anxiety symptoms. Lastly,  when all  three dimensions of  social
capital were included as a social capital composite score, social capital was negatively as‐
sociated with depressive symptoms in older adults.

4.4. Discussion

In  this  literature  review,  the  diverse  measurement  of  social  capital  in  recent  studies  of
mental health and social capital was investigated, and key findings of these studies were
highlighted.  The first  objective of  this  review was to examine how social  capital  is  cur‐
rently  being  measured  in  the  mental  health  literature.  Studies  of  communitarian  social
capital  were dominant.  Psychosocial  dimensions of  social  capital  were included in most
studies,  and  participation  dimensions  were  second-most  common.  Network  measures
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were  least  common.  Yet,  with  network  components  increasingly  recognized  as  a  core
construct of social capital in research on social capital and physical health outcomes [5],
it  is important that researchers and health professionals also consider network capital in
studies of mental health.

Measurement of the psychosocial, participation, and network dimensions of social capital
were often inconsistent. Psychosocial measures included a broad range of cognitive and so‐
cio-relational characteristics. Despite variations within psychosocial measurement, results
consistently found psychosocial social capital to be associated with various mental health
outcomes including depression, anxiety, PTSD, psychological distress, and self-reported
mental health. Such findings speak to the magnitude of impact that psychosocial character‐
istics likely have on one’s mental health. Measures of participation across studies tended to
assess similar constructs and may allow for greater cross-comparison between studies.
When examined as a separate dimension, participation was not associated with depressive
symptoms. Comparing studies on psychosocial and participatory social capital with those
that examined network social capital and mental health is difficult. Studies used various net‐
work measures and many failed to conduct comprehensive analyses of social networks and
resources. For example, some studies investigated social networks as a complementary com‐
ponent to the participation dimension of social capital, but did not exclusively focus on this
dimension of social capital as a potential key contributor to mental health. Nevertheless, net‐
work dimensions of social capital were inversely associated with depressive symptoms in
two studies, lending support to the notion that network capital plays an important role in
mental health outcomes. No studies in the current search observed network social capital in
relation to health outcomes other than depression. More rigorous measurement of network
connections and resources is needed to understand how network dimensions of social capi‐
tal may be associated with mental health outcomes.

4.5. Limitations and strengths of current literature review

There are a few limitations to the current literature review. First, search terms were limited
to titles of studies. This was to ensure that the articles included in the review focused pri‐
marily on social capital and mental health outcomes; yet other studies that examined direct
associations may have been missed. Second, articles that were not included in the PubMed
database may have been left out from the final list of studies. Third, while common mental
illnesses were included in search terms in hopes of capturing a larger range of articles than
yielded by general ‘mental health’ and ‘mental illness’ searches, studies that examined out‐
comes other than depression, anxiety, schizophrenia, or general mental health in relation to
social capital may have been missed. Researchers who conduct future literature reviews
may wish to expand search results to include terms in abstracts or key terms, conduct
searches in various databases, and expand searches to include a wider range of mental
health outcomes.

This literature review has several strengths. To our knowledge, this is the most recent re‐
view of the social capital and mental health literature. Mental health research is an ever-
growing  field  and  social  capital  is  increasingly  examined  as  a  potential  contributor  to
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well-being. Consequentially, reviews are needed to inform researchers of other works be‐
ing  conducted in  an  accessible  and informative  manner.  This  literature  review has  also
worked  towards  drawing  common  conclusions  from  diverse  studies  that  previously
seemed incomparable. This was done by grouping social capital measures into the three
most  common  dimensions  of  analysis  and  comparing  findings  across  various  mental
health outcomes. As far as we are aware, this is the first review of the social capital liter‐
ature to compare studies in such a manner. Previous review works have focused on indi‐
vidual-  and  ecological-  levels  of  social  capital  in  attempts  to  tease  out  measurement
debates [13], however there has also been a need to understand how dimension of social
capital is portrayed in the public health field. Lastly, another major strength of conduct‐
ing this literature review lies in the implications that can be drawn from it. Several gaps
within  the  literature  have  been  highlighted  throughout  this  review  process  and  direc‐
tions  for  future  research  and  health  promoting  programs  can  be  inferred  from  these
gaps. These points will be expanded upon in the following sections.

5. Limitations in current research and suggested future directions

Having compiled and evaluated the literature, it is apparent that more research, particularly
from a network perspective, is needed to understand how social capital contributes to men‐
tal health. With several debates surrounding the definition and measurement of social capi‐
tal, it is evident that researchers must work towards building a consensus. An all-inclusive
approach that considers psychosocial, participation, and network dimensions may be partic‐
ularly beneficial when examining mental health outcomes, since it will allow for clearer de‐
pictions of contributing factors to the illness. Furthermore, discrepancies of measurement
within each dimension must also be addressed. This might be achieved by building a con‐
sensus on the definition of social capital. Once social capital is uniformly defined, gold-
standard measures of each dimension can be developed and standardized.

Furthermore, an overwhelming number of studies derived from the literature search meas‐
ured depression or depressive symptoms as the primary mental health outcome. There is a
need to understand how social capital, and its separate dimensions, relate to other relevant
mental health issues. For example, other social determinants, including socioeconomic sta‐
tus and gender, have been outlined as potential contributors to anxiety spectrum disorder,
and more research is needed to examine how social capital might impact one’s risk for expe‐
riencing anxiety [50]. Co-morbid mental and physical illness may also be necessary to inves‐
tigate in future studies of social capital. Current research suggests that social capital may
have differential effects on different mental illnesses; however co-morbid illnesses within in‐
dividuals are largely unexplored [34].

Another potential limitation to the current literature is that results are typically generaliza‐
ble only to others experiencing symptoms of mental illness. Most studies have not conduct‐
ed formal clinical diagnoses of the mental health outcome of interest, but have relied on
brief questionnaires to assess symptomatology. Elevated symptoms may sometimes corre‐
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spond with a diagnosable illness, however it has not yet been proven that current study re‐
sults are applicable to those with clinical-level syndromes.

Having established some preliminary associations between social capital and mental health,
more research is needed to determine how social capital may impact mental illness in differ‐
ent groups. Initial research suggests that social capital is an important predictor of mental
illness at many different life stages. For example, social capital has been found to be associ‐
ated with depressive symptoms in children, middle-aged, and older adults [21,36,49]. Stud‐
ies on gender, social capital and health should be advanced. Recent studies suggest
important differences in social capital and mental health between men and women. For ex‐
ample, although social capital has been found to be associated with depressive symptoms in
both women and men, women may be more prone to experiencing negative mental health
consequences in response to decreased levels of psychosocial and network dimensions of so‐
cial capital in some instances [51]. Further research is needed to examine group differences
between social capital and mental health outcomes.

Lastly, some lingering uncertainty exists when attempting to understand the causal relation
between social capital and mental health. While cross-sectional studies have many advan‐
tages in terms of brevity and reduced resource load and are helpful when gaining an initial
understanding of associations, longitudinal studies within the current area of research is a
logical next step. Of the longitudinal studies conducted to date, there is some support that
suggests social capital may in turn influence mental health [36,47,49]. Programs that pro‐
mote mental health also seem to follow this rationale by first altering social constructs with
hopes of in turn improving mental well-being. Such efforts will be discussed shortly. While
the current evidence points to social capital as a potential contributor to mental health, there
is a need for long-term longitudinal studies to ease existing uncertainties. Longitudinal in‐
vestigations of the relationships between social capital and mental health may help identify
specific causal directions, and will inform health professionals when developing tailored
community programs.

6. Public health implications

Understanding the role that social capital may play in mental health has broader public
health implications in terms of treatment and prevention programs. Several studies included
in the literature review emphasized the practical public health implications of their findings
[21,33,3-36,38,48]. As well as benefitting the general population, increasing social capital
may also be used to address mental health issues faced by vulnerable groups including
post-disaster victims, ethnic minorities, women, adolescents, older adults, homeless individ‐
uals, and those living in disadvantaged neighbourhoods [21,33,35,38,42,51]. Enhancing so‐
cial capital within vulnerable groups may be achieved by increasing social skills and
developing networks [52]. With increased social capital, it was expected that sequential im‐
provements in mental health might be observed [52]. Since various groups are found to face
differential barriers to achieving positive mental well-being, it has been suggested that inter‐
vention programs be tailored to specific groups of interest [53].
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Determinants at individual, social, organizational and community levels must be considered
when creating programs aimed at improving population-level mental health. While individu‐
al-level intervention programs may be beneficial in aiding those who require critical mental
health care, population-based approaches may be most effective when prevention of mental ill‐
ness and promotion of mental well-being in broader populations is the goal. Social capital is ad‐
vantageous in that it can be applied at individual and group levels. From an organizational
standpoint, it has been suggested that increased social capital between fellow co-workers and
between employees and employers may be one potential outlet for improving mental health
[45]. Social capital may also be used to foster positive mental well-being at the community lev‐
el. Because social capital can be measured within neighbourhoods, programs have the poten‐
tial to be designed from a community or group perspective. These programs may foster a sense
of trust and cohesion within broader groups, while also developing community resources to
maximize social capital within a given area. This may allow for the improvement or mainte‐
nance of positive mental health of larger population-level groups.

Countries across the globe have recognized the potential for social capital to be used as a
health promoting mechanism. The improvement of social capital in communities (and its
cognitive, network, and resource components), has recently been outlined as an important
health promotion initiative in countries including Canada, Australia, and the United King‐
dom. The Victorian Government suggest that social capital can be fostered by emphasizing
community development, which can be improved by defining community-level goals, mobi‐
lizing resources, and developing plans to address collective problems [54]. European initia‐
tives to improve the mental health of population include action goals such as promoting
mental health in schools and the workplace, supporting mentally healthy aging and reduc‐
ing disadvantage [55]. Goals such as these can be accomplished by promoting social inclu‐
sion, implementing community development programs, and encouraging social, cultural,
economic and political contribution of individuals in society [55]. Through the development
of social capital within communities, inequality issues in health and well-being and the
ways in which groups come together to promote health can be directly addressed [54].

Canadian initiatives do not yet typically include the term ‘social capital’ within their mental
health initiatives, as does the U.K.; however health promoting goals have included several of
its key concepts for decades. For example, in 1986, efforts to improve mental well-being in its
population, the Ottawa charter for mental health promotion strived to (1) build health public
policy, (2) create supportive environments, (3) strengthen community action, (4) develop per‐
sonal skills, and (5) reorient health services [56]. Each goal incorporates fundamental concepts
of social capital by emphasizing the importance of building connections within social net‐
works, developing health promoting resources and behaviours within communities, and fos‐
tering cohesion between individuals and groups. As social capital gains increased recognition
in research and public health fields, the use of social capital within health initiatives are likely
to become more common. Until then, it is promising that countries recognize the value in its in‐
dividual components when outlining health promotion goals.
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7. Concluding thoughts

Previous and recent evidence strongly suggests that social capital is a key contributor to
mental health outcomes. Psychosocial components are consistently shown to be associated
with symptoms of depression, anxiety, post-traumatic stress, psychological distress and self-
rated mental health. Participation dimensions of social capital may be important for self-rat‐
ed mental health, but do not seem to be associated with depressive symptoms. Network
components on the other hand have been shown associated with depressive symptoms in
some instances but have not been examined in relation to other forms of mental illness.
More research is needed to establish associations between dimensions of social capital and
various mental health outcomes. There remains important gaps within the literature that
must be addressed. Nevertheless, social capital is a promising tool that can be used for poli‐
cy and intervention purposes. Enhancing social capital of communities is thought to contrib‐
ute to improved mental, and potentially physical, well-being of populations across the
globe. With further research, the creation of health promoting programs, changes in policy,
and increased knowledge translation between these realms, social capital may be a promis‐
ing mechanism to improving mental well-being and preventing mental illness.
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Communicating, Motivating and Teaching the
Significance of Public Health

Claudia Marin-Kelso

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/53722

1. Introduction

Teaching public health represents a challenge for all health educators, as it includes a wide
variety of important subjects that can be general, broad or specific and technical. Keeping
students’ attention is a difficult task when introducing purely theoretical concepts or subjects
that for some, can be obvious, but are the building blocks of public health practice. Pretending
to create a “hands on effect” is not an easy task for any health educator. More so, if your
students come from different backgrounds, as those interested in Public Health. This chapter
intends to address aspects of public health, such as skill sets needed, using technology and
strategies to teaching public health, as well as, mentoring students to generate action. Each
section will include examples and proposed exercises for the teacher to use in the classroom.

2. Significance of teaching public health

When does a health problem become a public health problem? That’s the first question I asked
myself when I was in the middle of my medical training. And, while everybody else was
thinking about how to do well the semiology oral examination, I was thinking, how I could
help not just one, but many people.

Theories in health education vary and they support themselves with behavioral change
theories that are no less important, however, these theories are not discussed here due to length
and the specific topic of this chapter. This section of the chapter emphasizes the importance of
public health’s applicability to one’s practice, communities, governments and life in general.

After years of public health teaching experience I have come to identify that in order for public
health students to understand what public health means and what they can do with it, they

© 2013 Marin-Kelso; licensee InTech. This is an open access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

© 2013 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
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first have to learn basic definitions of the subject, a little bit of history, view the complexity of
individuals and communities and their determinants of health and be up to date with the health
priorities of their community and the world. In short, public health is exciting and challenging!

Public Health is one of those areas that appears to many, as a general science that is “out there”
but not necessarily considered the way to go when choosing a career. In the medical world, it
is way more attractive (financially speaking) to go further in your clinical training than explore
fields related to community health. Public Health is all around us, it encompasses so many
areas in which varied professionals can serve and contribute.

One of the earliest definitions of Public Health in the modern world was given by Charles-
Edward Winslow in 1920, when he defined it as “the science and art of preventing disease,
prolonging life and promoting health through the organized efforts and informed choices of
society, organizations, public and private, communities and individuals”[1]. From all the
definitions found, this one succinctly describes the subject with its dimensions, determinants
and participants. Thereafter you can find other definitions that include terms of functionality,
and community participation and involvement that you may relate too, helping facilitate your
teaching style and syllabus.

In teaching public health it is very important to transfer not only knowledge but experiences
to the students that can lead them to take action in their communities and will show them a
breadth of possible areas that can be developed working in the public health field. Some of
these include: Child and Maternal Health, Biostatistics, Behavioral Medicine, Environmental
Health or Environmental Epidemiology, Epidemiology, Global Health, International Health,
Health Care Services Delivery, Preventive Medicine, Public Policy, Health Care Organization
amongst others.

Academic training requires students to consider all aspects of a topic, from a range of view‐
points. It also requires students to state general claims and then prove each claim by providing
solid evidence from a range of sources. [2] Giving practical examples allows students to grasp
the intricacies of public health challenges and how to face them.

Another recommendation in having people interested and involved in Public Health is to teach
them some history. The best way to know what something is, is to know where it comes from.
I always recommend to begin your public health teaching activities by exploring some of the
history of public health, areas or public health, origins in the different civilizations, examples
of actions that were public health efforts but were not considered as such until a definition of
public health came out, the relationships of public health with other scientific disciplines, the
process of emergence of key concepts, the influence on demographic, health, social, cultural
and economic context and the role of public health in society. [3]

As a public health educator it is important to use a variety of teaching methods to meet
individual preferences of your students. Possible methods to be used are discussed later.

Some of the best results in public health education are achieved by stimulating research the
theory and practice of health education; supporting high quality performance standards for
the practice of health education and health promotion; advocating policy and legislation

Current Topics in Public Health710

affecting health education and health promotion; and developing and promoting standards
for professional preparation of health education professionals [4].

Public health differs from clinical medicine by emphasizing prevention and keying interven‐
tions to multiple social and environmental determinants of disease; clinical medicine focuses
on the treatment of the individual [4]. The best way to approach a health issue is by integrating
both clinical assessment with public health perspective. A health professional can no longer
treat his patients symptoms of pathology, but he has to view, analyze and treat all the other
determinants of health that surround that individual ensuring a better outcome for the patient.

With the creation and updates of the program “Healthy People”, by the United States Depart‐
ment of Health and Human Services, a vision was delineated of where public health wants to
be, and it changed the way of planning, organizing and acting in public health. Health
promotion and disease-prevention goals were set. It also has analyzed and transformed the
determinants of health; including areas to fulfill one’s needs and describe all the areas that
affect individuals’ health.

Determinants of health (as seen in figure 1) have evolved, encompassing five dimensions that
need to be studied and understood by public health students. There are personal, social,
economic, and environmental factors that influence health status, and those can be summar‐
ized as follows: Policymaking, Social factors, Health services, Individual Behavior and Biology
and Genetics.

Figure 1. Determinants of Health
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the practice of health education and health promotion; advocating policy and legislation
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affecting health education and health promotion; and developing and promoting standards
for professional preparation of health education professionals [4].

Public health differs from clinical medicine by emphasizing prevention and keying interven‐
tions to multiple social and environmental determinants of disease; clinical medicine focuses
on the treatment of the individual [4]. The best way to approach a health issue is by integrating
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treat his patients symptoms of pathology, but he has to view, analyze and treat all the other
determinants of health that surround that individual ensuring a better outcome for the patient.

With the creation and updates of the program “Healthy People”, by the United States Depart‐
ment of Health and Human Services, a vision was delineated of where public health wants to
be, and it changed the way of planning, organizing and acting in public health. Health
promotion and disease-prevention goals were set. It also has analyzed and transformed the
determinants of health; including areas to fulfill one’s needs and describe all the areas that
affect individuals’ health.

Determinants of health (as seen in figure 1) have evolved, encompassing five dimensions that
need to be studied and understood by public health students. There are personal, social,
economic, and environmental factors that influence health status, and those can be summar‐
ized as follows: Policymaking, Social factors, Health services, Individual Behavior and Biology
and Genetics.

Figure 1. Determinants of Health
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As it can be seen in the figure all five determinants are inter-related and each one can be
targeted individually or as a group when working out a solution for a health problem.

Example: For the public health problem: “Motor-vehicle crashes among teen agers”, one
can analyze the problem by using the determinants of health. You can take one or several
of the determinants to define what will you target in the intervention (Figure 2).

Figure 2. Assessment of Motor-vehicle crashes among teen agers using determinants of health

The world is changing fast. Often unclear is the impact that social, economic, and political
change will have on health in general, on health inequities within countries or across the globe
in particular. Action on the social determinants of health will be more effective if basic data
systems, including vital registration and routine monitoring of health inequity and the social
determinants of health are in place and there are mechanisms to ensure that the data can be
understood and applied to develop more effective policies, systems, and programs [5]. This
being said, education and training in social determinants of health are vital during teaching
public health.
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In conjunction with Healthy People 2020, we should ask ourselves two questions: “what
makes some people healthy and others unhealthy?” and, “how can we create a society in
which everyone has a chance to live long healthy lives?”. In order to answer these questions,
it is recommended to develop objectives that address the relationship between health status
and biology, individual behavior, health services, social factors and policies; and empha‐
size  an  ecological  approach  to  disease  prevention  and  health  promotion.  An  ecological
approach focuses on both individual-level and population-level determinants of health and
interventions [6].

Exercise 1 Exercise 1 Characteristics

1. Select a health problem
2 Ask your students to brainstorm and

Type of exercise: Brainstorming
Setting: Classroom2. Ask your students to brainstorm and 

analyze the causes associated to the 
health problem according to the 
determinants of health

3. The students can analyze the problem 
from one or several determinants.

4. Moderate the discussion

Setting: Classroom
Number of students recommended: From 5 
to 30
Materials: Bibliography resources, board, 
markers, eraser.
Duration: 15 to 20 minutes.
Expected outcome: Blackboard utilization4. Moderate the discussion

5. Write on the board the related causes 
given by the students

6. Wrap up the discussion

Expected outcome: Blackboard utilization 
with a health problem and its possible 
causes analyzed from each determinant of 
health.

Figure 3. Exercise 1 - Brainstorming

3. Who is interested in learning about public health?

People interested in public health come from a variety of backgrounds and with different
educational levels (Technical, Professional, Masters, PhD). When teaching public health one
has to be very well aware of this diversity to use the proper vocabulary, terms and information
so it can reach those from non-health and health related backgrounds. Technical jargon should
be utilized but only after being thoroughly introduced.

Traditionally, those interested in public health are health practitioners, especially physicians,
nurses and social workers. However, I have worked with people from various backgrounds
such as finances, administration, anthropology, information technology, biology, etc. actively
working on public health. Some of them came into the public health arena by accident and
some others because they truly liked it to begin with.

Public Health is a field easy to fall in-love with, challenging different backgrounds seeking the
solutions and the outcomes expected for health problems. The recruitment of non-health
professionals into public health is not so difficult, but we have an obligation as public health
practitioners to promote and communicate that this is an exciting area for many people.
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One of my first work experiences at the World Health Organization had me recruiting
professionals from non-health backgrounds to work in Public Health specifically from
developing countries. In the beginning I thought it was going to be very difficult to motivate
these professionals to work in the subject, however, it was highly sought by those who were
informed about the job opportunities and areas of work. The main challenge was just to get
out there and to deliver the message effectively for public health to be known within some
target groups.

The fields of work in Public Health are broad as well. You can work for local, regional, national
or world offices, governmental or non-governmental, private and educational institutions.
Next is an example of a job description for a non-health professional to work in Public Heath:

Example: Sample Job Description: Performance Improvement Manager
Position Overview: Manages and coordinates organization-wide efforts to ensure that 
performance management (PM) and quality improvement (QI) programs are developed and 
managed using a data driven focus that sets priorities for improvements aligned to ongoing 
strategic imperatives.
Minimum Requirements: Master's degree in public health or MBA and 10 or more years of 
experience in public health management, planning or public policy development. Experience in 
P f I t M t d Q lit i d i d [7]Performance Improvement Management and Quality is desired [7].

In the beginning of my public health career, I quickly learned that Public Health needs the
work and support of different disciplines and backgrounds. To analyze and act upon a health
issue you need the participation of a health professional who knows the theory behind the
health issue, people with some knowledge in administration and finances, people that know
about policy development, statistics and so on, if you really want to target properly the matter
of study and have some impact.

You are able to find all the levels of training in Public Health, while in developing countries,
you can mainly find graduate programs such as Masters or PhDs. Perhaps, developing
countries are just now entering the world of policy development in public health issues and
training programs are just starting to grow.

There are many different degree programs for those interested in studying public health. Some
of the programs include:

BA = Bachelor’s in public health: Designed to give students a basic grounding in public health
issues and methods. [8]

• MPH = Master of Public Health: include coursework in a number of public health disciplines,
such as administration, epidemiology, environmental health, and behavioral health.
Specialized degrees such as a Master of Health Administration will be more focused on a
specific topic.
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• MHA = Master of Health Administration: People with experience in public health but often
don’t have MPH degrees

• MHSA = Master of Health Services Administration: For people interested in administration
of Public Health.

• MSPH = Master of Science in Public Health

• DrPH = Doctor of Public Health: It is for people with an interest in public health leadership,
or a desire for deeper knowledge than an MPH program can provide.

• PhD = Doctor of Philosophy

The MPH, DrPH, and MHA are example of degrees which are geared towards those who want
careers as practitioners of public health in traditional health departments, managed care
organizations, community-based organizations, hospitals, consulting firms, international
agencies, state and federal agencies, among others.

MS, PhD, and ScD are examples of academic degrees. They are more oriented toward students
wishing to seek a career in academics and research rather than public health practice.

However, each school of public health can tailor their degree programs significantly. Students
interested in getting a degree in public health should check with individual schools for more
information on specific degree programs.

In your classroom, you will have you have an array of backgrounds that represent an oppor‐
tunity to make your class exciting and fulfilling. Know your students, who they are, what they
do, what their expectations are, and more importantly, identify how can they contribute to the
public health world.

Exercise 2 Exercise 2 Characteristics

Greet your students and ask them the Type of exercise: Getting acquaintedGreet your students and ask them the 
following information
1. What is your name?
2. What is your background?
3. What do you expect from the class?
4. What previous experiences in public 

health have you had?

Type of exercise: Getting acquainted
Setting: Classroom
Number of students recommended: From 5 
to 30
Materials: -
Duration: 15 to 30 minutes.
Expected outcome: Knowing your students, y

5. Is there a particular career path or job 
you seek?

p g y ,
identifying what they expect and what they 
could give to the class.

Figure 4. Exercise 2 – Getting acquainted

Public health is a rewarding field. The field of public health offers great personal fulfillment -
working towards improving people's health and well-being is a rewarding day's work. Health
status indicators or health outcomes, can tell you whether you’ve got a clean bill of health or
if you and your community are in need of some regular public health attention [9].
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4. What skills and competences are needed in a public health practitioner?

An array of skills and competences become the tools of good performance in the field. Those
skills and competences need to be developed during public health training. The teacher is
directly responsible for assuring that the students get what is needed to execute impeccably
the plans and goals delineated for taking action in the community or research fields.

Competency is defined as the ability to apply particular knowledge, skills, attitudes, and values
to the standard of performance required in specified contexts. The Core Competencies can
serve as a starting point for public health practice and academic organizations as they create
workforce development plans, identify training and workforce needs, prepare for accredita‐
tion, and more [10]. Generic competencies are the minimum baseline set of competencies that
are common to all public health roles across all public health sectors and disciplines and that
are necessary for the delivery of essential public health services [11].

The competencies are organized into twelve topic areas. Each topic comprises a set of compe‐
tency statements as follows (Table 1):

Topic Generic Competency statement

1. Health systems
∙ Demonstrates knowledge of the health systems and structures

∙ Demonstrates knowledge of key international agreements.

2. Public Health Science

∙ Demonstrates knowledge of what constitutes public health and how it relates to

public health practice in specific contexts.

∙ Demonstrates knowledge of the determinant factors that affect health and health

inequalities.

∙ Demonstrates knowledge of the basic concepts of health.

∙ Demonstrates knowledge of the basic epidemiological concepts.

3. Policy, Legislation and

Regulation

∙ Demonstrates knowledge of the use of policy in a public health context.

∙ Demonstrates knowledge of how legislation and regulations are applied in public

health contexts.

4. Research and evaluation

∙ Demonstrates understanding of the principles of research and its applications in

public health.

∙ Demonstrates understanding of the principles of evaluation and its applications in

public health.

5. Community health

development
∙ Demonstrates knowledge of community development in a public health context.

6. Public Health Practice

∙ Demonstrates knowledge and understanding of the intent of public health

interventions.

∙ Analyses public health issues.
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Topic Generic Competency statement

∙ Uses culturally appropriate values processes and protocols when working in teams.

7. Working across and

understanding cultures

∙ Demonstrates knowledge of the nature of culture.

∙ Demonstrates knowledge of the principles of cultural

∙ safety and takes responsibility for maintaining safety in

∙ regards to cultural values, norms, and practices.

8. Communication

∙ Listens actively.

∙ Uses different communication styles to facilitate understanding accommodate.

∙ Uses oral communication effectively in a range of contexts.

∙ Communicates clearly in writing for the given context.

∙ Consults with others in a range of settings.

9. Leadership, Teamwork, and

professional liaison

∙ Positively influences the way teams work together.

∙ Demonstrates understanding of the many aspects of leadership.

∙ Instigates, coordinates and facilitates groups.

∙ Establishes and maintains effective professional relationships to improve health

outcomes.

10. Advocacy
∙ Demonstrates the ability to advocate in achieving public health outcomes.

∙ Demonstrates the ability to negotiate to achieve public health outcomes.

11. Professional Development

and Self- Management
∙ Manages self to improve performance and professional development.

12. Planning and

Administration

∙ Accesses a range of organizational information.

∙ Describes how work plan fits with organizational and wider public health priorities.

∙ Completes appropriate administration record keeping and allocated financial

responsibilities according to contractual and legal frameworks and organizational

policies as they apply.

∙ Demonstrates understanding of the public heath role in an emergency response.

Source: Keating, Gay et al. Generic Competencies for Public Health in Aotearoa-New Zealand. New Zealand: The Public
Health Association of New Zealand.

Table 1. Topic areas with their generic competencies in Public Health

A skill is the ability to do something well; to have the expertise. Some of the most important
skills for a public health professional to have are: Analytic Assessment Skills, Policy Devel‐
opment/Programa Planning Skills, Communication Skills, Cultural Competency Skills,
Community Dimensions of Practice Skills, Basic Public Health Sciences Skills, Financial
Planning and Management Skills and Leadership and Systems Thinking Skills [12]

For each domain of skills there are a group of specific competences that apply as shown in
table 2.
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Skill Specific Competence

Analytic Assessment Skills ∙ Defines a problem

∙ Determines appropriate uses and limitations of both quantitative and qualitative data

∙ Selects and defines variables relevant to defined public health problems

∙ Identifies relevant and appropriate data and information sources

∙ Evaluates the integrity and comparability of data and identifies gaps in data sources

∙ Applies ethical principles to the collection, maintenance, use, and dissemination of

data and information

∙ Partners with communities to attach meaning to collected quantitative and

qualitative data

∙ Makes relevant inferences from quantitative and qualitative data

∙ Obtains and interprets information regarding risks and benefits to the community

∙ Applies data collection processes, information technology applications, and computer

systems storage/retrieval strategies

∙ Recognizes how the data illuminates ethical, political, scientific, economic, and overall

public health issues

Policy Development/Program

Planning Skills

∙ Collects, summarizes, and interprets information relevant to an issue

∙ States policy options and writes clear and concise policy statements

∙ Identifies, interprets, and implements public health laws, regulations, and policies

related to specific programs

∙ Articulates the health, fiscal, administrative, legal, social, and political implications of

each policy option

∙ States the feasibility and expected outcomes of each policy option

∙ Utilizes current techniques in decision analysis and health planning

∙ Decides on the appropriate course of action

∙ Develops a plan to implement policy, including goals, outcome and process

objectives, and implementation steps

∙ Translates policy into organizational plans, structures, and programs

∙ Prepares and implements emergency response plans

∙ Develops mechanisms to monitor and evaluate programs for their

∙ effectiveness and quality

Communication Skills ∙ Communicates effectively both in writing and orally, or in other ways

∙ Solicits input from individuals and organizations

∙ Advocates for public health programs and resources

∙ Leads and participates in groups to address specific issues

∙ Uses the media, advanced technologies, and community networks to communicate

information

∙ Effectively presents accurate demographic, statistical, programmatic, and scientific

information for professional and lay audiences

Cultural Competency Skills ∙ Utilizes appropriate methods for interacting sensitively, effectively,
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Skill Specific Competence

∙ and professionally with persons from diverse cultural, socioeconomic, educational,

racial, ethnic and professional

∙ backgrounds, and persons of all ages and lifestyle preferences

∙ Identifies the role of cultural, social, and behavioral factors in

∙ determining the delivery of public health services

∙ Develops and adapts approaches to problems that take into

∙ account cultural differences

Community Dimensions of

Practice Skills

∙ Establishes and maintains linkages with key stakeholders

∙ Utilizes leadership, team building, negotiation, and conflict

∙ resolution skills to build community partnerships

∙ Collaborates with community partners to promote the health of

∙ the population

∙ Identifies how public and private organizations operate within a community

∙ Accomplishes effective community engagements

∙ Identifies community assets and available resources

∙ Develops, implements, and evaluates a community public health assessment,

∙ Describes the role of government in the delivery of community

∙ health services

Basic Public Health Sciences

Skills

∙ Identifies the individual’s and organization’s responsibilities within the context of the

Essential Public Health Services and core functions

∙ Defines, assesses, and understands the health status of populations, determinants of

health and illness, factors contributing

∙ to health promotion and disease prevention, and factors influencing the use of health

services

∙ Understands the historical development, structure, and interaction of public health

and health care systems

∙ Identifies and applies basic research methods used in public health

∙ Applies the basic public health sciences including behavioral and social sciences,

biostatistics, epidemiology, environmental public

∙ health, and prevention of chronic and infectious diseases and injuries

∙ Identifies and retrieves current relevant scientific evidence

∙ Identifies the limitations of research and the importance of observations and

interrelationships

Financial Planning and

Management Skills

∙ Develops and presents a budget

∙ Manages programs within budget constraints

∙ Applies budget processes

∙ Develops strategies for determining budget priorities

∙ Monitors program performance

∙ Prepares proposals for funding from external sources
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Skill Specific Competence

Analytic Assessment Skills ∙ Defines a problem

∙ Determines appropriate uses and limitations of both quantitative and qualitative data

∙ Selects and defines variables relevant to defined public health problems

∙ Identifies relevant and appropriate data and information sources

∙ Evaluates the integrity and comparability of data and identifies gaps in data sources

∙ Applies ethical principles to the collection, maintenance, use, and dissemination of

data and information

∙ Partners with communities to attach meaning to collected quantitative and

qualitative data

∙ Makes relevant inferences from quantitative and qualitative data

∙ Obtains and interprets information regarding risks and benefits to the community

∙ Applies data collection processes, information technology applications, and computer

systems storage/retrieval strategies

∙ Recognizes how the data illuminates ethical, political, scientific, economic, and overall

public health issues

Policy Development/Program

Planning Skills

∙ Collects, summarizes, and interprets information relevant to an issue

∙ States policy options and writes clear and concise policy statements

∙ Identifies, interprets, and implements public health laws, regulations, and policies

related to specific programs

∙ Articulates the health, fiscal, administrative, legal, social, and political implications of

each policy option

∙ States the feasibility and expected outcomes of each policy option

∙ Utilizes current techniques in decision analysis and health planning

∙ Decides on the appropriate course of action

∙ Develops a plan to implement policy, including goals, outcome and process

objectives, and implementation steps

∙ Translates policy into organizational plans, structures, and programs

∙ Prepares and implements emergency response plans

∙ Develops mechanisms to monitor and evaluate programs for their

∙ effectiveness and quality

Communication Skills ∙ Communicates effectively both in writing and orally, or in other ways

∙ Solicits input from individuals and organizations

∙ Advocates for public health programs and resources

∙ Leads and participates in groups to address specific issues

∙ Uses the media, advanced technologies, and community networks to communicate

information

∙ Effectively presents accurate demographic, statistical, programmatic, and scientific

information for professional and lay audiences

Cultural Competency Skills ∙ Utilizes appropriate methods for interacting sensitively, effectively,
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Skill Specific Competence

∙ and professionally with persons from diverse cultural, socioeconomic, educational,

racial, ethnic and professional

∙ backgrounds, and persons of all ages and lifestyle preferences

∙ Identifies the role of cultural, social, and behavioral factors in

∙ determining the delivery of public health services

∙ Develops and adapts approaches to problems that take into

∙ account cultural differences

Community Dimensions of

Practice Skills

∙ Establishes and maintains linkages with key stakeholders

∙ Utilizes leadership, team building, negotiation, and conflict

∙ resolution skills to build community partnerships

∙ Collaborates with community partners to promote the health of

∙ the population

∙ Identifies how public and private organizations operate within a community

∙ Accomplishes effective community engagements

∙ Identifies community assets and available resources

∙ Develops, implements, and evaluates a community public health assessment,

∙ Describes the role of government in the delivery of community

∙ health services

Basic Public Health Sciences

Skills

∙ Identifies the individual’s and organization’s responsibilities within the context of the

Essential Public Health Services and core functions

∙ Defines, assesses, and understands the health status of populations, determinants of

health and illness, factors contributing

∙ to health promotion and disease prevention, and factors influencing the use of health

services

∙ Understands the historical development, structure, and interaction of public health

and health care systems

∙ Identifies and applies basic research methods used in public health

∙ Applies the basic public health sciences including behavioral and social sciences,

biostatistics, epidemiology, environmental public

∙ health, and prevention of chronic and infectious diseases and injuries

∙ Identifies and retrieves current relevant scientific evidence

∙ Identifies the limitations of research and the importance of observations and

interrelationships

Financial Planning and

Management Skills

∙ Develops and presents a budget

∙ Manages programs within budget constraints

∙ Applies budget processes

∙ Develops strategies for determining budget priorities

∙ Monitors program performance

∙ Prepares proposals for funding from external sources
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Skill Specific Competence

∙ Applies basic human relations skills to the management of organizations, motivation

of personnel, and resolution of conflicts

∙ Manages information systems for collection, retrieval, and use of data for decision-

making

∙ Negotiates and develops contracts and other documents for

∙ the provision of population-based services

∙ Conducts cost effectiveness, cost benefit, and cost utility analyses

Leadership and Systems

Thinking Skills

∙ Creates a culture of ethical standards within organizations and communities

∙ Helps create key values and shared vision and uses these principles to guide action

∙ Identifies internal and external issues that may impact delivery of

∙ essential public health services (i.e. strategic planning)

∙ Facilitates collaboration with internal and external groups to

∙ ensure participation of key stakeholders

∙ Promotes team and organizational learning

∙ Contributes to development, implementation, and monitoring of organizational

performance standards

∙ Uses the legal and political system to effect change

∙ Applies theory of organizational structures to professional practice

Source: PHF. Core Competencies for Public Health Professionals. Washington: Public Health Foundation; 2012.

Table 2. Skills and specific competences in Public Health.

You can observe in tables 1 and 2, public health professional needs to develop: a series of skills
and competences that will make s/he a professional that will be able to perform different duties
in several areas and to have a broader understanding of the health problems in his community
and the world.

According to the discipline, profiles are outlined to meet the requirement of the tasks as it is
presented in the following example:

Example: Sample Job Description: Performance Improvement Manager
Position Overview: Lecturer / Senior Lecturer in Public Health
Essential Factors and Skills: Master’s degree or equivalent, Ability to inspire and collaborate, 
Establishes writing skills, Specialist expertise and experience in public health, Previous 
experience in coordinating public health research, writing and submitting proposals and bids 
and mentoring and supervising staff. Excellent verbal and communication skills, presentation 
skills and IT skills. Organized, with an ability to work methodically, accurately and to 
d dli [13]deadlines. [13].
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Exercise 3 Exercise 3 Characteristics

Invite a guest speaker to your class who’s Type of exercise: Guest speakerInvite a guest speaker to your class, who s 
profile is an experienced Public Health 
Professional.
Ask him to talk about his experience in the 
field; how he has done it, what skills and 
competences he has developed.
Finish the session with questions and 

Type of exercise: Guest speaker
Setting: Classroom or auditorium
Number of students recommended: From 
15 to 100
Materials: Audiovisual, video beam, 
computer
Duration: 30 to 60 minutes.q

answers from your students. Expected outcome: Students motivated 
about Public Health

Figure 5. Exercise 3 – Guest speaker

5. Importance of knowing your students and identifying their particular
skills

This is a special section with some strategies to identify the potential of your students in the
classroom, how to explore and encourage their development and applicability towards public
health practice.

It doesn’t matter how good a professional can be if s/he doesn’t care for who s/he is teaching.
A success factor for any one’s learning experience is having a teacher that can actively search
and find the talents of his/her students.

I always recommend to anyone who works in education, more so in health education, to devote
a good amount of time to get to know their students well. I say especially in health education
because health sciences tend to depersonalize learning experiences; leaving the themes as just
science to be learned no matter the individual makes learning sterile.

From the first encounter with your students take some time getting acquainted, for example,
use icebreakers, ask about your student’s family, habits, hobbies and why not get into some
of the public health subjects you are going to be teaching them utilizing their own health risk
factors or determinants of health. That way you will know how much resonance you will have
in your lectures. This will also give you the opportunity to select examples that will reach your
students in a deeper level that will touch them, that will make them remember!

Learners can be classified according to their learning style or preference as visual, auditory or
tactile/kinesthetic [14].

For visual learners it is important to use pictures, diagrams, photographs, graphs, videos,
illustrations, flipcharts or any other visual aid that will accompany the main message. Body
language it is also important with these types of students. It can become a powerful tool for
keeping their interest in the class and the subject.
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Skill Specific Competence

∙ Applies basic human relations skills to the management of organizations, motivation
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∙ ensure participation of key stakeholders
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∙ Contributes to development, implementation, and monitoring of organizational

performance standards

∙ Uses the legal and political system to effect change

∙ Applies theory of organizational structures to professional practice

Source: PHF. Core Competencies for Public Health Professionals. Washington: Public Health Foundation; 2012.

Table 2. Skills and specific competences in Public Health.

You can observe in tables 1 and 2, public health professional needs to develop: a series of skills
and competences that will make s/he a professional that will be able to perform different duties
in several areas and to have a broader understanding of the health problems in his community
and the world.

According to the discipline, profiles are outlined to meet the requirement of the tasks as it is
presented in the following example:

Example: Sample Job Description: Performance Improvement Manager
Position Overview: Lecturer / Senior Lecturer in Public Health
Essential Factors and Skills: Master’s degree or equivalent, Ability to inspire and collaborate, 
Establishes writing skills, Specialist expertise and experience in public health, Previous 
experience in coordinating public health research, writing and submitting proposals and bids 
and mentoring and supervising staff. Excellent verbal and communication skills, presentation 
skills and IT skills. Organized, with an ability to work methodically, accurately and to 
d dli [13]deadlines. [13].
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field; how he has done it, what skills and 
competences he has developed.
Finish the session with questions and 
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Setting: Classroom or auditorium
Number of students recommended: From 
15 to 100
Materials: Audiovisual, video beam, 
computer
Duration: 30 to 60 minutes.q

answers from your students. Expected outcome: Students motivated 
about Public Health

Figure 5. Exercise 3 – Guest speaker

5. Importance of knowing your students and identifying their particular
skills

This is a special section with some strategies to identify the potential of your students in the
classroom, how to explore and encourage their development and applicability towards public
health practice.

It doesn’t matter how good a professional can be if s/he doesn’t care for who s/he is teaching.
A success factor for any one’s learning experience is having a teacher that can actively search
and find the talents of his/her students.

I always recommend to anyone who works in education, more so in health education, to devote
a good amount of time to get to know their students well. I say especially in health education
because health sciences tend to depersonalize learning experiences; leaving the themes as just
science to be learned no matter the individual makes learning sterile.

From the first encounter with your students take some time getting acquainted, for example,
use icebreakers, ask about your student’s family, habits, hobbies and why not get into some
of the public health subjects you are going to be teaching them utilizing their own health risk
factors or determinants of health. That way you will know how much resonance you will have
in your lectures. This will also give you the opportunity to select examples that will reach your
students in a deeper level that will touch them, that will make them remember!

Learners can be classified according to their learning style or preference as visual, auditory or
tactile/kinesthetic [14].

For visual learners it is important to use pictures, diagrams, photographs, graphs, videos,
illustrations, flipcharts or any other visual aid that will accompany the main message. Body
language it is also important with these types of students. It can become a powerful tool for
keeping their interest in the class and the subject.
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Auditory learners are those who learn best by listening. Be prepared to use a decisive tone of
voice, make changes in volume, intensity, accentuation and speed. Learners get the most out
of discussions in small groups, short lectures and interesting subjects. Sometimes you can also
use music to emphasize parts of the lecture or discussion.

Tactile or kinesthetic learners learn better by doing, moving or touching. In teaching public
health, any type of community work, such as data collection, surveying, prevention activities
in the community, education, etc. it is a very used method to motivate and train your students
in a particular subject.

Example: Learning Styles 

AUDITORY LEARNERS 
 

Like to be read to 
Like to read at loud 

Like to use mnemonics to help learn material 
Like to talk with others about their ideas 

 

 

VISUAL LEARNERS 
 

Like to learn from reading, taking notes, 
and using worksheets 

Like to use highlighters to outline 
important facts 

Like to see a visual representation of the 
information 

Like to use multimedia materials such as 
computers and transparencies 

KINESTHETIC LEARNERS 
 

Like to move around to learn new information 
Like to take frequent breaks 

Like to use rhythms or music to learn 
Like to learn in different settings 

 

   Figure 6. Example of learning styles. Source: BENSLEY, Robert and BROOKINS-FISHER, Jodi. Community Health educa‐
tion and methods. A practical guide. United States: Jones and Barlett Publishers, LLC; 2009.

You can use either or all the methods whenever you feel you need them. Public Health teaching
is not limited to the classroom, but can be done in all kinds of settings. Where ever you are,
try to use it for your convenience and apply your skills to achieve your main goal: capture
your student’s interest [15]. You can do this by stimulating research on the theory and practice
of health education; supporting high quality performance standards for the practice of health
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education and health promotion; and finally, advocating policy and legislation affecting health
education.

In the next table there are several methods that can be used in the exercise of teaching public
health by developing three types of objectives: cognitive objectives, affective objectives and
psychomotor objectives.

Method Cognitive Affective Psychomotor Time required

Getting acquainted

(icebrakers)

X P P 15+

Audio X P P 15+

Audiovisual materials X P P 15+

Case studies X X 30+

Computer-assisted

instruction

X P 30+

Cooperative learning P P P 30+

Debates P P 30+

Educational games X 20+

Field trips P 60+

Guest speakers X P 30+

Lecture X 5+

Panels P X 30+

Peer education P X 120+

Problem solving X P 30+

Self-appraisals X 10+

Service learning X X P 120+

Simulations X X X 30+

Storytelling P X 10+

Legend: X = Yes, common use; P = possible

Table 3. Methods for teaching public health and their objectives
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Auditory learners are those who learn best by listening. Be prepared to use a decisive tone of
voice, make changes in volume, intensity, accentuation and speed. Learners get the most out
of discussions in small groups, short lectures and interesting subjects. Sometimes you can also
use music to emphasize parts of the lecture or discussion.

Tactile or kinesthetic learners learn better by doing, moving or touching. In teaching public
health, any type of community work, such as data collection, surveying, prevention activities
in the community, education, etc. it is a very used method to motivate and train your students
in a particular subject.

Example: Learning Styles 
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Like to be read to 
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tion and methods. A practical guide. United States: Jones and Barlett Publishers, LLC; 2009.

You can use either or all the methods whenever you feel you need them. Public Health teaching
is not limited to the classroom, but can be done in all kinds of settings. Where ever you are,
try to use it for your convenience and apply your skills to achieve your main goal: capture
your student’s interest [15]. You can do this by stimulating research on the theory and practice
of health education; supporting high quality performance standards for the practice of health
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education and health promotion; and finally, advocating policy and legislation affecting health
education.

In the next table there are several methods that can be used in the exercise of teaching public
health by developing three types of objectives: cognitive objectives, affective objectives and
psychomotor objectives.

Method Cognitive Affective Psychomotor Time required

Getting acquainted

(icebrakers)

X P P 15+

Audio X P P 15+

Audiovisual materials X P P 15+

Case studies X X 30+

Computer-assisted

instruction

X P 30+

Cooperative learning P P P 30+

Debates P P 30+

Educational games X 20+

Field trips P 60+

Guest speakers X P 30+

Lecture X 5+

Panels P X 30+

Peer education P X 120+

Problem solving X P 30+

Self-appraisals X 10+

Service learning X X P 120+

Simulations X X X 30+

Storytelling P X 10+

Legend: X = Yes, common use; P = possible

Table 3. Methods for teaching public health and their objectives
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Some of the methods described above have been used as examples in this chapter.

Example: Selecting team members
After a getting acquainted section, you noticed you have at least 5 students that know 
very well SPSS, 3 more that are great speakers, 2 that have field experiences in public 
health interventions, 4 students with grant writing experiences, and 2 students with 
managerial and financial skills. You need to put to put together a team of 5 people that 
can manage and run an intervention in the community. You are able know to select the 
indi iduals for your team after knowing the skills your students ha eindividuals for your team after knowing the skills your students have.

In order to have a good point of departure in a modern public health course, I recommend
choosing an authoritative book on the main concepts of Public Health to be used as course text.
Depending on the focus of the class, that book can have only public health theory or more
specific information on any of the public health areas.

Prepare your class using at least one of the methods that have been explained or more than
one depending on the content of the lecture, number of students, available resources and time.

Create a course syllabus. Schedule topics in advance and inform your students about the
materials to be used in the class. Assign some readings so the students have a previous review
of the information to be discussed in the class and make sure to make a round of questions
(Q&A) about the assigned reading.

This will help you and your students to trace a baseline from which your class will start with
generated expectations and a basic knowledge to be developed.

Exercise 4 Exercise 4 Characteristics

Prepare an outline for a lecture using at least Type of exercise: LecturePrepare an outline for a lecture using at least 
3 methods described in table 3. 
Input the time dedicated to each activity, 
materials used and bibliography. Make sure 
to include exercises for your students.

Type of exercise: Lecture
Setting: Classroom or auditorium
Number of students recommended: From 5 
to 30
Materials: Audiovisual, video beam, 
computer
Duration: 45 to 90 minutes.
Expected outcome: Objectives of the lecture 
met.

Figure 7. Exercise 4 – Lecture

Again, using either one or several of those methods, you should be able to include the students
and make them full participant in your class activity. Once you have identified what the
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student can do and what it that makes her/him special in the classroom, reinforce it and
promote it.

6. Guiding your students to generate actions in public health

Public health is a field that offers an abundance of job opportunities to suit a variety of interests
and skills. Whether you are more interested in crunching numbers, conducting research, or
working with people, there is a place for you. Recent college graduates and those that have
been in the field for years have something to offer and to gain in this field. Public health is
ideal for those that gain satisfaction knowing that they are working to improve the lives of
others.

It is very important for a student to understand the public health priorities that surround her/
him, and in that way, should be able to propose solutions that can be taken to actions. Some
of the key public health priorities which have become achievements for the world and the
United States of America are listed in table 4.

No. Worldwide 2001-2010 United States 2001-2010

1 Reductions in child mortality Vaccine-Preventable Diseases

2 Vaccine-Preventable Diseases Prevention and control of Infectious Diseases

3 Access to Safe Water and Sanitation Tobacco Control

4 Malaria Prevention and Control Maternal and Infant Health

5 Prevention and control of HIV/AIDS Motor Vehicle Safety

6 Tuberculosis Control Cardiovascular Disease Prevention

7 Control of Neglected Tropical Diseases Occupational Safety

8 Tobacco Control Cancer Prevention

9 Increased Awareness and Response for Improving

Global Road Safety

Childhood Lead Poisoning Prevention

10 Improved Preparedness and Response to Global

Health Threats

Public Health Preparedness and Response

Source: CDC. Ten Great Public Health Achievements

Table 4. Ten great Public Health Achievements

Public Health needs to transcend the assessment of health issues and professionals should be
able to propose and deliver interventions in the field that make changes in communities and
hopefully in public policies.

Many public health practitioners find the problems, analyze them and give plausible explan‐
ations of the causes to health issues. Less come out with ideas for interventions and activities
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Some of the methods described above have been used as examples in this chapter.

Example: Selecting team members
After a getting acquainted section, you noticed you have at least 5 students that know 
very well SPSS, 3 more that are great speakers, 2 that have field experiences in public 
health interventions, 4 students with grant writing experiences, and 2 students with 
managerial and financial skills. You need to put to put together a team of 5 people that 
can manage and run an intervention in the community. You are able know to select the 
indi iduals for your team after knowing the skills your students ha eindividuals for your team after knowing the skills your students have.

In order to have a good point of departure in a modern public health course, I recommend
choosing an authoritative book on the main concepts of Public Health to be used as course text.
Depending on the focus of the class, that book can have only public health theory or more
specific information on any of the public health areas.

Prepare your class using at least one of the methods that have been explained or more than
one depending on the content of the lecture, number of students, available resources and time.

Create a course syllabus. Schedule topics in advance and inform your students about the
materials to be used in the class. Assign some readings so the students have a previous review
of the information to be discussed in the class and make sure to make a round of questions
(Q&A) about the assigned reading.

This will help you and your students to trace a baseline from which your class will start with
generated expectations and a basic knowledge to be developed.
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Prepare an outline for a lecture using at least Type of exercise: LecturePrepare an outline for a lecture using at least 
3 methods described in table 3. 
Input the time dedicated to each activity, 
materials used and bibliography. Make sure 
to include exercises for your students.

Type of exercise: Lecture
Setting: Classroom or auditorium
Number of students recommended: From 5 
to 30
Materials: Audiovisual, video beam, 
computer
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Expected outcome: Objectives of the lecture 
met.
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Again, using either one or several of those methods, you should be able to include the students
and make them full participant in your class activity. Once you have identified what the
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student can do and what it that makes her/him special in the classroom, reinforce it and
promote it.

6. Guiding your students to generate actions in public health

Public health is a field that offers an abundance of job opportunities to suit a variety of interests
and skills. Whether you are more interested in crunching numbers, conducting research, or
working with people, there is a place for you. Recent college graduates and those that have
been in the field for years have something to offer and to gain in this field. Public health is
ideal for those that gain satisfaction knowing that they are working to improve the lives of
others.

It is very important for a student to understand the public health priorities that surround her/
him, and in that way, should be able to propose solutions that can be taken to actions. Some
of the key public health priorities which have become achievements for the world and the
United States of America are listed in table 4.

No. Worldwide 2001-2010 United States 2001-2010

1 Reductions in child mortality Vaccine-Preventable Diseases

2 Vaccine-Preventable Diseases Prevention and control of Infectious Diseases

3 Access to Safe Water and Sanitation Tobacco Control

4 Malaria Prevention and Control Maternal and Infant Health

5 Prevention and control of HIV/AIDS Motor Vehicle Safety

6 Tuberculosis Control Cardiovascular Disease Prevention

7 Control of Neglected Tropical Diseases Occupational Safety

8 Tobacco Control Cancer Prevention

9 Increased Awareness and Response for Improving

Global Road Safety

Childhood Lead Poisoning Prevention

10 Improved Preparedness and Response to Global

Health Threats

Public Health Preparedness and Response

Source: CDC. Ten Great Public Health Achievements

Table 4. Ten great Public Health Achievements

Public Health needs to transcend the assessment of health issues and professionals should be
able to propose and deliver interventions in the field that make changes in communities and
hopefully in public policies.

Many public health practitioners find the problems, analyze them and give plausible explan‐
ations of the causes to health issues. Less come out with ideas for interventions and activities
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to be made, and even less are able to conjugate the results of those interventions to proposing
political exits to public health problems.

Exercise 5 Exercise 5 Characteristics

Take your students on a field trip to visit a Type of exercise: Field tripTake your students on a field trip to visit a 
vulnerable community to a health problem, 
example, a community with water problems. 
Have them talk to the people, look for the 
water sources, identify the problems, 
propose solutions and implement 
intervention activities if already outlined. 

Type of exercise: Field trip
Setting: Field
Number of students recommended: 5 to 15
Materials: Transportation mean, 
identifications for students, camera
Duration: 90 to 180+ minutes.
Expected outcome: Students motivation, y

Wrap up the session with lessons learned. 
Take pictures and write a field trip report.

p ,
intervention goals reviewed and measured.

Figure 8. Exercise 5 – Field trip

7. Use of technology in the teaching and practicing of public health

Globalization has changed the way in which we work, especially as a scientific community.
Networking and technology are quintessential tools for teaching public health now.

Teaching and assessing public health has changed within a century, and now, we face an age
in which the Information and communication technologies (ITCs) are the gold standard. ITCs
are the integration of telecommunications, computers, audio-visual systems, wired and
wireless signals, software, storage and others in order to transmit, store, manipulate and share
information efficiently between users.

The ITCs join what used to be telephone networks with computer networks, and has facilitated
the delivery of messages to public health practitioners and community.

Dr. Mirta Roses Periago, former Director of the Panamerican Health Organization said in 2003
the following words that I consider relevant: “This century will be the century of networks,
connectivity and interdependence, and this will allow us to overcome the barriers of time and
space, opening possibilities that we never imagined to improve the life conditions of our
people…” [18]

Health services are complex in the way they are built, based upon scientific research and
evidence based medicine. In order to do this, it is necessary the collaboration and participation
of multiple actors with different profiles, knowledge and skills.

Communication between parties that work in public health has significantly improved
through ITCs and social networks. There are other technologies that include digital content
and video streaming that also facilitate the interaction of interdisciplinary groups.
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The source of knowledge and their spread has evolved as follows (figure 3):

Books and paper

Online learning and virtual campuses

Electronic data bases

Electronic books

Social networks: Facebook, Hi5, LinkedIn

Online video: Example Youtube and skype

Mobile devices (GPS, phone, laptops)

Green technologies: any technology that avoids the excess of physical resources.

Blogging and microblogging:  Twitter

Teleconsulting / Telemedicine

Greater social networks platforms (Web 2.0): Example Google docs, My space

Wikis:  constructing documents in a collaborative way with Wikipedia as a referent.

Figure 9. Evolution of knowledge sources and their communication resources

With the use of ITCs you can interact with others, share information and resources efficiently,
however, one has to be very cautious when protecting the security and privacy of the health
information that is being managed, because of its efficiency and ease of use, sharing this type
of knowledge through ITCs can put people at risk.

This is why users, roles and privileges in accessing any type of ITC resource has to be well
defined.  Computer  accounts  need  to  be  secure,  data  storage  and  back  up  has  to  be
warranted. [19]

I have personally used all of the tools named in figure 3 for both clinical and public health
practice. I believe ITCs and social networking are a powerful tool to access the community
and generate highly impacting interventions. However, I also believe the management of
the messages being distributed, the discussions created and the rising questions need a care‐
ful treatment in order not to allow the transformation or deviation of the core messages that
were intended to be delivered.
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to be made, and even less are able to conjugate the results of those interventions to proposing
political exits to public health problems.
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p ,
intervention goals reviewed and measured.

Figure 8. Exercise 5 – Field trip
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the following words that I consider relevant: “This century will be the century of networks,
connectivity and interdependence, and this will allow us to overcome the barriers of time and
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and video streaming that also facilitate the interaction of interdisciplinary groups.
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Example: Blog: U.S Strategy to prevent and respond to gender-based violence globally [20]

Social networking works especially well in settings where technology is accessible and other
communication practices might be more expensive. Some developing countries have good
access to internet for instance, and people in the community might be able to participate in
activities and discussions, read messages, post queries or getting actively involved in a public
health strategy without having to spend a lot or resources.

Exercise 6 Exercise 6 Characteristics

At the computer lab give your students a Type of exercise: Computer-assistedAt the computer lab give your students a 
public health topic to research.
Provide them with a list of health databases 
to be used.
Ask them to look for at least 5 scientific 
articles that discuss the topic selected.
Students should write a report and send it to 

Type of exercise: Computer assisted 
instruction
Setting: Computer lab
Number of students recommended: 5 to 30
Materials: Computer, video beam
Duration: 60 to 120 minutes
Expected outcome: Data bases managementp

the instructor by e-mail at the end of the 
class.

p g

Figure 10. Exercise 6 – Computer-assisted instruction
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8. Results expected in the learning process of public health

One of the key messages to be taught is to keep in mind that partnering with the community
is the key to success of Public Health practice.

Community diversity and culture must be recognized and respected. Community engagement
can only be sustained by identifying and mobilizing community assets, and by developing
capacities and resources for community health decisions and action.

The concerns of society are always in the forefront of public health. These concerns keep
changing and the methods for addressing keep expanding. New technologies and global, local,
and national interventions are becoming a necessary part of public health. [21]

The impact of any public health initiative is proportional to the amount of community
involvement and collaboration. They are who, in the end, will acquire long-term commitments
with their own health and we as public health practitioners, are the ones who will partner with
them and other organizations to make those relationships long lasting and productive.

The final outcome of a public health learning process involves:

• Basic knowledge in public health generalities

• Acute sense of research

• Highly committed and sensible professionals with the community

• Community involvement

• Setting realistic goals that should progress to highly impact the social setting to be applied.

• Setting performance indicators

Goals, objectives, and performance indicators function very much like the elements of an
archer and his or her target, in that, they clarify the purpose of the health education interven‐
tion.

9. Conclusion

Teaching public health means training individuals to assess effectively health issues, assure
the maintenance of health in a community and develop policies, strategies and interventions
to improve health.

Public health is an exciting and growing field of study that challenges its professionals to
confront complex health issues, such as improving access to health care, controlling infectious
disease, and reducing environmental hazards, violence, substance abuse, and injury. The field
is dynamic and diverse, and Public Health professionals come from varying educational
backgrounds and can specialize in an array of fields. A host of specialists, including teachers,
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journalists, researchers, administrators, environmentalists, demographers, social workers,
laboratory scientists, and attorneys, work to protect the health of the public.

Public health is also a field geared toward serving others. Public health professionals serve
local, national, and international communities. They are leaders who meet the many exciting
challenges in protecting the public's health today and in the future.

As public health trainers we have the obligation to educate our students develop their skills
and make them competent in the areas they select as their preference. A well trained profes‐
sional should be capable of taking on challenges with confidence, effectiveness and assertive‐
ness.

During training, students need to explore all three dimensions of the core functions of public
health: assessment, assurance and policy development. In this way, they would be able to
choose which direction to go once they are practicing.

A public health trainer needs to be proficient in the use of ICTs and apply them not only during
the academic exercise of teaching public health but during his practice. ICTs facilitate public
health intervention outcomes and are an efficient and cost-effective way to promote health.
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